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## Chapter 1

## General Introduction

Living at the pace of industrial applications, the field of Computer Science is in constant evolution, with the regular apparition of new areas and paradigms. One of its recent shifts is concerned about processing enormous datasets, containing billions of points: this is the so-called "big data" era. Not only computer scientists are concerned: other sciences, such as physics or biology, are now collecting massive amount of data; companies are taking action driven by data; and big data is even becoming a political hot topic on which governments are taking actions [84, 142].

The quantity of data collected and analyzed by numerical devices is indeed drastically increasing. For data analysts, this raises a new challenge: how to actually understand the structure of those endless flows of information, and extract the essential from them? This, in turn, challenges the computer science community: processing manually all that data is a mirage, and it is necessary to have automatic procedures - in other words, algorithms - to treat it.

Those algorithms need to be specifically tailored to the big data paradigm: it is indeed unrealistic to imagine algorithms using substantially more memory than that to store the input data, or substantially more time than to simply read it. Sometimes, even storing the whole data in memory may be impossible, and finding a summary of it is necessary. By contrast, an algorithm that needs a processing time polynomial in the time necessary to read the input was traditionally considered fast enough - as an example, if the time to read the input is $x$ seconds, an algorithm solving a problem in $x^{10}$ seconds was considered fast. Many such algorithms were developed in the past decades, but they are out of scope for processing big data: the time to read a standard big dataset is often larger than $x=10$ seconds, and no one is willing to wait the result of an algorithm for $x^{10}=10^{10}$ seconds - roughly 317 years. It is thus crucial to find new algorithms, adapted to those new constraints, in order to process and analyze data.

With the aim of both summarizing and gathering some structural information about a dataset, one of the simplest pieces of information that exists is the mean. When the dataset consists of points in Euclidean space, the algorithm to compute the mean merely consists of taking the sum, coordinate by coordinate, of the input data, and
normalize it by the number of input points. The mean is precisely this normalized sum. If one cannot even read the full input, it is possible to compute a point close to the mean by applying this algorithm to a small random subset of the input. This algorithm is extremely fast, as it does not require more than reading a small random subset of the input, and memory efficient, as one only needs to store the sum. Hence, it answers perfectly the time and memory constraints of the big data paradigm.

In terms of information provided, the mean is sometimes considered as a good representative of the full dataset: one can use it as a first approximation to describe the dataset, as it is done for instance when talking about the mean salary of a country, or the mean height of a population. However, as noted in the definition given by IN$\mathrm{SEE}^{1}$ [105], it is often not the best indicator, and the median may be more relevant. For instance, they note that the mean is very impacted by outliers: in the case of the salary, it is very impacted by few very high ones, and that furthermore uncertainty on those high values is transferred to the mean - while the median escapes those two shortcomings. One reason for which the mean is so vastly used despite those disadvantages may be the easiness of its computation [105]. This was a good reason when data was processed by hand, but we now have computers and algorithms: they can be of help to solve more complex problems, and to provide a more precise information.

For instance, a limitation of the mean (that the median suffers as well) is the following: using the mean of a dataset, it is implicitly assumed that it is actually meaningful to represent the whole data by a single point. This assumption is of course not always satisfied, as illustrated by the example of Fig. 1.1. In such a case, finding a single representative conceals diversity of the dataset. Using two representatives instead would give a more accurate and faithful summary of it.


Figure 1.1: Distribution of sizes in France, that exhibits two peaks. This drawing is artificial, based only on the estimated mean and standard deviation of the sizes of French men and women.

The natural question is therefore: can we represent the data by more than a single point? Easy to say, but harder to formalize: how to define two means, or two medians, of a dataset? We present in the next section the common answer to this question, by
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defining a generalization of those notions to $k$ points, namely $k$-means and $k$-median.
Then, the central question of this thesis is the following: how to compute those means and medians, especially in the "big data" regime?

The remaining of this introduction consists of the introduction of the $k$-median and $k$-means problem, followed by more specific introductions to the two main parts of the thesis. We then give a broad overview of previous research, and present briefly our contribution chapter by chapter. Finally, we present some preliminaries common to the whole thesis.

### 1.1 Beyond a Single Representative: $k$-means and $k$-median

A natural generalization of the mean was introduced by Hugo Steinhaus in 1956 [152], based on the following idea. In Euclidean spaces, the mean is the point minimizing the variance, i.e. the point that minimizes the sum of squared distances to it. In equation, given an input $P \subseteq \mathbb{R}^{d}$, the mean is the point $m$ minimizing

$$
\begin{equation*}
\sum_{p \in P} \operatorname{dist}(p, m)^{2} \tag{1.1}
\end{equation*}
$$

where $\operatorname{dist}(p, m)$ is the Euclidean distance between $p$ and $m$.
Then, if instead one was looking for a set $\mathcal{S}$ of $k$ "means" instead of the mean, it is natural to minimize

$$
\sum_{p \in P} \min _{s \in \mathcal{S}} \operatorname{dist}(p, s)^{2}
$$

In words, each data point from $P$ is assigned to its closest point in $\mathcal{S}$ (those are called "centers"), and contributes the square of the distance to that center. The goal is to find the set $\mathcal{S}$ that minimizes the sum of contribution. Note that this definition of mean can be generalized to any metric space: instead of using the Euclidean distance, one could use any other distance function. For instance, if data points consist of road crossings in a road network, it may be better to use the travel time as a distance. Hence, it is possible to define the mean with Eq. (1.1) for other spaces than the Euclidean one.

Generalizing the notion of median is slightly harder. Its common definition for real number is the middle point of the dataset: this is not clearly defined when the data is instead from the Euclidean plane. For that reason, we will use an alternate way of defining the median, similar to Eq. (1.1): when the dataset $P$ consists of real numbers, the median minimizes

$$
\begin{equation*}
\sum_{p \in P}|p-m| . \tag{1.2}
\end{equation*}
$$

To see this, imagine that the point $m$ minimizing Eq. (1.2) has more input point bigger than it, than input points smaller. Then, increasing slightly $m$ decreases the
equation, which contradict the minimality of $m$. Hence, Eq. (1.2) is minimal when there are as many points bigger and smaller than $m$ : this is precisely the definition of median. Eq. (1.2) is therefore an alternate definition to the median, which it is also valid when the data is from Euclidean plane or even higher dimensions. Analogously to $k$-means, the median can be generalized to other spaces, and to a higher number of "medians" : the $k$-median problem seeks to find a set $\mathcal{S}$ of size $k$ that minimizes

$$
\sum_{p \in P} \min _{s \in \mathcal{S}} \operatorname{dist}(p, s)
$$

To settle on a vocabulary, any set $\mathcal{S}$ of size $k$ is a solution. The cost of a solution is $\sum_{p \in P} \min _{s \in \mathcal{S}} \operatorname{dist}(p, s)$ for $k$-median, $\sum_{p \in P} \min _{s \in \mathcal{S}} \operatorname{dist}(p, s)^{2}$ for $k$-means. The points of $\mathcal{S}$ are called centers, and the cluster induced by $c \in \mathcal{S}$ is the set of input points closer to $c$ than to any other center of $\mathcal{S}$. In case where a point $p$ is in $c$ 's cluster, we sometimes say that $c$ is $p$ 's center.

Why studying those problems? A brief data analysis motivation. One motivation for those problems is that centers of a good solution can be used as representatives for the dataset. More precisely, a center $c$ be used in place of its cluster, to find a compressed representation of the dataset. The question is how to assess the quality of that representation.

In the $k$-median case, the objective is equivalent to minimizing the average distance to the closest center. Hence, we can compare the cost of solution $\mathcal{S}$ to the average pairwise distance in the dataset: when $\mathcal{S}$ is a good solution to $k$-median, we may be able say that the average distance to the center is smaller compared to the average distance of the dataset. The center are in that sense good representative of the dataset.

The $k$-means objective attracted a particular attention, maybe due to its closeness with the standard mean. An optimal solution minimizes variance - another widely used statistical quantity - within each cluster, and centers are representative according to that notion. The $k$-means objective is appealing for another reason: a set of clusters induced by an optimal (or near-optimal) solution may corresponds to a pre-existing structure of the data. For instance, minimizing the $k$-means objective allows to recover some ground-truth clusters, when those are well-separated ${ }^{2}$ [114]. Hence, under some conditions the structure induced by a $k$-means solution is much more interesting than the centers only.


Figure 1.2: A set of points with a clear clustering into 4 clusters, well separated. An optimal $k$-means solution would recover those 4 ground-truth clusters.
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Another motivation for $k$-means: quantization. Another motivation for $k$ means is worth mentioning. A common problem in signal processing is to discretize a continuous signal $(s(t))_{t \in \mathbb{R}}$, under the following constraint: the signal is observed at discrete points $t_{1}, t_{2}, \ldots$, and the precise value $s\left(t_{i}\right)$ cannot be stored - maybe, due to calibration constraint of the measure instruments. Instead, when $s(t)$ is in some range $Q_{i}$, we can only store a value $q_{i}$. For instance, if the signal is made of real number, one way of discretizing is to use $Q_{i}=[i, i+1)$ and $q_{i}=i$ : a real number $x$ is truncated to keep only its integer part. Quantization is used virtually in all digital signal processing, as a digital representation must be discrete while most signal are continuous. Similarly, it can also be used as means of compression.

The relation with our $k$-means problem is the following: suppose the $Q_{i}$ and $q_{i}$ are not fixed, and one seeks to find the best partition into $k$ sets $Q_{i}$, and the best choice of $q_{i}$ values for those sets. More precisely, the best partition in the following sense: the one that minimizes the quantization error, which is the sum of the squared distance from $s\left(t_{i}\right)$ to its corresponding $q_{t_{i}}$. It turns out that those bests $Q_{i}$ and $q_{i}$ corresponds to the optimal $k$-means clustering of the points $s\left(t_{1}\right), s\left(t_{2}\right), \ldots$, as the squared distances from $s\left(t_{i}\right)$ to the center is precisely the quantization error.

For instance, in computer graphics, this may corresponds to the following task: given an image, reduce the number of different colors to $k$ - such as to find a compressed representation of the image. The $k$ colors can be chosen using $k$-means, to minimize the quantization error. If one wants to minimize the average error instead, then $k$ median is the right tool.

Hardness of the problems. The $k$-median and $k$-means problems are hard to solve in most cases: it is NP-hard, i.e., under the common assumption $\mathrm{P} \neq \mathrm{NP}$ it is not possible to compute the optimal solution in time polynomial in the input size. This hardness holds even when the data merely consists of points lying in the Euclidean plane (see Mahajan, Nimbhorkar and Varadarajan [128] for $k$-means, Megiddo and Supowit [135] for $k$-median), or when $k=2$ (Dasgupta and Freund [61]).

This implies that it is necessary to go beyond worst case in order to get provably good result, or to give up with the objective of computing the optimal solution. For instance, one can try to find an approximate solution, instead of the optimal, namely a solution that has cost within a small multiplicative factor to the optimal one - and the goal is to have the smallest multiplicative factor possible. Another approach is to focus on the case where there is a clear optimal clustering, making some assumption on the input in order to recover the optimal solution. We describe in more details both the hardness results and the way of bypassing them in Section 1.4. In short, although the problem is hard in the general case, we have many different ways to deal with it.

However, another source of difficulties that we have already mentioned comes from the practical aspect of the problem: we seek algorithms that can be applied to gigantic datasets. The standard polynomial time algorithms are not fast enough: we are looking for algorithms that are at worst near-linear, but that could also run in distributed environment - where the dataset is so big that it cannot be stored in a single
machine - or parallel environments - where the computation is carried simultaneously by different machines.

Goal of this thesis. In this thesis, our broad objective is to present fast algorithms with good provable guarantees for the $k$-median and $k$-means problem. For that, we study and use different techniques to simplify our clustering problem, and be able to solve it fast. The goal is to find ways of replacing the original complex and enormous dataset by a simpler one, using compression schemes that provably preserve the structure of the input.

Organization. In the first part, we show fast approximation algorithm constructed by means of replacing the metric space by a tree-like structure. In the second one, we present techniques to reduce drastically the number of distinct input point, and to "turn big data into tiny data". ${ }^{3}$

### 1.2 Part I: Growing Roots and Going Through the Trees

As mentioned previously, to deal with big data it is crucial to develop fast algorithm. In the first part of the thesis, we consider therefore the following question:

- Question 1. Is there some metric space where it is possible to solve $k$-median and $k$-means in near-linear time?

Besides the big data motivation, this question is interesting in its own right, as understanding the complexity and the structure of the problems is an attractive mathematical question.

A very simple class of metric spaces where this is doable is in spaces called ultrametrics, which essentially are metric spaces induced by trees as follows. The set $P$ consists of leafs of a tree that has weights on vertices, and the distance between two points is the weight of their lowest-common ancestor. ${ }^{4}$ In that case, our problem can easily be solved via a very general technique called dynamic programming.

Hence, to solve a $k$-median or $k$-means problem, a natural attempt is to transform the input metric space into an ultrametric. If one can find such a transformation that does not distort too much the input, this approach may allow to compute a good solution in near-linear time. Our goal is to apply this approach to Euclidean spaces.

In the Euclidean plane, the go-to method for that transformation is essentially the following: find a box enclosing all the input points, and split it into four rectangles
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Figure 1.3: A hierarchical partitioning of an input in $\mathbb{R}^{2}$. The input is represented by the inclined plane, and it is recursively partitioned by the grey dashed lines. The corresponding tree nodes are in green, and the edges are the thick black lines. To lighten the figure, we only recursively split one of the regions.
of roughly the same area. Create a root node for the enclosing box, and a children for each of the rectangle. The weight of the root is set to be the diameter of the input. The recursive application of that construction yields a hierarchical partitioning of the input, which can be represented by a tree - see Fig. 1.3 for a illustration. The ultrametric induced by this tree may be used to replace the original metric. When replacing a metric by another one, we say that we embed the original metric into the new one: here, we embed the Euclidean plane into an ultrametric.

It can be shown that this embedding preserves on average distances between the input points, up to some small factor. Furthermore, it can be efficiently computed in nearlinear time. Hence, this allows to solve distance-based problems fast, using the tree structure instead of the original metric, with only a constant factor loss: for instance, the $k$-median problem can be dealt with using this approach. However, distances squared may not be preserved as well as simple distances, ${ }^{5}$ and it is not clear how to use the approach for the $k$-means problem. In the first part of this thesis, we study the efficiency of that ultrametric embedding for clustering, in particular focusing on application to $k$-means clustering.

More precisely, we study in Chapter 3 the performance of the aforementioned decomposition for clustering in low-dimensional Euclidean spaces, and answer positively Question 1 for those. While this low-dimensionality may seem far from the aforementioned "big data" motivations, where data is often very high-dimensional, studying

[^3]the problem with that angle allows us to get insight that can later be used in the large scale, big data setting. We use them in particular to provide a scalable algorithm for $k$-median and $k$-means that respect a notion of privacy of the input, in Chapter 4.
This is a key application: as data collection appears everywhere in our lives, people and more generally democracies are concerned with the effect of data analysis can have on privacy. Laws are now enforcing companies to respect some privacy principles while collecting and analyzing data: hence, it becomes necessary to develop data analysis algorithms that respect in some sense the privacy of users. This has been modeled by the notion of Differential Privacy, that we will explore in Chapter 4: it turns out that the embedding into ultrametrics and the techniques we introduce in Chapter 3 are particularly suited to that model. Leveraging our techniques, we show and experiment a practical private algorithm for clustering that enjoys provable guarantees.

### 1.3 Part II: Coping with Big Data

The other theme of this thesis is to find compression schemes for clustering. As described before, datasets are in many practical cases too large to be processed conventionally, as the data simply does not fit into one computer's memory. Henceforth, sketching, compression, and summarization techniques are at the heart of modern data analysis. This has led to new algorithms operating in other models of computation such as streaming, distributed computing or massively-parallel computation (MPC). For these algorithms, finding good small-size representations - also called sketches of the input data is key.

We illustrate the notion of sketches in Fig. 1.4. The figure presents a very simple sketch, in the case where the input lies in the unit ball of the 2-dimensional Euclidean space. Its construction is as follows. Build a grid of the unit ball with granularity $\varepsilon-$ i.e., all points whose coordinates are multiples of $\varepsilon-$, and snap every input point to the closest grid point. In place of the input, one can use the grid points, with weights corresponding to the number of snapped points. This is quite a good representation of the initial dataset: indeed, the grid ensures that the distance from any point to its closest grid point is at most $\varepsilon$. Hence, the distance of an input point to any solution $\mathcal{S}$ is the same, up to an additive $\varepsilon$, before and after snapping. In turn, the cost of the solution $\mathcal{S}$ is the same for the sketch and the original input dataset, up to a tiny error $\varepsilon \cdot n$ for $k$-median, where $n$ is the number of input points. ${ }^{6}$ Furthermore, the number of distinct points after snapping is the number of grid points, which is $(1 / \varepsilon)^{2}$ : this is independent of $n$ and $k$, so we consider it to be a very good sketch.

In general, we will be looking for sketches with those properties: we want the sketch to have roughly the same cost as the initial dataset for any $k$-median (or $k$-means) solution, and we want the sketch to be as small as possible. Such sketches are known
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Figure 1.4: A sketch of the unit ball, based on a grid. Blue input points are mapped to the closest grid intersection, in grey. Several input point can be mapped to the same grid point, reducing the number of distinct points - hence sketching the input.
as coresets, and they are the central object of the second part of this thesis. In this context, the quality of a sketch is usually quantified in terms of its size, i.e.: the dependency on the number of input points $n$, the dimension $d$ of the underlying metric (when there is one), the number of centers $k$, and a precision parameter $\varepsilon$.

Coresets allow to turn big data into tiny data, with numerous advantages. First, reducing the size of the input may allow to reinstate the "traditional" algorithms, that are already well analyzed and understood. Second, coreset can be used in settings where there are additional constraints on the memory usage of algorithms: for instance, when the input cannot fit in a single machine and is distributed among several of them, those can merely exchange coresets to communicate their data. This has small size compared to the full input and consequently can be stored and processed in a single machine, instead of the full dataset.

Going back to our example, the grid-based coreset of Fig. 1.4 is great for the Euclidean plane, but unfortunately the size of a grid scales exponentially with the dimension: in $\mathbb{R}^{d}$, the size of the grid is $\varepsilon^{-d}$, which gives a coreset of the same size. We want at all cost to avoid such a dependency - in big data, the dimension $d$ is often at least a few hundreds, so the grid has enormous size, way larger than the number of atoms in the universe and the initial size of the input. Snapping the input onto the grid would therefore not reduce its size, and this sketching method is useless.

Thankfully, coresets are not doomed to have this exponential dependency in $d$ : recent efforts to design even smaller sketches have resulted in an impressive success story, producing coresets of size independent both of the dimension and the number of input points. Those coreset algorithms are very simple, and have high impact in practice. However, it seems that the current set of techniques reached a barrier: they are increasingly tedious to analyze, and for some cases coreset construction cannot be improved using those.

In spite of the success of coreset constructions, our understanding of coreset lower bound is limited. Hence, it is not clear whether the aforementioned difficulties are
inherent to the techniques used, or to the problem itself. In the second part of this thesis, we try to answer systematically the following broad questions:

- Question 2. What are the best coreset size possible, for $k$-median and $k$ means? What particular structure on the metric space is useful to construct small coreset?


### 1.4 Broad Background

The $k$-median problem defined above seeks to minimize a sum of distances; the $k$ means a sum of distances squared. There does not seem to be any particular reason to not consider other powers of distances: hence, we define the common generalization of $k$-median and $k$-means that is the main problem studied this thesis.

- Definition 1.1 ( $(k, z)$-clustering problem). Given an ambient metric space ( $X$, dist), a set of points $P \subseteq X$ (sometimes called clients), and positive integers $k$ and $z$, the goal of the $(k, z)$-clustering problem is to output a set $\mathcal{S}$ of $k$ centers (or facilities) chosen from $X$ that minimizes

$$
\operatorname{cost}(P, \mathcal{S}):=\sum_{p \in P} \min _{c \in \mathcal{S}}(\operatorname{dist}(p, c))^{z}
$$

Computing the optimum solution to $(k, z)$-clustering can easily be done by enumerating all the possible centers' location and simply keeping the best. However, there are $|X|^{k}$ many of them: the time required to perform the enumeration is completely impractical. Instead, we are looking for somewhat efficient algorithms, that only require a computation time polynomial in the size of the input.

One of the most common use cases of $(k, z)$-clustering is when the metric space is a Euclidean space, i.e., $\mathbb{R}^{d}$ equipped with the $\ell_{2}$ norm. Most of the work of this thesis is therefore dedicated to that particular case: the key parameters here are only the size of the input set $P$, the dimension $d$ of the space and, of course, the number of clusters $k$. As the metric space is described implicitly, the size of the input is indeed simply $|P| d$, to write the $d$ coordinates of each input point. In other cases, the size of the input is essentially the size of the metric space $X$. Note a huge difference: in Euclidean spaces, the metric space is infinite, and it is not even possible to enumerate all possible center's location, hence for instance not obvious how to find the optimum center for $(1, z)$-clustering. In contrast, when the size of the metric is finite, it is easy to find this optimum center in $|X| \cdot|P|$ time.

As we mentioned, the $(k, z)$-clustering problem is a difficult one: it is not only NP-

### 1.4. Broad Background

|  | Discrete | Discrete | Euclidean <br> $k$-median | Euclidean <br> $k$-means |
| :---: | :---: | :---: | :---: | :---: |
| Lower bound | $1+2 / e[90]$ | $1+8 / e[90]$ | $1.06[56]$ | $1.015[56]$ |
| Upper bound | $2.675[37]$ | $6.36[5]$ | $2.41[52]$ | $5.96[52]$ |

Figure 1.5: Approximability of $k$-median and $k$-means. The lower-bounds are conditioned on the assumption $\mathrm{P} \neq \mathrm{NP}$.
hard to compute the optimal solution, but also NP-hard to compute an approximate one. NP-hardness is a conditional notion of difficulty: solving in polynomial time a NP-hard problem would break a widely believed conjecture, namely $\mathrm{P} \neq$ NP. Fig. 1.5 summarizes the current state of our knowledge in terms of polynomial-time approximability: we say that a solution $\mathcal{S}$ is an $\alpha$-approximation if its cost is at most $\alpha$ times the cost of the optimal solution.

Hence, if one wishes to have a polynomial-time algorithm with very good approximation guarantee for $(k, z)$-clustering, it is necessary to make some assumption on the input data.

Beyond Worst Case The previous inapproximability results are worst-case, in the sense that there exist instances where it is not possible to get a good approximation in polynomial time. However, not all instances are equally hard: a line of work tried to defined some natural conditions under which it is possible to recover the optimal (or a near-optimal) solution in polynomial time. For instance, this is doable in discrete metrics, when the optimal solution stays optimal even when all distances are perturbed by a small factor [57]. A notion of stability has been defined by Ostrovski, Rabani, Schulman and Swamy [148], inspired by the idea that one should try to solve ( $k, z$ )clustering when there are precisely $k$ identifiable clusters: finding the optimal solution is possible when it is significantly cheaper to cluster with $k$ centers than with $k-1$ centers [57]. As a last example, if the input consist of well separated cluster in a Euclidean space, in the sense that the distance between points in two different cluster is very large compared to the average cost of the optimal solution, then it is possible to find those optimal clusters using $k$-means [114].

Restricting the metric space. Another way of bypassing the hardness results is to restrict the input metric space, for instance by considering fixed-dimensional Euclidean spaces. As mentioned, the problem is however already NP-hard in the Euclidean plane, when $d=2$ ([128], [135]). Nonetheless, it is possible to compute approximate solution as precise as one wishes: for any fixed $\varepsilon>0$, one can compute in polynomial time a $(1+\varepsilon)$-approximation to $(k, z)$-clustering (see Kolliopoulos and Rao [112], CohenAddad, Klein, Mathieu [53] or Friggstad, Rezapour and Salavatipour [86]). Here, by polynomial time we mean $|P|^{f(d, \varepsilon)}$ for any function $f$, as $\varepsilon$ and $d$ are considered to be fixed.

A standard generalization of the Euclidean dimension of a space that abstracts out a lot of the geometry and allows us to focus on the most crucial properties is called the doubling dimension. The doubling dimension of a metric is the logarithm of the
number of balls of radius $R / 2$ necessary to cover any ball of radius $R$, for any $R$ : this indeed generalizes Euclidean space, as the space $\left(\mathbb{R}^{d}, \ell_{2}\right)$ has doubling dimension $d$ (up to constant factors). In case of bounded doubling dimension, Friggstad, Rezapour and Salvatipour [86] showed how to compute a $(1+\varepsilon)$-approximation.

It is also possible to compute $(1+\varepsilon)$ approximations in planar graphs, and more generally minor-excluding graphs [53].

Fast and Practical Algorithms The view practitioners have on the problem is however slightly different: instead of looking for an algorithm with close to optimal approximation guarantee, they are looking for fast algorithms that seem to provide good result. Moreover, most of the practical work focuses on Euclidean spaces.

The most celebrated such algorithm is probably Lloyd's heuristic [123] for $k$-means, introduced in the context of quantization we mentioned above. This heuristic works as follows: starting from a set of centers, one can define a clustering, by associating each input point to its closest center. Now, for each cluster, the best possible center is the mean of points in the cluster: this defines $k$ new centers. It is possible to iterate many times those two steps, to compute some solution to $k$-means. Unfortunately, this algorithm may take exponential time to converge, even in two dimensions (see Vattani [158]). Sadly, even when it has converged, this algorithm does not guarantee to provide a good solution, as it is very sensitive to the initial choice of centers (see the study of Milligan [138]). Consequently, finding good initialization method was investigated: Lloyd's algorithm can always be run as a post-processing step of an algorithm, to improve the quality of the solution.

The $k$-means++ algorithm of Arthur and Vassilvitski [10] is the most common initialization, and is a perfect example of fast algorithm with not-so-good guarantees. It runs in $O(n d k)$ time - same as one iteration of Lloyd's algorithm, and although its approximation guarantee is only $O(\log k)$ it is used as a comparison baseline for most of the $k$-means practical work.

The $k$-means++ algorithm is also extremely simple: it computes centers in rounds, as follows. In the first round, an arbitrary input point is selected as a center; then, at each step, one new center is selected with probability proportional to its squared distance to the selected centers. After $k$ rounds, this yields an $O(\log k)$ approximation. Furthermore, to make this algorithm work for the more general $(k, z)$-clustering problem, one simply need to select centers with probability proportional to their distance raised to the power $z$ (see the analysis of Wei [160]).
A vast literature followed on the $k$-means++ algorithm, either trying to explain why it seems to give solutions way better than the $O(\log k)$ approximation guaranteed, or by modifying it in order to improve performances. For instance, Agarwal, Jaiswal and Pal [2] showed improved guarantees when the instance verifies some form of stability criterion. If one is willing to open slightly more centers, after $O(k)$ rounds the cost of the solution is within a constant of the optimal one that uses only $k$ centers, as shown in [3, 160, 130, 45]. A parallel version of this algorithm was introduced by Bahmani, Moseley, Vattani, Kumar and Vassilvitskii [14], with the same guarantee as the $k$-means++ algorithm. Bachem, Lucic, Hassani and Krause [11] showed how

### 1.5. Our Contribution, Chapter by Chapter

to approximate the $k$-means++ output distribution in sublinear time. Finally, Lattanzi and Sohler [117] improved the approximation guarantee of the algorithm: they combined $k$-means++ with another simple algorithm, Local Search, to get a constant factor approximation.

### 1.5 Our Contribution, Chapter by Chapter

- Chapter 2 is a mere introduction to the approximation algorithm techniques that are use in Part I. In this introductive chapter, we present the context of our work in that part, and the challenges we address.
- Chapter 3 presents an approximation scheme for $(k, z)$-Clustering in Euclidean spaces, namely an algorithm that computes a $(1+\varepsilon)$-approximation to the problem. For any fixed $\varepsilon$ and dimension, this algorithm runs in near-linear time: this gives an answer to Question 1. This is based on a joint work with Vincent Cohen-Addad and Andreas Feldmann [A4], that appeared in the Journal of the ACM.
- Chapter 4 applies the techniques developed in Chapter 3 to get a private algorithm for $k$-median and $k$-means with provable approximation guarantee. This chapter is more oriented towards practice: we present a scalable algorithm, able to run in a distributed setting. In particular, we implemented the algorithm and showed its practical efficiency both in terms of speed and quality of the computed solution. This is based on a collaboration with Vincent Cohen-Addad, Alessandro Epasto, Silvio Lattanzi, Vahab Mirrokni, Andres Munoz, Chris Schwiegelshohn and Sergei Vassilvitskii, that will be presented at the conference KDD 22 [A3]
- Chapter 5 is an extensive introduction to coreset and sketches, theme of Part II. We present an overview of the techniques used in the subsequent chapters, as well as a more precise description of the coreset literature.
- In Chapter 6, we present our main framework for coreset construction. The principal contribution of that chapter is to reduce the construction of a coreset to showing the existence of approximate centroid sets, that are somewhat the twin of coreset for set of centers. In broad terms, a set $\mathbb{C}$ is an approximate centroid set if for any possible candidate solution $\mathcal{S}$, there is a set $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ such that for any point $p, \operatorname{dist}(p, \mathcal{S})=(1 \pm \varepsilon) \operatorname{dist}(p, \tilde{\mathcal{S}})$. Hence, $\tilde{\mathcal{S}}$ can be used in place of $\mathcal{S}$. We present an algorithm that builds coreset of size $O\left(\varepsilon^{-2} k \log |\mathbb{C}|\right)$, when the input admits an approximate centroid set $\mathbb{C}$. Crucially, this algorithm does not need to compute $\mathbb{C}$ : its mere existence suffices. Hence, to construct small coresets, one only needs to show the existence of small approximate centroid set, and apply our algorithm.
- In Chapter 7, we show the existence of approximate centroid sets for various metric spaces, resulting in state of the art coreset construction. For discrete metrics, an easy approximate centroid set is the full metric, of size $n$. This result in coreset of size essentially $O\left(\varepsilon^{-2} k \log n\right)$ For metrics of doubling dimension $d$, their existence is a straightforward consequence of the existence of nets, which yield coreset of size $O\left(\varepsilon^{-2} k d\right)$. The Euclidean space $\mathbb{R}^{d}$ is known to have doubling dimension $\Theta(d)$ : the
result carries over. It can be further improved using standard dimension reduction techniques: it is possible to replace the dependency in $d$ by $O\left(\varepsilon^{-2} \log k\right)$. We also show that metrics induced by graphs with small separators have small centroid set: namely, metric induced by graph of bounded treewidth or excluding a minor. This chapter and the previous one are based on an article published at STOC 2021 with Vincent Cohen-Addad and Chris Schwiegelshohn [A11]
- In Chapter 8, we show that our construction for discrete and doubling metrics are tight: there exist a family of discrete metric space such that any coreset on those must have size at least $\Omega\left(\varepsilon^{-2} k \log n\right)$. The proof is based on the optimality of Chernoff bounds. This completes our understanding of coreset for those spaces: upper and lower bounds are tight, and the proofs both rely heavily on Chernoff bounds, simple properties on sum of independent random variables. This is part of a joint work with Vincent Cohen-Addad, Kasper Green Larsen and Chris Schwiegelshohn [A8], that was presented at STOC 2022.
- Chapter 9 presents a determinstic coreset construction. The previous coreset constructions are randomized, and succeed with probability $1-\delta$. However, we do not know how to verify that the outcome of a randomized coreset construction is indeed a valid coreset: hence, determinism may be a desirable property. We present such coresets construction for various metric spaces, as in Chapter 7.

In particular, to achieve deterministic bounds similar to the randomized one in Euclidean spaces, one needs to remove any dependency on the dimension $d$ : one of the technical ingredients of the chapter is to show deterministic dimension reduction for clustering. This is of independent interest, and provides another way of sketching Euclidean input. This is a collaboration with Vincent Cohen-Addad and Chris Schwiegelshohn, currently under submission [A13].

- Finally, in Chapter 10 we use the coreset knowledge developed in the previous chapters to show algorithms running in sublinear time to compute the median, the mean and more generally an approximation to $(1, z)$-clustering. We show that it is enough to consider a constant number of input point drawn uniformly at random to compute this solution, and experiment our algorithm to show the practical speed-up it allows. This chapter is based on a work that was presented as a spotlight at NeurIPS 2021, with Vincent Cohen-Addad and Chris Schwiegelshohn [A12].


### 1.6 How to Read this Thesis

The manuscript is written so that all chapters can be read independently, to allow the reader to directly access a specific result of interest. However, it is recommended to read the introduction of the corresponding part first: the introductory chapters of each part present the problems addressed, and attempt to explain their significance. They also give an overview of the techniques used in the subsequent chapters.

It is also recommended to read the next preliminary section, in which we present

### 1.6. How to Read this Thesis

notations and a couple of lemmas used all along the manuscript.

Chapter 1. General Introduction
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## Preliminaries: Notations and Useful Results

To conclude this introduction, we introduce some notations used all along the thesis. Given a point $p$ and a set $\mathcal{S}$, we define $\operatorname{dist}(p, \mathcal{S})=\min _{s \in \mathcal{S}} \operatorname{dist}(p, s)$, and $\operatorname{cost}(p, \mathcal{S})=$ $\operatorname{dist}(p, \mathcal{S})^{z}$ for $(k, z)$-clustering problem. Given a set of point $P$ and a solution $\mathcal{S}$, we define $\operatorname{cost}(P, \mathcal{S}):=\sum_{p \in P} \operatorname{cost}(p, \mathcal{S})$ and, in the case where $P$ contains all the points of the metric space, we define $\operatorname{cost}(\mathcal{S}):=\operatorname{cost}(P, \mathcal{S})$. In the case where $P$ is weighted with weight $w: P \rightarrow \mathbb{R}^{+}$, then $\operatorname{cost}(P, \mathcal{S}):=\sum_{p \in P} w(p) \operatorname{cost}(p, \mathcal{S})$.
To deal with powers of distances, we will need a variant of the triangle inequality, stated as follows:

- Lemma 1.2 ([129]). Let $a, b, c$ be arbitrary points in a metric space with distance function dist, $\mathcal{S}$ be an arbitrary set of points in the same metric space, and let $z$ be a positive integer. Then for any $\varepsilon>0$

$$
\begin{array}{r}
\operatorname{dist}(a, b)^{z} \leq(1+\varepsilon)^{z-1} \operatorname{dist}(a, c)^{z}+\left(\frac{1+\varepsilon}{\varepsilon}\right)^{z-1} \operatorname{dist}(b, c)^{z} \\
\left|\operatorname{dist}(a, \mathcal{S})^{z}-\operatorname{dist}(b, \mathcal{S})^{z}\right| \leq \varepsilon \cdot \operatorname{dist}(a, \mathcal{S})^{z}+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \operatorname{dist}(a, b)^{z} .
\end{array}
$$

Proof. The proof of the first inequality is from Makarychev, Makarychev and Razenshteyn [129], Corollary A.2. We have, for two real number $x, y$ and $t:=\frac{1}{1+\varepsilon}$ :

$$
(x+y)^{z}=\frac{1}{t^{z}}\left(t x+(1-t)\left(\frac{t y}{1-t}\right)\right)^{z}
$$

The right hand side is a convex combination of $x$ and $\frac{t y}{1-t}$, and the function $x \rightarrow x^{z}$ is convex (remember that $z \geq 1$ ). Hence, using Jensen's inequality, we get

$$
\begin{aligned}
(x+y)^{z} & \leq \frac{t x^{z}}{t^{z}}+\frac{(1-t)}{t^{z}} \cdot\left(\frac{t y}{1-t}\right)^{z} \\
& \leq(1+\varepsilon)^{z-1} x^{z}+\left(\frac{1}{1-t}\right)^{z-1} y^{z} \\
& \leq(1+\varepsilon)^{z-1} x^{z}+\left(\frac{1+\varepsilon}{\varepsilon}\right)^{z-1} y^{z}
\end{aligned}
$$

## Preliminaries: Notations and Useful Results.

Applying this with $x=\operatorname{dist}(a, b)$ and $y=\operatorname{dist}(b, c)$ and using the triangle inequality concludes the first statement of the lemma.

For the second part, let $\mathcal{S}(a), \mathcal{S}(b)$ be the closest point to $a$ and $b$ from $\mathcal{S}$, and assume that $\operatorname{dist}(b, \mathcal{S}) \leq \operatorname{dist}(a, \mathcal{S})$. Then:

$$
\begin{aligned}
\operatorname{dist}(a, \mathcal{S})^{z} & \leq \operatorname{dist}(a, \mathcal{S}(b))^{z} \\
& \leq\left(1+\frac{\varepsilon}{2 z}\right)^{z-1} \cdot \operatorname{dist}(b, \mathcal{S}(b))^{z}+\left(1+\frac{2 z}{\varepsilon}\right)^{z-1} \cdot \operatorname{dist}(a, b)^{z} \\
& \leq(1+\varepsilon) \cdot \operatorname{dist}(b, \mathcal{S}(b))^{z}+\left(1+\frac{2 z}{\varepsilon}\right)^{z-1} \cdot \operatorname{dist}(a, b)^{z} \\
& \leq \operatorname{dist}(b, \mathcal{S})^{z}+\varepsilon \cdot \operatorname{dist}(a, \mathcal{S}(a))^{z}+\left(1+\frac{2 z}{\varepsilon}\right)^{z-1} \cdot \operatorname{dist}(a, b)^{z}
\end{aligned}
$$

and so
$\left|\operatorname{dist}(a, \mathcal{S})^{z}-\operatorname{dist}(b, \mathcal{S})^{z}\right|=\operatorname{dist}(a, \mathcal{S})^{z}-\operatorname{dist}(b, \mathcal{S})^{z} \leq \varepsilon \cdot \operatorname{dist}(a, \mathcal{S})^{z}+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \operatorname{dist}(a, b)^{z}$.
In the other case, when $\operatorname{dist}(a, \mathcal{S}) \leq \operatorname{dist}(b, \mathcal{S})$ :

$$
\begin{aligned}
\operatorname{dist}(b, \mathcal{S})^{z} & \leq \operatorname{dist}(b, \mathcal{S}(a))^{z} \\
& \leq\left(1+\frac{\varepsilon}{2 z}\right)^{z-1} \cdot \operatorname{dist}(a, \mathcal{S}(a))^{z}+\left(1+\frac{2 z}{\varepsilon}\right)^{z-1} \cdot \operatorname{dist}(a, b)^{z} \\
& \leq(1+\varepsilon) \cdot \operatorname{dist}(a, \mathcal{S})^{z}+\left(1+\frac{2 z}{\varepsilon}\right)^{z-1} \cdot \operatorname{dist}(a, b)^{z}
\end{aligned}
$$

and so
$\left|\operatorname{dist}(a, \mathcal{S})^{z}-\operatorname{dist}(b, \mathcal{S})^{z}\right|=\operatorname{dist}(b, \mathcal{S})^{z}-\operatorname{dist}(a, \mathcal{S})^{z} \leq \varepsilon \cdot \operatorname{dist}(a, \mathcal{S})^{z}+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \operatorname{dist}(a, b)^{z}$.

All the algorithms presented in this thesis start by computing a constant-factor approximation to the solution. For that, our main tool is a fast algorithm due to Mettu and Plaxton:

- Lemma 1.3. [Mettu and Plaxton, [136]] Given a metric space on $n$ points with oracle access to distances, there exists an algorithm running in time $O(n$. $\max (k, \log n))$ that computes, with constant probability, a $O\left(2^{z}\right)$-approximation to ( $k, z$ )-clustering.

Although their theorem is stated only for $k$-median, the authors note (similarly as [100]) that the proof directly translate to $k$-means and other powers, using Lemma 1.2 with $\varepsilon=1$, losing a $2^{z}$ factor in the approximation guarantee.

## Part I

## Approximation Algorithm via Embeddings Into Tree-Like Structures

## Chapter 2

## Presentation of the Results and Challenges

In this section, our primary goal is to show fast algorithms for $(k, z)$-clustering in Euclidean space, and a generalization of them called doubling metrics, ${ }^{1}$ by leveraging embedding into ultrametrics. Maybe the most natural way of constructing such an embedding from the Euclidean Space is to separate the Euclidean input into two parts by a axis-parallel hyperplane, do that again on each part to define four finer parts, and continue recursively to obtain a series of partition of the input into a finer and finer level of granularity, as illustrated in Fig. 1.3.

As we saw in the introduction, this decomposition naturally defines an embedding into an ultrametric, where the distance between two points is the diameter of the smallest part that contains both. While the introduction focused for simplicity on this simple embedding, which is useful end of itself as we will see in Chapter 4, we will need to use a slightly different embedding in order to compute very precise solutions. Indeed, this one inherently yields a (large) constant distortion. In Chapter 3, we will leverage the same recursive decomposition of the Euclidean plane to find a slightly different embedding, allowing for fast and very precise algorithms for $(k, z)$-clustering.

### 2.1 Results Presented in the Part

A different viewpoint on the previous embedding is as follows. In each part of the partition, there is a single portal placed at the center of the part. The Euclidean metric is distorted: instead of straight lines, a path that connects two points is twisted such that it can enter or exit a part only through portals. In Chapter 3, we use the standard

[^5]idea of placing more than a single portal in each part: instead of distorting distances by a large constant factor, this idea allows to preserve them up to an arbitrary small precision; and preserving the hierarchical tree structure of the decomposition still allows us to solve the problem fast.

Those portals are at the heart of previous results. There has been indeed a large body of work to design good approximation for clustering in Euclidean Spaces of bounded dimension, and more generally in metrics of fixed doubling dimension. In their seminal work introducing the use of portals for $k$-median, Arora, Raghavan and Rao [9] gave a polynomial time approximation scheme (PTAS) for $k$-Median in $\mathbb{R}^{2}$, namely for any $\varepsilon>0$, they show an algorithm that computes a $(1+\varepsilon)$-approximation in polynomial time. ${ }^{2}$ This generalizes to a quasi-polynomial time approximation scheme (QPTAS) for inputs in $\mathbb{R}^{d}$, with fixed $d$. This result was improved in two ways. First by Talwar [155] who generalized the QPTAS to any metric space of fixed doubling dimension. Second by Kolliopoulos and Rao [112] who obtained an $f(\varepsilon, d) \cdot n \log ^{d+6} n$ time algorithm for $k$-Median in $d$-dimensional Euclidean space. Unfortunately, Kolliopoulos and Rao's algorithm relies on the Euclidean structure of the input and does not immediately generalize to low dimensional doubling metric. Thus, using this framework the only result known for $k$-Median in metrics of fixed doubling dimension was only a QPTAS. Moreover, all those algorithms rely on the decomposition and the expectation-based argument sketched above. As we will see shortly, those algorithms cannot work for the $k$-Means problem, when distances are squared. Thus no efficient algorithms were known for the $k$-Means problem, even in the plane.

Somewhat recently, Friggstad, Rezapour and Salavatipour [86] and Cohen-Addad, Klein and Mathieu [53] moved away from this embedding framework, and showed that the classic local search algorithm for the problems gives a $(1+\varepsilon)$-approximation in time $n^{d / \varepsilon^{O(d)}}$ in metrics of doubling dimension $d$. More recently still, Cohen-Addad [50] showed how to speed up the local search algorithm for Euclidean space to obtain a running time $n k(\log n)^{(d / \varepsilon)^{O(d)}}$.

Nonetheless, obtaining an efficient approximation scheme (namely a $(1+\varepsilon)$ approximation algorithm running in time $f(\varepsilon, d)$ poly $(n))$ for $k$-Median and $k$-Means in metrics of doubling dimension $d$ has remained a major challenge.

The main result of Chapter 3 is the following (informal) theorem:

- Informal Theorem (see Theorem 3.1 and Theorem 3.2). For any $0<\varepsilon<1 / 3$, there exists a $(1+\varepsilon)$-approximation algorithm for $(k, z)$ clustering problem in metrics of doubling dimension $d$ with running time $O_{\varepsilon, d, z}(n$ polylog$n)$.

We also show similar results for several variants of the $(k, z)$-clustering problem, such as Facility Location, $k$-center or clustering with outliers.

The ultrametric techniques we develop turn out to be useful for other setting, where it is easier to deal with a tree structure than a Euclidean one. In particular, we present

[^6]
### 2.2. Using Ultrametrics for Squared Distances

clustering algorithms that preserves some form of privacy in Chapter 4. As privacy concerns are growing with the increasing amount of data collected, it is essential to design algorithms that respect the privacy of individuals. Differential privacy is by now the standard model of modeling privacy for algorithms: essentially an algorithm is differentially private if its outcome does not change when a single input point changes.

In Chapter 4, we use the embedding into ultrametrics described above to design a differentially private algorithm for $(k, z)$-clustering. Although many algorithms have been proposed for differentially private clustering, none of them benefits from both theoretical guarantees and practical efficiency. To fill this gap, we show a differentially private algorithm that has provable approximation guarantee and is amenable to largescale implementation. We leverage for this the malleability of trees together with the techniques developed in Chapter 3 to adapt the ultrametric embedding to $(k, z)$ clustering and not simply $k$-median.

- Informal Theorem (see Theorem 4.2 and Theorem 4.12). There exist differentially private algorithms for $k$-median $(z=1)$ and $k$-means $(z=2)$ that compute a solution with cost polylog $(n) \mathrm{OPT}+k d^{2} \log ^{2} n \cdot \Lambda^{z}$, when all input points have norm at most $\Lambda$. The running time of those algorithms is $\tilde{O}\left(n d k^{2}\right)$.

The privacy constraint forces us to have such an additive error: the solution computed should be roughly the same when the dataset consists of $n$ points at the origin, or $n-1$ at the origin and a single one at distance $\Lambda$. More details on that constraint are given in the chapter.

The guarantees we obtain are somewhat far from the state-of-the art results for private clustering, for which the multiplicative factor now matches the one of non-private algorithms (See Ghazi, Kumar and Manurangsi [87]). However, those algorithms are far from being practical and even hardly implementable. On the other hand, state-of-the-art implementations either have no theoretical guarantees on the quality of the solution obtained, or cannot be implemented in large-scale scenario where the data is distributed. In contrast, we present a parallel implementation of the algorithm, and we show experimentally that its performances are comparable to the best non-private methods.

### 2.2 Using Ultrametrics for Squared Distances

We discuss in slightly more details how to work with the embeddings. For simplicity, we limit our introduction here to the ultrametric embedding, instead of the more intricate one with portals, as the general ideas are the same for both. Recall that a hierarchical partitioning is constructed, represented by a tree, and the distance between two points is defined to be the diameter of the smallest part containing both
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of them.
It is clear that in this ultra metric, distances can only be larger than in the Euclidean space. Hence, any solution is cheaper in the original metric than in the ultrametric. Therefore, a solution computed on the embedding that has a tiny cost compared to the optimal one is a good solution in the original space as well. To be able to use the ultrametric in place of the original one, one only needs to show that the converse is true as well, and that distances in the ultrametric are not too large compared to the original ones.

Of course, an embedding computed from an arbitrary tree may completely distort distances, by separating early points that are very close. To avoid that issue, the trees are build randomly: at each level, instead of picking a fixed separating hyperplane, it is drawn at random. That way, two points that are close compared to the diameter of the part are likely not to be separated. In turn, the expected distance in the tree metric between the two points is similar to their original distance.

That approach however fails when distances are squared: in that case, the expected squared distance in the ultrametric may be as large as $n$ times larger than in the original metric. Indeed, in a given part of diameter $n$, two points at distance 1 have probability $1 / n$ to be separated: in this case, their distance squared in the ultrametric is $n^{2}$. Hence, the expected distortion is at least $n$.

Our main contribution in this chapter is to show how to bypass this apparent impossibility, and how to use those trees for squared distances. Instead of bounding the expected distortion, as the argument mentioned above, we try to ensure a stronger property, namely that the embedding preserves the distance between all pairs of points. This is equivalent to the following: any pair of points is separated in the tree at a level where parts have diameter comparable to their original distance.

If that were the case, then both distances and squared distances would be preserved in the ultrametric, and solving $k$-means would henceforth be possible. This ideal case does not happen: instead, we will be able to show the slightly weaker property that most of input points are separated from any other point at a level comparable to their distance. Hence, for all those points, the ultrametric can be used. The others pay an extra cost, as their distances are not preserved.

We call those points the badly-cut points. We will show that any point has only a tiny probability of being badly-cut. Very briefly, we will leverage this fact to show the existence of a near-optimal solution in the embedding: since each point has a tiny probability of being badly-cut, the expected cost of those in any solution is a tiny fraction of the overall cost. In turn, we can afford a large error for them, and charge it to the cost of the non badly-cut points.

Showing how to deal with the badly-cut points is the main technical contribution of this part.

## Chapter 3

## Near-Linear Time Approximation Schemes for Clustering in Doubling Metrics

In this chapter, we consider the classic Facility Location, $k$-Median, and $k$-Means problems in metric spaces of doubling dimension $d$. We give nearly linear-time approximation schemes for each problem, namely algorithm that for any $\varepsilon>0$ computes a $(1+\varepsilon)$-approximation in time near linear in $n$. The precise complexity of our algorithms is $\widetilde{O}\left(2^{\left.(1 / \varepsilon)^{O\left(d^{2}\right)} n\right) \text {, making a significant improvement over the state-of-the-art }}\right.$ algorithms which run in time $n^{(d / \varepsilon)^{O(d)}}$.

Moreover, we show how to extend the techniques used to get the first efficient approximation schemes for the problems of prize-collecting $k$-Median and $k$-Means, and efficient bicriteria approximation schemes for $k$-Median with outliers, $k$-Means with outliers and $k$-Center.

As the historical roots of the low dimension $(k, z)$-clustering problem are in Facility Locations types problems, we adopt the following terminology: input points are clients, and they need to be served by a set of facilities, or centers.

### 3.1 Introduction and Sketch of Proofs

Formally, our two main theorems are the following.
Theorem 3.1. For any $0<\varepsilon<1 / 3$, there exists a randomized $(1+\varepsilon)$ approximation algorithm for $k$-Median in metrics of doubling dimension $d$ with running time $2^{(1 / \varepsilon)^{O\left(d^{2}\right)}} n \log ^{4} n+2^{O(d)} n \log ^{9} n$ and success probability at least $1-2 \varepsilon$.
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Theorem 3.2. For any $0<\varepsilon<1 / 3$, there exists a randomized $(1+\varepsilon)$ approximation algorithm for $(k, z)$-clustering in metrics of doubling dimension
 least $1-O(\varepsilon)$.

En route to proving those theorems, we consider the Facility Location problem, in which no bound on the number of opened centers is given, but each center comes with an opening cost. This difference allows us to design a simpler algorithm, which is a nice illustration of our techniques.

- Theorem 3.3. For any $0<\varepsilon<1 / 3$, there exists a randomized $(1+\varepsilon)$ approximation algorithm for Facility Location in metrics of doubling dimension
 $1-\varepsilon$.

In all these theorems, we make the common assumption to have access to the distances of the metric in constant time, as, e.g., in [97, 58, 89]. It is possible to remove that assumption using the algorithm of Bartal et al. [22], who showed how to construct in near-linear time an oracle that computes distances up to a $(1+\varepsilon)$-multiplicative error. This is key to our linear-time algorithm, as simply storing the distance matrix takes $O\left(n^{2}\right)$ space.

Note that the double-exponential dependence on $d$ is unavoidable unless $\mathrm{P}=\mathrm{NP}$, since the problems are APX-hard in Euclidean space of dimension $d=O(\log n)$. For Euclidean inputs, our algorithms for the $k$-Means and $k$-Median problems outperform the ones of Cohen-Addad [50], removing in particular the dependence on $k$, and the one of Kolliopoulos and Rao [112] when $d>3$, by removing the dependence on $\log ^{d+6} n$. Our algorithm is also more precise than the popular $k$-means ++ algorithm, or the one from Cohen-Addad et al. [54], which run in time $\widetilde{O}(n)$ but have an approximation guarantee $O(\log k)$.
We also note that the success probability can be boosted to $1-\varepsilon^{\delta}$ by repeating the algorithm $\log \delta$ times and outputting the best solution encountered.

After proving the three theorems above, we will apply the techniques to related problems. We say an algorithm is an $(\alpha, \beta)$-approximation for $k$-Median or $k$-Means with $Z$ outliers if its cost is within an $\alpha$ factor of the optimal one and the solution drops $\beta Z$ outliers. Similarly, an algorithm is an $(\alpha, \beta)$-approximation for $k$-Center if its cost is within an $\alpha$ factor of the optimal one and the solution opens $\beta k$ centers. In the prize-collecting versions of the problems, each client are either connected to a facility, and pay there distance (or distance squared), or are not connected and pay some fixed penalty.

### 3.1. Introduction and Sketch of Proofs

Theorem 3.4. For any $0<\varepsilon<1 / 3$, there exists a randomized $(1+\varepsilon)$ approximation algorithm for Prize-Collecting $k$-Median (resp. $k$-Means) in metrics of doubling dimension $d$ with running time $2^{(1 / \varepsilon)^{O\left(d^{2}\right)} n \log ^{4} n+2^{O(d)} n \log ^{9} n, ~}$ and success probability at least $1-\varepsilon$.

- Theorem 3.5. For any $0<\varepsilon<1 / 3$, there exists a randomized $(1+\varepsilon, 1+$ $O(\varepsilon))$-approximation algorithm for $k$-Median (resp. $k$-Means) with $Z$ outliers in
 success probability at least $1-\varepsilon$, where $T(n)$ is the running time to construct a constant-factor approximation.

We note as an aside that our proof of Theorem 3.5 could give an approximation where at most $Z$ outliers are dropped, but $(1+O(\varepsilon)) k$ centers are opened. For simplicity, we focused on the previous case only.

- Theorem 3.6. For any $0<\varepsilon<1 / 3$, there exists a randomized $(1+\varepsilon, 1+$ $O(\varepsilon)$ )-approximation algorithm for $k$-Center in metrics of doubling dimension
 $1-\varepsilon$.

As explained above, this bicriteria is necessary in order to get an efficient algorithm: it is APX-hard to approximate the cost [74], and achieving the optimal cost with $(1+\varepsilon) k$ centers requires a complexity $\Omega\left(n^{1 / \sqrt{\varepsilon}}\right)$ [132]. To the best of our knowledge, this works presents the first linear-time bicriteria approximation scheme for the problem of $k$ center.

## Techniques

To give a detailed insight on our techniques and our contribution we first need to quickly review previous approaches for obtaining approximation schemes on bounded doubling metrics. The general approach, due to Arora [8] and Mitchell [139], which was generalized to doubling metrics by Talwar [155], is the following.

## Previous Techniques

The approach consists in randomly partitioning the metric into a constant number of regions, and applying this recursively to each region. The recursion stops when the regions contain only a constant number of input points. This leads to what is called a split-tree decomposition: a partition of the space into a finer and finer level of granularity. In Euclidean spaces, this decomposition is often called a quad-tree decomposition. A split-tree is the generalization to doubling metrics. The reader who is not familiar with the split-tree decomposition may refer to Section 3.2.2 for a more
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formal introduction.

Portals The approach then identifies a specific set of points for each region, called portals, which allows to show that there exists a near-optimal solution such that different regions "interplay" only through portals. For example, in the case of the Traveling Salesperson (TSP) problem, it is possible to show that there exists a nearoptimal tour that enters and leaves a region only through its portals. In the case of the $k$-Median problem a client located in a specific region can be assigned to a facility in a different region only through a path that goes to a portal of the region. In other words, clients can "leave" a region only through the portals.

Proving the existence of such a structured near-optimal solution relies on the fact that the probability that two very close points end up in different regions of large diameter is very unlikely. Hence the expected detour paid by going through a portal of the region is small compared to the original distance between the two points, if the portals are dense enough.

For the sake of argument, we provide a proof sketch of the standard proof of Arora [8]. We will use a refined version of this idea in later sections. The split-tree recursively divides the input metric ( $X$, dist) into parts of smaller and smaller diameter. The root part consists of the entire point set and the parts at level $i$ are of diameter roughly $2^{i}$. The set of portals of a part of level $i$ is an $\varepsilon_{0} 2^{i}$-net for some $\varepsilon_{0}$, which is a small set such that every point of the metric is at distance at most $\varepsilon_{0} 2^{i}$ to it. Consider two points $x, y$ and let us bound the expected detour incurred by connecting $w$ to $y$ through portals. This detour is determined by a path that starting from $x$ at the lowest level, in each step connects a point $w$ to its closest net point of the part containing $w$ on the next higher level. This is done until the lowest-level part $R_{x, y}$ (i.e., the part of smallest diameter) is reached, which contains both $x$ and $y$, from where a similar procedure leads from this level through portals of smaller and smaller levels all the way down to $y$. If the level of $R_{x, y}$ is $i$ then the detour, i.e., the difference between $\operatorname{dist}(x, y)$ and the length of the path connecting $x$ and $y$ through portals, is $O\left(\varepsilon_{0} 2^{i}\right)$ by the definition of the net. Moreover, the proof shows that the probability that $x$ and $y$ are not in the same part on level $i$ is at most $\operatorname{dist}(x, y) / 2^{i}$. Thus, the expected detour for connecting $x$ to $y$ is $\sum_{\text {level } i} \operatorname{Pr}\left[R_{x, y}\right.$ is at level $\left.i\right] \cdot O\left(\varepsilon_{0} 2^{i}\right)=\sum_{\text {level } i} O\left(\varepsilon_{0} \operatorname{dist}(x, y)\right)$. Hence, setting $\varepsilon_{0}$ to be some $\varepsilon$ divided by the number of levels yields that the expected detour is $O(\varepsilon \operatorname{dist}(x, y))$.

Dynamic programming The portals now act as separators between different parts and allows to apply a dynamic programming (DP) approach for solving the problems. The DP consists of a DP-table entry for each part and for each configuration of the portals of the part. Here a configuration is a potential way the near-optimal solution interacts with the part. For example, in the case of TSP, a configuration is the information at which portal the near-optimal tour enters and leaves and how it connects the portals on the outside and inside of the part. For the $k$-Median problem, a configuration stores how many clients outside (respectively inside) the part connect through each portal and are served by a center located inside (respectively outside). Then the dynamic program proceeds in a bottom-up fashion along the split-tree to fill
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up the DP table. The running time of the dynamic program depends exponentially on the number of portals.

How many portals? The challenges that need to be overcome when applying this approach, and in particular to clustering problems, are two-fold. First the "standard" use of the split-tree requires $O\left(\left(\frac{\log n}{\varepsilon}\right)^{d}\right)$ portals per part in order to obtain a $(1+\varepsilon)$ approximation, coming from the fact that the number of levels can be assumed to be logarithmic in the number of input points. This often implies quasi-polynomial time approximation schemes since the running time of the dynamic program has exponential dependence on the number of portals. This is indeed the case in the original paper by Talwar [155] and in the first result on clustering in Euclidean space by Arora et al. [9]. However, in some cases, one can lower the number of portals per part needed. In Euclidean space for example, the celebrated "patching lemma" [7] shows that only a constant number (depending on $\varepsilon$ ) of portals are needed for TSP. Similarly, Kolliopoulos and Rao [112] showed that for $k$-Median in Euclidean space only a constant number of portal are needed, if one uses a slightly different decomposition of the metric.

Surprisingly, obtaining such a result for doubling metrics is much more challenging. To the best of our knowledge, this work is the first one to reduce the number of portals to a constant.

A second challenge when working with split-tree decompositions and the $k$-Means problem is that because the cost of assigning a point to a center is the squared distance, the analysis of Arora, Mitchell, and Talwar does not apply. If two points are separated at a high level of the split-tree, then making a detour to the closest portal may incur an expected cost much higher than the cost of the optimal solution.

## Our Contributions

Our contribution can be viewed as a "patching lemma" for clustering problems in doubling metrics. Namely, an approach that allows to solve the problems mentioned above: (1) it shows how to reduce the number of portals to a constant, (2) it works for any clustering objective which is defined as the sum of distances to some constant $p$ (with $k$-Median and $k$-Means as prominent special cases), and (3) it works not only for Euclidean but also for doubling metrics.

Our starting point is the notion of badly cut points of Cohen-Addad [51] for the capacitated version of the above clustering problems. To provide some intuition on the definition, let us focus on $k$-median and start with the following observation: consider a center $c$ of the optimal solution and a client $p$ assigned to $c$. If the diameter of the lowest-level part containing both $c$ and $p$ is of order $\operatorname{dist}(p, c)$ (say at most $\operatorname{dist}(p, c) / \varepsilon^{2}$ ), then by taking a large enough but constant size net as a set of portals in each part (say an $\varepsilon^{3} 2^{i}$-net for a part of level $i$ ), the total detour for the two points is at most $O(\varepsilon \operatorname{dist}(p, c))$, which is acceptable.

The problematic scenario is when the lowest-level part containing $c$ and $p$ is of diameter much larger than $\operatorname{dist}(p, c)$. In this case, it is impossible to afford a detour proportional
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Figure 3.1: Illustration of badly cut for clients. The black point is a client $p$, the gray one is $\mathcal{L}(p)$, and the point $q$ is arbitrary at distance $d / \varepsilon$ from $p$. The dashed line is the boundary of a part with "large" diameter.
to the diameter of the part in the case of the $k$-Median and $k$-Means objectives. To handle this case we first compute a constant approximation $\mathcal{L}$ and use it to guide us towards a $(1+\varepsilon)$-approximation.

Badly cut clients and facilities Consider a client $p$ and the center $\mathcal{L}(p)$ serving $p$ in $\mathcal{L}$ (i.e., $\mathcal{L}(p)$ is closest to $p$ among the centers in $\mathcal{L}$ ), and call $\operatorname{OPT}(p)$ the facility of an optimum solution OPT that serves $p$ in OPT. Informally, we say that $p$ is badly cut if there is a point $q$ in the ball centered at $p$ of radius $\operatorname{dist}(p, \mathcal{L}(p)) / \varepsilon$ such that the highest-level part containing $p$ and not $q$ is of diameter much larger than $\operatorname{dist}(p, \mathcal{L}(p)) / \varepsilon\left(\right.$ say greater than $\left.\operatorname{dist}(p, \mathcal{L}(p)) / \varepsilon^{2}\right)$. In other words, there is a point $q$ in this ball such that paying a detour through the portal to connect $p$ to $q$ yields a detour larger than $\varepsilon \operatorname{dist}(p, q)$ (see Figure 3.1).

Similarly, we say that a center $c$ from the solution $\mathcal{L}$ is badly cut if there is a point $q$ in the ball centered at $c$ of radius $\operatorname{dist}(c, \operatorname{OPT}(c)) / \varepsilon$ (where $\operatorname{OPT}(c)$ is the facility of OPT that is the closest to $c$ ) such that the highest-level part containing $c$ and not $q$ is of diameter $\operatorname{dist}(c, \operatorname{OPT}(c)) / \varepsilon^{2}$. The crucial property here is that any client $p$ or any facility $c$ is badly cut with probability $O\left(\varepsilon^{3}\right)$, as we will show.

Using the notion of badly cut We now illustrate how this notion can help us. Assume for simplicity that $\operatorname{OPT}(p)$ is in the ball centered at a client $p$ of radius $\operatorname{dist}(p, \mathcal{L}(p)) / \varepsilon$ (if this is not the case then $\operatorname{dist}(p, \operatorname{OPT}(p))$ is much larger than $\operatorname{dist}(p, \mathcal{L}(p))$, so this is a less problematic scenario and a simple idea can handle it). If $p$ is not badly cut, then the lowest-level part containing both $p$ and $\operatorname{OPT}(p)$ is of diameter not much larger than $\operatorname{dist}(p, \mathcal{L}(p)) / \varepsilon$. Taking a sufficiently fine net for each part (independent of the number of levels) allows to bound the detour through the portals to reach $\operatorname{OPT}(p)$ from $p$ by at most $\varepsilon \operatorname{dist}(p, \mathcal{L}(p))$. Since $\mathcal{L}$ is an $O(1)$-approximation, this is fine.

If $p$ is badly cut, then we modify the instance by relocating $p$ to $\mathcal{L}(p)$. That is, we will work with the instance where there is no more client at $p$ and there is an additional client at $\mathcal{L}(p)$. We claim that any solution in the modified instance can be lifted to the
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original instance at an expected additional cost of $O\left(\varepsilon^{3} \mathrm{OPT}\right)$. This comes from the fact that the cost increase for a solution is, by the triangle inequality, at most the sum of distances of the badly cut clients to their closest facility in the local solution. This is at most $O\left(\varepsilon^{3} \mathrm{OPT}\right)$ in expectation since each client is badly cut with probability at most $O\left(\varepsilon^{3}\right)$ and $\mathcal{L}$ is an $O(1)$-approximation.

Here we should ask, what did we achieve by moving $p$ to $\mathcal{L}(p)$ ? Note that $p$ should now be assigned to facility $f$ of OPT that is the closest to $\mathcal{L}(p)$. So we can make the following observation: If $\mathcal{L}(p)$ is not badly cut, then the detour through the portals when assigning $p$ to $f$ is fine (namely at most $\varepsilon$ times the distance from $\mathcal{L}(p)$ to its closest facility in OPT). Otherwise, if $\mathcal{L}(p)$ is also badly cut, then we simply argue that there exists a near-optimal solution which contains $\mathcal{L}(p)$, in which case $p$ is now served optimally at a cost of 0 (in the new instance).

From bicriteria to opening exactly $k$ centers Since $\mathcal{L}(p)$ is badly cut with probability $O\left(\varepsilon^{3}\right)$, this leads to a solution opening $\left(1+O\left(\varepsilon^{3}\right)\right) k$ centers. At first, it looks difficult to then reduce the number of centers to $k$ without increasing the cost of the solution by a factor larger than $(1+\varepsilon)$. However, and perhaps surprisingly, we show in Lemma 3.24 that this can be avoided: we show that there exists a near-optimal solution that contains the badly cut centers of $\mathcal{L}(p)$.

We can then conclude that a near-optimal solution can be computed by a simple dynamic-programming procedure on the split-tree decomposition to identify the best solution in the modified instance.

Our result on Facility Location in Section 3.3 provides a simple illustration of these ideas - avoiding the bicriteria issue due to the hard bound on the number of opened facilities for the $k$-Median and $k$-Means problems. Our main result on $k$-Median and $k$-Means is described in Section 3.4. We discuss some extensions of the framework in Section 3.5.

### 3.1.1 Related work

On clustering problems The clustering problems considered in this chapter are known to be NP-hard, even restricted to inputs lying in the Euclidean plane (see Mahajan et al. [128] or Dasgupta and Freund [61] for $k$-Means, Megiddo and Supowit [135] for the problems with outliers, and Masuyama et al. [133] for $k$-Center). The problems of Facility Location and $k$-Median have been studied since a long time in graphs, see e.g. [109]. The current best approximation ratio for metric Facility Location is 1.488, due to Li [119], whereas it is 2.67 for $k$-Median, due to Byrka et al. [37].

The problem of $k$-Means in general graphs also received a lot of attention (see e.g., Kanungo et al. [109]) and the best approximation ratio is 6.357 , due to Ahmadian et al. [5].

Clustering problems with outliers where first studied by Charikar et al. [41], who devised an $(O(1),(1+O(\varepsilon))$-approximation for $k$-Median with outliers and a constant
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factor approximation for prize-collecting $k$-Median. More recently, Friggstad et al. [85] showed that local search provides a bicriteria approximation, where the number of centers is approximate instead of the number of outliers. However, the runtime is $n^{f(\varepsilon, d)}$, and thus we provide a much faster algorithm. To the best of our knowledge, we present the first approximation scheme that preserves the number of centers.

The $k$-Center problem is known to be NP-hard to approximate within any factor better than 2 , a bound that can be achieved by a greedy algorithm [74]. This is related to the problem of covering points with a minimum number of disks (see e.g. [122, 132]). Marx and Pilipczuk [132] proposed an exact algorithm running in time $n^{\sqrt{k}+O(1)}$ to find the maximum number of points covered by $k$ disks and showed a matching lower bound, whereas Liao et al. [122] presented an algorithm running in time $O\left(m n^{O\left(1 / \varepsilon^{2} \log ^{2} 1 / \varepsilon\right)}\right)$ to find a $(1+\varepsilon)$-approximation to the minimal number of disks necessary to cover all the points (where $m$ is the total number of disks and $n$ the number of points). This problem is closely related to $k$-Center: the optimal value of $k$-Center on a set $P$ is the minimal number $L$ such that there exist $k$ disks of radius $L$ centered on points of $P$ covering all points of $P$. Hence, the algorithm from [122] can be directly extended to find a solution to $k$-Center with $(1+\varepsilon) k$ centers and optimal cost. The local search algorithm of Cohen-Addad et al. [53] can be adapted to $k$-center and generalizes the last result to any dimension $d$ : in $\mathbb{R}^{d}$, one can find a solution with optimal cost and $(1+\varepsilon) k$ centers in time $n^{1 / \epsilon^{O(d)}}$. Losing on the approximation allows us to present a much faster algorithm.

On doubling dimension Despite their hardness in general metrics, these problems admit a PTAS when the input is restricted to a low dimensional metric space: Friggstad et al. [86] showed that local search gives a $(1+\varepsilon)$-approximation. However, the running time of their algorithm is $n^{(d / \varepsilon)^{O(d)}}$ in metrics with doubling dimension $d$.

A long line of research exists on filling the gap between results for Euclidean spaces and metrics with bounded doubling dimension. This started with the work of Talwar [155], who gave QPTASs for a long list of problems. The complexity for some of these problems was improved later on: for the Traveling Salesperson problem, Gottlieb [89] gave a near-linear time approximation scheme, Chan et al. [39] gave a PTAS for Steiner Forest, and Gottlieb [89] described an efficient spanner construction. Very recently, Bartal and Gottlieb gave nearly-linear time algorithms for Steiner Tree and Forest [21].

### 3.2. Preliminaries

### 3.2 Preliminaries

### 3.2.1 Definitions

Since we will transform an input instance of $(k, z)$-clustering into a tree-like structure, we will need a more formal definition of an instance. An instance to the problem is a 4-tuple ( $P, F$, dist, $k$ ), where $(P \cup F$, dist) is a metric space and $k$ is a positive integer. The goal is to find a set $\mathcal{S} \subseteq F$ such that $|\mathcal{S}| \leq k$ and $\sum_{c \in P} \min _{f \in \mathcal{S}}\left(\operatorname{dist}(c, f)^{z}\right)$ is minimized. We let $n=|P \cup F|$ be the total size of the metric space.

The Facility Location problem is a relaxation of the $k$-median problem: instead of having a strict limitation on the number of facilities, one can pay for each opened facilities. Formally:

- Definition 3.7 (Facility-location problem). Given a metric space ( $X$, dist), an instance for the facility location problem is set of clients $P \subset X$, a set of facilities $F \subset X$ and a cost $w_{f} \geq 0$ for all $f \in F$. The goal is to output a subset of set facilities $\mathcal{S} \subseteq F$ that minimizes

$$
\sum_{f \in \mathcal{S}} w_{f}+\sum_{p \in P} \operatorname{dist}(p, \mathcal{S})
$$

For those clustering problems, it will also be convenient to name the center serving a client. For a client $p$ and a solution $\mathcal{S}$, we denote $\mathcal{S}(p)$ the center closest to $p$, and $\mathcal{S}_{p}:=\operatorname{dist}(p, \mathcal{S}(p))$ the distance to it.

Consider a metric space ( $X$, dist). For a point $p \in X$ and an integer $r \geq 0$, we let $\beta(p, r)=\{x \in X \mid \operatorname{dist}(p, x) \leq r\}$ be the ball around $p$ with radius $r$.

- Definition 3.8. The doubling dimension of a metric is the smallest integer $d$ such that any ball of radius $2 r$ can be covered by $2^{d}$ balls of radius $r$.

We call $\Delta$ the aspect-ratio (sometimes referred to as spread in the literature) of the metric, i.e., the ratio between the largest and the smallest non-zero distance.

A crucial property of doubling metrics is the existence of small nets. A $\delta$-net of $P$ is a set of points $X \subseteq P$ such that for all $p \in P$ there is an $x \in X$ such that $\operatorname{dist}(p, x) \leq \delta$, and for all $x, y \in X$ we have $\operatorname{dist}(x, y)>\delta$. A net is therefore a set of points not too close to each other, such that every point of the metric is close to a net point. The following lemma bounds the cardinality of a net in doubling metrics.

Lemma 3.9 (from Gupta et. al [91]). Let ( $P$, dist) by a metric space with doubling dimension $d$ and diameter $D$, and let $X$ be a $\delta$-net of $V$. Then $|X| \leq 2^{d \cdot\left\lceil\log _{2}(D / \delta)\right\rceil}$.
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Another property of doubling metrics that will be useful for our purpose is the existence of low-stretch spanners with a linear number of edges. More precisely, HarPeled and Mendel [97] showed that one can find a graph (called a spanner) in the input metric that has $O(n)$ edges such that distances in the graph approximate the original distances up to a constant factor. This construction takes time $2^{O(d)} n$. We will make use of these spanners only for computing constant-factor approximations of our problems: for this purpose, we will therefore assume that the number of edges is $m=2^{O(d)} n$.

Lastly, the doubling metrics we consider in this chapter are discrete. Hence, this does not strictly speaking generalize the Euclidean version of $(k, z)$-clustering, where the centers can be placed everywhere. However, up to losing a polylogarithmic factor in the running time, it is possible to reduce the continuous Euclidean problem to this discrete setting by computing a set of candidate centers that approximate the best set of centers in $\mathbb{R}^{d}$ [134]. Less formally, the only part where discreteness is important is in the dynamic program: it is actually possible to deal directly with infinite Euclidean Space without losing anything in the complexity, by slightly adapting the dynamic program. We explain how to do that in the relevant section, and will consider for simplicity that the input is discrete.

### 3.2.2 Decomposition of Metric Spaces

As pointed out in our techniques section, we will make use of hierarchical decompositions of the input metric. We define a hierarchical decomposition (sometimes simply a decomposition) of a metric ( $X$, dist) as a collection of partitions $\mathcal{D}=\left\{\mathcal{B}_{0}, \ldots, \mathcal{B}_{|\mathcal{D}|}\right\}$ that satisfies the following:

- each $\mathcal{B}_{i}$ is a partition of $X$,
- $\mathcal{B}_{i}$ is a refinement of $\mathcal{B}_{i+1}$, namely for each part $B \in \mathcal{B}_{i}$ there exists a part $B^{\prime} \in \mathcal{B}_{i+1}$ that contains $B$,
- $\mathcal{B}_{0}$ contains a singleton set for each $x \in X$, while $\mathcal{B}_{|\mathcal{D}|}$ is a trivial partition that contains only one set, namely $X$.

We define the $i$ th level of the decomposition to be the partition $\mathcal{B}_{i}$, and call $B \in \mathcal{B}_{i}$ a level- $i$ part. If $B^{\prime} \in \mathcal{B}_{i-1}$ is such that $B^{\prime} \subset B$, we say that $B^{\prime}$ is a subpart of $B$.
For a given decomposition $\mathcal{D}=\left\{\mathcal{B}_{0}, \ldots, \mathcal{B}_{|\mathcal{D}|}\right\}$, we say that a point $x$ is cut from $y$ at level $j$ if $j$ is the maximum integer such that $x$ is in some $B \in \mathcal{B}_{j}$ and $y$ is in some $B^{\prime} \in \mathcal{B}_{j}$ with $B \neq B^{\prime}$. For a point $x$ and radius $r$ we say that the ball $\beta(x, r)$ is cut by $\mathcal{D}$ at level $j$ if $j$ is the maximum level for which some point of the ball is cut from $x$ at level $j$.

A key ingredient for our result is the following lemma, that introduces some properties of the hierarchical decomposition (sometimes referred to as split-tree) proposed by Talwar [155] for low-doubling metrics. As mentioned in the introduction, this decomposition generalizes the quad-tree decomposition to doubling metrics.

### 3.2. Preliminaries

Lemma 3.10 (Reformulation of [155, 20]). For any metric ( $X$, dist) of doubling dimension $d$ and any $\rho>0$, there is a randomized hierarchical decomposition $\mathcal{D}$ such that the diameter of a part $B \in \mathcal{B}_{i}$ is at most $2^{i+1}$, $|\mathcal{D}| \leq\left\lceil\log _{2}(\operatorname{diam}(X))\right\rceil$, each part $B \in \mathcal{B}_{i}$ is refined in at most $2^{O(d)}$ parts at level $i-1$, and:

1. Scaling probability: for any $x \in X$, radius $r$, and level $i$, we have

$$
\operatorname{Pr}[\mathcal{D} \text { cuts } \beta(x, r) \text { at a level } i] \leq 2^{2 d+2} r / 2^{i} .
$$

2. Portal set: every set $B \in \mathcal{B}_{i}$ where $\mathcal{B}_{i} \in \mathcal{D}$ comes with a set of portals $\mathcal{P}_{B} \subseteq B$ that is
(a) concise: the size of the portal set is bounded by $\left|\mathcal{P}_{B}\right| \leq 1 / \rho^{d}$; and
(b) precise: for every point $x \in B$ there is a portal $p \in \mathcal{P}_{B}$ close-by, i.e., $\operatorname{dist}(x, p) \leq \rho 2^{i+1}$; and
(c) nested: any portal of level $i+1$ that lies in $B$ is also a portal of $B$, i.e., for every $p \in \mathcal{P}_{B^{\prime}} \cap B$ where $B^{\prime} \in \mathcal{B}_{i+1}$ we have $p \in \mathcal{P}_{B}$.

Moreover, this decomposition can be found in time $(1 / \rho)^{O(d)} n \log \Delta$.

### 3.2.3 Formal Definition of Badly Cut Points

As sketched in the introduction, the notion of badly cut lies at the heart of our analysis. We define it formally here. We denote $\kappa(\varepsilon, z)=\varepsilon^{2} \frac{z}{(z+\varepsilon)^{z}}$ and $\tau(\varepsilon, d, z)=$ $2 d+2+\log (1 / \kappa(\varepsilon, z))$, two parameters that are used throughout this chapter.

- Definition 3.11. Let ( $P \cup F$, dist) be a metric with doubling dimension $d$, let $\mathcal{D}$ be a hierarchical decomposition of the metric (for any $\rho>0$ ), and $\varepsilon>0$. Let also $\mathcal{L}$ be a solution to the instance for any of the problems Facility Location, $k$-Median, or $k$-Means.
A client $p \in P$ is badly cut w.r.t. $\mathcal{D}$ if the ball $\beta(p, 3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)$ is cut as some level $j$ greater than $\log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$, where $\operatorname{dist}(p, \mathcal{L})$ is the distance from $p$ to the closest facility of $\mathcal{L}$.
Similarly, a center $f \in \mathcal{L}$ is badly cut w.r.t. $\mathcal{D}$ if $\beta(f, 3 \operatorname{dist}(f, \mathrm{OPT}))$ is cut at some level $j$ greater than $\log (3 \operatorname{dist}(f, \mathrm{OPT}))+\tau(\varepsilon, d, z)$, where $\operatorname{dist}(f, \mathrm{OPT})$ is the distance from $f$ to the closest facility of OPT.

In the following, when $\mathcal{D}$ is clear from the context we simply say badly cut. The following lemma bounds the probability of being badly cut.
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- Lemma 3.12. Let ( $P \cup F$, dist) be a metric, and $\mathcal{D}$ a random hierarchical decomposition given by Lemma 3.10. Let $p$ be any point in $P \cup F$. The probability that $p$ is badly cut is at most $\kappa(\varepsilon, z)$.

Proof. Consider first a point $p \in P$. By Property 1, the probability that a ball $\beta(p, r)$ is cut at level at least $j$ is at most $2^{2 d+2} r / 2^{j}$. Hence the probability that a ball $\beta(p, 3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)$ is cut at a level $j$ greater than $\log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+2+2 d+$ $\log (1 / \kappa(\varepsilon, z))$ is at most $\kappa(\varepsilon, z)$.

The proof for $p \in F$ is identical.

### 3.2.4 Preprocessing

In the following, we will work with the slightly more general version of the clustering problems where there is some demand on each input point: there is a function $\chi: P \mapsto$ $\{0, \ldots, n\}$ and the goal is to minimize $\sum_{p \in P} \chi(p) \cdot \min _{f \in \mathcal{S}} \operatorname{dist}(p, f)+\sum_{f \in \mathcal{S}} w_{f}$ for the Facility Location problem, or $\sum_{p \in P} \chi(p) \cdot \min _{s \in \mathcal{S}} \operatorname{dist}(p, s)^{z}$ for the $(k, z)$-clustering problem. For simplicity, we will consider in the proof that the client set is actually a multiset, where a client $p$ appears $\chi(p)$ times.

We will preprocess the input instance to transform it into several instances of the more general clustering problem, ensuring that the aspect-ratio $\Delta$ of each instance is polynomial. We defer this construction to Section 3.7.1.

### 3.3 A Near-Linear Time Approximation Scheme for NonUniform Facility Location

To demonstrate the utility of the notion of badly cut, we show how to use it to get a near-linear time approximation scheme for Facility Location in metrics of bounded doubling dimension. In this context we refer to centers in the set $F$ of the input as facilities.

We first show a structural lemma that allows to focus on instances that do not contain any badly cut client. For this, we essentially rely on Property 1 of Lemma 3.10, regardless of the value of $\rho$ chosen. Then, we use the second property of decomposition to show that, for a particular choice of $\rho$, these instances have portal-respecting solutions that are nearly optimal, and that can be computed with a dynamic program. We conclude by providing a fast dynamic program, that takes advantage of all the structure exhibited before.

### 3.3. Near-Linear Time Approximation Scheme for Facility Location

### 3.3.1 An instance with small distortion

Consider a metric space ( $P$, dist) and an instance $\mathcal{I}$ of the Facility Location problem on ( $P$, dist). Here we generalize slightly, as explained in Section 3.2.4, and restrict the set of candidate center to a subset of $P$. Our first step is to show that, given $\mathcal{I}$, a randomized decomposition $\mathcal{D}$ of ( $P$, dist) (for any value of $\rho>0$ ) and any solution $\mathcal{L}$ for $\mathcal{I}$ on ( $P$, dist), we can build an instance $\mathcal{I}_{\mathcal{D}}$ on the same metric (but different client set) such that any solution $S$ has a similar cost in $\mathcal{I}$ and in $\mathcal{I}_{\mathcal{D}}$, and more importantly $\mathcal{I}_{\mathcal{D}}$ does not contain any badly cut client with respect to $\mathcal{D}$. Note that to ensure that property, $\mathcal{I}_{\mathcal{D}}$ must depend on the randomness of $\mathcal{D}$.

Let $\operatorname{cost}_{\mathcal{I}_{0}}(\mathcal{S})=\sum_{p \in P} \min _{f \in \mathcal{S}}(\operatorname{dist}(p, f))^{z}$ be the cost incurred by only the distances to the facilities in a solution $\mathcal{S}$ to an instance $\mathcal{I}_{0}$, and fix $\varepsilon>0$ and a solution $\mathcal{L}$. For any instance $\mathcal{I}_{\mathcal{D}}$ on ( $P$, dist), we let

$$
\nu_{\mathcal{I}_{\mathcal{D}}}=\max _{\text {solution } \mathcal{S}}\left\{\operatorname{cost}_{\mathcal{I}}(\mathcal{S})-(1+2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}),(1-2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})-\operatorname{cost}_{\mathcal{I}}(\mathcal{S})\right\}
$$

In the particular case of Facility Location, $z=1$, but we allow the cost to be more general in order to make the proof adjustable to $k$-Means. Let $B_{\mathcal{D}}$ denotes the set of badly cut facilities (w.r.t $\mathcal{D}$ ) of the solution $\mathcal{L}$. As explained above, our goal is to construct an instance with the following small distortion property. We say that $\mathcal{I}_{\mathcal{D}}$ has small distortion w.r.t. $\mathcal{I}$ if: $\sum_{f \in B_{\mathcal{D}}} w_{f} \leq \varepsilon \cdot \sum_{f \in \mathcal{L}} w_{f}, \nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$, and there exists a solution $\mathcal{S}$ that contains $B_{\mathcal{D}}$ with

$$
\begin{equation*}
\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}) \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathcal{L}) \tag{3.1}
\end{equation*}
$$

When $\mathcal{I}$ is clear from the context we simply say that $\mathcal{I}_{\mathcal{D}}$ has small distortion. In words, the first condition asks that only a tiny mass of the facilities of $\mathcal{L}$ is badly-cut, the second one that the cost of any solution $\mathcal{S}$ is nearly the same in the instance $\mathcal{I}_{\mathcal{D}}$ as in $\mathcal{I}$ and the third that there exists a solution that contains all badly cut clients and that have, in $\mathcal{I}_{\mathcal{D}}$, a small cost.

In particular, we will show that $\mathrm{OPT}^{\prime}=\mathrm{OPT} \cup B_{\mathcal{D}}$ (where OPT is the optimal solution for the instance $\mathcal{I}$ ) fulfills the condition of (3.1).

Construction of instance $\mathcal{I}_{\mathcal{D}}$. In the following, we will always work with a particular $\mathcal{I}_{\mathcal{D}}$ constructed from $\mathcal{I}$ and $\mathcal{L}$ as follows: $\mathcal{I}$ is transformed such that every badly cut client $p$ is moved to $\mathcal{L}(p)$, namely, $\chi(\mathcal{L}(p))$ is increased by $\chi(p)$ after which we set $\chi(p)=0$. Recall however that we treat the client set as a multiset, so that $\operatorname{cost}_{\mathcal{I}_{0}}(\mathcal{S})$ counts the distance from $p$ to the closest facility $\chi(p)$ times.

What we would like to prove is that the optimal solution in $\mathcal{I}$ can be transformed to a solution in $\mathcal{I}_{\mathcal{D}}$ with a small additional cost, and vice versa. The intuition behind this is the following: a client of the solution $L$ is badly cut with probability $\kappa(\varepsilon, z)$ (from Lemma 3.12), hence every client contributes with $\kappa(\varepsilon, z) \operatorname{dist}(p, \mathcal{L})$ to transform any solution $S$ for the instance $\mathcal{I}$ to a solution for the instance $\mathcal{I}_{\mathcal{D}}$, and vice versa.

However, we will need to convert a particular solution in $\mathcal{I}_{\mathcal{D}}$ (think of it as $\mathrm{OPT}_{\mathcal{I}_{\mathcal{D}}}$ ) to a solution in $\mathcal{I}$ : this particular solution depends in the randomness of $\mathcal{D}$, and this short
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argument does not apply because of dependency issues. It is nevertheless possible to prove that $\mathcal{I}_{\mathcal{D}}$ has a small distortion, as done in the following lemma.

- Lemma 3.13. Given an instance $\mathcal{I}$ of Facility Location, a randomized decomposition $\mathcal{D}$, an $\varepsilon$ such that $0<\varepsilon<1 / 4$ and a solution $\mathcal{L}$, let $\mathcal{I}_{\mathcal{D}}$ be the instance obtained from $\mathcal{I}$ by moving every badly cut client $p$ to $\mathcal{L}(p)$ (as described above). The probability that $\mathcal{I}_{\mathcal{D}}$ has small distortion is at least $1-\varepsilon$, where the solution fulfilling (3.1) is $\mathrm{OPT}^{\prime}=\mathrm{OPT} \cup B_{\mathcal{D}}$.

Proof. To show the lemma, we will show that $\mathbb{E}\left[\sum_{f \in B_{\mathcal{D}}} w_{f}\right] \leq \varepsilon^{2} \sum_{f \in L} w_{f} / 2$ and $\mathbb{E}\left[\nu_{\mathcal{I}_{\mathcal{D}}}\right] \leq \varepsilon^{2} \operatorname{cost}(\mathcal{L}) / 2$. Then, Markov's inequality and a union bound over the probabilities of failure yield that with probability $1-\varepsilon, \sum_{f \in B_{\mathcal{D}}} w_{f} \leq \varepsilon \cdot \sum_{f \in \mathcal{L}} w_{f}$ and $\nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$. Since $\mathrm{OPT} \subseteq \mathrm{OPT}^{\prime}$ and $(1-2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathrm{OPT}^{\prime}\right)-\operatorname{cost}_{\mathcal{I}}\left(\mathrm{OPT}^{\prime}\right) \leq$ $\nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$, the cost incurred by connecting clients to facilities in $\mathrm{OPT}^{\prime}$ is

$$
\begin{array}{rlr}
\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathrm{OPT}^{\prime}\right) & \leq\left(1+\frac{2 \varepsilon}{1-2 \varepsilon}\right)\left(\operatorname{cost}_{\mathcal{I}}\left(\mathrm{OPT}^{\prime}\right)+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) & \left(\text { as } \nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) \\
& <(1+4 \varepsilon)\left(\operatorname{cost}_{\mathcal{I}}\left(\mathrm{OPT}^{\prime}\right)+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) & (\text { as } \varepsilon<1 / 4) \\
& \leq(1+4 \varepsilon)\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) & \left(\text { as } \mathrm{OPT} \subseteq \mathrm{OPT}^{\prime}\right)
\end{array}
$$

which shows that $\mathcal{I}_{\mathcal{D}}$ has small distortion.
Note that $\mathbb{E}\left[\sum_{f \in B_{\mathcal{D}}} w_{f}\right]=\sum_{f \in \mathcal{L}} \operatorname{Pr}[f$ badly cut $] \cdot w_{f} \leq \varepsilon^{2} \sum_{f \in \mathcal{L}} w_{f} / 2$ is immediate from Lemma 3.12. It remains to show that $\mathbb{E}\left[\nu_{\mathcal{I}_{\mathcal{D}}}\right] \leq \varepsilon^{2} \operatorname{cost}(\mathcal{L}) / 2$. For the sake of lightening equations, we will denote by $\sum_{\text {bcc. } p}$ the sum over all badly cut clients $p$.
By definition, we have that for any solution $\mathcal{S}$,

$$
\begin{aligned}
\operatorname{cost}(\mathcal{S})-\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}) & \leq \sum_{\text {bcc. } p} \operatorname{dist}(p, \mathcal{S})^{z}-\operatorname{dist}(\mathcal{S}, \mathcal{L}(p))^{z} \\
& \leq \sum_{\text {bcc. } p} 2 \varepsilon \cdot \operatorname{dist}(\mathcal{S}, \mathcal{L}(p))^{z}+(1+z / \varepsilon)^{z} \operatorname{dist}(p, \mathcal{L}(p))^{z}
\end{aligned}
$$

using the generalized triangle inequality from Lemma 1.2.
Subtracting $\sum_{\text {bcc. } p} 2 \varepsilon \cdot \operatorname{dist}(\mathcal{S}, \mathcal{L}(p))^{z} \leq \sum_{p \in P} 2 \varepsilon \cdot \operatorname{dist}(\mathcal{S}, \mathcal{L}(p))^{z}$ from the right and left side, respectively, yields

$$
\operatorname{cost}(\mathcal{S})-(1+2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}) \leq \sum_{\text {bcc. } c}(1+z / \varepsilon)^{z} \operatorname{dist}(p, \mathcal{L}(p))^{z}
$$

Similarly, we have that

$$
\begin{aligned}
\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})-\operatorname{cost}(\mathcal{S}) & \leq \sum_{\text {bcc. } p} \operatorname{dist}(\mathcal{S}, \mathcal{L}(p))^{z}-\operatorname{dist}(p, \mathcal{S})^{z} \\
& \leq \sum_{\text {bcc. } p} 2 \varepsilon \cdot \operatorname{dist}(p, \mathcal{S})^{z}+(1+z / \varepsilon)^{z} \operatorname{dist}(p, \mathcal{L}(p))^{z}
\end{aligned}
$$
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and we conclude

$$
(1-2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(S)-\operatorname{cost}(S) \leq \sum_{\text {bcc. } p}(1+z / \varepsilon)^{z} \operatorname{dist}(p, \mathcal{L}(p))^{z}
$$

Therefore,

$$
\nu_{\mathcal{I}_{\mathcal{D}}} \leq \sum_{\text {bcc. } c}(1+z / \varepsilon)^{z} \operatorname{dist}(p, \mathcal{L}(p))^{z} .
$$

Taking expectation (over the random choice of $\mathcal{D}$ ), we get:

$$
E\left[\nu_{\mathcal{I}_{\mathcal{D}}}\right] \leq \sum_{\text {client } p} \operatorname{Pr}[p \text { badly cut }] \cdot(1+z / \varepsilon)^{z} \operatorname{dist}(p, \mathcal{L}(p))^{z} .
$$

Applying Lemma 3.12 and using $\kappa(\varepsilon, z)=\varepsilon^{2}\left(\frac{z}{z+\varepsilon}\right)^{z}$, we conclude $E\left[\nu_{\mathcal{I}_{\mathcal{D}}}\right] \leq \varepsilon^{2} \cdot \operatorname{cost}(\mathcal{L})$. The lemma follows for a sufficiently small $\varepsilon$.

### 3.3.2 Portal Respecting Solution

In the following, we fix an instance $\mathcal{I}$, a decomposition $\mathcal{D}$, and a solution $\mathcal{L}$. By Lemma 3.13, $\mathcal{I}_{\mathcal{D}}$ has small distortion with probability at least $1-\varepsilon$ and so we condition on this event from now on.

We explore the structure that this conditioning can give to solutions. We will show that in the solution $\mathrm{OPT}^{\prime}=\mathrm{OPT} \cup B_{\mathcal{D}}$ with small cost, each client $p$ is cut from its serving facility $f$ at a level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon+4 \operatorname{dist}(p$, OPT $)))+\tau(\varepsilon, d, z)$. This will allow us to consider portal-respecting solution, where every client to facility path goes in and out parts of the decomposition only at designated portals. Indeed, the detour incurred by using a portal-respecting path instead of a direct connection depends on the level where its extremities are cut, as proven in Lemma 3.35. Hence, ensuring that this level stays small implies that the detour made is small (in our case, $O(\varepsilon(\operatorname{dist}(p, \mathcal{L})+\operatorname{dist}(p, \mathrm{OPT})))$. Such a solution can be computed by a dynamic program that we will present afterwards.

Recall that $\operatorname{dist}(p, \mathcal{L})$ and $\operatorname{dist}(p, \mathrm{OPT})$ are the distances from the original position of $p$ to $\mathcal{L}$ and OPT, although $p$ may have been moved to $\mathcal{L}(p)$, and $B_{\mathcal{D}}$ is the set of badly cut facilities of $\mathcal{L}$ w.r.t $\mathcal{D}$.

- Lemma 3.14. Let $\mathcal{I}$ be an instance of Facility Location with a randomized decomposition $\mathcal{D}, \varepsilon<1 / 4$ and $\mathcal{L}$ be a solution for $\mathcal{I}$, such that $\mathcal{I}_{\mathcal{D}}$ has small distortion. Let $\mathrm{OPT}^{\prime}=\mathrm{OPT} \cup B_{\mathcal{D}}$, and for any client $p$ in $\mathcal{I}_{\mathcal{D}}$, let $\mathrm{OPT}^{\prime}(p)$ be the closest facility to $p$ in $\mathrm{OPT}^{\prime}$. Then $p$ and $\operatorname{OPT}^{\prime}(p)$ are cut in $\mathcal{D}$ at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon+4 \operatorname{dist}(p, \mathrm{OPT}))+\tau(\varepsilon, d, z)$.

Proof. Let $p$ be a client. To find the level at which $p$ and $\mathrm{OPT}^{\prime}(p)$ are separated, we distinguish between two cases: either $p$ in $\mathcal{I}$ is badly cut w.r.t. $\mathcal{D}$, or not.

If $p$ is badly cut, then it is now located at $\mathcal{L}(p)$ in the instance $\mathcal{I}_{\mathcal{D}}$. In that case, either:
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1. $\mathcal{L}(p)$ is also badly cut, and therefore $\mathcal{L}(p) \in B_{\mathcal{D}} \subseteq \mathrm{OPT}^{\prime}$ and so $\mathrm{OPT}^{\prime}(p)=\mathcal{L}(p)$. Since $p$ and $\mathcal{L}(p)$ are collocated, it follows that $p$ and $\operatorname{OPT}^{\prime}(p)$ are never cut.
2. $\mathcal{L}(p)$ is not badly cut: Definition 3.11 implies that $\mathcal{L}(p)$ and $\operatorname{OPT}(\mathcal{L}(p))$ are cut at a level at $\operatorname{most} \log (3 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}))+\tau(\varepsilon, d, z)$. By triangle inequality, $\operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}) \leq \operatorname{dist}(p, \mathcal{L})+\operatorname{dist}(p, \mathrm{OPT})$, and thus $p\left(\right.$ located at $\mathcal{L}(p)$ in $\left.\mathcal{I}_{\mathcal{D}}\right)$ and $\operatorname{OPT}^{\prime}(p)$ are also cut at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L})+3 \operatorname{dist}(p, \mathrm{OPT}))+$ $\tau(\varepsilon, d, z)$.

We now turn to the case where $p$ is not badly cut. In this case $p$ is not moved to $\mathcal{L}(p)$ and the ball $\beta(c, 3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)$ is cut at level at most $\log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$. We make a case distinction according to $\operatorname{dist}(p, \mathrm{OPT})$ and $\operatorname{dist}(p, \mathcal{L})$.

1. If $\operatorname{dist}(p, \mathcal{L}) \leq \varepsilon \operatorname{dist}(p, \mathrm{OPT})$, then we have the following. If $\mathcal{L}(p)$ is badly cut, $\mathcal{L}(p)$ is open in $\mathrm{OPT}^{\prime}$ and therefore $\mathrm{OPT}_{c}^{\prime}=\operatorname{dist}(p, \mathcal{L})$. Moreover, since $p$ is not badly cut the ball $\beta(p, \operatorname{dist}(p, \mathcal{L}))$ is cut at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+$ $\tau(\varepsilon, d, z)$. Therefore $p$ and $\operatorname{OPT}^{\prime}(p)$ are cut at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+$ $\tau(\varepsilon, d, z)$.
Now consider the case where $\mathcal{L}(p)$ is not badly cut. Both $p$ and $\mathrm{OPT}^{\prime}(p)$ lie in the ball centered at $\mathcal{L}(p)$ and of diameter $2 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT})$ : indeed, we use $\operatorname{dist}(p, \mathcal{L}) \leq \varepsilon \operatorname{dist}(p$, OPT $)$ to derive

$$
\begin{aligned}
\operatorname{dist}(p, \mathcal{L}(p)) & \leq \varepsilon \operatorname{dist}(p, \operatorname{OPT}(p)) \leq \varepsilon \operatorname{dist}(p, \operatorname{OPT}(\mathcal{L}(p))) \\
& \leq \varepsilon \operatorname{dist}(p, \mathcal{L}(p))+\varepsilon \operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(\mathcal{L}(p))),
\end{aligned}
$$

and therefore $\operatorname{dist}(p, \mathcal{L}(p)) \leq \frac{\varepsilon}{1-\varepsilon} \operatorname{dist}(\mathcal{L}(p)$, OPT $) \leq 2 \operatorname{dist}(\mathcal{L}(p)$, OPT $)$, since $\varepsilon \leq$ $1 / 4$. On the other hand,

$$
\begin{aligned}
\operatorname{dist}\left(\operatorname{OPT}^{\prime}(p), \mathcal{L}(p)\right) & \leq \operatorname{dist}\left(p, \operatorname{OPT}^{\prime}(p)\right)+\operatorname{dist}(p, \mathcal{L}(p)) \\
& \leq \operatorname{dist}(p, \operatorname{OPT}(p))+\operatorname{dist}(p, \mathcal{L}(p)) \\
& \leq \operatorname{dist}(p, \operatorname{OPT}(\mathcal{L}(p)))+\operatorname{dist}(p, \mathcal{L}(p)) \\
& \leq 2 \operatorname{dist}(p, \mathcal{L}(p))+\operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(\mathcal{L}(p))) \\
& \leq\left(1+\frac{2 \varepsilon}{1-\varepsilon}\right) \operatorname{dist}(\mathcal{L}(p), \text { OPT }),
\end{aligned}
$$

which is smaller than $2 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT})$ for any $\varepsilon \leq 1 / 4$. Hence we have $p, \mathrm{OPT}^{\prime}(p) \in \beta(\mathcal{L}(p), 2 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}))$.
By definition of badly cut, $p$ and $\operatorname{OPT}^{\prime}(p)$ are therefore cut at level at most $\log (3 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}))+\tau(\varepsilon, d, z)$. Since $\operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}) \leq \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}(p)) \leq$ $\operatorname{dist}(\mathcal{L}(p), p)+\operatorname{dist}(p, \operatorname{OPT}(p)) \leq(1+\varepsilon) \operatorname{dist}(p, \mathrm{OPT})$ as $\operatorname{dist}(p, \mathcal{L}) \leq$ $\varepsilon \operatorname{dist}(p$, OPT $)$, we have that $\log (3 \operatorname{dist}(\mathcal{L}(p)$, OPT $)) \leq \log (4 \operatorname{dist}(p$, OPT $))$. Hence $p$ and $\operatorname{OPT}^{\prime}(p)$ are cut at level at most $\log (4 \operatorname{dist}(p, \mathrm{OPT}))+\tau(\varepsilon, d, z)$.
2. If $\operatorname{dist}(p, \mathrm{OPT}) \leq \operatorname{dist}(p, \mathcal{L}) / \varepsilon$, then since $p$ is not badly cut the ball $\beta(p, \operatorname{dist}(p, \mathcal{L}) / \varepsilon)$ in which lies $\operatorname{dist}(p, \mathrm{OPT})$ is cut at level at most $\log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$.
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In all cases, $p$ and $\mathcal{L}(p)$ are cut at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon+4 \operatorname{dist}(p, \mathrm{OPT}))+$ $\tau(\varepsilon, d, z)$. This concludes the proof.

We then aim at proving that there exists a near-optimal "portal-respecting" solution, as we define below. A path between two points $x$ and $y$ is a sequence of points $w_{1}, \ldots, w_{k}$, where $x=w_{1}$ and $y=w_{k}$, and its length is $\sum \operatorname{dist}\left(w_{j}, w_{j+1}\right)$. A solution can be seen as a set of facilities, together with a path for each client that connects it to a facility, and the cost of the solution is given by the sum over all path lengths. We say that a path $w_{1}, \ldots, w_{k}$ is portal-respecting if for every pair $w_{j}, w_{j+1}$, whenever $w_{j}$ and $w_{j+1}$ lie in different parts $B, B^{\prime} \in \mathcal{B}_{i}$ of the decomposition $\mathcal{D}$ on some level $i$, then these nodes are also portals at this level, i.e., $w_{j}, w_{j+1} \in \mathcal{P}_{B} \cup \mathcal{P}_{B^{\prime}}$. As explained in Lemma 3.35, if two points $x$ and $y$ are cut at level $i$, then there exists a portal-respecting path from $x$ to $y$ of length at most $\operatorname{dist}(u, v)+16 \rho 2^{i}$. We define a portal-respecting solution to be a solutions such that each path from a client to its closest facility in the solution is portal-respecting. The cost of a portal-respecting solution is the sum of the length of the path raised to the power $z$.

The dynamic program will a portal-respecting solution with optimal cost. Therefore, we need to prove that the optimal portal-respecting solution is close to the optimal solution. We actually show something slightly stronger. Given a solution $S$, we define $b(\mathcal{S}):=(1+z / \varepsilon)^{z-1} 2^{z} \sum_{p, i: p \text { and } \mathcal{S}(p) \text { cut at level } i}\left(\varepsilon^{2} 2^{-4-\tau(\varepsilon, d, z)} \cdot 2^{i}\right)^{z}$ : one can see $b(\mathcal{S})$ as a budget, given by the fact that clients are not badly cut. Next we show a structural lemma, that bounds the cost of a structured solution and of its budget.

- Lemma 3.15 (Structural lemma). Given an instance $\mathcal{I}$, an $\varepsilon$ such that $0<\varepsilon \leq 1 / 4$ and a solution $\mathcal{L}$, and $\rho=\frac{\varepsilon^{2}}{128 z} 2^{-\tau(\varepsilon, d, z)}$, it holds with probability $1-\varepsilon$ (over a decomposition $\mathcal{D}$ with parameter $\rho$ ) that there exists a portalrespecting solution $\mathcal{S}$ in $\mathcal{I}_{\mathcal{D}}$ such that $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})+b(\mathcal{S})=(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+$ $O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$.

Proof. From Lemma 3.13, with probability $1-\varepsilon$ it holds that the instance $\mathcal{I}_{\mathcal{D}}$ has small distortion, and $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathrm{OPT}^{\prime}\right) \leq(1+4 \varepsilon)\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$.

We now bound the cost of making $\mathrm{OPT}^{\prime}$ portal respecting by applying Lemma 3.14. Since each client $p$ of $\mathcal{I}_{\mathcal{D}}$ is cut from $\mathrm{OPT}^{\prime}(p)$ at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon+$ $4 \operatorname{dist}(p, \mathrm{OPT}))+\tau(\varepsilon, d, z)$, we have from Lemma 3.35 that the length of the portalrespecting assignment of $p$ to $\operatorname{OPT}^{\prime}(p)$ is at most

$$
O\left(\operatorname{dist}\left(p, \mathrm{OPT}^{\prime}(p)\right)+64 \rho 2^{\tau(\varepsilon, d, z)}(\operatorname{dist}(p, \mathcal{L}) / \varepsilon+\operatorname{dist}(p, \mathrm{OPT}))\right)
$$

Raised to the power $z$ to compute the cost of the path, this is at most (using Lemma 1.2)
$O\left((1+\varepsilon) \operatorname{cost}\left(p, \mathrm{OPT}^{\prime}(p)\right)+(1+z / \varepsilon)^{z-1}\left(64 \rho 2^{\tau(\varepsilon, d, z)}(\operatorname{dist}(p, \mathcal{L}) / \varepsilon+\operatorname{dist}(p, \mathrm{OPT}))\right)^{z}\right)$.
Choosing $\rho=\frac{\varepsilon^{2}}{128 z} 2^{-\tau(\varepsilon, d, z)}$ ensures that the portal-respecting cost of $p$ is at most $(1+O(\varepsilon)) \operatorname{cost}(p, \mathrm{OPT})+O(\varepsilon) \operatorname{cost}(p, \mathcal{L})$. Summing over all clients $p$ gives a total cost

## Chapter 3. Approximation Schemes for Clustering in Doubling Metrics

of $(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$. The resulting portal respecting tour is the solution $\mathcal{S}$ we are looking for.

We proceed the same way to bound $b\left(\mathrm{OPT}^{\prime}\right)$ :

$$
\begin{aligned}
b\left(\mathrm{OPT}^{\prime}\right) & =(1+z / \varepsilon)^{z-1} 2^{z} \sum_{p}\left(4 \varepsilon^{2} 2^{-4-\tau(\varepsilon, d, z)} \cdot 2^{\tau(\varepsilon, d, z)}(\operatorname{dist}(p, \mathcal{L}) / \varepsilon+\operatorname{dist}(p, \mathrm{OPT}))\right)^{z} \\
& \leq(1+z / \varepsilon)^{z-1} 2^{z} \sum_{p}(\varepsilon / 2)^{z}(\operatorname{cost}(p, \mathcal{L})+\operatorname{cost}(p, \mathrm{OPT})) \\
& \leq \varepsilon\left(\operatorname{cost}_{\mathcal{I}}(\mathcal{L})+\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})\right) .
\end{aligned}
$$

Hence $\operatorname{cost}_{\mathcal{I}}(\mathcal{S})+b(\mathcal{S})=(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$.

### 3.3.3 The Algorithm

Our algorithm starts by computing a $O\left(2^{d}\right)$-approximation $\mathcal{L}$ in time $O(n \log n)$, with the procedure described in Section 3.7.3. Essentially, this procedure reduces the problem to solving Facility Location in a tree, which can be done with a simple dynamic program.

The algorithm then computes a hierarchical decomposition $\mathcal{D}$, as explained in the Section 3.2.2, with parameter $\rho=\frac{\varepsilon^{2}}{128 z} 2^{-\tau(\varepsilon, d, z)}$.

Given $\mathcal{L}$ and the decomposition $\mathcal{D}$, our algorithm finds all the badly cut clients as follows. For each client $p$, to determine whether $p$ is badly cut or not, the algorithm checks whether the decomposition cuts $\beta(p, 3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)$ at a level higher than $\log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$, making $p$ badly cut. This can be done efficiently, since $p$ is in exactly one part at each level, by verifying whether $p$ is at distance smaller than $3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon$ to such a part of too high level. Thus, the algorithm finds all the badly cut clients in near-linear time.

The next step of the algorithm is to compute instance $\mathcal{I}_{\mathcal{D}}$ by moving every badly cut client $p$ to its facility in $\mathcal{L}$. This can be done in linear time.

A first attempt at a dynamic program. We now turn to the description of the dynamic program (DP) for obtaining the best portal-respecting solution of $\mathcal{I}_{\mathcal{D}}$. This is the standard dynamic program for Facility Location and we only describe it for the sake of completeness. The reader familiar with this can therefore skip to the analysis.

There is a table entry for each part of the decomposition, and two vectors of length $\left|\mathcal{P}_{B}\right|$, where $\mathcal{P}_{B}$ is the set of portals in the part $B$. We call such a triplet a configuration. Each configuration given by a part $B$ and vectors $\left\langle\ell_{1}, \ldots, \ell_{\left|\mathcal{P}_{B}\right|}\right\rangle$ and $\left\langle s_{1}, \ldots, s_{\left|\mathcal{P}_{B}\right|}\right\rangle$ (called the portal parameters), encodes a possible interface between part $B$ and a solution for which the $i$ th portal has distance $\ell_{i}$ to the closest facility inside of $B$, and distance $s_{i}$ to its closest facility outside of $B$. The value stored for such a configuration in a table entry is the minimal cost for a solution with facilities respecting the constraints induced by the vectors on the distances between the solution and the
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portals inside the part (as described below).
To fill the table, we use a dynamic program following the lines of Arora et al. [9] or Kolliopoulos and Rao [112]. If a part has no descendant (meaning the part contains a single point), computing the solution given the configuration is straightforward: either a center is opened on this point or not, and it is easy for both cases to check whether they are consistent with the configuration, where only the distances to portals inside the part need to be verified. At a higher level of the decomposition, a solution is simply obtained by going over all the sets of parameter values for all the children parts. It is immediate to see whether sets of parameter values for the children can lead to a consistent solution:

- for each portal $p_{i}$ of the parent part, there must be one portal $p_{j}$ of a child part such that the distance from $p_{i}$ to a center inside the parent part prescribed by the configuration (given by the value $\ell_{i}$ for the parent part) corresponds to $\operatorname{dist}\left(p_{i}, p_{j}\right)$ plus the distance from $p_{j}$ to a center inside the child part (given by the value $\ell_{j}$ for the child part);
- for each portal $p_{j}$ of a child part there must exist either:
- a portal $p_{i}$ of the parent part such that the distance from $p_{j}$ to a center outside its part prescribed by the configuration (given by the value $s_{j}$ of the child part) is $\operatorname{dist}\left(p_{i}, p_{j}\right)$ plus the distance from $p_{i}$ to a center outside of the part (given by the value $s_{i}$ of the parent part), or
- a portal $p_{i}$ of another child part such that this distance given by the value $s_{j}$ of the first child part is $\operatorname{dist}\left(p_{i}, p_{j}\right)$ plus the distance from $p_{i}$ to a center inside the child part (given by the value $\ell_{i}$ of this child part).

The runtime of this algorithm depends on the number of possible distances determining the number of possible portal parameters. Even if the aspect ratio is polynomial, there can be a large number of possible distances, so that the number of configurations might be exponential. Using the budget given by Lemma 3.15, one can approximate the distances and obtain an efficient algorithm, as we show next.

A faster dynamic program. We now describe a faster dynamic program. Given a facility location solution $\mathcal{S}$ and a part $B$, we define the internal cost of $\mathcal{S}$ as the opening cost of the facilities in $\mathcal{S} \cap B$ plus the service cost of the clients in $B$.

Consider a level where the diameter of the parts is say $D$. A table entry of the dynamic program is

$$
T\left[B, \ell_{1}, \ldots, \ell_{\left|\mathcal{P}_{B}\right|}, s_{1}, \ldots, s_{\left|\mathcal{P}_{B}\right|}, f\right],
$$

where

- $B$ is a part;
- each of $\ell_{i}$ and $s_{i}$ is a multiple of $\varepsilon^{2} 2^{-4-\tau(\varepsilon, d, z)} D$ in the range $[0, D / \varepsilon+D]$, whose intended meaning is to represent the portal parameters for $B$;
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- $f$ is a boolean value that is 1 if and only if the closest facility to any of the portals of $B$ is at distance larger than $D / \varepsilon$ (in particular, there is no facility within the part and the portal parameters are irrelevant).

The intended value of the table entry is

- if $f=1$ : the number of clients inside $B$, and
- if $f=0$ : the cost of a solution that abides by the portal parameters and that has minimum internal cost.

A few remarks are in order. Since the diameter of the part is $D$ we can afford a detour of $\varepsilon D$, and so we only need to store the approximate portal parameters.

In the case where $f=1$, the diameter of the part $B$ is $D$ and every facility is at distance at least OPT $\geq D / \varepsilon$ from any portal $B$, while any point of $B$ is at distance at most $\varepsilon D$ from a portal. Hence up to losing an additive $D+\varepsilon D \leq O(\varepsilon \mathrm{OPT})$ in the cost of the computed solution, we may assume that all the points of the part are assigned to the same facility. So the algorithm is not required to store the precise distance to the closest facility outside the part, and it uses the flag $f$ to reflect that it is in this scenario. The algorithm then treats this whole part as a single client (weighted by the number of clients inside the part and located at an arbitrary location inside the part) to be considered at higher levels.

If on the other hand the closest facility to any portal of $B$ is at distance less than $D / \varepsilon$, we have that for any portal of the part the closest facility is at distance at most $D / \varepsilon+D$ (since $D$ is the diameter of the part).

We now describe the recurrence relationship to populate the table entries. In the base case, a part $B$ contains at most one point and so at most $\left|\mathcal{P}_{B}\right|+1$ distinct facilities - one at each portal, and one on the point inside the region. It can thus be solved by going over all $2^{\left|\mathcal{P}_{B}\right|+1}$ possibilities. ${ }^{1}$ Otherwise, a given table entry for a part $B$ is computed by considering the pre-computed solutions for the $2^{O(d)}$ child parts of $B$.

If $f=1$, then the value of the entry is simply the number of clients within $B$ and should be computed by summing up the entries of the child parts of $B$. In the remaining case when $f=0$, a set of table entries is said to be compatible with a table entry for $B$ if the set contains exactly one entry for any of the child parts of $B$ and:

- for each portal $p_{i}$ of the parent part, there must be one portal $p_{j}$ of a child part such that the distance from $p_{i}$ to a center inside the parent part prescribed by the configuration (given by the value $\ell_{i}$ for the parent part) corresponds to $\operatorname{dist}\left(p_{i}, p_{j}\right)$ plus the distance from $p_{j}$ to a center inside the child part (given by the value $\ell_{j}$ for the child part);
- for each child part that has $f=0$, and for each portal $p_{j}$ of that child part, there must exist either:

[^7]
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- a portal $p_{i}$ of the parent part such that the distance from $p_{j}$ to a center outside its part prescribed by the configuration (given by the value $s_{j}$ of the child part) is $\operatorname{dist}\left(p_{i}, p_{j}\right)$ plus the distance from $p_{i}$ to a center outside of the part (given by the value $s_{i}$ of the parent part), or
- a portal $p_{i}$ of another child part such that this distance given by the value $s_{j}$ of the first child part is $\operatorname{dist}\left(p_{i}, p_{j}\right)$ plus the distance from $p_{i}$ to a center inside the child part (given by the value $\ell_{i}$ of this child part).
- for each child part that has $f=1$ and diameter $D$, and for each portal $p_{j}$ of that child part, there is no portal $p_{i}$ either of the parent part or another child part such that: $\operatorname{dist}\left(p_{j}, p_{i}\right)$ plus the distance from $p_{i}$ to a center (given by values $\ell_{i}$ or $s_{i}$ ) is less than $D / \varepsilon$.

Given such a set of table entries, its value is computed by summing up the values of the entries where $f=0$, and assigning the points of parts $B^{\prime}$ that have $f=1$ to their closest facility outside $B^{\prime}$ (since there is no facility within $B^{\prime}$ ) according to the portal parameters of the other parts. The value of the entry for $B$ is the minimum value over all compatible sets of table entries for child parts.

Analysis - Proof of Theorem 3.3. The following lemmas show that the solution computed by this algorithm is a near-optimal one, and that the complexity is nearlinear: this proves Theorem 3.3. We first bound the connection cost in $\mathcal{I}_{\mathcal{D}}$.

Lemma 3.16. Let $\mathcal{S}$ be as in Lemma 3.15. The algorithm computes a solution $\mathcal{S}^{*}$ with cost at most $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathcal{S}^{*}\right) \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})+b(\mathcal{S})$.

Proof. We show that the solution $\mathcal{S}$ can be adapted to a configuration of the DP with extra cost $b(\mathcal{S})$. For this, let $p$ be a client served by a facility $\mathcal{S}(p)$, and let $w_{1}, \ldots, w_{k}$ be the portal-respecting path from $p$ to $\mathcal{S}(p)$ with $w_{1}=c$ and $w_{k}=\mathcal{S}(p)$. The cost contribution of $p$ to $\mathcal{S}$ is therefore $\sum_{i=1}^{k-1} \operatorname{cost}\left(w_{i}, w_{i+1}\right)$. For each $w_{i}$, let also $l_{i}$ be the level at which $w_{i}$ is a portal.

The distance between $p$ and $\mathcal{S}(p)$ is approximated at several places of the DP. Consider any node $w_{i}$ on the path from $p$ to $\mathcal{S}(p)$ :

- When $\operatorname{dist}\left(w_{i}, \mathcal{S}(p)\right) \leq 2^{l_{i}} / \varepsilon+2^{l_{i}}$, the distance between $w_{i}$ and $\mathcal{S}(p)$ is rounded to the closest multiple of $\varepsilon^{2} 2^{-4-\tau(\varepsilon, d, z)} 2^{l_{i}}$. Since the diameters of the parts are geometrically increasing, the sum of all those errors is at most $\varepsilon^{2} 2^{-4-\tau(\varepsilon, d, z)} 2^{l_{c}}$, where $l_{c}$ is the level at which $p$ and $\mathcal{S}(p)$ are cut.
- When $\operatorname{dist}\left(w_{i}, \mathcal{S}(p)\right) \geq 2^{l_{i}} / \varepsilon+2^{l_{i}}$, the whole part is contracted and served by a single facility at distance at least $2^{l_{i}} / \varepsilon$. The difference for client $p$ is therefore $2^{l_{i}}$. This difference is only paid once, at the the highest level $l_{j}$ where $\operatorname{dist}\left(w_{j}, \mathcal{S}(p)\right) \geq$ $2^{l_{j}} / \varepsilon+2^{l_{j}}$. This inequality implies that $2^{l_{j}} \leq \varepsilon \operatorname{cost}\left(w_{j}, \mathcal{S}(p)\right)$, which is smaller than $\varepsilon \sum \operatorname{dist}\left(w_{i}, w_{i+1}\right)$.
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Hence, the total rounding error induced by the evaluation of $\operatorname{dist}(c, \mathcal{S}(p))$ is $\varepsilon^{2} 2^{-2-\tau(\varepsilon, d, z)} 2^{l_{c}}+\varepsilon \sum \operatorname{dist}\left(w_{i}, w_{i+1}\right)$. Using Lemma 1.2, this implies a cost error of

$$
(1+z / \varepsilon)^{z-1} 2^{z} \cdot\left(\varepsilon^{2 z} 2^{-4 z-\tau(\varepsilon, d, z) \cdot z} 2^{z \cdot l_{c}}+2^{z \cdot l_{j}}\right)
$$

The first term, summed over all clients $p$ is precisely equal to the budget $b(\mathcal{S})$. The second one verifies, $(1+z / \varepsilon)^{z-1} 2^{z} \cdot 2^{z \cdot l_{j}} \leq(1+z / \varepsilon)^{z-1} 2^{z} \cdot \varepsilon^{z}\left(\sum \operatorname{dist}\left(w_{i}, w_{i+1}\right)\right)^{z}$, which is at most $\varepsilon$ times the cost of $p$ in the portal-respecting solution $\mathcal{S}$.

Hence, summing over all clients, the additional cost incurred by the DP is at most $b(\mathcal{S})+2^{z} \varepsilon^{z} \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})$. Since the DP computes a solution with minimal cost, it holds that $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(S^{*}\right) \leq(1+4 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})+b(\mathcal{S})$.

Combining all previous result, we can now finally bound the connection cost in $\mathcal{I}$ of the solution $\mathcal{S}^{*}$ computed by the algorithm.

- Corollary 3.17. Let $S^{*}$ be the solution computed by the algorithm. With probability $1-\varepsilon$, it holds that $\operatorname{cost}_{\mathcal{I}}\left(S^{*}\right)=(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$.

Proof. Lemma 3.15 ensures that, with probability $1-\varepsilon$, the cost of $\mathcal{S}$ in $\mathcal{I}_{\mathcal{D}}$ and $b(\mathcal{S})$ is at most $(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$. Using that $\mathcal{I}_{\mathcal{D}}$ has small distortion, and combining this with Lemma 3.16 concludes the proof:

$$
\begin{aligned}
\operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right) & \leq(1+2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathcal{S}^{*}\right)+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L}) \\
& \leq(1+O(\varepsilon))\left(\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})+b(\mathcal{S})\right)+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L}) \\
& \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})
\end{aligned}
$$

If $\mathcal{I}_{\mathcal{D}}$ has small distortion, the facility cost increase due to badly cut clients is bounded by $\sum_{f \in B_{\mathcal{D}}} w_{f} \leq \varepsilon \sum_{f \in L} w_{f}$, since we have $\mathrm{OPT}^{\prime}=\mathrm{OPT} \cup B_{\mathcal{D}}$. This observation and the previous corollary conclude the bound on the total cost of $\mathcal{S}^{*}$, as required.

According to Appendix 3.7.3, we can compute a solution $\mathcal{L}$ with $\operatorname{cost} O\left(2^{d}\right) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})$ in $O(n \log n)$ time. Due to the above corollary, we obtain a solution with cost $(1+$ $\left.O\left(\varepsilon 2^{d}\right)\right) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})$, with probability $1-\varepsilon$. The probability can be boosted to $1-\varepsilon^{\delta}$ by repeating the process $\delta$ times. In order to obtain a $(1+O(\varepsilon))$-approximation, we can bootstrap as in Bateni et al. [23], i.e., we repeat the process starting from the computed solution instead of $\mathcal{L}$. Repeating this $N$ times yields a solution of cost $\left(1+\sum_{i=1}^{N-1} O\left(\varepsilon^{i}\right)+O\left(\varepsilon^{N} 2^{d}\right)\right) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})$, with probability $1-N \varepsilon^{\delta}$. Taking $N=d$ and $\delta=\log (d / \varepsilon) / \log (1 / \varepsilon)$ ensures that, with probability at least $1-\varepsilon$, the solution has cost $(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})$.
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Proof. The preprocessing step (computing $\mathcal{L}$, the hierarchical decomposition $\mathcal{D}$, and the instance $\mathcal{I}_{\mathcal{D}}$ ) has a running time $O(n \log n)$, as all the steps can be done with this complexity: computing $\mathcal{L}$ takes time $O(n \log n)$ as described in Appendix 3.7.3, and as explained earlier, the hierarchical decomposition $\mathcal{D}$ and the instance $\mathcal{I}_{\mathcal{D}}$ can also be computed with this complexity. The decomposition can moreover be transformed in order to remove part that do not contain any point, as well as degree 2 nodes. This ensures to have $O(n)$ part in total, since there are $n$ leaves and a degree at least 3 .

The DP has a linear time complexity: in a part of diameter $D$, the portal set is an $\left(\frac{\varepsilon^{2}}{128 z} 2^{-\tau(\varepsilon, d, z)} D\right)$-net, and hence has size $2^{O\left(d \log \left(2^{\tau(\varepsilon, d, z)} / \varepsilon\right)\right)}$ by Lemma 3.9. Since $\tau(\varepsilon, d, z)=2 d+2+\log \frac{(z+\varepsilon)^{z}}{\varepsilon^{2} z^{z}}$, this number can be simplified to $2^{O\left(d^{2}+d \log (1 / \varepsilon)\right)}$. Since each portal stores a distance that can take only $\varepsilon^{-2} 2^{2+\tau(\varepsilon, d, z)}$ values, there are at most $T=\left(\varepsilon^{-2} 2^{\tau(\varepsilon, d, z)}\right)^{2^{O\left(d^{2}+d \log (1 / \varepsilon)\right)}}=2^{2^{O\left(d^{2}+d \log (1 / \varepsilon)\right)}}$ possible table entries for a given part.
To fill the table, notice that a part has at most $2^{O(d)}$ children, due to the properties of the hierarchical decomposition. For any given part, going over all the sets of parameter values for all the children parts therefore takes time $T^{2^{O(d)}}=2^{2^{O\left(d^{2}+d \log (1 / \varepsilon)\right)}}$. This dominates the complexity of computing all table entry for one part of the decomposition.

Since the hierarchical decomposition is a tree with $n$ leaves (one per input point) and without degree-one internal nodes (those can be compressed), there are at most $n$ parts in the decomposition: the complexity of the dynamic program is therefore $n \cdot 2^{2^{O\left(d^{2}+d \log (1 / \varepsilon)\right)}}$.

The bootstrapping increases that complexity by a factor $\log d$, absorbed in the big- $O$ notation. The total complexity of the algorithm is thus

$$
n \cdot 2^{2^{O\left(d^{2}+d \log (1 / \varepsilon)\right)}}+2^{O(d)} n \log n
$$

### 3.4 The ( $k, z$ )-Clustering Problem

We aim at using the same approach as for Facility Location, but in the case where the number of opened facility is fixed to $k$. Again, we will work with the more general version of $(k, z)$-Clustering as defined in Section 3.2.4, where the instance consists of a set of clients $P$, a set of candidate centers $F$, an integer $k$, and a function $\chi: P \mapsto\{1, \ldots, n\}$ and the goal is to minimize $\sum_{p \in P} \chi(p) \cdot \min _{f \in \mathcal{S}} \operatorname{dist}(p, f)^{z}$. We will consider in the proof that $P$ is actually a multiset, instead of carrying along the multiplicity $\chi$.

The road-map is as for Facility Location: we show in Lemma 3.20 that an instance $\mathcal{I}_{\mathcal{D}}$ has a small distortion with good probability, and then in Lemma 3.23 that if an instance has small distortion then there exists a near-optimal portal-respecting solution. We finally present a dynamic program that computes such a solution.

## Chapter 3. Approximation Schemes for Clustering in Doubling Metrics



Figure 3.2: Illustration of Step 1. There is a ray between each facility $f$ of OPT and $\mathcal{L}(f)$. Facilities in $\mathcal{H}$ are circled in grey; the removed facilities are crossed out in red.

A key ingredient of the proof for Facility Location was our ability to add all badly-cut facilities to the solution $\mathrm{OPT}^{\prime}$. This is not directly possible in the case of $k$-Median and $k$-Means, as the number of facilities is fixed. Hence, the first step of our proof is to show that one can make some room in OPT, by removing a few centers without increasing the cost by too much.

### 3.4.1 Towards a Structured Near-Optimal Solution

Let OPT be an optimal solution to $\mathcal{I}$ and $\mathcal{L}$ an approximate solution. We consider the mapping of the facilities of OPT to $\mathcal{L}$ defined as follows: for any $f \in$ OPT, let $\mathcal{L}(f)$ denote the facility of $\mathcal{L}$ that is the closest to $f$. Recall that for a client $p, \mathcal{L}(p)$ is the facility serving $p$ in $\mathcal{L}$.

For any facility $\ell$ of $\mathcal{L}$, define $\psi(\ell)$ to be the set of facilities of OPT that are mapped to $\ell$, namely, $\psi(\ell)=\{f \in \mathrm{OPT} \mid \mathcal{L}(f)=\ell\}$. Define $\mathcal{L}^{1}$ to be the set of facilities $\ell$ of $\mathcal{L}$ for which there exists a unique $f \in \mathrm{OPT}$ such that $\mathcal{L}(f)=\ell$, namely $\mathcal{L}^{1}=\{\ell \in \mathcal{L} \mid$ $|\psi(\ell)|=1\}$. Let $\mathcal{L}^{0}=\{\ell \in \mathcal{L}| | \psi(\ell) \mid=0\}$, and $\mathcal{L}^{\geq 2}=\mathcal{L} \backslash\left(\mathcal{L}^{1} \cup \mathcal{L}^{0}\right)$. Similarly, define $\mathrm{OPT}^{1}=\left\{f \in \mathrm{OPT} \mid \mathcal{L}(f) \in \mathcal{L}^{1}\right\}$ and $\mathrm{OPT}^{\geq 2}=\left\{f \in \mathrm{OPT} \mid \mathcal{L}(f) \in \mathcal{L}^{\geq 2}\right\}$. Note that $\left|\mathrm{OPT}^{\geq 2}\right|=\left|\mathcal{L}^{0}\right|+\left|\mathcal{L}^{\geq 2}\right|$, since $\left|\mathrm{OPT}^{1}\right|=\left|\mathcal{L}^{1}\right|$ and, w.l.o.g., $|\mathrm{OPT}|=|\mathcal{L}|=k$.

The construction of a structured near-optimal solution is made in 3 steps. The first one defines a solution $\mathrm{OPT}^{\prime}$ as follows. Start with $\mathrm{OPT}^{\prime}=\mathrm{OPT}$.

- Step 1. For each facility $\ell \in \mathcal{L}^{\geq 2}$, fix one in $\mathrm{OPT}^{\geq 2}$ that is closest to $\ell$, breaking ties arbitrarily, and call it $f_{\ell}$. Let $\mathcal{H} \subseteq \mathrm{OPT}^{\geq 2}$ be the set of facilities of $\mathrm{OPT}^{\geq 2}$ that are not the closest to their corresponding facility in $\mathcal{L}^{\geq 2}$, i.e., $f \in \mathcal{H}$ if and only if $f \in \psi(\ell)$ and $f \neq f_{\ell}$ for some $\ell \in \mathcal{L}^{\geq 2}$. Among the facilities of $\mathcal{H}$, remove from $\mathrm{OPT}^{\prime}$ the subset of size $\left\lfloor\varepsilon \cdot\left|\mathrm{OPT}^{\geq 2}\right| / 2\right\rfloor$ that yields the smallest cost increase. Note that this subset is well-defined if $\varepsilon \leq 1$.

This step, illustrated in Figure 3.2, makes room to add the badly cut facilities without violating the constraint on the maximum number of centers, while at the same time ensures near-optimal cost, as the following lemma shows.
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Proof. We claim that for a client $p$ served by $f \in \mathcal{H}$ in the optimum solution OPT, i.e., $f=\operatorname{OPT}(p)$, the detour entailed by the deletion of $f$ is $\left.O\left(\mathrm{OPT}_{p}+\mathcal{L}_{p}\right)\right)$. Indeed, let $f^{\prime}$ be the facility of OPT that is closest to $\mathcal{L}(f)$, and recall that $\mathcal{L}(p)$ is the facility that serves $p$ in the solution $\mathcal{L}$. Since $f^{\prime} \notin \mathcal{H}$, the cost to serve $p$ after the removal of $f$ is at $\operatorname{most} \operatorname{dist}\left(p, f^{\prime}\right)$, which can be bounded by $\operatorname{dist}\left(p, f^{\prime}\right) \leq \operatorname{dist}(p, f)+\operatorname{dist}(f, \mathcal{L}(f))+$ $\operatorname{dist}\left(\mathcal{L}(f), f^{\prime}\right)$. But by definition of $f^{\prime}, \operatorname{dist}\left(f^{\prime}, \mathcal{L}(f)\right) \leq \operatorname{dist}(\mathcal{L}(f), f)$, and by definition of the function $\mathcal{L}$ we have $\operatorname{dist}(\mathcal{L}(f), f) \leq \operatorname{dist}(\mathcal{L}(p), f)$, so that $\operatorname{dist}\left(p, f^{\prime}\right) \leq \operatorname{dist}(p, f)+$ $2 \operatorname{dist}(f, \mathcal{L}(p))$. Using the triangle inequality finally gives $\operatorname{dist}\left(p, f^{\prime}\right) \leq 3 \operatorname{dist}(p, f)+$ $2 \operatorname{dist}(p, \mathcal{L}(p))$ which is $O(\operatorname{dist}(p, \mathrm{OPT})+\operatorname{dist}(p, \mathcal{L}))$. For a facility $f$ of OPT, we denote by $P(f)$ the set of clients served by $f$, i.e. $P(f)=\{p \in P \mid \operatorname{OPT}(p)=f\}$. The total cost incurred by the removal of $f$ is then $\sum_{p \in P(f)} O\left(2^{z}(\operatorname{cost}(p, \mathrm{OPT})+\operatorname{cost}(p, \mathcal{L}))\right.$, and the cost of removing all of $\mathcal{H}$ is $O(\operatorname{cost}(\mathrm{OPT})+\operatorname{cost}(\mathcal{L}))$.
Recall that in Step 1 we remove the set $\widehat{\mathcal{H}}$ of size $\left\lfloor\varepsilon\left|\mathrm{OPT}^{\geq 2}\right| / 2\right\rfloor$ from $\mathcal{H}$, such that $\widehat{\mathcal{H}}$ minimizes the cost increase. We use an averaging argument to bound the cost increase: the sum among all facilities $f \in \mathcal{H}$ of the cost of removing the facility $f$ is less than $O(\operatorname{cost}(\mathrm{OPT})+\operatorname{cost}(\mathcal{L}))$, and $|\mathcal{H}|=O(1 / \varepsilon) \cdot\left\lfloor\varepsilon\left|\mathrm{OPT}^{\geq 2}\right|\right\rfloor$. Therefore removing $\widehat{\mathcal{H}}$ increases the cost by at most $O(\varepsilon)(\operatorname{cost}(\mathrm{OPT})+\operatorname{cost}(\mathcal{L}))$, so that Step 1 is not too expensive.

We can therefore use this solution $\mathrm{OPT}^{\prime}$ as a proxy for the optimal solution, and henceforth we will denote this solution by OPT. In particular, the badly cut facilities are defined for this solution and not the original OPT.

### 3.4.2 An instance with small distortion

As in Section 3.3, the algorithm computes a randomized hierarchical decomposition $\mathcal{D}$, and transforms the instance of the problem: every badly cut client $p$ is moved to $\mathcal{L}(p)$, namely, there is no more client at $p$ and we add an extra client at $\mathcal{L}(p)$. Again, we let $\mathcal{I}_{\mathcal{D}}$ denote the resulting instance and note that $\mathcal{I}_{\mathcal{D}}$ is a random variable that depends on the randomness of $\mathcal{D}$.

Moreover, similar as for Facility Location, we let $B_{\mathcal{D}}$ be the set of centers of $\mathcal{L}$ that are badly cut from OPT, i.e., $f \in B_{\mathcal{D}}$ if the ball $\beta(f, 3 \operatorname{dist}(f$, OPT $))$ is cut at some level greater than $\log (3 \operatorname{dist}(f, \mathrm{OPT}))+\tau(\varepsilon, d, z)$. We call $\operatorname{cost}_{\mathcal{I}}(\mathcal{S})$ the cost of a solution $\mathcal{S}$ in the original instance $\mathcal{I}$, and $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})$ its cost in $\mathcal{I}_{\mathcal{D}}$. We let

$$
\nu_{\mathcal{I}_{\mathcal{D}}}=\max _{\text {solution } \mathcal{S}}\left\{\operatorname{cost}_{\mathcal{I}}(\mathcal{S})-(1+2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}),(1-2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})-\operatorname{cost}_{\mathcal{I}}(\mathcal{S})\right\}
$$

We say that an instance $\mathcal{I}_{\mathcal{D}}$ has small distortion if $\nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$, and there exists a solution $\mathcal{S}$ that contains $B_{\mathcal{D}}$ with $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}) \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$. That is, the condition is the same as for Facility Location, except that we do not need
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Figure 3.3: Illustration of Steps 2 and 3. Badly-cut facilities are represented by squares. Orange short-dashed arrows represent facilities that are exchanged at Step 2. Red long-dashed arrows represent facilities added to $\mathcal{S}^{*}$ in Step 3.
a bound on the opening costs. In contrast to the Facility Location problem, here we need to be more careful when identifying the solution fulfilling the latter inequality.

For this, we go on with the next two steps of our construction, defining a solution $\mathcal{S}^{*}$. Recall that we defined $f_{\ell} \in \mathrm{OPT}^{\geq 2}$ to be the closest facility to $\ell \in \mathcal{L}^{\geq 2}$, breaking ties arbitrarily. For any $\ell \in \mathcal{L}^{1}$, we also denote by $f_{\ell} \in \mathrm{OPT}^{1}$ the unique facility closest to $\ell$. We start with $\mathcal{S}^{*}=\mathrm{OPT}$ obtained from Step 1. Note that for every $\ell \in \mathcal{L}^{1} \cup \mathcal{L}^{\geq 2}$ the closest facility $f_{\ell} \in$ OPT is still present after Step 1 , since only some of the other facilities in $\mathcal{H}$ were removed.

- Step 2. For each badly-cut facility $\ell \in B_{\mathcal{D}} \backslash \mathcal{L}^{0}$ (i.e., $\psi(\ell) \neq \emptyset$ ), replace $f_{\ell}$ by $\ell$ in $\mathcal{S}^{*}$.
- Step 3. Add all badly cut facilities of $\mathcal{L}^{0}$ to $\mathcal{S}^{*}$.

We show next that $\mathcal{S}^{*}$ satisfies the conditions for $\mathcal{I}_{\mathcal{D}}$ to have small distortion with good probability.

- Lemma 3.20. The probability that $\mathcal{I}_{\mathcal{D}}$ has small distortion is at least $1-\varepsilon$, if $\varepsilon \leq 1 / 4$.

Proof. The proof that $\nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$ with probability at least $1-\varepsilon / 2$ is identical to the one in Lemma 3.13. We thus turn to bound the probability that solution $\mathcal{S}^{*}$ satisfies the cardinality and cost requirements. Our goal is to show that this happens with probability at least $1-\varepsilon / 2$. Then, taking a union bound over the probabilities of failure yields the proposition.

By Steps 2 and 3, we have that $\mathcal{S}^{*}$ contains $B_{\mathcal{D}}$. We split the proof of the remaining properties into the following claims.

- Claim 3.21. With probability at least $1-\varepsilon / 4$, the set $\mathcal{S}^{*}$ is an admissible solution, i.e., $\left|\mathcal{S}^{*}\right| \leq k$.

Proof. We let $b$ be the number of facilities of $\mathcal{L}^{0}$ that are badly cut. By Lemma 3.12, we have that $\mathbb{E}[b] \leq \kappa(\varepsilon, z)\left|\mathcal{L}^{0}\right| \leq \varepsilon^{2}\left|\mathcal{L}^{0}\right| / 4$. By Markov's inequality, the probability
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that $b>\left\lfloor\varepsilon\left|\mathcal{L}^{0}\right| / 2\right\rfloor$ is at most $\varepsilon / 2$. Now, condition on the event that $b \leq\left\lfloor\varepsilon\left|\mathcal{L}^{0}\right| / 2\right\rfloor$. Since $\left|\mathcal{L}^{0}\right|+\left|\mathcal{L}^{\geq 2}\right|=\left|\mathrm{OPT}^{2}\right|$, we have that $b \leq\left\lfloor\varepsilon\left|\mathrm{OPT}^{\geq 2}\right| / 2\right\rfloor$. Moreover, the three steps converting OPT into $\mathcal{S}^{*}$ ensure that $\left|\mathcal{S}^{*}\right| \leq k+b-\left\lfloor\varepsilon\left|\mathrm{OPT}^{\geq 2}\right| / 2\right\rfloor$, as Step 1 removes $\left\lfloor\varepsilon\left|\mathrm{OPT}^{\geq 2}\right| / 2\right\rfloor$ facilities, while Step 2 only swaps facilities so their number does not change, and Step 3 adds $b$ facilities. Combining the two inequalities gives $\left|\mathcal{S}^{*}\right| \leq k$.

- Claim 3.22. If $\varepsilon<1 / 4$, then with probability at least $1-\varepsilon / 4, \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathcal{S}^{*}\right) \leq$ $(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \cdot \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$

Proof. We showed in Lemma 3.19 that the cost increase in $\mathcal{I}$ due to Step 1 is at most $O(\varepsilon)\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$. We will prove below that this implies that also Step 2 leads to a cost increase of $O(\varepsilon)\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$ in $\mathcal{I}$ with good probability. Step 3 can only decrease the cost. Hence we have $\operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right) \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+$ $O\left(\varepsilon \cdot \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$. To bound the cost of $\mathcal{S}^{*}$ in $\mathcal{I}_{\mathcal{D}}$, we use that $(1-2 \varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathcal{S}^{*}\right)-$ $\operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right) \leq \nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$. The cost incurred by connecting clients to facilities in $\mathcal{S}^{*}$ is

$$
\begin{array}{rlr}
\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathcal{S}^{*}\right) & \leq\left(1+\frac{2 \varepsilon}{1-2 \varepsilon}\right)\left(\operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right)+\varepsilon \cdot \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) & \left(\text { as } \nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) \\
& \leq(1+4 \varepsilon)\left(\operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right)+\varepsilon \cdot \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) & (\text { as } \varepsilon \leq 1 / 4) \\
& \left.\leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \cdot \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) \quad \text { (by above bound on } \operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right)\right) .
\end{array}
$$

To bound the cost increase of Step 2, we first show that starting with OPT and replacing every $f_{\ell} \in \mathrm{OPT}$ by $\ell \in \mathcal{L}^{1} \cup \mathcal{L}^{\geq 2}$ results in a solution $\mathcal{S}^{\prime}$ of $\operatorname{cost} O\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\right.$ $\left.\operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$. For that, let $p$ be a client that in OPT is served by a facility $f_{\ell}$ that is closest to some $\ell \in \mathcal{L}^{1} \cup \mathcal{L}^{\geq 2}$. Recall that every facility of OPT that is closest to some facility of $\mathcal{L}^{1} \cup \mathcal{L}^{\geq 2}$ is in OPT, as only some of those from $\mathcal{H}$ are removed in Step 1 . Hence if $p$ is served by some $\ell^{\prime} \in \mathcal{L}^{1} \cup \mathcal{L}^{\geq 2}$ in the solution $\mathcal{L}$, then this facility $\ell^{\prime}$ is in $\mathcal{S}^{\prime}$ since it will replace the closest facility $f_{\ell^{\prime}}$. Thus the cost of serving $p$ in $\mathcal{S}^{\prime}$ is $\operatorname{dist}\left(p, \ell^{\prime}\right)=\operatorname{dist}(p, \mathcal{L})$. On the other hand, if $p$ is served by a facility $\ell_{0}$ of $\mathcal{L}^{0}$ in $\mathcal{L}$, then it is possible to serve it by the facility $\ell$ that replaces $f_{\ell}$. The serving cost then is $\operatorname{cost}(p, \ell) \leq\left(\operatorname{dist}\left(p, f_{\ell}\right)+\operatorname{dist}\left(f_{\ell}, \ell\right)\right)^{z} \leq\left(\operatorname{dist}\left(p, f_{\ell}\right)+\operatorname{dist}\left(f_{\ell}, \ell_{0}\right)\right)^{z}$, using that $f_{\ell}$ is the closest facility to $\ell$ in the last inequality. Using again the triangle inequality, this cost is at most $O\left(\operatorname{cost}\left(p, f_{\ell}\right)+\operatorname{cost}\left(p, \ell_{0}\right)\right)$. Moreover, any client served by a facility of $\mathcal{H}$ in OPT, i.e., which is not the closest to a facility of $\mathcal{L}$, can in $\mathcal{S}^{\prime}$ be served by the same facility as in OPT, with $\operatorname{cost} \operatorname{cost}(p$, OPT $)$. Hence the cost of the obtained solution is at most $O\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)=O\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$ by Lemma 3.19 and assuming, say, $\varepsilon \leq 1$.
The probability of replacing $f_{\ell}$ by $\ell \in \mathcal{L}^{1} \cup \mathcal{L}^{\geq 2}$ in Step 2 is the probability that $\ell$ is badly cut. This is $\kappa(\varepsilon, z)$ by Lemma 3.12. Finally, with linearity of expectation, the expected cost to add the badly cut facilities $\ell \in \mathcal{L}^{1} \cup \mathcal{L}^{\geq 2}$ instead of their closest facility $f_{\ell}$ of OPT in Step 2 is $O\left(\kappa(\varepsilon, z)\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)\right)$. Markov's inequality thus implies that the cost of this step is at most $O(\varepsilon)\left(\operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$ with probability $1-\frac{O(\kappa(\varepsilon, z))}{\varepsilon} \geq 1-\varepsilon / 4$, since $\kappa(\varepsilon, z) \leq \varepsilon^{2} / 2$.

Lemma 3.20 follows from taking a union bound over the probabilities of failure of
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Claim 3.21 and 3.22.

### 3.4.3 Portal respecting solution

We have to prove the same structural lemma as for Facility Location, to say that there exists a portal-respecting solution in $\mathcal{I}_{\mathcal{D}}$ with cost close to $\operatorname{cost}\left(\mathcal{S}^{*}\right)$ where $\mathcal{S}^{*}$ is the solution obtained from the three steps above. Recall that for any solution $\mathcal{S}$ and client $p, \mathcal{S}_{p}$ is the distances from the original position of $p$ to $\mathcal{S}$ in $\mathcal{I}$, but $p$ may have been moved to $\mathcal{L}(p)$ in $\mathcal{I}_{\mathcal{D}}$. Recall also that OPT is defined after removing some centers in Step 1.

- Lemma 3.23. Let $\mathcal{I}$ be an instance of $k$-Median with a randomized decomposition $\mathcal{D}$ (for any parameter $\rho>0$ ), and $\mathcal{L}$ be a solution for $\mathcal{I}$, such that $\mathcal{I}_{\mathcal{D}}$ has small distortion. Let $\mathcal{S}^{*}$ be the solution obtained by applying Steps 1,2 and 3. Then, for any client $p$ in $\mathcal{I}_{\mathcal{D}}, p$ and $\mathcal{S}^{*}(p)$ are cut at level at most $\log (4 \operatorname{dist}(p, \mathrm{OPT})+3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$ in $\mathcal{D}$, whenever $\varepsilon \leq 1 / 5$, where $\mathcal{S}^{*}(p)$ is the closest facility to $p$ in $\mathcal{S}^{*}$.

Proof. The proof of this lemma is very similar to the one of Lemma 3.14. However, since some facilities of OPT were removed in Step 2 to obtain $\mathcal{S}^{*}$, we need to adapt the proof carefully. In particular, we will use the following inequality. Let $p$ be a client. If $\operatorname{OPT}(p)$ was moved in Step 2, it was replaced by facility $\ell$ for which $\operatorname{OPT}(p)=f_{\ell}$ and $\operatorname{dist}(\operatorname{OPT}(p), \ell) \leq \operatorname{dist}(\operatorname{OPT}(p), \mathcal{L}(p))$, since $f_{\ell}$ is the closest facility to $\ell$. Using the triangle inequality we obtain $\operatorname{dist}(\operatorname{OPT}(p), \mathcal{L}(p)) \leq \operatorname{dist}(p, \operatorname{OPT}(p))+\operatorname{dist}(p, \mathcal{L}(p))$. On the other hand, as $\ell \in \mathcal{S}^{*}$ we get $\operatorname{dist}\left(p, \mathcal{S}^{*}(p)\right) \leq \operatorname{dist}(p, \ell) \leq \operatorname{dist}(p, \operatorname{OPT}(p))+$ $\operatorname{dist}(\operatorname{OPT}(p), \ell)$, again applying the triangle inequality. Putting these inequalities together we obtain

$$
\begin{equation*}
\operatorname{dist}\left(p, \mathcal{S}^{*}(p)\right) \leq 2 \operatorname{dist}(p, \mathrm{OPT}(p))+\operatorname{dist}(p, \mathcal{L}(p)) \tag{3.2}
\end{equation*}
$$

Furthermore, if $\operatorname{OPT}(p)$ is not moved in Step 2 we have $\operatorname{OPT}(p) \in \mathcal{S}^{*}$, and so Inequality (3.2) holds trivially as $\operatorname{dist}\left(p, \mathcal{S}^{*}(p)\right) \leq \operatorname{dist}(p, \operatorname{OPT}(p))$.

To find the level at which $p$ and $\mathcal{S}^{*}(p)$ are cut, we distinguish between two cases: either $p$ in $\mathcal{I}$ is badly cut w.r.t. $\mathcal{D}$, or not. If $p$ is badly cut, then it is now located at $\mathcal{L}(p)$ in the instance $\mathcal{I}_{\mathcal{D}}$. In that case, either:

1. $\mathcal{L}(p)$ is also badly cut, i.e., $\mathcal{L}(p) \in B_{\mathcal{D}} \subseteq \mathcal{S}^{*}$, and so $\mathcal{S}^{*}(p)=\mathcal{L}(p)$. It follows that $p$ and $\mathcal{S}^{*}(p)$ are collocated, thus they are never cut.
2. $\mathcal{L}(p)$ is not badly cut. Then, since $p$ is now located at $\mathcal{L}(p), \operatorname{dist}\left(p, \mathcal{S}^{*}(p)\right)=$ $\operatorname{dist}\left(\mathcal{L}(p), \mathcal{S}^{*}(\mathcal{L}(p)) . \operatorname{OPT}(\mathcal{L}(p))\right.$ is not necessarily in $\mathcal{S}^{*}$ : in that case, it was replaced by a facility $f$ that is closer to $\operatorname{OPT}(\mathcal{L}(p))$ than $\mathcal{L}(p)$, and so $\operatorname{dist}(\mathcal{L}(p), f) \leq$ $2 \operatorname{dist}\left(\mathcal{L}(p), \operatorname{OPT}(\mathcal{L}(p))\right.$. Hence, either if $\operatorname{OPT}(\mathcal{L}(p))$ is in $\mathcal{S}^{*}$ or not, it holds that $\operatorname{dist}\left(\mathcal{L}(p), \mathcal{S}^{*}\right) \leq 2 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT})$.
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Since $\mathcal{L}(p)$ is not badly cut, the ball $\beta(\mathcal{L}(p), 3 \operatorname{dist}(\mathcal{L}(p)$, OPT $))$ is cut at level at $\operatorname{most} \log (3 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}))+\tau(\varepsilon, d, z)$. By triangle inequality, $\operatorname{dist}(\mathcal{L}(p), \mathrm{OPT})=$ $\operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(\mathcal{L}(p))) \leq \operatorname{dist}(p, \mathcal{L})+\operatorname{dist}(p, \mathrm{OPT})$, and thus $p$ and $\mathcal{S}^{*}(p)$ are also separated at level at most $\log (3 \operatorname{dist}(p, \mathcal{L})+3 \operatorname{dist}(p, \mathrm{OPT}))+\tau(\varepsilon, d, z)$.

In the other case where $p$ is not badly cut, the ball $\beta(p, 3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)$ is cut at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$. We make a case distinction according to $\operatorname{dist}(p, \mathcal{L})$ and $\operatorname{dist}(p, \mathrm{OPT})$.

1. If $\operatorname{dist}(p, \mathcal{L}) \leq \varepsilon \operatorname{dist}(p, \mathrm{OPT})$, then we have the following. If $\mathcal{L}(p)$ is badly cut, $\mathcal{L}(p) \in B_{\mathcal{D}} \subseteq S^{*}$ and therefore $\mathcal{S}_{p}^{*} \leq \operatorname{dist}(p, \mathcal{L})$. Moreover, since $p$ is not badly cut the ball $\beta(p, \operatorname{dist}(p, \mathcal{L}))$ is cut at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$. Therefore $p$ and $\mathcal{S}^{*}(p)$ are cut at a level below $\log (4 \operatorname{dist}(p, \operatorname{OPT})+3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+$ $\tau(\varepsilon, d, z)$.
In the case where $\mathcal{L}(p)$ is not badly cut, both $p$ and $\mathcal{S}^{*}(p)$ lie in the ball centered at $\mathcal{L}(p)$ and of diameter $3 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT})$, which can be seen as follows. We use $\operatorname{dist}(p, \mathcal{L}) \leq \varepsilon \operatorname{dist}(p, \mathrm{OPT})$ to derive

$$
\begin{aligned}
\operatorname{dist}(p, \mathcal{L}(p)) & \leq \varepsilon \operatorname{dist}(p, \operatorname{OPT}(p)) \leq \varepsilon \operatorname{dist}(p, \operatorname{OPT}(\mathcal{L}(p))) \\
& \leq \varepsilon \operatorname{dist}(p, \mathcal{L}(p))+\varepsilon \operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(\mathcal{L}(p)))
\end{aligned}
$$

And therefore, since $\varepsilon \leq 1 / 4, \operatorname{dist}(p, \mathcal{L}(p)) \leq \frac{\varepsilon}{1-\varepsilon} \operatorname{dist}(\mathcal{L}(p)$, OPT $) \leq$ $\operatorname{dist}(\mathcal{L}(p)$, OPT $) / 3$. Using these inequalities we also get

$$
\begin{aligned}
\operatorname{dist}\left(\mathcal{S}^{*}(p), \mathcal{L}(p)\right) & \leq \operatorname{dist}\left(\mathcal{S}^{*}(p), p\right)+\operatorname{dist}(p, \mathcal{L}(p)) \\
& \leq 2 \operatorname{dist}(p, \operatorname{OPT}(p))+2 \operatorname{dist}(p, \mathcal{L}(p)) \quad \text { (using Inequality }(3.2)) \\
& \leq 2 \operatorname{dist}(p, \operatorname{OPT}(\mathcal{L}(p)))+2 \operatorname{dist}(p, \mathcal{L}(p)) \\
& \leq 4 \operatorname{dist}(p, \mathcal{L}(p))+2 \operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(\mathcal{L}(p))) \\
& \leq\left(2+\frac{4 \varepsilon}{1-\varepsilon}\right) \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}),
\end{aligned}
$$

which is smaller than $3 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT})$ for any $\varepsilon \leq 1 / 5$. Hence we have $p, \mathcal{S}^{*}(p) \in$ $\beta(\mathcal{L}(p), 3 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}))$. Since $\mathcal{L}(p)$ is not badly cut, $p$ and $\mathcal{S}^{*}(p)$ are cut at level at $\operatorname{most} \log (3 \operatorname{dist}(\mathcal{L}(p), \mathrm{OPT}))+\tau(\varepsilon, d, z)$. Since $\operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(\mathcal{L}(p))) \leq$ $\operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(p)) \leq \operatorname{dist}(\mathcal{L}(p), p)+\operatorname{dist}(p, \operatorname{OPT}(p)) \leq(1+\varepsilon) \operatorname{dist}(p$, OPT $)$, we have that $\log (3 \operatorname{dist}(\mathcal{L}(p)$, OPT $))+\tau(\varepsilon, d, z) \leq \log (4 \operatorname{dist}(\mathcal{L}(p)$, OPT $))+\tau(\varepsilon, d, z)$.
2. If $\operatorname{dist}(p, \mathrm{OPT}) \leq \operatorname{dist}(p, \mathcal{L}) / \varepsilon$, then $2 \operatorname{dist}(p, \mathrm{OPT})+\operatorname{dist}(p, \mathcal{L}) \leq 3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon$ and since $p$ is not badly cut, the ball $\beta(p, 2 \operatorname{dist}(p, \mathrm{OPT})+\operatorname{dist}(p, \mathcal{L}))$ is cut at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon)+\tau(\varepsilon, d, z)$. Moreover, $\mathcal{S}^{*}(p)$ lies in this ball by Inequality (3.2).

In all cases, $p$ and $\mathcal{S}^{*}(p)$ are separated at level at $\operatorname{most} \log (3 \operatorname{dist}(p, \mathcal{L}) / \varepsilon+4 \mathrm{OPT}(p))+$ $\tau(\varepsilon, d, z)$, which concludes the lemma.
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Equipped with these two lemmas, we can prove the following lemma, which concludes the section. Note again, that the bounds are for OPT defined after removing some centers in Step 1.

Lemma 3.24. Condition on $\mathcal{I}_{\mathcal{D}}$ having small distortion, with $\rho=$ $\frac{\varepsilon^{2}}{128 z} 2^{-\tau(\varepsilon, d, z)}$. There exists a portal-respecting solution $\mathcal{S}$ in $\mathcal{I}_{\mathcal{D}}$ such that $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})+b(\mathcal{S}) \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$.

Proof. The proof follows exactly the one of Lemma 3.15, making $\mathcal{S}^{*}$ portal-respecting, and using Lemma 3.20 and Lemma 3.23 to prove that the resulting solution $\mathcal{S}$ in $\mathcal{I}_{\mathcal{D}}$ has $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})+b(\mathcal{S}) \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$.

### 3.4.4 The Algorithm

The algorithm follows the lines of the one for Facility Location, in Section 3.3.3. It first computes a constant-factor approximation $L$, then the hierarchical decomposition $\mathcal{D}$ (with parameter $\rho=\frac{\varepsilon^{2}}{128 p} 2^{-\tau(\varepsilon, d, z)}$, as in Section 3.3) and constructs instance $\mathcal{I}_{\mathcal{D}}$. A dynamic program is then used to solve efficiently the problem, providing a solution $S$ of cost at most $(1+\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})$ - conditioned on the event that the instance $\mathcal{I}_{\mathcal{D}}$ has small distortion.

Dynamic programming. The algorithm proceeds bottom up along the levels of the decomposition. We give an overview of the dynamic program which is a slightly refined version of the one presented for Facility Location in Section 3.3.3. We make use of two additional ideas.

To avoid the dependency on $k$ we proceed as follows. In the standard approach, a cell of the dynamic program is defined by a part of the decomposition $\mathcal{D}$, the portal parameters (as defined in Section 3.3.3), and a value $k_{0} \in[k]$. The value of an entry in the table is then the cost of the best solution that uses $k_{0}$ centers, given the portal parameters.

For our dynamic program for the $k$-Median and $k$-Means problems, we define a cell of the dynamic program by a part $B$, the portal parameters $\left\langle\ell_{1}, \ldots, \ell_{n_{p}}\right\rangle$ and $\left\langle s_{1}, \ldots, s_{n_{p}}\right\rangle$ and a value $c_{0}$ in $[\operatorname{cost}(\mathcal{L}) / n ;(1+\varepsilon) \operatorname{cost}(\mathcal{L})]$. The entry of the cell is equal to the minimum number $k_{0}$ of centers that need to be placed in part $B$ in order to achieve $\operatorname{cost}$ at most $c_{0}$, given the portal parameters. Moreover, we only consider values for $c_{0}$ that are powers of $(1+\varepsilon / \log n)$. The output of the algorithm is the minimum value $c_{0}$ such that the root cell has value at most $k$ (i.e., the minimum value such that at most $k$ centers are needed to achieve it).

The DP table can be computed the following way. For the parts that have no descendant, namely the base cases, computing the best clustering given a set of parameters can be done easily: there is at most one client in the part, and verifying that the parameter values for the centers inside the part are consistent can be done easily. At

### 3.4. The ( $k, z$ )-Clustering Problem

a higher level of the decomposition, a solution is obtained by going over all the sets of parameter values for all the children parts. It is immediate to see whether sets of parameter values for the children can lead to a consistent solution (similar to [112, $9]$ ). Since there are at most $2^{O(d)}$ children parts, this gives a running time of $q^{2^{O(d)}}$, where $q$ is the total number of parameter values.
This strategy would lead to a running time of $f(\varepsilon, d) n \log ^{2^{O(d)}} n$. We can however treat the children in order, instead of naively testing all parameter values for them. We use a classical transformation of the dynamic program, in which the first table is filled using an auxiliary dynamic program. A cell of this auxiliary DP is a value $c_{0}$ in $[\operatorname{cost}(\mathcal{L}) / n ;(1+\varepsilon) \operatorname{cost}(\mathcal{L})]$, a part $C$, one of its children $C_{i}$, and the portal parameters for the portals of $C$ and all its children before $C_{i}$ in the given order. The entry of the cell is equal to the minimum number of centers $k_{0}$ that need to be placed in the children parts following $C_{i}$ to achieve a cost of $c_{0}$ given the portal parameters. To fill this table, one can try all possible sets of parameters for the following children, see whether they can lead to a consistent solution, and compute the minimum value among them.

Analysis - proof of Theorem 3.1 and Theorem 3.2. We first show that the solution computed by the algorithm gives a $(1+O(\varepsilon))$-approximation, and then prove the claim on the complexity.

- Lemma 3.25. Let $\mathcal{S}^{*}$ be the solution computed by the algorithm. With probability $1-2 \varepsilon$, it holds that $\operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right)=(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+$ $O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$

Proof. With probability $1-2 \varepsilon, \mathcal{I}_{\mathcal{D}}$ has small distortion (Lemma 3.20). Following Lemma 3.24, let $\mathcal{S}$ be a portal-respecting solution such that $\operatorname{cost}_{\mathcal{I}}(\mathcal{S})+b(\mathcal{S}) \leq(1+$ $O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right)$.
As in Lemma 3.16, $\mathcal{S}$ can be adapted to a configuration of the DP with a small extra cost. The cost incurred to the rounding of distances can be charged either to $b(\mathcal{S})$ or is a $O(\varepsilon) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})$, as in Lemma 3.16. The cost to round the value $c_{0}$ is a $(1+\varepsilon / \log n)$ factor at every level of the decomposition. Since there are $O(\log n)$ of them, the total factor is $(1+\varepsilon / \log n)^{O(\log n)}=1+O(\varepsilon)$. Hence, we have the following:

$$
\begin{aligned}
\operatorname{cost}_{\mathcal{I}}\left(\mathcal{S}^{*}\right) & =(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}\left(\mathcal{S}^{*}\right) & \text { (as } \mathcal{I}_{\mathcal{D}} \text { has small distortion) } \\
& =(1+O(\varepsilon))\left(\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S})+b(\mathcal{S})\right) & \text { (by previous paragraph) } \\
& \leq(1+O(\varepsilon)) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+O\left(\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})\right) & \text { (by definition of } \mathcal{S})
\end{aligned}
$$
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Proof. The number of cells in the auxiliary DP is given by the number of parts $(O(n))$, the number of children of a part $\left(2^{O(d)}\right)$, the number of portal parameters $\left((1 / \varepsilon)^{2^{O\left(d^{2}\right)} / \varepsilon}\right)$ and the possible values for $c_{0}\left(O\left(\log ^{2} n\right)\right)$ : it is therefore $n \cdot 2^{O(d)}$. $(1 / \varepsilon)^{2^{O\left(d^{2}\right)} / \varepsilon} \cdot \log ^{2} n$.
The complexity to fill the table adds a factor $(1 / \varepsilon)^{2^{O\left(d^{2}\right)} / \varepsilon} \cdot \log ^{2} n$, to try all possible combination of portal parameters and value of $c_{0}$. Hence, the overall running time of the DP is $n \cdot(1 / \varepsilon)^{2^{O\left(d^{2}\right)} / \varepsilon} \cdot \log ^{4} n=2^{(1 / \varepsilon)^{O\left(d^{2}\right)}} \cdot n \log ^{4} n$.

The proof of Theorem 3.1 and Theorem 3.2 are completed by the following lemma, which bounds the running time of the preprocessing steps.

- Lemma 3.27. For $k$-Median and $(k, z)$-clustering, the total running
 $2^{O(d)} n \log ^{9} n+2^{(1 / \varepsilon)^{O\left(d^{2}\right)}} n \log ^{5} n$

Proof. We need to bound the running time of three steps: computing an approximation, computing the hierarchical decomposition, and running the dynamic program.

For $k$-Median, a constant-factor approximation can be computed in $O\left(m \log ^{9} n\right)=$ $2^{O(d)} n \log ^{9} n$ time with Thorup's algorithm [156]. The split-tree decomposition can be found in $2^{O(d)} n \log n$ time as explained in Section 3.2. Moreover, as explained in
 of the Theorem 3.1.

Another step is required for higher powers. It is indeed not known how to find a constant-factor approximation in near-linear time. However, one can notice that a $c$-approximation for $k$-Median is an $n c^{z}$-approximation for $(k, z)$-Clustering, using Holder's inequality. Moreover, notice that starting from a solution $\mathcal{S}$, our algorithm finds with probability $1-\varepsilon$ a solution with $\operatorname{cost}(1+O(\varepsilon)) \operatorname{cost}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}(\mathcal{S})$ in time $2^{(1 / \varepsilon)^{O\left(d^{2}\right)}} n \log ^{4} n$, as for $k$-Median. By repeating $\log \log n$ times, the success probability is boosted to $1-\varepsilon / \log n$.

Repeating this algorithm $N$ times, using in step $i+1$ the solution given at step $i$, gives thus a solution of cost $(1+O(\varepsilon)) \operatorname{cost}(\mathrm{OPT})+O\left(\varepsilon^{N}\right) \operatorname{cost}(\mathcal{S})$, with probability $1-N \varepsilon / \log n$. Starting with $\operatorname{cost}(\mathcal{S})=O(n) \operatorname{cost}(\mathrm{OPT})$ and taking $N=O(\log n)$ ensures to find a solution for $(k, z)$-Clustering with cost $(1+O(\varepsilon)) \operatorname{cost}(\mathrm{OPT})$ with probability $1-\varepsilon$. The complexity for $(k, z)$-Clustering is therefore the same as for $k$-Median, with an additional $\log n \cdot \log \log n$ factor for the dynamic program term. This concludes the proof of Theorem 3.2.

### 3.5. Other Applications of the Framework

### 3.5 Other Applications of the Framework

Our techniques can be generalized to variants of the clustering problems where outliers are taken into account. We consider here two of them: $k$-Median with Outliers and its Lagrangian relaxation, Prize-Collecting $k$-Median. It can also be used to find a bicreteria approximation to $k$-Center.

### 3.5.1 Prize-Collecting $k$-Median

In the "prize-collecting" version of the problems, it is possible not to serve a client $p$ by paying a penalty $\pi_{p}$ (these problems are also called clustering "with penalties"). For a solution $\mathcal{S}$, we call an outlier for $\mathcal{S}$ a client that is not served by $\mathcal{S}$. Formally, an instance is a quintuple ( $P, F$, dist, $\pi, k$ ) where ( $P \cup F$, dist) is a metric, $k$ is an integer and $\pi: P \rightarrow \mathbb{R}^{+}$the penalty function, and the goal is to find $\mathcal{S}=\left(\mathcal{S}_{F}, \mathcal{S}_{O}\right)$ with $\mathcal{S}_{F} \subseteq$ $F$ and $\mathcal{S}_{O} \subseteq P$ such that $\left|\mathcal{S}_{F}\right|=k$ and $\operatorname{cost}\left(\mathcal{S}_{0}, \mathcal{S}_{F}\right)=\sum_{p \in P \backslash S_{O}} \operatorname{dist}\left(p, \mathcal{S}_{F}\right)+\sum_{p \in \mathcal{S}_{O}} \pi_{p}$ is minimized. $\operatorname{cost}\left(\mathcal{S}_{F}\right)$ denotes the cost of solution $\mathcal{S}_{F}$ with the best choice of outliers (which is easy to determine $-\mathcal{S}_{O}$ consists of all clients that have $\pi_{p} \leq \operatorname{cost}\left(p, \mathcal{S}_{F}\right)$.)

Looking at the Prize-Collecting $k$-Median problem, we aim at applying the framework from Section 3.4. Let $\mathcal{L}=\left(\operatorname{dist}(p, \mathcal{L}), \mathcal{L}_{O}\right)$ be an approximate solution. We define badly cut for outliers as we did for centers: an outlier $p$ of $\mathcal{L}_{O}$ is badly cut w.r.t. $\mathcal{D}$ if the ball $\beta(p, 3 \operatorname{dist}(p, \mathrm{OPT}))$ is cut at some level $j$ greater than $i+\tau(\varepsilon, d, z)$, where $\operatorname{dist}(p, \mathrm{OPT})$ is the distance from $p$ to the closest facility of the optimum solution OPT. Hence, Lemma 3.12 extends directly, and the probability that an outlier in $\mathcal{L}_{O}$ is badly cut is $\kappa(\varepsilon, z)$. Note that in the case where $p$ is an outlier both in $\mathcal{L}$ and in OPT, there is no particular need of preserving any distance from $p$ to another point: in any solution we consider, $p$ will pay the penalty $\pi_{p}$ rather than connecting to a center.

We now turn to the previous framework, showing how to construct a near-optimal solution containing all badly-cut centers of $\mathcal{L}$. For that we transfer the definitions of the mappings $\operatorname{dist}(p, \mathcal{L}), \psi(\operatorname{dist}(p, \mathcal{L})$ maps a client to its closest center of $\mathcal{L}$, and $\psi(\ell)=\{f \in \mathrm{OPT} \mid \mathcal{L}(f)=\ell\})$ and of the sets $\mathcal{L}^{0}, \mathcal{L}^{1}, \mathcal{L}^{\geq 2}, \mathrm{OPT}^{1}$, and $\mathrm{OPT}^{\geq 2}$. We will show that this framework, with only a few modifications, leads to an approximation scheme for Prize-Collecting $k$-Median. Let $\mathcal{T}=$ OPT. As in Section 3.4, we start by removing a few centers from the optimal solution, without increasing the cost too much:

- Step 1. Among the facilities of $\mathrm{OPT}^{\geq 2}$ that are not the closest of their corresponding facility in $\mathcal{L}^{\geq 2}$, remove from $\mathcal{T}$ the subset $\widehat{\mathcal{H}}$ of size $\left\lfloor\varepsilon \cdot\left|\mathrm{OPT}^{\geq 2}\right| / 2\right\rfloor$ that yields the smallest cost increase, i.e. the smallest value of $\sum_{p \in P \backslash \mathcal{L}_{O}: \operatorname{OPT}(p) \in \widehat{\mathcal{H}}} \operatorname{dist}(p, \mathcal{T} \backslash \widehat{\mathcal{H}})+\sum_{p \in L_{O}: O P T(p) \in \widehat{\mathcal{H}}} \pi_{p}$.

The function minimized by $\widehat{\mathcal{H}}$ corresponds to redirecting all clients served in the
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local solution to a center of $\mathcal{T} \backslash \widehat{\mathcal{H}}$ and paying the penalty for clients $p \in \mathcal{L}_{O}$ such that $\operatorname{OPT}(p) \in \widehat{\mathcal{H}}$. Those clients are thus considered as outliers in the constructed solution.

- Lemma 3.28. After step $1, \mathcal{T}$ has $\operatorname{cost}(1+O(\varepsilon)) \operatorname{cost}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}(\mathcal{L})$.

Proof sketch. The proof is essentially the same as Lemma 3.19, with an averaging argument: the only difference comes from the cost of removing a center from $\mathcal{T}$. For any client $p$, the cost of removing $\operatorname{OPT}(p)$ from $\mathcal{T}$ is $O(\operatorname{cost}(p, \mathrm{OPT})+\operatorname{cost}(p, L))$ : if $p \notin \mathcal{L}^{0}$, the argument is the same as in Lemma 3.19, and if $p \in \mathcal{L}_{O}$ the cost is $\pi_{p}$, which is what $p$ pays in $\mathcal{L}$. Hence the proof follows.

Again, we denote now by OPT this solution $\mathcal{T}$ and define the instance $\mathcal{I}_{\mathcal{D}}$ according to this solution. Recall that $B_{\mathcal{D}}$ is the set of badly cut centers of $\operatorname{dist}(p, \mathcal{L})$, and denote $O_{\mathcal{D}}$ the set of badly cut outliers of $\mathcal{L}$. We say that an instance $\mathcal{I}_{\mathcal{D}}$ has small distortion if $\nu_{\mathcal{I}_{\mathcal{D}}} \leq \varepsilon \operatorname{cost}(\mathcal{L})$ and there exists a solution $\mathcal{S}$ that contains $B_{\mathcal{D}}$ as centers and $O_{\mathcal{D}}$ as outliers with $\operatorname{cost}_{\mathcal{I}}(\mathcal{S}) \leq(1+\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$.

To deal with the badly cut centers, there is only one hurdle to be able to apply the proof of Lemma 3.24. Indeed, when a center of OPT that serves a client $p$ is deleted during the construction, the cost of reassigning $p$ is bounded in Lemma 3.24 by $\operatorname{dist}(p, \mathcal{S})^{z}$. However this is not possible to do when $p$ is an outlier for $\mathcal{S}$ : there is no control on $\operatorname{dist}(p, \mathcal{S})$, and hence one has to pay the penalty $\pi_{p}$. It is thus necessary to find a mechanism that ensures to pay this penalty only with a probability $\varepsilon$ for each client $p$. Similar to Section 3.4, this is achieved with the following three steps:

- Step 2. For each badly-cut facility $f \in \mathcal{L}$ for which $\psi(f) \neq \emptyset$, let $f^{\prime} \in \psi(f)$ be the closest to $f$. Replace $f^{\prime}$ by $f$ in $\mathcal{T}^{*}$. For all clients $p \in \mathcal{L}_{O}$ such that $\operatorname{OPT}(p)=f^{\prime}$, add $p$ as outliers.
- Step 3. Add all badly cut facility $f^{\prime}$ of $\mathcal{L}^{0}$ to $\mathcal{T}^{*}$
- Step 4. Add all badly cut outliers of $\mathcal{L}$ to the outliers of $\mathcal{T}^{*}$.

We show next that $\mathcal{T}^{*}$ satisfies the conditions for $\mathcal{I}_{\mathcal{D}}$ to have small distortion with good probability.

- Lemma 3.29. The probability that $\mathcal{I}_{\mathcal{D}}$ has small distortion is at least 1 $\varepsilon$.

Proof. When bounding the cost increase due to Step 2, it is necessary to add as outliers all clients served by $f^{\prime}$ that are outliers in $\mathcal{L}$. Since $f^{\prime}$ is deleted from $\mathcal{T}^{*}$ with probability $\kappa(\varepsilon, z)$, the expected cost due to this is $\sum_{p \in \mathcal{L}_{O}} \kappa(\varepsilon, z) \cdot \pi_{p} \leq \kappa(\varepsilon, z) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$. Using Markov's inequality, this is at most $(\varepsilon / 3) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$ with probability $1-\varepsilon / 3$.

### 3.5. Other Applications of the Framework

Step 3 does not involve outliers at all. Hence, Claim 3.21 and 3.22 are still valid. Combined with the previous observation about Step 2, this proves that after Step 3, $\mathcal{T}^{*}$ contains at most $k$ centers - including the ones in $B_{\mathcal{D}}$ - and has cost at most $(1+\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+(\varepsilon / 3) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$ with probability at least $1-\varepsilon / 3$.

Step 4 implies that all outliers in $O_{\mathcal{D}}$ are also outliers in the constructed solution. Since an outlier of $\mathcal{L}$ is badly cut with probability $\kappa(\varepsilon, z)$, the expected cost increase due to this step is at most $\kappa(\varepsilon, z) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$. Using again Markov's inequality, this cost is at most $(\varepsilon / 3) \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$ with probability $1-\varepsilon / 3$.

By union-bound, the solution $\mathcal{T}^{*}$ has cost at most $(1+\varepsilon) \operatorname{cost}_{\mathcal{I}}(\mathrm{OPT})+\varepsilon \operatorname{cost}_{\mathcal{I}}(\mathcal{L})$ with probability $1-\varepsilon$. Hence, $\mathcal{I}_{\mathcal{D}}$ has small distortion with probability $1-\varepsilon$.

Given an instance with low distortion, it is again possible to prove that there exists a near optimal portal-respecting solution, and the same DP as for $k$-Median can find it.

Therefore, using the polynomial time algorithm of Charikar et al. [41] to compute a constant-factor approximation, the algorithm presented in Section 3.4 can be straightforwardly adapted, concluding the proof of Theorem 3.4.

### 3.5.2 $k$-Median with Outliers

In the $k$-Median with Outliers problem, the number of outliers allowed is bounded by some given integer $Z$. We do not manage to respect this bound together with having at most $k$ facilities and a near-optimal solution: we need to relax it a little bit, and achieve a bicriteria approximation, with $k$ facilities and $(1+O(\varepsilon)) Z$ outliers. For this, our framework applies nearly without a change.

The first step in the previous construction does not apply directly: the "cost" of removing a center is not well defined. In order to fix this part, Step 1 is randomized: among the facilities of $\mathrm{OPT}^{\geq 2}$ that are not the closest of their corresponding facility in $\mathcal{L}^{\geq 2}$, remove from $\mathcal{T}^{*}$ a random subset $\widehat{\mathcal{H}}$ of size $\left\lfloor\varepsilon \cdot\left|\mathrm{OPT} \mathrm{T}^{\geq 2}\right| / 2\right\rfloor$.

- Lemma 3.30. After the randomized Step 1, $\mathcal{T}^{*}$ has expected cost $(1+$ $O(\varepsilon)) \operatorname{cost}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}(\mathcal{L})$

Proof. Since there are at least $\left|\mathrm{OPT}^{\geq 2}\right| / 2$ facilities of $\mathrm{OPT}^{2}{ }^{2}$ that are not the closest of their corresponding facility in $\mathcal{L} \geq 2$, the probability to remove one of them is $O(\varepsilon)$. Hence, every outlier of $\mathcal{L}$ that is served in OPT must be added as an outlier in $\mathcal{T}^{*}$ with probability $O(\varepsilon)$ - when its serving center in OPT is deleted. Hence, the expected number of outliers added is $O(\varepsilon Z)$.

Moreover, the proof of Lemma 3.19 shows that the sum of the cost of deleting all possible facilities is at most $O(\operatorname{cost}(\mathrm{OPT})+\operatorname{cost}(\mathcal{L}))$ (adding a point as outlier whenever it is necessary). Removing each one of them with probability $O(\varepsilon)$ ensures that the expected cost of $\mathcal{T}^{*}$ after step 1 is $(1+O(\varepsilon)) \operatorname{cost}(\mathrm{OPT})+O(\varepsilon) \operatorname{cost}(\mathcal{L})$.
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The three following steps are the same as in the previous section, and the proof follows: with constant probability, the instance $\mathcal{I}_{\mathcal{D}}$ has small distortion (defined as for $k$-Median with penalties), and one can use a dynamic program to solve the problem on it. The DP is very similar to the one for $k$-Median. The only difference is the addition of a number $x$ to each table entry, which is a power of $(1+\varepsilon / \log (n / \varepsilon))$, and represents the (rounded) number of outliers allowed in the subproblem. This adds a factor $\log ^{2}(n / \varepsilon) / \varepsilon$ to the complexity.

It is possible to compute a constant factor approximation $S$ in polynomial time (using Krishnaswamy et al. [113]). Hence, this algorithm is a polynomial time bicriteria approximation scheme for $k$-Median with outliers. As in Section 3.4, this directly extends to $k$-Means with outliers.

This concludes the proof of Theorem 3.5.

### 3.5.3 $k$-Center

In the $k$-Center problem, the goal is to place $k$ centers such as to minimize the largest distance from a point to its serving center. We propose a bicriteria approximation, allowing the algorithm to open $(1+O(\varepsilon)) k$ centers.

For this, we change slightly the definition of badly-cut. Given a solution $\mathcal{L}$ with cost $\gamma$ and a hierarchical decomposition $\mathcal{D}$, a center $f$ of $\mathcal{L}$ is badly cut w.r.t $\mathcal{D}$ if the ball $\beta\left(f, 2^{i}\right)$ is cut at some level $j$ greater than $i+\tau(\varepsilon, d, z)$, for $i$ such that $2^{i-1} \leq 2 \gamma<2^{i}$.

Note that Lemma 3.12 still holds with this definition : a center $f$ is badly cut with probability at most $\kappa(\varepsilon, z)$. Let $B_{\mathcal{D}}$ be the set of badly cut centers. We assume in the following that $\mathcal{L}$ is a 2 -approximation, i.e. $\gamma \leq 2$ OPT.
We make the crucial following observation, using the doubling property of the metric. Let $f$ be a center of $\mathcal{L}$. By definition of doubling dimension, the ball $\beta(f, \gamma)$ can be covered by $2^{d}$ balls of radius $\gamma / 2 \leq$ OPT. Let $\mathcal{C}_{f}$ be the set of centers of such balls, such that $\beta(f, \gamma) \subseteq \bigcup_{f^{\prime} \in \mathcal{C}_{f}} \beta\left(f^{\prime}, \gamma / 2\right)$.
Given an instance $\mathcal{I}$, we construct $\mathcal{I}_{\mathcal{D}}$ the following way: for each badly cut facility $f$, force all the facilities in $\mathcal{C}_{f}$ to be opened in any solution on $\mathcal{I}_{\mathcal{D}}$, and remove all the clients in $\beta(f, \gamma)$ from the instance. We let $\mathcal{C}=\underset{f \text { badly cut }}{\bigcup} \mathcal{C}_{f}$. The structural lemma of this section is the following:

- Lemma 3.31. It holds that for all solution $\mathcal{S}$ of $\mathcal{I}_{\mathcal{D}}$ :
- $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}) \leq \operatorname{cost}_{\mathcal{I}}(\mathcal{S})$
- $\operatorname{cost}_{\mathcal{I}}(\mathcal{S} \cup \mathcal{C}) \leq \max \left(\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}), \mathrm{OPT}\right)$

Proof. Since the instance $\mathcal{I}_{\mathcal{D}}$ contains a subset of clients of $\mathcal{I}$, it holds that $\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(\mathcal{S}) \leq$

### 3.6. Conclusions

$\operatorname{cost}_{\mathcal{I}}(\mathcal{S})$.
Let $\mathcal{S}$ be a solution in $\mathcal{I}_{\mathcal{D}}$. It serves all client in $\mathcal{I}$ but the one removed: these ones are served by $\mathcal{C}$ at a cost $\gamma / 2 \leq$ OPT. Hence, the cost of $\mathcal{S} \cup \mathcal{C}$ is at most $\max \left(\operatorname{cost}_{\mathcal{I}_{\mathcal{D}}}(S), \mathrm{OPT}\right)$.

We now show, in a similar fashion as Lemma 3.14, that the clients in $\mathcal{I}_{\mathcal{D}}$ are cut from their serving facility of OPT at a controlled level. Recall that OPT is defined for instance $\mathcal{I}$.

Lemma 3.32. Let $p$ be a client in $\mathcal{I}_{\mathcal{D}}$ and $\operatorname{OPT}(p)$ its serving facility in OPT. $p$ and $\operatorname{OPT}(p)$ are cut at level at most $\log (2 \gamma)+\tau(\varepsilon, d, z)$.

Proof. Let $p$ be a client, $\mathcal{L}(p)$ its serving center in $\mathcal{L}$ and $\operatorname{OPT}(p)$ its serving center in OPT. If $p$ is still a client in $\mathcal{I}_{\mathcal{D}}$, it means that $\mathcal{L}(p)$ is not badly cut. Observe that $\operatorname{dist}(\mathcal{L}(p), \operatorname{OPT}(p)) \leq \operatorname{dist}(p, \mathcal{L}(p))+\operatorname{dist}(p, \operatorname{OPT}(p)) \leq \gamma+\operatorname{OPT} \leq 2 \gamma$
Let $i$ such that $2^{i-1} \leq 2 \gamma \leq 2^{i}$. Since $\mathcal{L}(p)$ is not badly cut, the ball $\beta\left(\mathcal{L}(p), 2^{i}\right)$ is not badly cut neither: hence, $p$ and $\operatorname{OPT}(p)$ (that are in this ball) are cut at level at most $i+\tau(\varepsilon, d, z) \leq \log (2 \gamma)+\tau(\varepsilon, d, z)$.

This lemma is stronger than Lemma 3.14 and 3.23: it allows us to consider only levels of the decomposition with diameter less than $2^{1+\tau(\varepsilon, d, z)} \gamma$.
Since the set $\mathcal{C}$ has expected size $\kappa(\varepsilon, z) k$, Markov's inequality ensures that with probability $1-\varepsilon$ this set has size $O(\varepsilon) k$. If every part with diameter $D$ of the hierarchical decomposition is equipped with a $\rho D$-net (for $\rho=\varepsilon 2^{-\tau(\varepsilon, d, z)}$ ), Lemma 3.32 ensure that there exists a portal-respecting solution $S$ with $\operatorname{cost}^{\operatorname{cost}} \mathcal{I}_{\mathcal{D}}(\mathcal{S}) \leq \mathrm{OPT}+O(\varepsilon) \gamma=$ $(1+O(\varepsilon))$ OPT. Lemma 3.31 ensures that lifting this solution back to $\mathcal{I}$ and adding $\mathcal{C}$ as centers gives a near-optimal solution.

Using the same algorithm as for $k$-Median to compute a good portal-respecting solution, and computing a 2 -approximation with a simple greedy algorithm (see e.g. [74]), that runs in time $O(n \log k)$ concludes the proof of Theorem 3.6.

### 3.6 Conclusions

We demonstrated the usefulness of the notion of badly-cut nodes for clustering problems, in metrics with bounded doubling dimension. The techniques we developed allow for near-linear time approximation schemes for many clustering problems, both for Euclidean Spaces and the wider notion of metrics with bounded doubling dimension.

An interesting further question would be to improve our results in the special case
of Euclidean spaces of bounded dimension. By applying our techniques directly, one could get an improved running time of $2^{(1 / \varepsilon)^{O(d)}} \cdot n \cdot \operatorname{polylog}(n)\left(\right.$ instead of $2^{(1 / \varepsilon)^{O\left(d^{2}\right)}}$. $n \cdot \operatorname{polylog}(n))$, by noting that in the Euclidean case the probability that a ball of radius $r$ is cut at some level $i$ is only $O\left(d r / 2^{i}\right)$, instead of $O\left(2^{d} r / 2^{i}\right)$ in Lemma 3.10.

However, we do not know how to get a better running time in terms of $n$. We leave open the question whether it is possible to get a linear running time, matching the result for the Traveling Salesperson problem by Bartal and Gottlieb [20].

### 3.7. Omitted Proofs


(a) The first step of the algorithm: the metric is decomposed into regions. The dots are $Y_{\log (\Delta)}$, and the numbers indicate the order in which they are considered by the algorithm.

(b) The algorithm recursively divides regions. We illustrated it only for region $Y$. The dots are $Y_{\log (\Delta)-1} \cap Y$.

### 3.7 Omitted Proofs

### 3.7.1 Proofs for Section 3.2

We present now the construction of the hierarchical decomposition from Talwar [155] - with a proof slightly adapted to our purposes.

Proof of Lemma 3.10. We present the algorithm constructing the hierarchical decomposition, and prove the lemma as a second step.

Without loss of generality, assume that the smallest distance in the metric is 1: the aspect-ratio $\Delta$ is therefore the diameter of the metric. Start from a hierarchy of nets $Y_{0}:=V, \ldots, Y_{\log (\Delta)}$ such that $Y_{i}$ is a $2^{i-2}$-net of $Y_{i-1}$. Moreover, let $\tau$ be a random number $\tau \in[1 / 2,1)$. The hierarchical decomposition $\mathcal{D}$ is defined inductively, starting from $\mathcal{B}_{[\log \Delta\rceil}=\{P\}$ as follows. To partition a part $B$ at level $i$ into subparts at level $i-1$, do the following: for each $y \in Y_{i-1} \cap B$, define $B \cap \beta\left(y, \tau 2^{i-1}\right)$ to be a part at level $i-1$ and remove $B \cap \beta\left(y, \tau 2^{i-1}\right)$ from $B$.

The portals can be defined as follows, once the decomposition is given: for the largest part $\{P\}$, the set of portals is a $\rho \operatorname{diam}(P)$-net of $P$. Inductively, given the portals $\mathcal{P}_{B^{\prime}}$ of a part $B^{\prime}$ at level $i+1$, portals of a subpart $B$ of $B^{\prime}$ are defined to be a $\rho 2^{i+1}$ net of $B$ that contains $B \cap P_{B^{\prime}}$. This is possible, as all points of $B \cap \mathcal{P}_{B^{\prime}}$ are at distance at least $\rho 2^{i+2}$ of each other - because $\mathcal{P}_{B^{\prime}}$ is a $\rho 2^{i+2}$ net.

When we assume access to the distances through an oracle, it is possible to construct this hierarchy and augment it with the desired set of portals in time $(1 / \rho)^{O(d)} n \log (\Delta)$
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[97, 58]. Their construction ensures the conciseness, preciseness and nestedness properties - essentially, those portals are nets of each part.

We prove now that this hierarchical decomposition has the required properties. The construction ensures that a part $B$ at level $i-1$ is split in at most $\left|B \cap Y_{i-1}\right|$ parts of level $i$, which is $2^{O(d)}$ following Property 3.9. Proving the scaling property requires a bit more work. Let $x \in X, r>0$ as in the statement.

The two ingredients needed for this part stem from the construction of the decomposition: the diameter of any part at level $i$ is at most $2^{i+1}$, and the minimum distance between two points of $Y_{i}$ is bigger than $2^{i-2}$.

These two properties are enough in order to prove our lemma. Let $i$ be a level such that $2^{i} \leq r$ : then $r / 2^{i} \geq 1$ so there is nothing to prove. Otherwise, we bound the probability as follows: let $y_{1}, y_{2}, \ldots$ be the elements of $Y_{i}$ in the order considered by the algorithm. We say that $\beta(x, r)$ is cut by $y_{\ell}$ if $\forall j<\ell, \beta(x, r) \cap \beta\left(y_{j}, \tau 2^{i}\right)=\emptyset$ and $\beta(x, r) \cap \beta\left(y_{\ell}, \tau 2^{i}\right) \notin\{\emptyset, \beta(x, r)\}$. In words, $\beta(x, r)$ is cut by $y_{\ell}$ when the part induced by $y_{\ell}$ is the first one to include a portion of $\beta(x, r)$. We have:

$$
\operatorname{Pr}[\mathcal{D} \text { cuts } \beta(x, r) \text { at a level } i] \leq \sum_{\ell} \operatorname{Pr}\left[\beta(x, r) \text { is cut by } y_{\ell}\right]
$$

We proceed in two steps. First, let us count the number of level $i$ parts that could possibly cut $\beta(x, r)$. We will then bound the probability each of them actually cuts $\beta(x, r)$. Any level $i$ part is included in a ball $\beta\left(y, 2^{i+1}\right)$ for some $y \in Y_{i}$; therefore if $\operatorname{dist}(x, y)>r+2^{i+1}$ then $y$ cannot cut $\beta(x, r)$. So it is required that $\operatorname{dist}(x, y) \leq$ $r+2^{i+1} \leq 4 \cdot 2^{i}$. But since the minimum distance between two points of $Y_{i}$ is $2^{i-2}$, and $Y_{i}$ has doubling dimension $d$, we have $\left|Y_{i} \cap \beta\left(x, 4 \cdot 2^{i}\right)\right| \leq 2^{d \log \left(2^{i+2} / 2^{i-2}\right)}=2^{4 d}$. Thus there is only a bounded number of parts to consider.

We prove for each of them that the probability that it cuts $\beta(x, r)$ is $O\left(r / 2^{i}\right)$. A union-bound on all the possible parts is then enough to conclude. Let therefore $y \in$ $Y_{i} \cap \beta\left(x, 4 \cdot 2^{i}\right)$, and $x_{m}$ and $x_{M}$ be the respective closest and farthest point of $\beta(x, r)$ from $y$. A necessary condition for $y$ 's part to cut $\beta(x, r)$ is the following: the radius $\tau 2^{i+1}$ of the part has to be in the interval $\left[d\left(y, x_{m}\right), d\left(y, x_{M}\right)\right)$. Indeed, if the closest point from $\beta(x, r)$ is not in $B\left(y, \tau 2^{i+1}\right)$, then no point of $\beta(x, r)$ can be. Similarly, if the farthest point is in the ball, then all points are in the part induced by $y$, as $\beta(x, r)$ was not cut by any part before. Since $x_{m}, x_{M} \in \beta(x, r)$ this interval has size $2 r$, and the radius of the part is picked uniformly in $\left[2^{i} / 2,2^{i}\right)$. Therefore the probability that the radius of the part falls in $\left(d\left(y, x_{m}\right), d\left(y, x_{M}\right)\right)$ is at most $4 r / 2^{i}$. And finally, the probability that $y$ 's part cuts $\beta(x, r)$ is indeed $4 r / 2^{i}$.

By a union-bound over all the parts that could possibly cut $\beta(x, r)$ we obtain the claimed probability $\operatorname{Pr}[\mathcal{C}$ cuts $\beta(x, r)$ at a level $i]=2^{2 d+2} r / 2^{i}$.

- Lemma 3.33. Given an instance $\mathcal{I}$ for the $(k, z)$-clustering problem on a metric ( $V$, dist) with $n$ points, $\varepsilon>0$, and an $\alpha$-approximation on $\mathcal{I}$, there exists a linear-time algorithm that outputs a set of instances $\mathcal{I}_{1}, \ldots, \mathcal{I}_{m}$ on metrics


### 3.7. Omitted Proofs

$\left(V_{1}, \operatorname{dist}_{1}\right), \ldots,\left(V_{m}\right.$, dist $\left._{m}\right)$, respectively, such that

- $V_{1}, \ldots, V_{m}$ is a partition of $V$
- for all $i,\left(V_{i}\right.$, dist $\left._{i}\right)$ has aspect-ratio $O\left(n^{4}(\alpha / \varepsilon)^{1 / z}\right)$,
- if ( $V$, dist ${ }^{\prime}$ ) is the metric where distances between points of the same part $V_{i}$ are given by dist $_{i}$ while distances between points of different parts is set to $\infty$, and OPT is the optimum solution to $\mathcal{I}$, then
- there exists a solution on $\left(V\right.$, dist $\left.^{\prime}\right)$ with $\operatorname{cost}(1+\varepsilon / n) \operatorname{cost}(\mathrm{OPT})$, and
- any solution on ( $V$, dist') of cost $X$ induces a solution of cost at most $X+\varepsilon \operatorname{cost}(\mathrm{OPT}) / n$ in $\mathcal{I}$.

Proof. The cost of the constant-factor approximation is an estimate $\gamma$ on the cost of the optimum solution OPT: $\gamma=\alpha \operatorname{cost}(\mathrm{OPT})$. It is then possible to replace all distances longer than $(2 \gamma)^{1 / z}$ by $\infty$ : distances longer than $\gamma^{1 / z}$ will indeed never be used by a solution with cost better than $\gamma$, so the cost of these solutions is preserved after this transformation. The distance matrix do not respect the triangle inequality anymore: thus we replace it with its metric closure. We say that two vertices are connected if their distance is not $\infty$, and call a connected component any maximal set of connected vertices. The transformation ensures that any connected component has diameter at most $2 n \operatorname{cost}(\mathrm{OPT})^{1 / z}$, and that every cluster of OPT is contained inside a single connected component. Moreover, any connected component has doubling dimension $2 d$ : indeed, a subspace of a metric with doubling dimension $d$ has a doubling dimension at most $2 d$. Note also that this transformation can be made implicitly: every time the algorithm queries an edge, it can replace the result by $\infty$ if necessary.
To identify the connected component, the algorithm builds a spanner with the algorithm of [97]: the connected components of the spanner are exactly the ones of our metric, and can be found in linear time.

Then, for the $i$-th connected component, the algorithm defines an instance $\mathcal{I}_{i}$ of the more general version of the clustering problem by the following way. It first sets $\chi(v)=$ 1 for all vertex $v$. Then, it iterates over all edges, it contracts every edge $(u, v)$ with length less than $1 / n^{3} \cdot(\varepsilon \gamma / \alpha)^{1 / z}$ to form a new vertex $w$ and sets $\chi(w)=\chi(u)+\chi(v)$.

Now, we aim at reconstructing a metric from this graph. We will do it in an approximate way: for all connected points $u, v$ of connected component $i$, we set $\operatorname{dist}_{i}(u, v)$ to be 0 if $u$ and $v$ are merged in the graph, and otherwise $\operatorname{dist}(u, v)$. This ensures that $1 / n^{3} \cdot(\varepsilon \gamma / \alpha)^{1 / z} \leq \operatorname{dist}_{i}(u, v) \leq 2 n \gamma^{1 / z}$, hence the aspect-ratio of the instance $\mathcal{I}_{i}$ is $O\left(n^{4}(\alpha / \varepsilon)^{1 / z}\right)$. Moreover, if $u$ and $v$ are not contracted, their distance is exactly preserved. Otherwise, their distance in the new metric is 0 . In the original metric, their distance is at most $n \cdot 1 / n^{3} \cdot(\varepsilon \gamma / \alpha)^{1 / z}$, as there are at most $n$ edges on their shortest-path, and each of them has been contracted. Hence, every distance is preserved up to an additive $O\left(\varepsilon \cdot \operatorname{cost}(\mathrm{OPT})^{1 / z} / n^{2}\right.$ ), and so each cost (distance raised to
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the $z$ ) is preserved up to an additive $O\left(\varepsilon \operatorname{cost}(\mathrm{OPT}) / n^{2 z}\right)$.
Since every cluster of OPT is contained inside a single connected component, this ensures that OPT induces a solution of cost $\left(1+\varepsilon / n^{2 z-1}\right) \operatorname{cost}(\mathrm{OPT})$ on $\bigcup \mathcal{I}_{i}$. Moreover, lifting a solution in $\bigcup \mathcal{I}_{i}$ to $\mathcal{I}$ costs at most $\varepsilon \operatorname{cost}(\mathrm{OPT}) / n^{2 z}$ per pair (client, center) and therefore $\varepsilon \operatorname{cost}(\mathrm{OPT}) / n^{2 z-1}$ in total.

If the problem considered is Facility Location, it is easy to merge the solutions on subinstances: since there is no cardinality constraint, the global solution is simply the union of all the solutions. The hard constraint on $k$ makes things a bit harder. Note that the dynamic program presented in Section 3.4 naturally handles it without any increase in its complexity: however, for completeness we present now a direct reduction.

- Lemma 3.34. Given a set of instances $\left(\mathcal{I}_{1}, \operatorname{dist}_{1}\right), \ldots,\left(\mathcal{I}_{m}, \operatorname{dist}_{m}\right)$ for $(k, z)$-clustering problem given by Lemma 3.33 and an algorithm running in time $n_{i}\left(\log n_{i}\right)^{\alpha} t(\Delta)$ to solve $(k, z)$-clustering on instances with $n_{i}$ points and aspect-ratio $\Delta$, there exists an algorithm that runs in time $O\left(n(\log n)^{\alpha+2} t\left(O\left(n^{4} \cdot(\alpha / \varepsilon)^{1 / z}\right)\right)\right)$ to solve the problem on $\bigcup \mathcal{I}_{i}$.

Proof. First, note that the optimal solution in $\bigcup \mathcal{I}_{i}$ has cost at most $O\left(n^{5 z} \alpha / \varepsilon\right)$, since the maximal distance in any of $\mathcal{I}_{1}, \ldots \mathcal{I}_{m}$ is $O\left(n^{4}(\alpha / \varepsilon)^{1 / z}\right)$. Using this fact, we build a simple dynamic program to prove the lemma. For all $i \leq m$ and $j \leq$ $\log _{1+\varepsilon / \log n}\left(n^{5 z} \alpha / \varepsilon\right)$, let $k_{i, j}$ be the minimal $k^{\prime}$ such that the cost of $P$ with $k^{\prime}$ centers in $\mathcal{I}_{i}$ is at most $(1+\varepsilon / \log n)^{j}$. $k_{i, j}$ can be computed with a simple binary search, using the fact that the cost of a solution is decreasing with $k^{\prime}$.

Given all the $k_{i, j}$, a simple dynamic program can compute $k_{\geq i, j}$, the minimal number of centers needed to have a cost at most $(1+\varepsilon)^{j}$ on $\mathcal{I}_{i}, \ldots \overline{\mathcal{I}}_{m}$ (the $\varepsilon / \log n$ becomes a simple $\varepsilon$ because of the accumulation of errors). The solution for our problem is $(1+\varepsilon)^{j}$, where $j$ is the minimal index such that $k_{\geq 1, j} \leq k$.
The complexity of computing $k_{i, j}$ is $O\left(\log k \cdot n_{i}(\log n)^{\alpha} t\left(O\left(n^{4} / \varepsilon\right)\right)\right.$ ), hence the complexity of computing all the $k_{i, j}$ is $O\left(n(\log n)^{\alpha+2} t\left(O\left(n^{4} / \varepsilon\right)\right)\right.$. The complexity of the dynamic program computing $k_{\geq i, j}$ is then simply $O(m \log n)=O(n \log n)$, which concludes the proof.

### 3.7.2 Portal Respecting Paths and Solutions

Recall that any part $B \in \mathcal{B}_{i}$ of the decomposition $\mathcal{D}=\left\{\mathcal{B}_{0}, \ldots, \mathcal{B}_{|\mathcal{D}|}\right\}$ comes with a set of portals $\mathcal{P}_{B}$ with the properties listed in Lemma 3.10. In a portal-respecting solution, every client connects to a facility by going in and out of parts of the decomposition only at designated portals. More concretely, a path in a metric between two nodes $u$ and $v$ is given by a sequence of nodes $w_{1}, \ldots, w_{k}$, where $u=w_{1}, v=w_{k}$, and its length is $\sum_{j=1}^{k-1} \operatorname{dist}\left(w_{j}, w_{j+1}\right)$. A solution can be seen as a set of facilities, together
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with a path for each client that connects it to a facility, and the cost of the solution is given by the sum over all path lengths. We say a path $w_{1}, \ldots, w_{k}$ is portal-respecting if for every pair $w_{j}, w_{j+1}$, whenever $w_{j}$ and $w_{j+1}$ lie in different parts $B, B^{\prime} \in \mathcal{B}_{i}$ of the decomposition $\mathcal{D}$ on some level $i$, then these nodes are also portals at this level, i.e., $w_{j}, w_{j+1} \in \mathcal{P}_{B} \cup \mathcal{P}_{B^{\prime}}$. As explained in Lemma 3.35, if two vertices $u$ and $v$ are cut at level $i$, then there exists a portal-respecting path from $u$ to $v$ of length at most $\operatorname{dist}(u, v)+16 \rho 2^{i}$. We define a portal-respecting solution to be a solution such that each path from a client to its closest facility in the solution is portal-respecting.

- Lemma 3.35. If two vertices $u$ and $v$ are cut by a decomposition at level $i$, there exists a portal-respecting path of length $\operatorname{dist}(u, v)+16 \rho 2^{i}$ that connects $u$ to $v$.

Proof. If $u$ and $v$ are cut on level $i$, then they lie in the same part $B \in \mathcal{B}_{i+1}$ on level $i+1$ of the decomposition $\mathcal{D}$. As each part on level 0 of $\mathcal{D}$ is a singleton set, both $u$ and $v$ are portals on that level. Now consider the path that starts in $u=w_{1}$, and for each $j \geq 1$ connects $w_{j}$ to the closest portal $w_{j+1} \in \mathcal{P}_{B}$ of the part $B \in \mathcal{B}_{j}$ on the next level $j$, until level $i+1$ is reached. This yields a portal-respecting path $P_{u}$, as portals are nested, i.e., each $w_{j}$ is a portal on every level less than $j$. A similar procedure finds a portal-respecting path $P_{v}$ from the other endpoint $v$ up to level $i+1$ through portals of levels below $i+1$. Since $u$ and $v$ lie in the same part on level $i+1$, we may obtain a portal-respecting path from $u$ to $v$ by first following $P_{u}$ up to level $i+1$, then connecting to the endpoint of $P_{v}$ that is a portals of level $i+1$, and then following $P_{v}$ all the way down to $v$. The length of this portal-respecting path is at most $\operatorname{dist}(u, v)+4 \sum_{j \leq i+1} \rho 2^{j+1}=\operatorname{dist}(u, v)+32 \rho 2^{i}$, due to the triangle inequality and the preciseness property of the portals (cf. Lemma 3.10).

### 3.7.3 Computing a Constant-Factor Approximation to Facility Location

We first explain how to compute the optimal value for Facility Location in a tree metric. More precisely, the input is as follows: we are given a rooted tree $T$, whose leaves are exactly the clients and candidate facilities (i.e., the leaf set is $C \cup F$ ), and each internal node has at least two children. For any internal vertex $x$, there is a label $d_{x}$. The labels are such that if $y$ is a descendant of $x$, then $d_{y} \leq d_{x}$. The distance between two leaves $u, v$ is $d_{l c a(u, v)}$, where $l c a(u, v)$ is the lowest common ancestor of $u$ and $v$. For an internal node $x$, we let $T(x)$ be the set of leaves that are descendant of $x$.

In such metric, it is possible to compute the optimal solution with a dynamic program using the following observation: for an internal node $x$, if there is a facility opened in $T(x)$, then all clients of $T(x)$ are served by some facility in $T(x)$. This is simply because going to a facility outside of $T(x)$ costs more than $d_{x}$, while the distance to any facility inside $T(x)$ is at most $d_{x}$.
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Hence, if $F(x)$ is the facility location cost of clients in $T(x)$ when a facility is opened in the set $T(x)$, we have the following recurrence for a node $x$ with two children $x_{1}$ and $x_{2}$ :

$$
F(x)=\min \left\{F\left(x_{1}\right)+F\left(x_{2}\right), F\left(x_{1}\right)+d_{x} \cdot\left|T\left(x_{2}\right) \cap C\right|, F\left(x_{2}\right)+d_{x} \cdot\left|T\left(x_{1}\right) \cap C\right|\right\}
$$

The first term corresponds to the case when there are facilities opened in $T\left(x_{1}\right)$ and $T\left(x_{2}\right)$, the second one to when there is no facility opened in $T\left(x_{2}\right)$ and the third to when there is no facility opened in $T\left(x_{1}\right)$. The base case is for a leaf: $F(x)=\infty$ when $x \notin F, F(x)=w_{x}$ when $x \in F$.

Computing that DP table takes $O(n)$ time, since there are $O(n)$ vertices in the tree.

Using this algorithm, one can compute a constant factor approximation in doubling metrics as follows. First compute a tree where leaves are input points, such that the distances in the tree are the same as in the original input up to a factor $3 n^{2}$, in time $O(n \log n)$ using the algorithm described in Corollary 3.5 from Har-Peled and Mendel [97]. Using that tree, it is possible to compute an $O\left(n^{2}\right)$-approximate solution to Facility Location, using the algorithm described above. Now, from Lemma 3.33 we can assume that the aspect-ratio of the instance is $O\left(n^{7} / \varepsilon\right)$. Hence, it is possible to compute a tree metric that preserves all distances by a factor $2^{O(d)}$, using the same construction as in the proof of Lemma 3.10 in Appendix 3.7.1 with parameter $\rho=1$. It is standard to transform that tree into a binary tree, to make it corresponds with tree metrics as described above. Therefore, we can apply again the previous algorithm to get a $2^{O(d)}$-approximation.

The total time needed by this approximation algorithm is $O(n \log n)$.

## Chapter 4

## Scalable Differentially Private Clustering via Quadtrees

In this chapter, we study the private $k$-median and $k$-means clustering problem in $d$ dimensional Euclidean space. By leveraging the techniques introduced in the previous chapter, we give a theoretically efficient and easy to implement algorithm. Although its worst-case guarantee is worse than that of state of the art private clustering methods, the algorithm we propose runs in time $\tilde{O}(n k d)$ and scales to very large datasets. We also show that our method is amenable to parallelization in large-scale distributed computing environments. In particular, we show that our private algorithm can be implemented in a logarithmic number of MPC rounds in the sublinear memory regime.

Finally, we complement our theoretical analysis with an empirical evaluation demonstrating the algorithm's efficiency and accuracy in comparison to other privacy clustering baselines.

### 4.1 Introduction

As noted in a white paper about the interface between privacy and data collection [79], "individual privacy is essential for the functioning of democratic society and for the individuals who compose $i t$ ". This need for privacy is endangered by constant collection and diffusion of highly detailed personal data, which is mostly unregulated yet. When collecting and analyzing this data, it is desirable to use algorithms respecting some form of privacy: for instance, algorithms whose outcome are not impacted by the presence or absence of a particular data point. That way, sharing the result of the algorithm may not harm individuals. Of course, a perfect privacy would lead to useless algorithm, that would not depend at all on the input: there is therefore a trade-off between the privacy ensured by an algorithm and the utility of its result.
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The notion of Differential Privacy ( $D P$ ) has emerged as a de facto standard to mathematically define this trade-off. It was introduced by Dwork, McSherry, Nissim and Smith in 2006 [67], and is as follows. Differential Privacy is characterized by the notion of neighboring datasets, $X$ and $X^{\prime}$, generally assumed to be differing on a single user's data. An algorithm $\mathcal{A}$ is $\epsilon$-differentially private if the probability of observing any particular outcome $S$ when run on $X$ vs $X^{\prime}$ is bounded: $\operatorname{Pr}[\mathcal{A}(X)=S] \leq$ $e^{\epsilon} \operatorname{Pr}\left[\mathcal{A}\left(X^{\prime}\right)=S\right]$. Hence, changing a single entry from the input dataset cannot change too much the output distribution of a DP algorithm. This means that the outcome of the algorithm cannot heavily depend too much on a single entry: in a sense, the algorithm respect the privacy of each entry, as the outcome does not depend on the presence or not of a given entry in the dataset. Note in particular that this notion of privacy does not depend on the computational power of some adversary, or on some conjectured hardness.

For an introduction, see the book by Dwork and Roth [68]. At a high level, DP forces an algorithm to not focus on any individual training example, rather capturing global trends present in the data.

Private Clustering As described in the introductory Chapter 1, clustering is a key data-analysis routine, and releasing a clustering may leak privacy of the input. In turn, differentially private clustering has been well studied, with a number of works giving polynomial time approximately optimal algorithms for different versions of the problem, including $k$-median and $k$-means [17, 146, 87, 40, 124]. From an analysis standpoint, the quality of those algorithm is evaluated in term of their approximation guarantees: an algorithm is an $(\alpha, \beta)$-approximation if the cost of the solution is at most $\alpha \mathrm{OPT}+\beta$.

This additive error is necessary, in contrast with the non-private setting: any $\varepsilon$-DP algorithm for $k$-median must have an additive error $\frac{\Lambda k d}{\varepsilon}$, where the input is guaranteed to lie in a ball of diameter $\Lambda$. To see the reason of such an additive error, consider the following collection of neighboring datasets: in each of them, there are $n$ points at the origin and a single one at distance $\Lambda$. The solution computed should be roughly the same on all those, forcing to ignore the point at distance $\Lambda$. Hence, all centers of the solutions should be at 0 , leading to a solution with cost $\Lambda$ - while the optimal $k$-median on each of those dataset would have cost 0 , as there are only two distinct points on each of them. Analyzing formally this example, and generalizing it leads to a lower bound on the additive error of $\frac{\Lambda k d}{\varepsilon}$, as shown by Nguyen, Chaturvedi and Xu [146].

All else being equal, we aim for algorithms that minimize $\alpha$ and $\beta$, and recent work by Ghazi, Kumar and Manurangsi [87] has made a lot of progress in that direction. However, in a push to minimize $\alpha$ and $\beta$, algorithms often pay in added complexity and running time. In fact, all known differentially private clustering algorithms with theoretical guarantees have this shortcoming: they have superlinear running times and do not scale to large datasets. Hence there is a big gap between optimal algorithms in theory and those that can be used in practice.

### 4.1. Introduction

Our Results and Techniques. In this chapter, we aim to address the above shortcomings, and design practical differentially private clustering algorithms, with provable approximation guarantees, that are fast, and amenable to scale up via parallel implementation. Toward this goal, we take an approach that has been successful in the non-private clustering literature. While there are constant-approximate algorithms for $k$-median and $k$-means, see [5, 109, 108], most practical implementations use the $k$ means ++ algorithm of [10], which has a $\Theta(\log k)$ approximation ratio. The reason for the success of $k$-means++ is two-fold. First, it is fast, running in linear time, and second, it performs well empirically despite the logarithmic worst-case guarantee. The methods we introduce in this work, while different from $k$-means ++ , have the same characteristics: they are fast, and perform much better than their worst-case guarantees, significantly outperforming all other implementations. In particular, they run in near-linear time, are amenable to parallel implementation in logarithmic number of rounds, and output high-quality private clusters in practice.

Our first contribution is an efficient and scalable algorithm for differentially private $k$-median. Our starting point is an embedding of the input points into a tree using a randomly-shifted quadtree. ${ }^{1}$ As we saw in previous chapter, such tree embeddings can approximately preserve pairwise distances. Input points are mapped to leaf of the embedding: one key property is that, in order to solve $k$-median on the tree embedding, one only needs to know the number of point mapped to each leaf - and not which point is mapped to it. Our key insight for using those embeddings in a private manner is that it is possible to truncate the tree embedding, so that leaves represent sets of points of large enough cardinality. That way, each input point is represented in the tree embedding the same way as many other points: hence, a single point does not contribute much to the structure of a solution. Using this insight and carefully adding random noise to the cardinality of each leaf, we obtain our differentially private $k$ median algorithm.

Our second contribution is a parallel implementation of our algorithm in the classic massively parallel computing (MPC) model. This model is a theoretical abstraction of real-world systems like MapReduce [62], Hadoop [161], Spark [162] and Dryad [106] and it is the standard for analyzing algorithms for large-scale parallel computing [110, $88,24]$. Interestingly we show that our algorithm can be efficiently implemented using a logarithmic number of MPC parallel rounds for $k$-median clustering. To the best of our knowledge, our algorithms are the first differentially private algorithms for $k$-median that can be efficiently parallelized.

Third, we complement our theoretical results with an in-depth experimental analysis of the performance of our $k$-median algorithm. We demonstrate that not only our algorithms scale to large datasets where, until now, differential private clustering with provable guarantees remained elusive, but also we outperform other state-of-the-art private clustering baselines in medium-sized datasets. In particular, we show that in practice compared to prior work with theoretical guarantees such as [17], our parallel algorithm can scale to more than 40 times larger datasets, improves the cost by up to a factor of 2 , and obtains solutions within small single digit constant factor of
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non-private baselines.
Finally, we adapt those techniques to the $k$-means problem. This poses an additional challenge because randomly-shifted quadtrees do not preserve squared distances accurately and so we cannot apply our approach directly. For that, we adapt the technique introduced in Chapter 3 to our setting. The key observation behind our approach is that even if randomly-shifted quadtrees do not preserve well all the squared distances they accurately preserve most of them.

Suppose that we are given in input some solution $S$ for our problem (later will clarify how to obtain it), then we show that for most centers in $S$ it is true that the distances to these centers are approximately preserved by the quadtree. So points living in the clusters of these centers can be clustered using the tree embedding, and the remaining points can be clustered using the few centers that are not preserved in the solution $S$. Interestingly, we prove that we can use this approach iteratively starting with a solution to the differentially private 1-means problem as $S$. In Section 4.5 we show that this approach leads to an efficient differentially private algorithm for $k$-means.

### 4.2 Preliminaries

Notations. For two points $p$ and $q$ in $\mathbb{R}^{d}$, we let $\operatorname{dist}(p, q):=\|p-q\|=\sqrt{\sum_{i=1}^{d}\left(p_{i}-q_{i}\right)^{2}}$ be the Euclidean distance between $p$ and $q$. Given $r \geq 0$, we define $\beta(x, r)=\{y \in$ $\left.\mathbb{R}^{d} \mid \operatorname{dist}(x, y) \leq r\right\}$ as the closed ball around $x$ of radius $r$. As we mentioned in the introduction, it is necessary to assume that the input $P$ is contained in the open ball $\beta(0, \Lambda)$.
We say that a solution $C$ is $(\alpha, \beta)$-approximate for $(k, z)$-clustering if the $\operatorname{cost}(P, C) \leq$ $\alpha \operatorname{cost}(P, \mathrm{OPT})+\beta$. We will seek solutions where $\alpha$ is $\tilde{O}(\operatorname{poly}(\log (n)))$ and $\beta$ is $O\left(\operatorname{poly}(k, d, \log (n)) \cdot \Lambda^{z}\right)$. Such high values for $\beta$ are unfortunately necessary, as shown by Chaturvedi, Nguyen and Xu [146].

The goal of this chapter is to show private algorithms for $k$-median and $k$-means ( $z=1$ and $z=2$ ) that are efficient easy to parallelize, where by efficient we mean time $\tilde{O}(n \cdot \operatorname{poly}(\log (n), k, d, \log (\Lambda)))$. Notice that celebrated k-means++[10] satisfies all the requirements with its $O(n k d)$ running time and $O(\log (k))$ approximation, except that it is not private.

Differential privacy. Our formal definition of a private algorithm is the following:

- Definition 4.1. Let $\varepsilon>0$ be a real number, and $\mathcal{A}$ be a randomized algorithm, that takes a dataset $D$ as input an output $\mathcal{A}(D)$.
$\mathcal{A}$ is $\varepsilon$-differentially private if for any pair of datasets $D_{1}, D_{2}$ that differ on a
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single element, and for all possible set $S$ of outcomes of $\mathcal{A}$,

$$
\operatorname{Pr}\left[\mathcal{A}\left(D_{1}\right) \in S\right] \leq \exp (\varepsilon) \operatorname{Pr}\left[\mathcal{A}\left(D_{2}\right) \in S\right]
$$

A standard differentially private algorithm is the Laplace Mechanism (see [68]). We say that a random variable follows distribution $\operatorname{Lap}(b)$ if its probability density function is $\frac{1}{2 b} \exp \left(-\frac{|x|}{b}\right)$. With a slight abuse of notation, we use $\operatorname{Lap}(b)$ to denote a variable that follows such a distribution. Example 3.1 in [68] shows that the following algorithm for counting queries is $\varepsilon$-DP : $\mathcal{A}(X)=|X|+\operatorname{Lap}(1 / \varepsilon)$.

Note that the notion of differential privacy is only a model, and our result should not be used blindly to preserve privacy of users. We emphasize in particular that the privacy notion is with respect to a single user's data: hence, this model does not necessarily ensure privacy for a group of people.

Composition properties. We will make use of standard composition properties of differentially private algorithms, described in [68]. The algorithm $\mathcal{A}$ that applies successively two algorithm $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ that are respectively $\varepsilon_{1}$-DP and $\varepsilon_{2}$-DP is itself $\left(\varepsilon_{1}+\varepsilon_{2}\right)$-DP. If the $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ run on two distinct parts of the dataset, then $\mathcal{A}$ is $\max \left(\varepsilon_{1}, \varepsilon_{2}\right)$-DP.

Lastly, if $\mathcal{A}: D_{1} \times D_{2} \rightarrow Z$ satisfies that for all $X \in D_{1}$, the algorithm $\mathcal{A}(X, \cdot)$ is $\varepsilon_{1^{-}}$ DP , and some algorithm $\mathcal{B}: D_{2} \rightarrow D_{1}$ is $\varepsilon_{2}$-DP, then the algorithm $Y \rightarrow \mathcal{A}(\mathcal{B}(Y), Y)$ is $\left(\varepsilon_{1}+\varepsilon_{2}\right)-\mathrm{DP}$.

Randomly-shifted Quadtrees. A quadtree is a binary tree $T$, such that each node $x$ in the tree corresponds to a region $T(x)$ of $\mathbb{R}^{d}$. To distinguish from the input, we call tree nodes cells. Each cell is a hyper-rectangle. For a cell $c$ with children $c_{1}, c_{2}$, the region spanned by $c$ is the union of those spanned by $c_{1}$ and $c_{2}$, i.e., $T(c)=T\left(c_{1}\right) \cup T\left(c_{2}\right)$.

A shifted quadtree is constructed as follows. Start from a root cell containing the entire $d$-dimensional hypercube $[-\Lambda, \Lambda]^{d}$ at depth 0 , and proceed recursively. Let $c$ be a cell at depth $d \cdot i+j$, with $0 \leq j<d$. The $j$-th coordinate of the region spanned by $c$ is comprised in $[m, M]$. The children of $c$ are constructed as follows: let $x$ be some random number in $\left[m+\frac{M-m}{3}, M-\frac{M-m}{3}\right]$. $c_{1}$ comprises all points of $c$ that have their $j$-th coordinate at most $x$, and $c_{2}$ the remaining points ${ }^{2}$. Note that the diameter of cells is divided by at least $3 / 2$ every $d$ levels. Denote by diam $(c)$ the diameter of cell $c$.

A quadtree $\mathcal{T}$ induces a metric: for two points $p, q$, we $\operatorname{define}^{\operatorname{dist}} \mathcal{T}(p, q)=\operatorname{diam}(c)$ where $c$ is the smallest cell that contains both $p$ and $q$. We will frequently use that the expected distortion between two points $p$ and $q$ in a shifted quadtree of depth $d \cdot \alpha$, for any $\alpha$, is $\mathbb{E}_{\mathcal{T}}\left[\operatorname{dist}_{\mathcal{T}}(p, q)\right] \leq d^{3 / 2} \alpha \operatorname{dist}(p, q)$. This property is similar to the
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scaling probability of the hierarchical decomposition of Lemma 3.10: it is only more precise, as it is possible to use the geometry of Euclidean Spaces to get a polynomial dependency in $d$ instead of an exponential one, as in Lemma 3.10. For a proof, we refer to Lemma 4.13. In our case, we stop the construction when reaching cells of diameter $\Lambda / n$. Hence, $\alpha=\log n$ and the expected distortion is $O\left(d^{3 / 2} \log n\right)$. Such trees are often called Hierarchically Separated Trees (HST) in the literature.

Dimension Reduction. For clustering problems, it is possible to use the JohnsonLindenstrauss Lemma - which is oblivious to the data, hence private - to reduce the dimension to $O(\log k)$ (see [129]). Hence, we can apply all our algorithm in such a dimension, replacing dependency in $d$ by $\log k$. To compute centers in the original space, we can extract the clusters from the low-dimensional solution and compute privately the 1-median (or 1-mean) of the cluster in the original $d$-dimensional space. This adds an additive error $O(k d)$. This is not as simple in the MPC model, where even finding the 1-median is not easy. For that model, we need additional guarantees on the projected space to be able to recover centers in the original space. We managed to show that those guarantees hold when projecting onto an $O(\log n)$-dimensional space, hence replacing dependencies in $d$ by $O(\log n)$.

### 4.3 Simple algorithm for Differentially Private $k$-Median

### 4.3.1 Algorithm

A simple way of solving $k$-median is to embed the input points into an ultrametric. Those are sufficiently simple as to admit a dynamic program for computing an optimum. The approximation factor of this algorithm is therefore the distortion incurred by the embedding. We adapt this approach to incorporate privacy as follows. First, we embed the input into a quadtree, which is a hierarchical decomposition of $\mathbb{R}^{d}$ via axis-aligned hyperplanes. We then add noise on the quadtree to enforce privacy. Subsequently, we run the dynamic program on the quadtree. Unfortunately, a naive implementation of the dynamic program on that noisy quadtree falls short of the nearly linear time algorithm we are hoping for: indeed, due to the addition of noise, the size of the quadtree cannot be bounded. In particular, there are many quadtree cells that do not contain any point of $P$ but that have a noisy weight bigger than zero: the size of the noisy quadtree cannot be easily related to the input size. To cope with that, we show it is possible to trim the noisy quadtree cells containing few points.

The trimmed and private quadtree is constructed by Algorithm 2. Then, the dynamic program to solve $k$-median on the tree is presented in Algorithm 3. The combination of those two gives Algorithm 1, which is our main algorithm:

### 4.3. Simple algorithm for Differentially Private $k$-Median

- Theorem 4.2. Algorithm 1 is $\varepsilon$-DP and computes a solution to $k$-median with expected cost at most $O\left(d^{3 / 2} \log n\right) \cdot \mathrm{OPT}+\frac{d^{2} \cdot \log ^{2} n \cdot k}{\varepsilon} \cdot \Lambda$. Furthermore, it runs in time $\tilde{O}\left(n d k^{2}\right)$.

```
Algorithm 1 DP-kMedian \((P)\)
    Compute a shifted quadtree \(T\). Let \(r\) be the root of \(T\).
    \(w=\operatorname{MakePrivate}(T, P)\).
    Compute \(v, S=\) DynamicProgram-kMedian \((T, w, r)\)
    Return \(S_{k}\)
```

```
Algorithm 2 MakePrivate \((T, P)\)
    Input: a quadtree \(T\), a set of points \(P\)
    Output: for each cell \(c\) of \(T\) with diameter more than \(\Lambda / n\), a private count of
    \(|c \cap P|\).
    let \(Q\) be a queue, initially containing only the root of \(T\).
    Let \(w: T \rightarrow \mathbb{N}\), initiated with \(\forall c, w(c)=0\).
    while \(Q\) is not empty do
        Let \(c=Q \cdot \operatorname{pop}()\)
        if \(\operatorname{diam}(c)>\Lambda / n\) then
            let \(w(c)=|T(c) \cap P|+\operatorname{Lap}(d \log n / \varepsilon)\)
            if \(w(c)>2 d \log n / \varepsilon\) then
                    Add \(c\) 's children to \(Q\)
                end if
        end if
    end while
    Return \(w\)
```


### 4.3.2 Analysis

- Lemma 4.3. Step 3 of Algorithm 1 computes a solution with expected cost $\mathrm{OPT}_{T}+k \cdot d^{2} \log ^{2} n / \varepsilon \cdot \Lambda$, where $\mathrm{OPT}_{T}$ is the optimal solution on the metric induced by the tree $T$, and the expectation is taken over the realization of the variables Lap.

Proof. In a quadtree metric, we have the following property. For a cell $c$, three points $x, y \in T(c)$ and $z \notin T(c)$, it holds that $\operatorname{dist}(x, y) \leq \operatorname{diam}(T(c)) \leq \operatorname{dist}(x, z)$. Hence, if there is a center in $T(c)$, then all clients of $T(c)$ can be served by some center in $T(c)$. Moreover, if there is no center in $T(c)$, points in $T(c)$ are at distance at least $\operatorname{diam}(T(c))$ of a center.
Let $F\left(c, k^{\prime}\right)$ be the expected cost of the value $v_{k^{\prime}}$ returned by 'DynamicProgram-k$\operatorname{Median}\left(T, k^{\prime}, c\right)$, where the probability is taken over the privacy randomness. and $S$
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```
Algorithm 3 DynamicProgram-kMedian \((T, w, c)\)
    Input: A quadtree \(T\), a weight function on \(T\) 's node \(w\), and a cell \(c\).
    Ouput: For each \(k^{\prime} \leq k\), a solution \(S_{k^{\prime}}\) for \(k^{\prime}\)-median on \(T(c)\) and its value \(v_{k^{\prime}}\).
    Set \(v_{0} \leftarrow w(c) \cdot \operatorname{diam}(c)\) and \(S_{0} \leftarrow \emptyset\).
    if \(w(c)<\frac{2 d \log n}{\varepsilon}\) then
        For all \(k^{\prime} \geq 1\), set \(v_{k^{\prime}} \leftarrow 0\) and \(S_{k^{\prime}} \leftarrow k^{\prime}\) copies of the center of \(c\).
    else
        Let \(c_{1}, c_{2}\) be the two children of cell \(c\)
        Let \(v^{i}, S^{i}\) be the output of DynamicProgram-kMedian \(\left(T, w, c_{i}\right)\).
        for all \(k^{\prime}\), let \(\left(k_{1}, k_{2}\right)=\operatorname{argmin}_{k_{1}, k_{2} \geq 1: k_{1}+k_{2}=k^{\prime}} v_{k_{1}}^{1}+v_{k_{2}}^{2}\), and do \(v_{k^{\prime}} \leftarrow v_{k_{1}}^{1}+v_{k_{2}}^{2}\),
    \(S_{k^{\prime}} \leftarrow S_{k_{1}}^{1} \cup S_{k_{2}}^{2}\).
    end if
    Return \(v, S\).
```

be any solution. We show by induction that for any cell $c$ of height $h$ in the tree with $T(c) \cap S \neq \emptyset$,

$$
F(c,|S \cap T(c)|) \leq \operatorname{cost}_{T}(T(c), S)+\frac{d \log n}{\varepsilon} \cdot \Lambda \cdot|S \cap T(c)| \cdot h .
$$

This is true by design of DynamicProgram-kMedian for any leaf that contains a center of $S$.

For an internal node $c$ with two children $c_{1}, c_{2}$ such that $T\left(c_{1}\right) \cap S \neq \emptyset$ and $T\left(c_{2}\right) \cap S \neq$ $\emptyset$ : it holds that $F(c, S \cap T(c)) \leq F\left(c_{1},\left|S \cap T\left(c_{1}\right)\right|\right)+F\left(c_{2},\left|S \cap T\left(c_{2}\right)\right|\right)$. Hence, by induction:

$$
\begin{aligned}
& F(c,|S \cap T(c)|) \leq F\left(c_{1},\left|S \cap T\left(c_{1}\right)\right|\right)+F\left(c_{2},\left|S \cap T\left(c_{2}\right)\right|\right) \\
& \leq \operatorname{cost}_{T}\left(T\left(c_{1}\right), S\right)+\frac{d \log n}{\varepsilon} \cdot \Lambda \cdot\left|S \cap T\left(c_{1}\right)\right| \cdot(h-1) \\
& \quad+\operatorname{cost}_{T}\left(T\left(c_{2}\right), S\right)+\frac{d \log n}{\varepsilon} \cdot \Lambda \cdot\left|S \cap T\left(c_{2}\right)\right| \cdot(h-1) \\
& \leq \operatorname{cost}_{T}(T(c), S)+\frac{d \log n}{\varepsilon} \cdot \Lambda \cdot|S \cap T(c)| \cdot h,
\end{aligned}
$$

where the last lines uses $\operatorname{cost}(T(c), S)=\operatorname{cost}\left(T\left(c_{1}\right), S\right)+\operatorname{cost}\left(T\left(c_{2}\right), S\right)$.
The the last case is when $S \cap T\left(c_{1}\right)=\emptyset, S \cap T\left(c_{2}\right) \neq \emptyset$. Let $h$ be the height of $c$. We have $S \cap T\left(c_{2}\right)=S \cap T(c)$, and so:

$$
\begin{aligned}
& F(c,|S \cap T(c)|) \leq F\left(c_{1}, 0\right)+F\left(c_{2},\left|T\left(c_{2}\right) \cap S\right|\right) \\
& \quad \leq T\left(c_{1}\right) \cdot \operatorname{diam}\left(c_{1}\right)+\mathbb{E}\left[\operatorname{Lap}(\varepsilon /(d \log n)) \cdot \operatorname{diam}\left(c_{1}\right)\right] \\
& \quad+\operatorname{cost}_{T}\left(T\left(c_{2}\right), S\right)+\frac{d \log n}{\varepsilon} \cdot \Lambda \cdot\left|S \cap T\left(c_{2}\right)\right| \cdot(h-1) \\
& \leq \operatorname{cost}_{T}(T(c), S)+\frac{d \log n}{\varepsilon} \cdot|S \cap T(c)| \cdot \Lambda \cdot h .
\end{aligned}
$$

This shows that the value computed by the algorithm is at most $\operatorname{cost}_{T}(\mathrm{OPT})+\frac{d^{2} \log ^{2} n}{\varepsilon}$. $\Lambda \cdot k$. Now, we need to show the converse: the value computed corresponds to an actual solution.

### 4.3. Simple algorithm for Differentially Private $k$-Median

This is done inductively as well. For any $k^{\prime}$ and cell $c$ one can compute a solution $S$ for $T(c)$ with $k^{\prime}$ centers and expected cost at most $F\left(c, k^{\prime}\right)+\frac{d \log n}{\varepsilon} \cdot k^{\prime}$. For that, the base cases are when $k^{\prime}=0$, and then $\emptyset$ works, or when $w(c) \leq \frac{2 d \log n}{\varepsilon}$, where the center of the cell works. Otherwise, it is enough to find $k_{1}, k_{2}$ such that $k_{1}+k_{2}=k^{\prime}$ and $F\left(c, k^{\prime}\right)=F\left(c_{1}, k_{1}\right)+F\left(c_{2}, k_{2}\right)$. Let $S_{i}$ be the solution computed for $T\left(c_{i}\right)$ with $k_{i}$ centers: the solution for $T(c)$ is simply $S_{1} \cup S_{2}$. By induction, its cost is at most

$$
F\left(c_{1}, k_{1}\right)+F\left(c_{2}, k_{2}\right)+\frac{d \log n}{\varepsilon} \cdot \Lambda \cdot\left(k_{1}+k_{2}\right)=F\left(c, k^{\prime}\right)+\frac{d \log n}{\varepsilon} \cdot \Lambda \cdot k^{\prime}
$$

- Lemma 4.4. Algorithm 2 is $\varepsilon$-DP.

Proof. We show by induction that for a tree $T$ of depth $h$, MakePrivate $(T, P)$ is $\left(\frac{\varepsilon}{d \log n} \cdot h\right)$-DP.

When the root of the tree has diameter at most $\Lambda / n$, the algorithm returns the zero function, which is $0-\mathrm{DP}$. Let $\mathcal{T}$ be a tree of depth $h$ rooted at $r$ with $\operatorname{diam}(r)>\Lambda / n)$, and let $r_{1}, r_{2}$ be the two children of $r$. Computing $w(r)$ is $\frac{\varepsilon}{d \log n}$-DP, by property of the Laplace Mechanism.

Now, by induction hypothesis, MakePrivate $\left(T\left(r_{1}\right), P\right)$ and $\operatorname{MakePrivate}\left(T\left(r_{2}\right), P\right)$ are $\left(\frac{\varepsilon}{d \log n} \cdot(h-1)\right)$-DP. Since they are computed on two disjoint sets, the union of the two results is $\left(\frac{\varepsilon}{d \log n} \cdot(h-1)\right)$-DP as well. Notice that the algorithm MakePrivate $(T, P)$ boils down to computing $w(r)$, MakePrivate $\left(T\left(r_{1}\right), P\right)$ and MakePrivate $\left(T\left(r_{2}\right), P\right)$. Hence, by composition MakePrivate $(T, P)$ is $\left(\frac{\varepsilon}{d \log n} \cdot h\right)$-DP.

Combining Lemmas 4.3, 4.4 and properties of quadtrees, we conclude the proof of Theorem 4.2:

Proof of Theorem 4.2. We start by proving the approximation guarantee. For this, note that the key property of quadtrees is that $\mathbb{E}_{\mathcal{T}}\left[\operatorname{dist}_{\mathcal{T}}(p, q)\right] \leq O\left(d^{3 / 2} \log n\right) \operatorname{dist}(p, q)$, where the expectation is taken on the tree randomness (see Lemma 4.13 in the appendix). Hence, the optimal $k$-median solution is only distorted by an $O\left(d^{3 / 2} \log n\right)$ factor: $\mathrm{OPT}_{T} \leq O\left(d^{3 / 2} \log n\right) \mathrm{OPT}$.

Combined with Lemma 4.3, this shows the approximation guarantee of the whole algorithm. Lemma 4.4 shows the privacy guarantee. What therefore remains is to bound the running time.

Computing the cells of the quadtree containing some points of $P$ can be done in a top-down manner in time $O(n d \log n)$ as follows. Let $c$ be a cell at depth $d \cdot i+j$ with $j<d$, and $c_{1}, c_{2}$ be the two children of $c$. Given $T(c) \cap P$, it is easy to compute $T\left(c_{1}\right) \cap P$ and $T\left(c_{2}\right) \cap P$ in time $O(|T(c) \cap P|)$, by partitioning $T(c) \cap P$ according to
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the value of their $j$-th coordinate. Since there are $O(d \log n)$ levels in the tree, this is done in time $O(n d \log n)$.
Hence, the running time of Algorithm 2 is bounded by $\tilde{O}(n d)$ plus the time to process empty cells added to $Q$. There are at most $n d \log n$ empty cells with a non-empty parent added - one per level of the tree and per point of $P$. Each of them gives rise to a Galton-Watson process: each node adds its two children with probability $\operatorname{Pr}[\operatorname{Lap}(d \log n / \varepsilon)>2 d \log n / \varepsilon]=e^{-2}<1 / 2$. By standard properties of GaltonWatson process, this goes on for a constant number of steps. Therefore, there are at most $\tilde{O}(n d)$ empty cells added to $Q$, which concludes the running time bound for Algorithm 2.

Let $N$ be the number of cells that have a non-zero value of $w$. We claim that $N=$ $\tilde{O}(n d)$ and that the running time of Algorithm 3 is $O\left(N k^{2}\right)$. For the first claim, note that $N$ is equal to the number of cells added to $Q$, which is $\tilde{O}(n d)$ as explained previously. For the second claim, notice that there are at most $k N$ different calls to DynamicProgram-kMedian, each being treated in time $O(k)$. Hence, the complexity of Algorithm 3 is $O\left(N k^{2}\right)=\tilde{O}\left(n d k^{2}\right)$. This concludes the proof.

### 4.4 MPC Implementations

Brief description of MPC We briefly summarize the MPC model [24]. The input data has size $N=n d$, where $n$ is the number of points, and $d$ the dimension. We have $m$ machines, each with local memory $s$ in terms of words (of $O(\log (m s))$ bits). We assume that each word can store one input point dimension. We work in the fullyscalable MPC framework [6] where the memory is sublinear in $N$. More precisely, the machine memory is $s=\Omega\left(N^{\delta}\right)$ for some constant $\delta \in(0,1)$, and the number of machines $m$ is such that $m \cdot s=\Omega\left(N^{1+\gamma}\right)$, for some $\gamma>0$.
The communication between machines is as follows. At the beginning of the computation, the input data is distributed arbitrarily in the local memory of machines, the computation proceeds in parallel rounds where each machine can send (and receive) arbitrary messages to any machine, subject to the total messages space of the messages received (or sent) is less than $s$. In case some machine receives more than $s$ messages, the whole algorithm fails.

For our MPC algorithm we assume that $k \ll s$. This ensures that the final solution of size $k d$ fits in the memory of one machine, which is common for real world applications.

More formally we assume that there are $m=\Omega\left(n^{1-\delta+\gamma}\right)$ machines each with memory $s=\Omega\left(n^{\delta} d \log (n)\right)$, and $k \leq n^{\gamma}$, with $\delta-\gamma>\varepsilon$ for some constant $\varepsilon$.

In that section, we first show the following low dimensional theorem:

### 4.4. MPC Implementations

Theorem 4.5. Assuming $k \leq n^{\gamma}$, there exists a $O(d \log n)$ rounds MPC algorithm using $m=O\left(n^{1-\delta+\gamma}\right)$ machines each with memory $s=O\left(n^{\delta} d \log (n)\right)$ that simulates exactly the private $k$-median from Theorems 4.2.

This algorithm is suited for low dimensional spaces, as the number of rounds depends on $d$. We show in Section 4.4.2 how to replace this dependency by a $O(\log k)$, both in the number of rounds and in the approximation ratio.

We then show how to use dimension reduction, to replace dependencies in $d$ by $\log k$ :

- Theorem 4.6. Assuming $k \leq n^{\gamma}$, there exists a $O(\log k \cdot \log n)$ rounds MPC algorithm using $m=O\left(n^{1-\delta+\gamma}\right)$ machines each with memory $s=O\left(n^{\delta} d \log (n)\right)$ that computes a solution to $k$-median with cost at most

$$
O\left(\log ^{3 / 2} k \log n \cdot \mathrm{OPT}+\frac{\log ^{3} k \log ^{3} n \cdot k}{\varepsilon} \cdot \Lambda+\frac{k d \log k}{\varepsilon} \cdot \Lambda\right)
$$

### 4.4.1 Algorithm for Low Dimensional Inputs

We now describe a high level view of our algorithm which as we can prove simulates exactly (with high probability) our private $k$-median algorithm. The algorithm uses a shared hash function $h$ to compute the quadtree consistently over the machines. Informally, first, each machine computes over the points stored, all the cells which the points belong to in the tree at each level. To compute the total count of each cell, one can use the algorithm from Andoni et al. [6] (section E. 3 of the arxiv version), that computes in a constant number of rounds the number of points in each cell. At the end of that algorithm, the size of each cell is stored in some unspecified machine. To organize the quadtree data in order to be able to process it, we use a shared function $r$ such that a machine $r(c)$ is responsible for all computations related to cell $c$. We will need care to ensure that no machine is responsible for more cell than what its memory allows.

Then the computation proceeds bottom-up solving the dynamic programming problem in $O(d \log n)$ rounds. ${ }^{3}$ Finally, the computation proceeds over the tree top-down in other $O(d \log n)$ rounds to extract the solution.
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```
Algorithm 4 MPC-quadtree \((P)\)
    : Each machine receives an arbitrary set of \(n^{\delta}\) points of \(P\).
    Each machine, for each point \(p\) received, computes, using \(h_{s}\), the quadtree cell
    \(c_{i}(p)\) in which the point \(p\) is at level \(i \in[d \log (n)]\).
    3: Compute the count of every cell.
    : Send the count of cell \(c\) to machine \(r(c)\), for all \(c\).
```

Using the algorithm from Andoni et al. [6], one can compute in $O(1)$ steps the count for each cell of the quadtree. Hence, we have the following result:

- Fact 4.7. Algorithm 4 runs in $O(1)$ many rounds.

At the end of Algorithm 4, we are given a quadtree, represented as follows: each cell $c$ is represented by a machine $r(c)$, which stores a count of input nodes in the cell and pointers towards each children. $r$ is a surjection from a set of $O(n d \log n)$ cells to $m$ machine: we chose it in order to ensure that for any machine $\mathcal{M},\left|r^{-1}(\mathcal{M})\right| \leq$ $\frac{O(n d \log n)}{m}$.

We now explain in more details how to implement the algorithm from Theorem 4.2, given that representation of the quadtree.

First, it is straightforward to implement Algorithm 2 in 1 rounds - as each cell only needs to compute the DP count of points in the cell. Next, Algorithm 3 is straightforwardly implemented in $O(d \log n)$ rounds, as computing the output vector $v$ of the dynamic program for a cell only requires knowing those of its children - and it is therefore easy to simulate bottom-up the dynamic program.

What remains to be proven is that no machine gets responsible for more cell than it can afford in memory. More precisely, every time a machine is responsible for a cell, it stores $O(k)$ memory words, for the simulation of the dynamic program. Hence, we need to show that no machine is responsible for more than $s / k$ many cells.

- Fact 4.8. No machine is responsible for more than $s / k$ many cell.

Proof. Our choice of $m$ and mapping $r$ ensures that a given machine gets responsible for at most $\frac{O(n d \log n)}{m}=O\left(n^{\delta-\gamma} d \log n\right)$. Similarly, our constraints on $k$ and $s$ ensures $\frac{s}{k}=\Omega\left(n^{\delta-\gamma} d \log n\right)$, which concludes the proof.

Combining those two facts concludes Theorem 4.5.

### 4.4. MPC Implementations

### 4.4.2 $k$-Median in $O(\log n)$-MPC rounds via dimension reduction

The goal of this section is to use standard dimension-reduction techniques to remove the dependency in the dimension from Theorem 4.5 and show Theorem 4.6.

For that, one can use dimension reduction techniques to project the dataset onto $O(\log k)$ dimensions, while preserving the cost of any clustering.

However, the output of our algorithm should be a set of centers in $\mathbb{R}^{d}$, and not a clustering: an additional step is therefore needed, once clusters have been computed in $\mathbb{R}^{O(\log k)}$, to project back and find centers in the original space. For $k$-means, this can easily be done using differentially-private mean [87]. We show in the following how to do the equivalent for $k$-median.

We draw here a connection with the second part of the thesis, that develops and uses coreset. More precisely, in Chapter 10, we show how to compute an approximate solution to 1-median by only considering an uniform sample of constant size. Therefore, in the MPC setting it is enough to sample a constant number of points from each cluster computed in low dimension, and send them to a machine that can compute a median for them in the original high dimensional space.

For that last step, we rely on the following result.

- Lemma 4.9 (Corollary 54 in [87]). For every $\varepsilon>0$, there is an $\varepsilon$-DP polynomial time algorithm for 1 -median such that, with probability $1-\beta$, the additive error is $O\left(\frac{d \Lambda}{\varepsilon}\right.$ polylog $\left.\left(\frac{1}{\beta}\right)\right)$

We consider the following algorithm, simplified variant of Algorithm 9.

```
Algorithm 5 Finding the median via uniform sampling
    Input: A dataset \(P\), an \(\alpha\)-approximate median \(\mathfrak{a}\) for \(P\) with \(\operatorname{cost} \mathcal{C}\), and parameters
    \(t, d_{\text {close }}, r_{\text {small }}\).
    1. Sample a set \(\Omega\) of \(t\) points uniformly at random.
    2. Remove from \(\Omega\) all points at distance less than \(\Delta=\frac{d_{c l o s e}}{\alpha} \cdot \frac{\mathcal{C}}{|P|}\), and add to \(\Omega\) the
    point \(\mathfrak{a}\) with multiplicity equal to the number of removed points.
    3. Define rings \(R_{i}\) such that \(R_{i} \cap \Omega\) contains all the points at distance \(\left(2^{i} \cdot \Delta, 2^{i+1} \cdot \Delta\right]\)
    from \(\mathfrak{a}\), for \(i \in\left\{1, \ldots, \log \left(|P| \alpha / \mu_{2}\right)\right\}\). Let \(R_{0}\) be \(\{\mathfrak{a}\}\), with multiplicity defined in
    step 2.
    4. If \(\left|R_{i} \cap \Omega\right|<r_{\text {small }} \cdot|\Omega|+\operatorname{Lap}(1 / \varepsilon)\), remove all points in \(R_{i} \cap \Omega\) from \(\Omega\).
    5. Solve the problem on the set \(\Omega\), using algorithm given by Lemma 4.9 with
    \(\beta=1 / k\).
```

- Lemma 4.10. Algorithm Algorithm 5 is $2 \varepsilon$-DP.

Proof. First, the set of rings selected at step 4 is $\varepsilon$-DP: the selection of one ring is $\varepsilon-\mathrm{DP}$, by Laplace mechanism, and since the rings are disjoint the composition of DP
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mechanisms ensures that the full set of selected rings is $\varepsilon$-DP.
Now, given a selected set of rings, the set $\Omega$ varies by at most one point when the input $P$ varies by a single point. Since the algorithm used in step 5 is $\varepsilon$-DP, by composition, the whole algorithm is $2 \varepsilon$-DP.

We will see in Section 10.4 that this algorithm computes an $O(1)$-approximation to 1-median on $P$, with $t=$ polylog $(|P|)$. Assuming this result for now (we defer the proof to Section 10.4), we can easily use it to project back the centers, and conclude the proof of Theorem 4.6.

Proof of Theorem 4.6. Using Johnshon-Lindenstrauss lemma, it is possible to project the points onto a space of dimension $\tilde{d}=O(\log k)$, preserving the cost of any clustering up to a constant factor (see Makarychev et al. [129]). In that projected space, the algorithm from Theorem 4.5 computes privately a solution with cost $O\left(\log ^{3 / 2} k \log n\right)$. OPT $+\frac{\log ^{3} k \log ^{3} n \cdot k}{\varepsilon} \cdot \Lambda$, but centers are not points in $\mathbb{R}^{d}$ - they are nodes of the quadtree.
To compute good centers in $\mathbb{R}^{d}$ from the quadtree solution, we use Algorithm 5: in each cluster induced by the quadtree solution, sample the set $\Omega$. Since $\Omega$ has size $O\left(\log ^{3} k \log ^{2} n\right)$, it can be sent it to a centralizing machine, that in turn can run Algorithm 5. The additional additive error is $O\left(\frac{d \Lambda \log k}{\varepsilon}\right)$ in any cluster, hence in total $O\left(\frac{k d \Lambda \log k}{\varepsilon}\right)$. To sample the set $\Omega$, each machine can send to the centralizing one the number of points it stores from $P$, and the centralizing computes the number of points to be sampled in each machine. ${ }^{4}$

### 4.5 Extension to $k$-Means

The previous sections showed simple proofs in the case of $k$-Median. Here, we show how to extend them in the case of $k$-Means, using some form of badly-cut clients and facilities. We will not present MPC implementations of those algorithms, focusing for simplicity on the standard computation model.

As we already saw in the previous chapter, although the quadtree decomposition approximates distances well in expectation, it works poorly for squared distances. Indeed, two points $p, q$ have probability $\frac{d \cdot \operatorname{dist}(p, q)}{2^{i}}$ to be cut at level $i$ : hence, the expected distance squared between $p$ and $q$ is $d \cdot \operatorname{dist}(p, q) \cdot \sum_{i} d 2^{i}$ (the squared distance when cut at level $i$ is $d 2^{2 i}$, as the diameter of a level $i$ cell is $\sqrt{d} 2^{i}$ ), which means that the distance squared can be distorted by an arbitrarily large factor in expectation.

However, observe that $p$ and $q$ have tiny probability to be cut at a level way higher
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than $\log (d \cdot \operatorname{dist}(p, q))$. Hence, there is a tiny probability that points are cut from their optimal center at a high-level. The question is then: what to do when this happens? Here we want to avoid routing in the tree since the squared distance could be arbitrary large and we may want to deal with such points in a different way. To do so, we use a baseline solution $L$ to guide our decisions on points for which the tree distance to their closest center in the optimum solution badly approximates the true distance, let call them badly cut points. Since we don't know the optimum solution, we don't know the badly cut points and so we will use $L$ as a proxy for finding the potential bad points.

We show that the solution computed by our algorithm is good with respect to a solution that contains all facilities of $L$ for which the quadtree distances are not good approximations of the true distances. We call those facilities badly-cut facilities. To bound the cost of a client $c$, we distinguish three cases. Either the distance from a point to optimal center is good in the tree, and we are happy because we can serve it nicely in the tree. Or its closest center of $L$ is not badly-cut, in which case we argue that the distance to the optimal center cannot be too high compared to its optimal cost. In the last case, where the closest center of $L$ is badly-cut, we simply assign the point to $L$ since we are working with a solution containing all centers of $L$. This happens with some tiny probability, and will not be too costly overall, i.e.: only a tiny fraction of the cost of $L$. Using this reasoning, we show the following lemma:

- Lemma 4.11. Given an arbitrary solution $L$ and $\alpha>0$, there exist an $\varepsilon$ DP algorithm $A$ that takes as input a set of points and computes a solution for $k$-means with at most $k+\frac{\alpha}{2} \cdot|L|$ centers and, with probability $1-\pi$, costs at $\operatorname{most} \frac{O\left(d^{9} \log ^{2} n\right)}{\alpha^{6} \pi^{6}} \cdot \mathrm{OPT}+\alpha \cdot \operatorname{cost}(L)+k d^{2} \log ^{2} n / \varepsilon \cdot \Lambda^{2}$.

Applying repeatedly this algorithm yields the following theorem:

- Theorem 4.12. For any $\alpha>0$, there exists an $\varepsilon$-DP algorithm $A$ that takes as input a set of points and computes a solution for $k$-means with at most $(1+\alpha) k$ centers and, with probability $3 / 4$, costs at most poly $(d, \log n, 1 / \alpha)$. $\mathrm{OPT}+k d^{2} \log ^{2} n / \varepsilon \cdot \Lambda^{2}$.

Proof. We consider the following algorithm:

```
Algorithm \(6 k\)-means algorithm with extra centers
    Input: A set of clients \(X\).Output: A set of \(k\)-means centers \(C\).
    \(L \leftarrow 0, \varepsilon^{\prime} \leftarrow \varepsilon / \log n\)
    for \(\log n\) steps do
        \(L^{\prime} \leftarrow\) Solution computed by \(A\) as described by Lemma 4.11 , setting \(\pi=\frac{1}{4 \log n}\),
    with privacy parameter \(\varepsilon^{\prime} .{ }^{5}\)
        \(L \leftarrow L^{\prime}\)
    end for
    Return \(L\)
```
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We argue that the above algorithm produces a solution satisfying the claims of Theorem 4.12. We have that the initial solution has cost at most $n \Lambda^{2}$. Then, by repeatedly applying Lemma 4.11, we obtain solutions of geometrically decreasing cost. More precisely, after $i$ iterations, we claim that with probability $1-\frac{i}{4 \log n}, L$ has size at most $k \cdot \sum_{j=0}^{i} \alpha^{i}$, and the cost of $L$ is at most $\operatorname{poly}(d, \log n, 1 / \alpha) \cdot \mathrm{OPT}+\alpha^{i} n \Lambda+$ $k d^{2} \log ^{2} n / \varepsilon^{\prime} \cdot \Lambda^{2}$. This is true when $i=0$, and the induction follows directly from applying Lemma 4.11.

It follows that the final solution computed after $\log n$ steps has cost at most $\operatorname{poly}(d, \log n)$ times OPT plus additive $k d^{2} \log ^{3} n / \varepsilon \cdot \Lambda^{2}$. Moreover, since the initial solution $L$ is fixed regardless of the input data (hence it is $0-\mathrm{DP}$ ), and since $\varepsilon^{\prime}=\varepsilon / \log n$, the algorithm is by composition $\varepsilon$-DP. Finally, the number of centers is at most $k(1+\alpha)$ as desired.

Hence, the key is to prove Lemma 4.11. For that, we first show how to preprocess the instance such as to be able to solve the problem via dynamic programming. We then use that preprocessing to build an algorithm showing Lemma 4.11. Finally, we show how to remove the extra $\alpha k$ centers by using the reverse greedy algorithm of Chrobak et al. [46].

### 4.5.1 Preprocessing the Instance Using Badly-Cut

Before describing the ideas behind the extension to $k$-means, we introduce some notations. We say that two points $p, q$ are cut at level $i$ when their lowest common ancestor in the tree is at level in $(d \cdot(i-1), d \cdot i]$, i.e., the diameter of that common ancestor is in $\left(\sqrt{d} \cdot 2^{i-1}, \sqrt{d} \cdot 2^{i}\right]$. In that case, the distance in the quadtree metric between $p$ and $q$ is at most $\sqrt{d} 2^{i}$. We say that a ball $\beta(p, r)$ is cut at level $i$ if $i$ is the largest integer such that there exists a point $q$ with $\operatorname{dist}(p, q) \leq r$ and $p$ and $q$ are cut at level $i$.

We have the following lemma:

- Lemma 4.13. [Reformulation of Lemma 11.3 [94]] For any $i$, radius $r$ and point $p$, we have that $\operatorname{Pr}[\beta(p, r)$ is cut at level $i]=O\left(\frac{d r}{2^{i}}\right)$.

Formalization Let $P \subseteq \mathbb{R}^{d}$ be an instance of the $k$-means problem in $\mathbb{R}^{d}$. Let OPT be an optimal solution to $P$ and $L$ be an arbitrary solution. For a given client $c$, we let $L(c)$ (resp. OPT $(c))$ denote the center of $L$ (resp. OPT) that is the closest to $c$ in solutions $L$ (resp. OPT).

Fix some $\alpha_{C}$ and $\alpha_{F}>0$, that will be specified later. For a quadtree decomposition $\mathcal{T}$, we say that a client $c$ is badly-cut if the ball $\beta(c, \operatorname{dist}(c, \mathrm{OPT}))$ is cut at a level higher than $\log \left(\operatorname{dist}(c, \mathrm{OPT}) \cdot d / \alpha_{C}\right)$ - note that this is for the analysis only, since we don't know this algorithmically. We say that a center $f \in L$ is badly-cut if for some
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$i$, the ball $\beta\left(f, 2^{i}\right)$ is cut at a level higher than $i+\log \left(d \log n / \alpha_{F}\right) .{ }^{6}$ As $L$ and $\mathcal{T}$ will be fixed all along that section, we simply say that a point or a center is badly-cut. Notice that we do not know which clients are badly-cut. It is however possible to compute the badly-cut centers, since it depends only on $L$ and $\mathcal{T}$. It is explained how to perform this step in time $\tilde{O}(n d)$ in Section 3.3.3: essentially, for each center $f \in L$, one can go up the tree and and at each level $\ell$ compute the distance $D$ to the separating hyperplane: if $\lceil\log D\rceil+\log \left(d \log n / \alpha_{F}\right)<\ell$, then the ball $\beta\left(f, 2^{\lceil\log D\rceil}\right)$ is badly cut. Otherwise, no ball is badly cut at that level.

Our algorithm computes a randomized quadtree $\mathcal{T}$, and finds the badly-cut center $\mathcal{B}_{\mathcal{T}}$. It removes from the input each cluster associated with a center of $\mathcal{B}_{\mathcal{T}}$. Let $P_{\mathcal{T}}$ be the remaining points. $P_{\mathcal{T}}$ is a random variable that depends on the randomness of $\mathcal{T}$. Given a solution $S$ for $k$-means on $P_{\mathcal{T}}$, the algorithm's output is $S \cup \mathcal{B}_{\mathcal{T}}$.
We call $\operatorname{cost}(P, S)$ the cost of any solution $S$ in the original input $P$, and $\operatorname{cost}\left(P_{\mathcal{T}}, S\right)$ its cost in $P_{\mathcal{T}}$.
A key property for our analysis is a bound on the probability of being badly-cut, which is the equivalent of Lemma 3.12:

- Lemma 4.14. Any client $p$ has probability at most $\alpha_{C}$ to be badly-cut. Similarly, a center $f \in L$ has probability at most $\alpha_{F}$ to be badly-cut.

Proof. Consider first a point $p \in P$. By Lemma 4.13, the probability that a ball $\beta(p, r)$ is cut at level at least $j$ is at most $d r / 2^{j}$. Hence the probability that a ball $\beta(p, \operatorname{dist}(p, \mathrm{OPT}))$ is cut at a level $j$ greater than $\log (\operatorname{dist}(p, \mathrm{OPT}))+\log \left(d / \alpha_{C}\right)$ is at most $\alpha_{C}$. The proof for $f \in F$ is identical.

Using that lemma, one can bound the cost of the clusters of facilities from $\mathcal{B}_{\mathcal{T}}$, as well as the cost of badly-cut clients:

Lemma 4.15. For any $\pi \in(0,1)$, it holds with probability $1-\pi$ that:

$$
\begin{gathered}
\sum_{f \in \mathcal{B}_{\mathcal{T}}} \sum_{p: L(p)=f} \operatorname{cost}(p, f) \leq 3 / \pi \cdot \alpha_{F} \operatorname{cost}(P, L), \\
\sum_{p \text { badly-cut }} \operatorname{cost}(p, L) \leq 3 / \pi \cdot \alpha_{C} \operatorname{cost}(P, L),
\end{gathered}
$$

and $\left|\mathcal{B}_{\mathcal{T}}\right| \leq 3 / \pi \cdot \alpha_{F}|L|$

Proof. Using Lemma 4.14, we have

$$
\mathbb{E}\left[\sum_{f, p: L(p)=f} \operatorname{cost}(p, f)\right]=\sum_{p \in P} \operatorname{Pr}\left[L(p) \in \mathcal{B}_{\mathcal{T}}\right] \operatorname{cost}(p, L) \leq \alpha_{F} \operatorname{cost}(P, L) .
$$
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Using Markov's inequality, with probability $1-\pi / 3$ the first bullet of the lemma holds. For the same reason, the second bullet hold with probability $1-\pi / 3$ as well. Similarly, $\mathbb{E}\left[\left|\mathcal{B}_{\mathcal{T}}\right|\right]=\sum_{f \in L} \operatorname{Pr}\left[f \in \mathcal{B}_{\mathcal{T}}\right]=\alpha_{F}|L|$, so applying again Markov's inequality gives that the third bullet holds with probability $1-\pi / 3$. A union-bound concludes the proof.

- Lemma 4.16. When $\alpha_{F}=\frac{\pi \alpha}{6}, \alpha_{C}=\frac{\alpha^{3} \pi^{3}}{144 d^{3} \log ^{2} n}$ and Lemma 4.15 holds:

$$
\operatorname{cost}_{\mathcal{T}}\left(P_{\mathcal{T}}, \mathrm{OPT}\right) \leq \frac{\alpha}{2} \operatorname{cost}(P, L)+\frac{O\left(d^{9} \log ^{4} n\right)}{\alpha^{6} \pi^{6}} \cdot \operatorname{cost}(P, \mathrm{OPT})
$$

Proof. We start by showing different bounds for $\operatorname{cost}_{\mathcal{T}}(c$, OPT $)$, according to whether $c$ is badly-cut or not.

When a client $p$ is not badly-cut, we directly have that: $\operatorname{dist} \mathcal{T}(p, \mathrm{OPT}) \leq \frac{d \sqrt{d} \cdot \operatorname{dist}(p, \mathrm{OPT})}{\alpha_{C}}$, since the lowest common ancestor of $p$ and $\operatorname{OPT}(p)$ has diameter at most $\frac{d \sqrt{d} \cdot \operatorname{dist}(p, \mathrm{OPT})}{\alpha_{C}}$. In the case where $p \in P_{\mathcal{T}}$ is badly-cut, we proceed differently. We use that $L(p)$ is not badly-cut as follows. Both $p$ and $\operatorname{OPT}(p)$ are contained in the ball $\beta(L(p), \operatorname{dist}(p, L)+\operatorname{dist}(p, \mathrm{OPT})), \operatorname{since} \operatorname{dist}(L(p), \mathrm{OPT}) \leq \operatorname{dist}(p, L)+\operatorname{dist}(p, \mathrm{OPT})$. Let $i=\lceil\log (\operatorname{dist}(p, L)+\operatorname{dist}(p, \mathrm{OPT}))\rceil$. Since $L(p)$ is not badly-cut, the ball $\beta\left(L(p), 2^{i}\right)$ contains $p$ and $\operatorname{OPT}(p)$ and is cut at level at most $i+\log \left(d \log n / \alpha_{F}\right)$. Hence, $\operatorname{dist}_{\mathcal{T}}(p, \mathrm{OPT}) \leq \frac{d^{3 / 2} \log n}{\alpha_{F}} 2^{i} \leq \frac{2 d^{3 / 2} \log n}{\alpha_{F}} \cdot(\operatorname{dist}(p, L)+\operatorname{dist}(p, \mathrm{OPT}))$.
Since $\operatorname{cost}_{\mathcal{T}}(p, \mathrm{OPT})=\operatorname{dist}_{\mathcal{T}}(p, \mathrm{OPT})^{2}$, this implies that

$$
\begin{aligned}
\operatorname{cost}_{\mathcal{T}}(p, \mathrm{OPT}) & \leq \frac{4 d^{3} \log ^{2} n}{\alpha_{F}^{2}} \cdot(2 \operatorname{cost}(p, L)+2 \operatorname{cost}(p, \mathrm{OPT})) \\
& \leq \frac{8 d^{3} \log ^{2} n}{\alpha_{F}^{2}} \cdot(\operatorname{cost}(p, L)+\operatorname{cost}(p, \mathrm{OPT}))
\end{aligned}
$$

Hence, we have that:

$$
\begin{aligned}
\operatorname{cost}_{\mathcal{T}}\left(P_{\mathcal{T}}, \mathrm{OPT}\right)= & \sum_{p \in P_{\mathcal{T}}: p \text { badly-cut }} \operatorname{cost}_{\mathcal{T}}(p, \mathrm{OPT})+\sum_{p \in P_{\mathcal{T}}: p \text { not badly-cut }} \operatorname{cost}_{\mathcal{T}}(p, \mathrm{OPT}) \\
\leq & \sum_{p \in P_{\mathcal{T}}: \text { badly-cut }} \frac{8 d^{3} \log ^{2} n}{\alpha_{F}^{2}} \cdot(\operatorname{cost}(p, \mathrm{OPT})+\operatorname{cost}(p, L)) \\
& +\sum_{p \in P_{\mathcal{T}}: p \text { not badly-cut }} \frac{d^{3} \operatorname{cost}(p, \mathrm{OPT})}{\alpha_{C}^{2}} \\
\leq & \left(\frac{8 d^{3} \log ^{2} n}{\alpha_{F}^{2}}+\frac{d^{3}}{\alpha_{C}^{2}}\right) \cdot \operatorname{cost}(P, \mathrm{OPT})+\sum_{p \in P: \operatorname{badly}-\operatorname{cut}} \frac{8 d^{3} \log ^{2} n}{\alpha_{F}^{2}} \cdot \operatorname{cost}(p, L) .
\end{aligned}
$$
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Using now Lemma 4.15, we get:

$$
\begin{aligned}
& \operatorname{cost}_{\mathcal{T}}\left(P_{\mathcal{T}}, \mathrm{OPT} \cup \mathcal{B}_{\mathcal{T}}\right) \\
\leq & \left(\frac{8 d^{3} \log ^{2} n}{\alpha_{F}^{2}}+\frac{d^{3}}{\alpha_{C}^{2}}\right) \cdot \operatorname{cost}(P, \mathrm{OPT})+\frac{8 d^{3} \log ^{2} n}{\alpha_{F}^{2}} \cdot \frac{3 \alpha_{C}}{\pi} \operatorname{cost}(P, L) \\
\leq & \frac{\alpha}{2} \operatorname{cost}(P, L)+\frac{O\left(d^{9} \log ^{4} n\right)}{\alpha^{6} \pi^{6}} \cdot \operatorname{cost}(P, \mathrm{OPT}) .
\end{aligned}
$$

### 4.5.2 The private $k$-means algorithm

That lemma shows that it is enough to compute the optimal solution on $P_{\mathcal{T}}$, and add to it the centers of $\mathcal{B}_{\mathcal{T}}$ which can be done by an algorithm similar to the one for $k$-Median:

```
Algorithm 7 DP-bicriteria-kMeans \((P, L)\)
    Compute a shifted quadtree \(\mathcal{T}\). Let \(r\) be the root of \(\mathcal{T}\).
    Compute the instance \(P_{\mathcal{T}}, w=\operatorname{MakePrivate}\left(\mathcal{T}, P_{\mathcal{T}}\right)\).
    Compute \(s=\) DynamicProgram-KMeans \((\mathcal{T}, w, k, r)\)
    Use the dynamic program table to find a solution \(S\) with cost \(s\)
    Return \(S \cup \mathcal{B}_{\mathcal{T}}\)
```

The algorithm DynamicProgram-KMeans is exactly the same as DynamicProgramKMedian (Algorithm 3), except that it returns $w(c) \cdot \operatorname{diam}(c)^{2}$ at step 3, to fit the $k$-means cost. We can now turn to the proof of Lemma 4.11, to show the guarantees ensured by this algorithm.

Proof of Lemma 4.11. We start by showing the quality of approximation. As for $k$ median, the solution $S$ computed at step 5 of Algorithm 7 is optimal for $P_{\mathcal{B}}$ in the quadtree metric with the additional noise. Hence, its $\operatorname{cost} \operatorname{verifies} \operatorname{cost}\left(P_{\mathcal{T}}, S\right) \leq$ $\operatorname{cost}_{\mathcal{T}}\left(P_{\mathcal{T}}, S\right) \leq \operatorname{cost} \mathcal{T}\left(P_{\mathcal{T}}\right.$, OPT $)+\frac{k d^{2} \log ^{2} n}{\varepsilon} \cdot \Lambda^{2}$.

Now, with probability $1-\pi$ Lemma 4.15 holds. In that case, using Lemma 4.16, the cost of $P_{\mathcal{T}}$ is at most

$$
\operatorname{cost}\left(P_{\mathcal{T}}, S\right) \leq \frac{\alpha}{2} \cdot \operatorname{cost}(P, L)+\frac{O\left(d^{9} \log ^{4} n\right)}{\alpha^{6} \pi^{6}} \cdot \operatorname{cost}(P, \mathrm{OPT})+\frac{k d^{2} \log ^{2} n}{\varepsilon} \cdot \Lambda^{2}
$$

Moreover, Lemma 4.15 ensures that $\sum_{f \in \mathcal{B}_{\mathcal{T}}} \sum_{c: L(c)=f} \operatorname{cost}(c, f) \leq \frac{\alpha}{2} \operatorname{cost}(P, L)$. Hence, combining those bounds concludes the lemma.

We now turn to the privacy guarantee. $\mathcal{T}$ is computed obliviously to the data. Hence, when $P$ changes by one point, $P_{\mathcal{T}}$ changes by at most one point as well - depending whether this point is served by a badly-cut center in $L$. As for $k$-median, Step 3 of the algorithm therefore ensures that the solution computed at step 5 is $\varepsilon$-DP.
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### 4.5.3 Going from $(1+\alpha) k$ centers to $k$

In this last section, we show how to get a true solution to $k$-means, removing the extra $\alpha k$ centers.

For that, we can use the reverse greedy algorithm of Chrobak et al. [46]. ${ }^{7}$ This algorithm starts from a set of centers, and iteratively removes the one leading to the smallest cost increase, until there are $k$ centers remaining. It can be implemented in a private manner as follows: let $S$ be a set of $O(k)$ centers computed privately. For any center $s$ of $S$, let $w(s)$ to be the size of $S$ 's cluster, plus a Laplace noise $\operatorname{Lap}(1 / \varepsilon)$. Let $P_{S}$ be the resulting instance. Informally, any solution on $P_{S}$ induces a solution with similar cost on $P$, with an additive error $\pm \operatorname{cost}(P, S)+k \cdot \Lambda^{2} / \varepsilon-$ see Lemma 4.18. Further, since $S$ is private, $P_{S}$ is private as well - see Lemma 4.17.

On the weighted instance $P_{S}$, the reverse greedy algorithm finds a solution with $k$ centers that is an $O(\log k)$-approximation of the optimal solution $\mathcal{A}$ for that instance, using that $P_{S}$ contains $O(k)$ distinct points. This is Theorem 2.2 in [46].
Now, the optimal solution $\mathcal{A}$ on $P_{S}$ has cost in $P$ at most $\mathrm{OPT}+\operatorname{cost}(P, S)+k \Lambda^{2} / \varepsilon$, by Lemma 4.18. Hence, combined with Theorem 4.12, $\mathcal{A}$ has $\operatorname{cost} \operatorname{cost}(P, \mathcal{A}) \leq$ $\operatorname{poly}(d, \log n, 1 / \alpha) \cdot \mathrm{OPT}+k d^{2} \log ^{2} n \log k / \varepsilon^{2} \Lambda^{2}$. The solution computed by the reversed greedy has therefore cost at most $\operatorname{poly}(d, \log n, 1 / \alpha) \cdot \mathrm{OPT}+k d^{2} \log ^{2} n \log ^{2} k / \varepsilon^{2} \Lambda^{2}$.

Before formalizing the argument, we show the two crucial lemmas.

- Lemma 4.17. If solution $S$ is computed via an $\varepsilon$-DP algorithm, then the algorithm computing $P_{S}$ is $2 \varepsilon-\mathrm{DP}$.

Proof. Fix some solution $S$. By properties of the Laplace mechanism (see 4.2), for any center $s$ of $S$ the value of $w(s)$ is computed on $s$ 's cluster is $\varepsilon$-DP. Since all clusters are disjoint, the instance $P_{S}$ is computed in an $\varepsilon$-DP way.

Now, $S$ is not fixed but given privately to the algorithm. By composition, the algorithm that computes $P_{S}$ is $2 \varepsilon$-DP.

Lemma 4.18. Let $S$ be any solution, and $P_{S}$ computed as described previously. With high probability, for any set of $k$ centers $T, \mid \operatorname{cost}(P, T)-$ $\operatorname{cost}\left(P_{S}, T\right) \left\lvert\, \leq \frac{1}{2} \cdot \operatorname{cost}\left(P_{S}, T\right)+10 \operatorname{cost}(P, S)+k \log n \Lambda^{2} / \varepsilon\right.$.

Proof. Without the addition of a Laplace noise, the cost difference between the two solution can be bounded using Lemma 1.2.

For any point $p \in P$ served by some center $s \in S$, we can apply Lemma 1.2 with
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$\varepsilon=1 / 2($ and $z=2)$, to get:

$$
|\operatorname{cost}(p, T)-\operatorname{cost}(s, T)| \leq \frac{1}{2} \cdot \operatorname{cost}(s, T)+10 \operatorname{cost}(p, s)
$$

Moreover, w.h.p the total noise added is smaller than $k \log n / \varepsilon$, hence contributes at $\operatorname{most} k \log n \Lambda^{2} / \varepsilon$ to the cost. Summing over all $p$ concludes the proof.

> Lemma 4.19. Let $\mathcal{S}$ be the solution computed by Theorem 4.12 , and $P_{\mathcal{S}}$ the instance computed as described previously. Applying the reverse greedy algorithm on instance $P_{\mathcal{S}}$ is $2 \varepsilon$-DP and yields a solution with $k$ centers and cost at most poly $(d, \log n, 1 / \alpha) \cdot \mathrm{OPT}+k d^{2} \log ^{2} n \log ^{2} k / \varepsilon^{2} \Lambda^{2}$

Proof. First, the algorithm is $2 \varepsilon$-DP, as shown by Lemma 4.17.
Second, let $\mathcal{A}$ be the optimal solution on the instance $P_{\mathcal{S}}$, and OPT be the optimal cost for the full set of points $P$. Applying Lemma 4.18, we get:

$$
\begin{aligned}
\operatorname{cost}\left(P_{\mathcal{S}}, \mathcal{A}\right) & \leq \operatorname{cost}\left(P_{\mathcal{S}}, \mathrm{OPT}\right) \\
& \leq 2 \operatorname{cost}(P, \mathrm{OPT})+20 \operatorname{cost}(P, \mathcal{S})+2 k \log n \Lambda^{2} / \varepsilon \\
& =\operatorname{poly}(d, \log n, 1 / \alpha) \cdot \mathrm{OPT}+k d^{2} \log ^{2} n \log k / \varepsilon^{2} \Lambda^{2}
\end{aligned}
$$

We can now bound the cost of the solution computed by the reverse greedy algorithm. As $P_{\mathcal{S}}$ is made of $O(k)$ many distinct points, the reverse greedy computes a solution $\tilde{\mathcal{S}}$ with $\operatorname{cost}$ at $\operatorname{most} \operatorname{cost}\left(P_{\mathcal{S}}, \tilde{\mathcal{S}}\right)=O(\log k) \operatorname{cost}\left(P_{S}, \mathcal{A}\right)$. Applying again Lemma 4.18, we get

$$
\begin{aligned}
\operatorname{cost}(P, \tilde{\mathcal{S}}) & \leq \frac{3}{2} \cdot \operatorname{cost}\left(P_{S}, \tilde{\mathcal{S}}\right)+10 \operatorname{cost}(P, \mathcal{S})+k \log n \Lambda^{2} / \varepsilon \\
& =\operatorname{poly}(d, \log n, 1 / \alpha) \cdot \mathrm{OPT}+k d^{2} \log ^{2} n \log k / \varepsilon^{2} \Lambda^{2}
\end{aligned}
$$

which concludes the proof.

### 4.6 Empirical Evaluation for $k$-Median

In this section, we present an empirical evaluation of our algorithm for the $k$-median objective. To the best of our knowledge, this is the first comprehensive empirical evaluation of private k-median algorithms as the majority of of experimental results has previously focused on $k$-means. All datasets used here are publicly-available.

Datasets. We used the following well known, real-world datasets from the UCI Repository [66] that are standard in clustering experiments SKYnTYPE [27] ( $n=245057, d=$ 4), SHUTTLE [66] $(n=58000, d=9)$, COVERTYPE [28] $(n=581012, d=54)$ and HIGGS [19] $(n=11000000, d=28)$. Finally, we use a publicly available synthetic datasets SYNTHETIC $(n=5000, d=2)$ [83] for visualizing clustering results.


Figure 4.1: Visualization of our algorithm. Original dataset in green. Leaves of the tree scaled by their weight in blue and centers found by our algorithm in red. (a) $\epsilon=0.25$ and (b) $\epsilon=1.0$.


Figure 4.2: Comparison of algorithms on (a) SKYNTYPE and (b) SHUTTLE, with $\varepsilon=0.5$.

Experimental details To simplify the stopping condition of Algorithm 2 we parameterize our algorithm by a depth parameter $\alpha$ and weight parameter $\beta$. We grow all of our trees to a max depth of $\alpha d$ and stop splitting the tree when $w(c)<\frac{10 \beta d}{\epsilon}$ instead of $2 d \log n / \epsilon$. This threshold was chosen to decrease the chance of potentially splitting empty cells multiple times and does not affect the privacy properties of the mechanism. The implementation for building the tree embedding was done using C++ in a large-scale distributed infrastructure. The dynamic program for solving the optimization problem in the tree was done in a single machine.

For all algorithms we report the average of 10 runs. We varied the number of centers, $k$, from 5 to 40 , and the parameter $\epsilon$ from 0.25 to 1 .
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Non-private baseline We compare the results of our algorithm against a nonprivate implementation of $k$-median $++[10](\mathbf{k m e d}++)$ with 10 iterations of Lloyd's algorithm. Each iteration was done by optimizing the $k$-median objective exactly using Python's BFGS optimizer.

Private baselines To the best of our knowledge all private baselines for clustering algorithms have focused on the k-means problem. However, using a private 1-median algorithm, it is possible to adapt some of the prior work to solve the private k -median problem.
As a first step we implement a subroutine of the 1-median problem using the objective perturbation framework of [107]. The algorithm described in [107] requires a smooth loss function. We therefore modified the k-median objective to the $\frac{1}{\lambda}$-smooth k -median objective $f_{\lambda}: x \mapsto\|x\|+2 \lambda \log \left(\left(1+e^{-\frac{\|x\|}{\lambda}}\right) / 2\right)$ which converges to $\|x\|$ as $\lambda \mapsto 0$.
Given this tool we implemented the following algorithms.

- Quadtree : A version of Algorithm 4. After finding the centers using the tree, we ran 4 iterations of the Lloyd algorithm using the private 1-median implementation described above using at most 20 k points from each cluster for the optimization step to allow it to fit in memory. We split the privacy budget $\epsilon$ uniformly: using $\epsilon / 5$ to build the tree and $\epsilon / 5$ per Lloyd's iteration. We tune the parameters $\alpha \in\{10,12,14\}$ and $\beta \in\{6,8,10\}$. The hyper-parameters for the 1 -median solver were set to $\lambda=0.2$ and $\gamma$ to $0.01 * \sqrt{d} / n(\gamma$ is a bound on the gradient norm of the optimizer defined in [107]).
- Private Lloyd: a private implementation of Lloyd's algorithm. This algorithm has no approximation guarantee. The initial centers are chosen randomly in the space, and at each iteration, each point is assigned to the nearest center, and centers are recomputed using the private 1-median algorithm. We chose the number of iteration to be 7 , as a tradeoff between the quality of approximation found and the privacy noise added. Here, the hyper-parameters for the 1-median solver were $\lambda=1$ and $\gamma=0.01 \sqrt{d} / n$.
- Balcan et al: the private algorithm of [17]. This algorithm finds a small set of candidate center, and then runs a private local-search algorithm. To compute the candidate centers, the algorithm essentially projects randomly onto a $O(\log n)$ dimensional subspace, and discretize the space by taking a fine-grained grid. The solution computed has worst case cost at $\operatorname{most} \log (n)^{3 / 2} \cdot$ OPT $+\operatorname{poly}(d, k, \log n)$. We modified the code available online [16] to adapt it to $k$-median, by using our 1 -median implementation with $\lambda=1$ and $\gamma=0.01 \sqrt{d} / n$.
- kvars: A private instantiation of the kvariates heuristic algorithm of [147], which is a private generalization of the $k$-means++ algorithm [10]. The algorithm uses a sub-routine that splits data into computation nodes. We hash each point using SimHash [42] to assign them to one of 500 computation nodes.
- Coreset ${ }^{8}$ : A heuristic algorithm for private k -means clustering that creates a
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Figure 4.3: Objective function as a function of $k$ datasets (a) COVERTYPE and (b) HIGGS, for $\varepsilon=0.5$.
coreset via recursive partitioning using locality sensitive hashing. We modified the heuristic to handle k-median with our private 1-median implementation, with $\lambda=0.2$ and $\gamma=0.01 \sqrt{d} / n$.

Other baselines not evaluated We describe here other potential candidate baselines which we found not feasible to compare against. Since our work focuses on scalability, we do not compare against algorithms with impractically large running times like the algorithm of $[153,87]$ which have state-of-the-art theoretical approximations but that have not previously been implemented. ${ }^{9}$ We also did not compare against [146], as it lacks guarantees for $k$-median and the baseline [17] showed comparable performance with their algorithm. Finally, we do not compare with the heuristic GUPT [140] as it does not provide an explicit aggregation procedure for k-median.

Results We begin by showing a visualization of our algorithm on the SYNTHETIC dataset of 2 dimensions to give intuition on the effect of privacy on constructing the tree embedding. Figure $4.1(\mathrm{a})$ shows the centers returned by our algorithm for $\epsilon=0.25$ and $\epsilon=1$. This example illustrates that that as $\epsilon$ increases, our tree embedding captures the geometry of the dataset more correctly.

We now discuss the quality of the clusterings returned by each algorithm. We begin evaluating all baselines on the small datasets SKYNTYPE and SHUTTLE. Figure 4.2 shows the quality of each algorithm for $\epsilon=0.5$. The plots are normalized by the best clustering objective. There are several points worth noting in this plot. First, the performance of the Balcan et al. algorithm which has the best approximation guarantees is consistently outperformed by our algorithm and the coreset algorithm. Second, notice that on SKYNTYPE our algorithm achieves a performance that is essentially the
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same as the non-private baseline.
For the large datasets COVERTYPE and HIGGS, it was impossible for us to run the Balcan et al. approach. On HIGGS, even the baseline kmed++ did not finish. Therefore, we only compare our algorithm against the coreset and kvars baselines. Figure 4.3 shows the results. Here we see that our algorithm has the strongest performances on HIGGS while on COVERTYPE it is comparable to the coreset heuristic and slightly worse for large $k$.

We compare only the quality of the solutions computed and not the running time, as the parallel implementation has a large overhead and it never runs really fast. However, our implementation does run and provide apparently good results on large scale datasets on which other private algorithms do not terminate or give really poor results - to the notable exception of the Coreset algorithm, which does not enjoy theoretical guarantees.

In summary, our empirical evaluation confirms that our approach, which is the only method that has both theoretical performance guarantees and can be made to scale to large datasets, consistently performs well on a wide variety of examples, achieving accuracy much higher than the worst case analysis would indicate.

### 4.7 Conclusion

We have presented practical and scalable differentially private algorithms for $k$-median with worst case approximation guarantees. Although their worst-case performance is worse than state of the art methods, they are parallelizable, easy to implement in distributed settings, and empirically perform better than any other algorithm with approximation guarantees. Furthermore, we have presented an extension of those algorithms to the $k$-means objective, with a theoretical analysis. A natural open question is to close this gap between theory and practice: finding scalable methods that have even better worst-case guarantees.

Chapter 4. Scalable Differentially Private Clustering via Quadtrees

## Part II

Coreset and Sketches for Clustering

## Chapter 5

## Presentation of our Results and Overview of the Techniques

This chapter is an extensive introduction to the coresets results we show in this part of the thesis. We first introduce the specific questions we consider, and then present our results. Afterwards, we give a precise description of two types of coreset constructions: the first one due to Chen [44], from which we draw much inspiration, the second to Feldman and Langberg [76], which is the basis ingredient for much of (if not all) the previous best coresets constructions. Finally, we will give a broader overview of the history of coreset studies.

### 5.1 Introduction

Our main concern and tool in this part is coreset for $(k, z)$-clustering, small sketches of the input for clustering. Formally:

Definition 5.1. An $\varepsilon$-coreset for the $(k, z)$-clustering problem in a metric space ( $X$, dist) for clients $P$ is a weighted subset $\Omega$ of $P$ with weights $w: \Omega \rightarrow$ $\mathbb{R}_{+}$such that, for any set $\mathcal{S} \subset X,|\mathcal{S}|=k$,

$$
\left|\sum_{p \in P} \operatorname{cost}(p, \mathcal{S})-\sum_{p \in \Omega} w(p) \operatorname{cost}(p, \mathcal{S})\right| \leq \varepsilon \cdot \sum_{p \in P} \operatorname{cost}(p, \mathcal{S})
$$

In words, an $\varepsilon$-coreset is a (weighted) set $\Omega$ that has same cost as the input $P$ for any possible solution $\mathcal{S}$ (up to a ( $1 \pm \varepsilon$ ) factor). As explained in Chapter 1, a small coreset allows to "turn big data into tiny data", which has numerous advantages: compressing
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the input in order to be able to store it, or speeding-up any algorithm by running it on the coreset rather than the full dataset.

The study of coreset for clustering started with the work of Har-Peled and Mazumdar [96]. They gave a construction based on snapping points to a grid - essentially what we described in the introduction. This is specifically tailored to Euclidean spaces, and has a prohibited exponential dependency in the dimension.

The first breakthrough in coreset history is due to Chen [44], who introduced sampling in the coreset toolbox. The basic approach is to devise a non-uniform sampling distribution that picks points according to their cost contribution in an arbitrary constant factor approximation. In a nutshell, the analysis shows that, for a given set $\mathcal{S}$ of $k$ centers, it happens with high probability that the sampled instance $\Omega$ with appropriate weights has roughly the same cost as the original instance, i.e. $\operatorname{cost}(\Omega, \mathcal{S}) \in(1 \pm \varepsilon) \operatorname{cost}(X, \mathcal{S})$. Then, to show that the set $\Omega$ is an $\varepsilon$-coreset, it is necessary to take a union-bound over these events for all possible set of $k$ centers. We give more details on Chen's work in Section 5.2.

All the current best analysis rely on those ideas: sample proportionate to the cost in some solution, and use a union-bound to show that the sample preserves the cost of any solution. Bounding the size of the union-bound is the main hurdle faced by this approach: indeed, there may be infinitely many possible set of centers, as in Euclidean spaces.

The state-of-the-art analysis relies on VC-dimension to overcome this hurdle. Informally, given a ground set $X$ and a set $\mathcal{R}$ of subsets of $X$, the VC dimension of $(X, \mathcal{R})$ is a complexity measure that is directly related to how well a uniform sample of $X$ preserves relative size of sets from $\mathcal{R}$. For coresets, we are looking to preserve the number points whose closest center of $\mathcal{S}$ is at distance $R$, for any $R$ : if a sample preserves those, it is indeed a coreset. It is henceforth not surprising to see VC dimension helping in the design of coresets. In metric spaces where the VC dimension of the aforementioned sets ${ }^{1}$ is $D$, it can be shown that taking $O_{\varepsilon, z}(k \cdot D \log k)$ samples yields a coreset [78], although tighter bounds are achievable in certain cases. For instance, in $d$ dimensional Euclidean spaces $D$ is in $O(k d \log k)$ [12], which would yield coresets of size $O_{\varepsilon, z}\left(k^{2} \cdot d \log ^{2} k\right)$, but Huang and Vishnoi [100] and Braverman, Jiang, Krauthgamer and $\mathrm{Wu}[34]$ showed the existence of a coreset with $O\left(k \cdot \log ^{2} k \cdot \varepsilon^{-2 z-2}\right)$ points.

This VC-dimension based analysis was proven powerful in various metric spaces, such as doubling spaces by Huang, Jiang, Li and Wu [98], graphs of bounded treewidth by Baker, Braverman, Huang, Jiang, Krauthgamer, Wu [15] or the shortest-path metric of a graph excluding a fixed minor by Braverman et al. [34]. However, range spaces of even heavily constrained metrics do not necessarily have small VC-dimension (e.g. bounded doubling dimension does not imply bounded VC-dimension or vice versa [98, 120]), and applying previous techniques requires heavy additional machinery to adapt the VC-dimension approach to them. Moreover, the bounds provided are far from the
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bound obtained for Euclidean spaces: their dependency in $k$ is at least $\Omega\left(k^{2}\right)$, leaving a significant gap to the best lower bounds of $\Omega(k)$. We thus ask:

- Question 3. Is it possible to design coresets whose size are near-linear in $k$, and with no dependency in $|P|$, for doubling metrics, minor-free metrics, bounded-treewidth metrics? Are the current roadblocks specific to the analysis through VC-dimension, or inherent to the problem?

These questions are the subject of Chapter 6 and Chapter 7 . To answer positively, we present in Chapter 6 a new framework to analyze importance sampling. Its analysis stems from first principles, and it can be applied in a black-box fashion to any metric space that admits an approximate centroid set (see Definition 5.2) of bounded size. We show in Chapter 7 that all previously mentioned spaces satisfy this condition, and our construction improves on the best-known coreset size. More precisely, we recover (and improve) all previous results for ( $k, z$ )-clustering such as Euclidean spaces, $\ell_{p}$ spaces for $p \in[1,2)$, finite $n$-point metrics, while also giving the first coresets with size near-linear in $k$ and $\varepsilon^{-z}$ for a number of other metrics such as doubling spaces, minor free metrics, and graphs with bounded treewidth.

One application of small coresets is the design sublinear algorithms, that do not have access to the full input. If only allowing access to a few random input points, we show in Chapter 10 how to compute a $(1+\varepsilon)$-approximation to $(1, z)$-clustering the generalization of mean to arbitrary powers. It is well known that the mean of $1 / \varepsilon^{2}$ points taken uniformly at random is a $(1+\varepsilon)$-approximation to the mean of the full input: we generalize this result to arbitrary powers. This is particularly helpful in practice, as the running time of the algorithm does not depend on $n$ at all. We complement our theoretical study with experiments, showing that the quality of the solution computed on our small sample is indeed good and that the running time is way lower than standard algorithms.

Although numerous great work focused on improving the coreset construction or on applying them, our understanding of coreset lower bounds is limited, and there is a significant gap between the best upper and lower bounds on the possible coreset size. For example, even for Euclidean $k$-means, nothing beyond the trivial $\Omega(k)$ lower bound is known. We thus ask:

Question 4. What is the best coreset size one could hope for?

In Chapter 8, we settle the problem in general discrete metrics, by drawing a strong tie between coreset and concentration inequalities for sum of random variables. Those are already key to our coreset constructions: we complement those results by showing that the tightness of Chernoff bounds implies that our upper bounds are actually tight.

Interestingly - and somewhat frustratingly - all the state-of-the-art results are heavily reliant on randomization, and the aforementioned concentration inequalities for random variables. Concretely, to achieve a success probability $1-\pi$, coreset constructions require $\Omega_{k, \varepsilon}(\log (1 / \pi))$ points. In particular, to construct a coreset that
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offers the desired guarantees with high probability (i.e., probability $1-\operatorname{poly}(1 / n))$, the dependency in $n$ strikes back. At the same time, we know from the randomized constructions that there exist coresets with size independent on $n$. Designing deterministic coreset is interesting from both practical and theoretical standpoints: from a practical perspective, it makes sure that the results can be reproduced; ${ }^{2}$ from a theoretical standpoint, understanding the power of randomness in algorithms is a very basic question and a recurring theme in theoretical computer science: at what cost can we make an algorithm deterministic? We ask:

- Question 5. Is it possible to deterministically construct $k$-median and $k$ means coreset of size matching the best randomized results?

Finding deterministic coresets of small size is explicitly asked as an open question in recent surveys on the coreset literature [75, 143].

To the best of our knowledge, no deterministic coreset construction has been claimed for other spaces than Euclidean. The best determinstic constructions for Euclidean $k$-median (and more generally, $(k, z)$-Clustering) yields coresets of size $O($ poly $(k)$. $\left.\varepsilon^{-(d+O(z))}\right)$ [95], which compares very unfavourably to the best randomized result of size $\tilde{O}\left(k \varepsilon^{-2-\max (2, z)}\right)$ we show in Chapter 7. A notable exception is for $k$-means, where it is possible to leverage the algebraic structure of the problem to construct coresets of size $k^{\varepsilon^{-2} \log (1 / \varepsilon)}[78]$. Unfortunately, this construction is very specific to $k$-means, requires additional effort to be implemented deterministically and cannot be used for $k$-median, and importantly, is still very far from the best known randomized bounds.

Suppose we were to relax the problem of deterministically computing a coreset and aim for a Las-Vegas algorithm. ${ }^{3}$ For closely related problems such as locality sensitive hashing (see Ahle [4] and references therein), this is achievable. For clustering, all known algorithms are Monte Carlo algorithms. The main barrier to obtaining a Las Vegas algorithm (a challenging and interesting open problem as well) is that we currently do not know how to verify that a candidate set of points is indeed a valid coreset without evaluating all possible choices of $k$ centers and verifying that the cost of each set of $k$ centers is preserved. This stands in stark contrast with other related techniques for which derandomization techniques have been designed such as the Johnson Lindenstrauss lemma [72], matrix approximation [31], or regression [149].

As a side result, we also present deterministic dimension reduction for $(k, z)$-Clustering in Euclidean space. Dimension reduction is another important class of sketches: it allows to avoid some curse of dimensionality, by reducing the ambient dimension to $O\left(\varepsilon^{-2} \log k\right)$. Yet, those results are based on random projection (see Makarychev, Makarychev and Razenshteyn [129] and Becchetti, Bury, Cohen-Addad, Grandoni and Schwiegelshohn [25]). We present a deterministic procedure with similar guarantees in Chapter 9.
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### 5.1.1 Results Presented in the Part

We now state more precisely our answers to the questions previously asked. First, we present our framework for constructing coresets. It requires the existence of a particular discretization of the set of possible centers, as described in the following definition.

- Definition 5.2. Let ( $X$, dist) be a metric space, $P \subseteq X$ a set of clients and two positive integers $k$ and $z$. Let $\varepsilon>0$ be a precision parameter. Given a set of $O(k)$ centers $\mathcal{A}$, a set $\mathbb{C}$ is an $\mathcal{A}$-approximate centroid set for $(k, z)$-clustering on $P$ if it satisfies the following property.
For every set of $k$ centers $\mathcal{S} \in X^{k}$, there exists $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ such that for all points $p \in$ $P$ that satisfies $\operatorname{cost}(p, \mathcal{S}) \leq\left(\frac{8 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$, or $\operatorname{cost}(p, \tilde{\mathcal{S}}) \leq\left(\frac{8 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$, it holds

$$
|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \frac{\varepsilon}{z \log (z / \varepsilon)}(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))
$$

This definition is slightly different from Matousek's one [134], in that we seek to preserve distances only for interesting points, and allow an $\operatorname{error} \varepsilon \operatorname{cost}(p, \mathcal{A})$. This difference is crucial in some of our applications. Our main theorem is:

- Theorem 5.3. Let ( $X$, dist) be a metric space, $P \subseteq X$ a set of clients with $n$ distinct points and two positive integers $k$ and $z$. Let $\varepsilon>0$ be a precision parameter, and $\pi \in(0,1)$. Let also $\mathcal{A}$ be a constant-factor approximation for ( $k, z$ )-clustering on $P$.
Suppose there exists an $\mathcal{A}$-approximate centroid set $\mathbb{C}$ for $(k, z)$-clustering on $P$. Then, there exists an algorithm running in time $O(n)$ that constructs with probability at least $1-\pi$ a coreset of size

$$
O\left(\frac{2^{O(z \log z)} \cdot \log ^{4} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log |\mathbb{C}|+\log \log (1 / \varepsilon)+\log (1 / \pi))\right)
$$

with positive weights for the $(k, z)$-clustering problem.
When applying this theorem to particular metric spaces, the running time is dominated by the construction of the constant-factor approximation $\mathcal{A}$, which can be done for instance in $\tilde{O}(k|P|)$ given oracle access to the distances using Lemma 1.3.

If one wishes to trade a factor $\varepsilon^{-z}$ for a factor $k$, we also present coresets of size $k \cdot 2^{O(z \log z)} \frac{\log ^{3}(1 / \varepsilon)}{\varepsilon^{2}}(k \log |\mathbb{C}|+\log (1 / \pi))$, as explained in Section 6.6.
Theorem 5.3 reduces the construction of coreset to showing the mere existence of an approximate centroid set - crucially, it is not necessary to compute the approximate centroid set, only to know its existence. In Chapter 7, we illustrate the power of this theorem by applying it to several metric spaces, achieving the following (simplified) size bounds (we ignore poly $\log (1 / \varepsilon)$ and $2^{O(z \log z)}$ factors): let $\Gamma=\min \left(\varepsilon^{-2}+\varepsilon^{-z}, k \varepsilon^{-2}\right)$.
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- $O(\Gamma \cdot k \log n)$, since general discrete metric spaces have an approximate centroid set of size $n$ (the full space). This improves on the bound from Feldman and Langberg [76] $O\left(\varepsilon^{-2 z} k \log k \log n\right)$.
- $O(\Gamma \cdot k(d+\log k))$ for metric spaces with doubling dimension $d$. This improves over the $O\left(k^{3} d \varepsilon^{-2}\right)$ from Huang et al. [98]. See Corollary 7.6.
- $O\left(\Gamma \cdot k \varepsilon^{-2} \cdot \log k\right)$ for Euclidean spaces, see Corollary 7.20. This improves on the recent result from Huand and Vishnoi [100], who achieve $O\left(\varepsilon^{-2 z-2} k \log ^{2} k\right)$.
- $O\left(\Gamma \cdot k\left(\log ^{2} k+\frac{\log k}{\varepsilon^{4}}\right)\right)$ for a family of graphs excluding a fixed minor, see Corollary 7.15. This improves on Braverman et al. [34], whose coreset has size $\widetilde{O}\left(k^{2} / \varepsilon^{4}\right)$.
- $O\left(\Gamma \cdot k\left(\log ^{2} k+\frac{\log k}{\varepsilon^{3}}\right)\right)$ for Planar Graphs, which is a particular family excluding a fixed minor for which we can save a $1 / \varepsilon$ factor and present a simpler, instructive proof.
- $O(\Gamma \cdot k(t+\log k))$ in graphs with treewidth $t$, see Corollary 7.9. This improves upon the work of Baker et al. [15], that construct coreset with size $\widetilde{O}\left(k^{2} t / \varepsilon^{2}\right)$.
- $O\left(k \varepsilon^{-2 z} \cdot \min \left(d, \varepsilon^{-2} \log k\right)\right)$ in $\mathbb{R}^{d}$ with $\ell_{p}$ distance, for $p \in[1,2)$, see Corollary 7.21. This improves on Huang and Vishnoi [100], who presented a coreset of size $O\left(k \log k \cdot \varepsilon^{-4 z} \cdot \min \left(d, \varepsilon^{-2} \log k\right)\right)$.

In Chapter 8, we settle the complexity of the problem for several cases. First, for finite $n$-point metrics, we prove the following theorem.

- Informal Theorem (See Theorem 8.2). For any $0<\varepsilon<1 / 2, k$ and $n$, there exists a finite $n$ point metric such that any $\varepsilon$-coreset for $(k, z)$-clustering consists of at least $\Omega\left(\frac{k}{\varepsilon^{2}} \log n\right)$ points.
For the $k$-median and $k$-means objective, this matches the upper bounds up to polylog $(1 / \varepsilon)$ factors.

Our result improves over the $\Omega\left(k \varepsilon^{-1} \log n\right)$ lower bound of Baker, Braverman, Huang, Jiang, Krauthgamer, and Wu [15].

A simple corollary of that theorem is that our bounds for metrics with doubling dimension $D$ are tight as well:

- Informal Corollary (See Corollary 8.10). For any $0<\varepsilon<1 / 2, k$ and $D$, there exists a metric space with doubling dimension $D$ such that any $\varepsilon$-coreset for $(k, z)$-clustering consists of at least $\Omega\left(\frac{k D}{\varepsilon^{2}}\right)$ points. For the $k$-median and $k$-means objective, this matches the upper bounds up to $\log k$ and polylog(1/ $\varepsilon)$ factors.

In Chapter 9, we answer Question 5 and present a deterministic implementation of our framework for Euclidean spaces. We show the following theorem:
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- Informal Theorem (See Corollary 9.20 for a formal statement).

In the Euclidean space $\mathbb{R}^{d}$, there exist a deterministic algorithm running in deterministic time $n^{2} \cdot k^{k \cdot \varepsilon^{-O(z)}}+n^{\varepsilon^{-O(z)}}$ that constructs an $\varepsilon$-coreset for $(k, z)$ clustering of size $k^{2} \log ^{2} k \cdot \varepsilon^{-O(1)}$.

An interesting feature of our construction is that it works for any space where the uniform VC-dimension of balls is bounded. Compared to the framework of Feldman and Langberg, this simplifies a lot: they need to bound the VC-dimension of a set of balls in a weighted metric, as we describe in Section 5.3. As mentioned e.g. in Baker et al. [15], bounding the uniform VC-dimension is much easier than its weighted counterpart. Hence, applying our techniques instead of Feldman and Langberg ones (maybe with randomization if one wants a faster algorithm) may yield simpler coresets, if one targets suboptimal size $\operatorname{poly}\left(k, \varepsilon^{-1}\right)$. In particular, we apply our algorithm to minor-excluded graphs, which yields a much simpler answer to Question 3 than the one we provide in Chapter 7 (although with a worse size).

To show that result in Euclidean spaces, one of the crux is to reduce the dimension: all the known techniques to reduce the dimension to $O_{\varepsilon}(k)$ or $O_{\varepsilon}(\log k)$ heavily require randomization. The only exception is for $k$-means, where principal component analysis can be used to reduce to $O_{\varepsilon}(k)$ dimensions: unfortunately, this does not carry over to other powers. Hence, our main technical contribution is to show the following theorem.

- Informal Theorem (See Theorem 9.14 for a formal statement). For $(k, z)$-clustering in Euclidean space, one can reduce the dimension to $O\left(\varepsilon^{-O(z)} \log k\right)$ in deterministic time $O\left(n^{\varepsilon^{-O(z)}} \cdot d\right)$ time.

Finally, we apply coreset for $(1, z)$-clustering in order to compute very efficiently a near optimal solution to $(1, z)$-clustering, that we call the power mean. More precisely, we construct an algorithm that has low query complexity: instead of considering the full input, our algorithm is only allowed to access a few number of random input points. This number is the query complexity of the algorithm: the smaller, the less information it needs about the input dataset.

- Informal Theorem (See Theorem 10.1 and Theorem 10.2 for formal statements). There exists an algorithm with query complexity $\tilde{O}\left(\varepsilon^{-z-5} \log ^{2} 1 / \delta\right)$ that computes a $(1+\varepsilon)$ approximate solution to the high dimensional power mean problem with probability at least $1-\delta$.
Furthermore, any algorithm that computes with probability more than $4 / 5 \mathrm{a}$ $(1+\varepsilon)$-approximation for a one-dimensional power mean has query complexity $\Omega\left(\varepsilon^{-z+1}\right)$.
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### 5.2 Brief description of Chen's Coreset

It is enlightening to describe Chen's algorithm and analysis [44] in greater details, as it is our source of inspiration. The algorithm is stated for $k$-median in Algorithm 8. In words, the algorithm computes a constant factor approximation, then places rings around each center and takes as a coreset a uniform sample of each ring, with weight for a point $p$ inversely proportional to the probability of sampling $p$.

```
Algorithm 8 Ke Chen's Coreset Algorithm
    Compute a constant factor approximation \(\mathcal{A}\) with centers \(c_{1}, \ldots, c_{k}\) and clusters
    \(C_{1}, \ldots, C_{k}\).
    Let \(\Delta:=\frac{1}{|P|} \sum_{p \in P} \operatorname{cost}(p, \mathcal{A})\) be the average cost of the solution: for all \(j \in\)
    \(\{1, \ldots, \log (|P| / \varepsilon)\}\), let \(R_{i, j}:=\left\{p \in C_{i}: \operatorname{dist}\left(p, c_{i}\right) \in\left[2^{j} \varepsilon \Delta, 2^{j+1} \varepsilon \Delta\right)\right\}\). Let also
    \(\left.R_{i, 0}:=\left\{p \in C_{i}: \operatorname{dist}\left(p, c_{i}\right)<\varepsilon \Delta\right)\right\}\).
    Let \(\Omega_{i, j}\) be a uniform sample of size \(\delta:=\varepsilon^{-2} k \log (2 n)\) from \(R_{i, j}\), with weights \(\frac{\left|R_{i, j}\right|}{\delta}\).
    return \(\Omega=\bigcup \Omega_{i, j}\)
```

Let $\Omega$ be the outcome of Algorithm 8, and $\mathcal{S}$ be any solution: we wish to show that $|\operatorname{cost}(P, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})| \leq \varepsilon \operatorname{cost}(P, \mathcal{S})$ with high probability. For this, we proceed ring by ring, and aim at bounding

$$
\begin{equation*}
\left|\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)-\operatorname{cost}\left(\Omega_{i, j}, \mathcal{S}\right)\right| \tag{5.1}
\end{equation*}
$$

Since rings partition the input (by definition, there is no point that pays more than $|P|$ times the average cost), providing a guarantee for all rings will be enough to conclude for the whole input. To deal with a ring, note that $\operatorname{cost}\left(\Omega_{i, j}, \mathcal{S}\right)$ is a sum of independent random variable: for $\ell \in\{1, \ldots, \delta\}$, let $X_{\ell}$ be the distance from the $\ell$-th sampled point to $\mathcal{S}$. Then, we have

$$
\begin{aligned}
\operatorname{cost}\left(\Omega_{i, j}, \mathcal{S}\right) & =\sum_{\ell=1}^{\delta} \frac{\left|R_{i, j}\right|}{\delta} X_{\ell}, \\
\mathbb{E}\left[\operatorname{cost}\left(\Omega_{i, j}, \mathcal{S}\right)\right] & =\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right) .
\end{aligned}
$$

Hence, Eq. (5.1) is the deviation between a sum of independent identically distributed random variables and its expectation. The go-to tool to bound this type of expression are Chernoff bounds and their variants. Without diving into details, here one can note that since we focus on the ring $R_{i, j}$, triangle inequality ensures that all $X_{\ell}$ have the same value, up to an additive $\pm 2^{j+1} \varepsilon \Delta$ : in that case, one can show that if $\delta \geq \varepsilon^{-2} \log (2 / \lambda)$, then it holds with probability $1-\lambda$ that

$$
\begin{equation*}
\left|\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)-\operatorname{cost}\left(\Omega_{i, j}, \mathcal{S}\right)\right| \leq \varepsilon\left|R_{i, j}\right| 2^{j+1} \varepsilon \Delta \leq 2 \varepsilon \operatorname{cost}\left(R_{i, j}, c_{i}\right) \tag{5.2}
\end{equation*}
$$

where the last inequality holds because all points in $R_{i, j}$ are at distance at least $2^{j} \varepsilon \Delta$ to $c_{i}$. With our choice of $\delta=\varepsilon^{-2} k \log (2 n)$, the previous guarantee holds therefore with probability $1-n^{-k}$.

### 5.3. VC-dimension: Coresets independent of the size of the input

Since rings partition the input, summing Eq. (5.2) over all rings concludes the approximation guarantee:

$$
\begin{aligned}
|\operatorname{cost}(P, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})| & \leq \sum_{i=1}^{k} \sum_{j} 2 \varepsilon \operatorname{cost}\left(R_{i, j}, c_{i}\right) \\
& \leq 2 \varepsilon \operatorname{cost}(P, C)=O(\varepsilon) \operatorname{cost}(P, \mathcal{S})
\end{aligned}
$$

where the last inequality uses that $\mathcal{A}$ is a constant-factor approximation. Hence, for a fixed solution $\mathcal{S}$, the coreset guarantee holds with probability $1-n^{-k}$. As there are $n^{k}$ many possible solutions $\mathcal{S}$ (consisting of $k$ centers picked among a metric with $n$ points), a union-bound ensures that the coreset guarantee holds for any solution $\mathcal{S}$ with constant probability.

Finally, the size of the coreset is equal to the number of rings times $\delta$, i.e., $O\left(k^{2} \varepsilon^{-2} \log ^{2} n\right)$. The running time is $O(n k)$ plus the time to compute $\mathcal{A}$.

The key ingredients of the proof are the following: group points such that each point pays roughly the same in any solution, to allows the use of concentration inequality, and union bound over all candidate solutions. In the discrete case, the union-bound is trivial: it is not as easy for the Euclidean case, or in restricted metrics, when one wishes to remove dependency in $n$.

Along this part, we will see several ideas to get rid on the dependency in $n$, by dealing separately with rings with $j>\log (1 / \varepsilon)$. We will also see how to deal with rings not one-by-one but by groups, such as to limit the number of different uniform samples necessary. Finally, we will present ways of limiting the number of candidate solutions, such as to limit the lose incurred by the union-bound step.

### 5.3 VC-dimension: Coresets independent of the size of the input

Since it is at the heart of virtually all modern coresets construction before ours, we present briefly the sensitivity framework. We highlight here the key ideas, following Feldman's presentation [75]. This can be seen as a way to perform the previously described union-bound over all solutions for Euclidean spaces and other metrics.

A powerful hammer to bound the number of samples required for a given task is the notion of VC-dimension, that is a measure that is directly related to the size of a uniform sample that satisfies some desirable property. In particular, one may consider the following property - very similar to the coreset guarantee we are shooting for:

$$
\begin{equation*}
\forall \mathcal{S},\left|\sum_{p \in P} w(p) f(p, \mathcal{S})-\sum_{q \in \Omega} u(q) f(q, \mathcal{S})\right| \leq \varepsilon \tag{5.3}
\end{equation*}
$$

where $P$ is the input set and $w$ a weight on each point, $\Omega$ is a subset of $P, u$ are weights

## Chapter 5. Presentation of our Results and Overview of the Techniques

on the sample, and $f$ may be an arbitrary function. If $f(p, \mathcal{S})=\frac{\operatorname{cost}(p, \mathcal{S})}{\sum w(q) \operatorname{cost}(q, \mathcal{S})}$, then Eq. (5.3) is exactly a coreset guarantee.

The PAC learning theory $[29,121]$ provides a bound on the size of a uniform sample to satisfy Eq. (5.3), in the case where the weights $w$ are uniform. To satisfy the equation with probability $1-\pi$, the bound depends polynomially on the maximum contribution of a point $\sup _{p \in P, \mathcal{S}}|f(p, \mathcal{S})|$, on the sum of weights $\sum_{p \in P} w(p), 1 / \varepsilon, \log 1 / \pi$ and on a measure of complexity similar to the VC dimension.

Formulated that way, the bound the sample depends on is actually not satisfying, as $\sum_{p \in P} w(p)$ depends on $|P|$. The key hindsight from Feldman and Langberg [76] is that one can save that factor by rescaling the weights and changing the functions $f$. In particular, for any weight $m(p)$, defining $g(p, \mathcal{S}):=\frac{w(p) f(x, \mathcal{S})}{m(p)}$ ensures that $\sum_{p \in P} m(p) g(p, \mathcal{S})=\sum_{p \in P} w(p) f(p, \mathcal{S})$, but the sample size now depends on $\sup |g(p, \mathcal{S})|$ and $\sum m(p)$. Additionally, the sample is not uniform anymore, and the sample distribution needs to be proportionate to $m(p)$.

To jointly minimize them, the new weights are chosen in order to minimize the total weight under the constraint $\sup |g(p, \mathcal{S})|=1$. That is, $m(p)=w(p) \sup _{\mathcal{S}}|f(p, \mathcal{S})|$.

In our case, this means that $m(p)$ is $w(p) \sup _{\mathcal{S}} \frac{\operatorname{cost}(p, \mathcal{S})}{\sum w(q) \operatorname{cost}(q, \mathcal{S})}$. That is, a point is sampled proportionate to its maximum relative contribution in any solution: this is the sensitivity, or importance, of a point. Although it is hard to compute exactly, some standard techniques exist to approximate the sensitivity. For sake of simplicity, we will assume to have access to those sensitivity values.

Using this framework, the coreset size depends on two crucial values:

- the sum of sensitivities, which is often $O(k)[78,157,34]$. The size of the coreset depends near-linearly in that quantity.
- The VC dimension of the scaled set of functions $g(p, \mathcal{S})$. Without going into details, the crux to apply the sensitivity framework is to compute that dimension.

As we already mentioned, the fact that the functions $g(p, \mathcal{S})$ are scaled by a nonuniform value makes it harder. For clustering problems, bounding the VC-dimension of the set of functions $f(p, \mathcal{S})$ boils down to bounding the dimension of $\cup_{s}\{p: \operatorname{dist}(p, s) \geq$ $r\}$, which is the simply the set of balls' complement. Instead, for scaled function, the set is $\cup_{s}\left\{p: \frac{\operatorname{dist}(p, s)}{m(p)} \geq r\right\}$, which is harder to conceptualize and to work with. We present in Chapter 9 a construction that only requires to bound the VC-dimension when weights are uniforms.

This framework had been applied to a large variety of settings. For Euclidean $k$ means and $k$-median, an upper bound of $D \in O(k d \log k)$ is implicit in the work of [29] and Eisenstat and Angluin [69]. This bound was recently shown to be tight by Csikos, Mustafa and Kupavskii [59]. The dependency on $d$ may be replaced with a dependency on $\log k[78,151,25,100]$, using techniques that we explain in Section 7.6. Thus $O\left(k \log ^{2} k\right)$ is a natural barrier for known techniques in Euclidean spaces.

This VC dimension is also bounded in bounded-treewidth graph by Baker et al. [15], in minor-free graphs by Braverman et al. [34], in the case where input points are lines
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by Marom and Feldman [131], for projective clustering by Feldman et al. [78], ...
As mentioned in introduction, this framework reached a limit in some cases. The VC dimension of the scaled function may be actually unbounded. This is the case for instance in doubling metrics, where heavy additional work has to be performed to bound the dimension of a slightly perturbed metric, instead of the original one (see Huang et al. [98]). Even so, the coreset obtained has size $\tilde{O}\left(k^{3} d \varepsilon^{-2}\right)$, still far from the current best in Euclidean Spaces, and is tight for that technique. The VC dimension also depends on the number of input points in the case of minor-free graph.

To conclude this introduction on the sensitivity framework, we mention the extension of the framework presented by Braverman et al. [34]. This is based on the following idea: many coreset construction have a dependency in $\log n$, where $n$ is the size of the input. If the construction is applied to a coreset of size $\log n$, then it should yield a coreset of size $\log \log n$ instead: iterating this procedure may remove entirely that dependency.

Of course, things are not that simple, as the $n$ may actually be the total weight of the input - which does not decrease after computing a coreset. However, in some cases such as Euclidean spaces or minor-free graphs, the dependency is actually in the number of distinct input point, regardless of their weight: in those cases, constructing iteratively coresets of coresets is an elegant way of removing dependency in $n$.

We note that this new idea is not specific to the sensitivity framework: we will also make use of it in some of our coreset constructions.

### 5.4 Further Related Work

We already surveyed most of the relevant bounds for coresets for $k$-means and $k$ median. A complete overview over all of these upper bounds is given in Table 5.1, further pointers to coreset literature can be found in surveys [143, 75]. Lower bounds are presented in Table 5.2. For the remainder of the section, we highlight differences to previous techniques.

The early coreset results mainly considered input data embedded in constant dimensional Euclidean spaces [82, 95, 93]. These coresets relied on low-dimensional geometric decompositions inducing coresets of sizes typically of order at least $k \cdot \varepsilon^{-d}$. These techniques were replaced by importance sampling schemes, initiated by the seminal work of Chen [44] described in Section 5.2. While the early coreset papers [95, 96] were heavily reliant on the structure of Euclidean spaces, Chen gave the first coreset of size $O\left(k^{2} \varepsilon^{-2} \log ^{2} n\right)$ for general $n$-point metrics.

The state of the art importance sampling techniques in Euclidean spaces are now based on the framework described in Section 5.3. This applies as well to many other metric, as described in Section 5.3.

Additional Euclidean Results. In collaboration with Cohen-Addad, Larsen and Schwiegelshohn [A8], we showed specific results for Euclidean coresets, that are beyond the scope of this manuscript. First, we prove a lower bound of $\Omega\left(k \varepsilon^{-2}\right)$ for $(k, z)$ clustering coresets in Euclidean Spaces. Second, we improved our construction of Chapter 6 in the special Euclidean case using chaining techniques, to get coreset of size $\tilde{O}\left(k \varepsilon^{-3}\right)$ for Euclidean $k$-median, and $\tilde{O}_{z}\left(k^{2} \varepsilon^{-2}\right)$ for general powers $z$. This improves respectively over the $\tilde{O}\left(k \varepsilon^{-4}\right)$ and $\tilde{O}_{z}\left(k^{2} \varepsilon^{-2}\right)$ of Corollary 7.20.

Related work beyond coresets. So far we only described works that aim at giving better coreset construction for unconstrained $k$-median and $k$-means in some metric space. Nevertheless, there is a rich literature on further related questions. As a tool for data compression, coresets feature heavily in streaming literature. Some papers consider a slightly weaker guarantee of summarizing the data set such that a $(1+\varepsilon)$ approximation can be maintained and extracted. Such notions are often referred to as weak coresets or streaming coresets, see [76, 77]. Further papers focus on maintaining coresets with little overhead in various streaming and distributed models, see $[18,32,33,82,81]$. Other related work considers generalizations of $k$-median and $k$-means by either adding capacity constraints [55, 99, 150], or considering more general objective functions [13, 35]. Coresets have also been studied for many other problems: we cite non-comprehensively Determinant Maximization [103], Diversity Maximization $[38,104]$ logistic regression [101, 144], dependency networks [141], or low-rank approximation [126].

### 5.4. Further Related Work

Reference $\quad$ Size (Number of Points)

| Reference | Size (Number of Points) |
| :---: | :---: |
| Euclidean space |  |
| Har-Peled, Mazumdar (STOC'04) [96] | $O\left(k \cdot \varepsilon^{-d} \cdot \log n\right)$ |
| Har-Peled, Kushal (DCG'07) [95] | $O\left(k^{3} \cdot \varepsilon^{-(d+1)}\right)$ |
| Chen (Sicomp'09) [44] | $O\left(k^{2} \cdot d \cdot \varepsilon^{-2} \log n\right)$ |
| Langberg, Schulman (SODA'10) [115] | $O\left(k^{3} \cdot d^{2} \cdot \varepsilon^{-2}\right)$ |
| Feldman, Langberg (STOC'11) [76] | $O\left(k \cdot d \cdot \log k \cdot \varepsilon^{-2 z}\right)$ |
| Feldman, Schmidt, Sohler (Sicomp'20) [78] | $O\left(k^{3} \cdot \log k \cdot \varepsilon^{-4}\right)$ |
| Sohler and Woodruff (FOCS'18) [151] | $O\left(k^{2} \cdot \log k \cdot \varepsilon^{-O(z)}\right)$ |
| Becchetti, Bury, Cohen-Addad, Grandoni, Schwiegelshohn (STOC'19) [25] | $O\left(k \cdot \log ^{2} k \cdot \varepsilon^{-8}\right)$ |
| Huang, Vishnoi (STOC'20) [100] | $O\left(k \cdot \log ^{2} k \cdot \varepsilon^{-2-2 z}\right)$ |
| Braverman, Jiang, Krauthgamer, Wu (SODA'21) [34] | $\tilde{O}\left(k^{2} \cdot \varepsilon^{-4}\right)$ |
| Corollary 7.20 | $O\left(k \cdot \log k \cdot \varepsilon^{-2-\max (2, z)}\right)$ |
| Corollary 9.20 (deterministic) | $O\left(k^{2} \cdot \log ^{2} k \cdot \varepsilon^{-O(z)}\right)$ |
| General $n$-point metrics, ddim denotes the doubling dimension |  |
| Chen (Sicomp'09) [44] | $O\left(k^{2} \cdot \varepsilon^{-2} \cdot \log ^{2} n\right)$ |
| Feldman, Langberg (STOC'11) [76] | $O\left(k \cdot \log k \cdot \log n \cdot \varepsilon^{-2 z}\right)$ |
| Huang, Jiang, Li, Wu (FOCS'18) [98] | $O\left(k^{3} \cdot \operatorname{ddim} \cdot \varepsilon^{-2}\right)$ |
| Corollary 7.6 | $O\left(k \cdot(d d i m+\log k) \cdot \varepsilon^{-\max (2, z)}\right)$ |
| Graph with $n$ vertices, $t$ denotes the treewidth |  |
| Baker, Braverman, Huang, Jiang, Krauthgamer, Wu (ICML'20) [15] | $\tilde{O}\left(k^{2} \cdot t / \varepsilon^{2}\right)$ |
| Corollary 7.9 | $O\left(k \cdot(t+\log k) \cdot \varepsilon^{-\max (2, z)}\right)$ |
| Theorem 9.19 (deterministic) | $O\left(k^{2} t \log ^{2} k \cdot \varepsilon^{-5}\right)$ |
| Graph with $n$ vertices, excluding a fixed minor $H$ |  |
| Bravermann, Jian, Krauthgamer, Wu (SODA'21) [34] | $\tilde{O}_{\|H\|}\left(k^{2} \cdot \varepsilon^{-4}\right)$ |
| Corollary 7.15 | $O_{\|H\|}\left(k \cdot\left(\log ^{2} k+\frac{\log k}{\varepsilon^{4}}\right) \cdot \varepsilon^{-\max (2, z)}\right)$ |
| Theorem 9.19 (deterministic) | $O\left(k^{2} \cdot\|H\| \cdot \log ^{2} k \cdot \varepsilon^{-5}\right)$ |

Table 5.1: Comparison of coreset sizes for $(k, z)$-Clustering in various metrics. Dependencies on $2^{O(z)}$ and polylog$\varepsilon^{-1}$ are omitted from all references. Additionally, we may trade a factor $\varepsilon^{-z+2}$ for a factor $k$ in any construction with $z>2$. [95, 96] only applies to $k$-means and $k$-median, [25, 78] only applies to $k$-means. [151] runs in exponential time, which has been addressed by Feng et al. [80]. Aside from [95, 96], the algorithms are randomized and succeed with constant probability. Although the results are claimed only for $k$-Median in [15], it seems that they can be generalized to any power. The main difference is in the computation of a constant factor approximation.

| Metric Space | Best lower bound | Our result |
| ---: | :---: | :---: |
| Discrete Metrics | $\Omega\left(k \varepsilon^{-1} \log n\right)[15]$ | $\Omega\left(k \varepsilon^{-2} \log n\right)^{*}$ Theorem 8.2 |
| doubling dimension $D$ | - | $\Omega\left(k \varepsilon^{-2} D\right)^{*}$ Corollary 8.10 |
| Euclidean $k$-median | $\Omega\left(k \varepsilon^{-1 / 2}\right)[15]$ | $\Omega\left(k \varepsilon^{-2}\right)^{\dagger}$ |
| Euclidean $k$-means | - | $\left.\Omega\left(k \varepsilon^{-2}\right)\right)^{\dagger}$ |
| Euclidean | $\Omega\left(k 2^{z / 100}\right)[100]$ | $\left.\Omega\left(k \varepsilon^{-2}\right)\right)^{\dagger}$ |

Table 5.2: Lower bounds on coreset sizes. Results marked with * are tight. Results marker with $\dagger$ are from a collaboration with Cohen-Addad, Larsen and Schwiegelshohn [A8], beyond the scope of this thesis.

## Chapter 6

## A New Coreset Framework for Clustering

In this chapter, we present how to compute a coreset of small size, provided the existence of a small approximate centroid set: we show Theorem 5.3. The roadmap is as follows: first, we proceed to a high-level description of our result. We then present formally the algorithm in Section 6.2, and describe the construction of a coreset for well structured instances in Section 6.3 and Section 6.4. Those are the bulk of the chapter. We show how to reduce to a well structured instance in Section 6.5. Finally, we complement this result in Section 6.6, showing how to construct a coreset with a different tradeoff between $k$ and $\varepsilon$.

### 6.1 Overview of Our Techniques

Our proof of Theorem 5.3 is arguably from first principles. We start with a quick overview of its ingredients. The approach consists in first reducing to a well structured instance, that consists of a set of centers $\mathcal{A}$ inducing $k$ clusters, all having roughly the same cost, and where every point is at the same distance of $\mathcal{A}$, up to a factor 2 . Then we show it is enough to perform importance sampling on all these clusters.

Reducing to a structured instance. Like most coreset constructions, we initially compute a constant factor approximation $\mathcal{A}$ to the problem. Instead of considering mere rings as in Chen's analysis presented in Section 5.2, we partition points into groups such that the following conditions are satisfied, for a given group $G$ :

- For all clusters, the cost of the intersection of the cluster with the group is at least half the average; i.e. $\forall C_{i}, \operatorname{cost}\left(C_{i} \cap G, \mathcal{A}\right) \geq \frac{\operatorname{cost}(G, \mathcal{A})}{2 k}$.
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- In every cluster $C_{i}$, there exists a cost $r_{G, i}$ such that the points in the intersection of the cluster with the group cost $r_{G, i}$ (up to constant factors), i.e. $\forall p \in C_{i} \cap$ $G, r_{G, i} \leq \operatorname{cost}(p, \mathcal{A}) \leq 2 r_{G_{i}}$.

As a comparison with Section 5.2, note that while the second condition is satisfied in each ring, the first one is not, as a ring contains points of a single cluster. Instead, we group several rings together, to reduce the number of uniform samples needed in the algorithm from $\Omega_{\varepsilon}(k)$ to $O_{\varepsilon}(1)$.
We then compute coresets for each group and output the union. In some sense, this preprocessing step identifies canonical instances for coresets; any algorithm that produces improved coresets for instances satisfying the aforementioned regularity condition can be combined with our preprocessing steps to produce improved coreset in general.

Importance Sampling in Groups. The first technical challenge is to analyse the importance sampling procedure for structured instances.

The arguably simplest way to attempt to analyse importance sampling is by first showing that for any fixed solution $\mathcal{S}$ we need a set $\Omega$ of $\delta$ samples from $G$ to show that with good enough probability

$$
\begin{equation*}
\sum_{p \in \Omega} \operatorname{cost}(p, \mathcal{S}) \frac{\operatorname{cost}(G, \mathcal{A})}{\operatorname{cost}(p, \mathcal{A}) \cdot \delta}=(1 \pm \varepsilon) \cdot \operatorname{cost}(G, \mathcal{S}) \tag{6.1}
\end{equation*}
$$

and then applying a union bound over the validity of Eq. (6.1) for all solutions $S$. This union bound is typically achieved using VC-dimension techniques.

Using this simple estimator, most analyses of importance sampling procedures require a sample size of at least $k$ points to approximate the cost of a single given solution. To illustrate this, consider an instance where a single cluster $C$ is isolated from all the others. Clearly, if $\mathcal{S}$ does not have a center close to $C$, the cost will be extremely large, requiring some point of $C$ to be contained in the sample. One way to remedy this is by picking a point $p^{\prime}$ proportionate to $\frac{\operatorname{cost}\left(p^{\prime}, \mathcal{A}\right)}{\operatorname{cost}(\mathcal{A})}+\frac{1}{\left|C_{i}\right|}$ rather than $\frac{\operatorname{cost}\left(p^{\prime}, \mathcal{A}\right)}{\operatorname{cost}(\mathcal{A})}$, where $C_{i}$ is the cluster to which $p^{\prime}$ is assigned, see for instance Feldman et al. [78]. This analysis always leads to coreset of size quadratic in $k$ at best ${ }^{1}$. Our analysis of importance sampling for structured instances will allow us to bypass both the quadratic dependency on $k$, and the need to bound on the VC-dimension of the range space induced by balls in the metric space.
Our high level idea is to use two union bounds. The first one will deal with clusters that are very expensive compared to their cost in $\mathcal{A}$. The second one will focus on solutions in which clusters have roughly the same cost as they do in $\mathcal{A}$. For the former case, we observe that if a cluster $C_{i}$ is served by a center in solution $\mathcal{S}$ that is very far away, then we can easily bound its cost in $\mathcal{S}$ as long as our sample approximates the size of every cluster. Specifically, assume that there exists a point $p$ in $C_{i}$ with
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distance to $\mathcal{S}$ at least $\Omega(1) \cdot \varepsilon^{-1} \cdot \operatorname{dist}\left(p, c_{i}\right)$. Then, since we are working with structured instances, all points of $C_{i}$ are roughly at the same distance of $c_{i}$ and that this distance is negligible compared to $\operatorname{dist}(p, \mathcal{S})$, all points of $C_{i}$ are nearly at the same distance of $\mathcal{S}$. Conditioned on the event $\mathcal{E}$ that the sample $\Omega$ preserves the size of all clusters, the cost of $C_{i}$ in solution $\mathcal{S}$ is preserved as well. Note that this event $\mathcal{E}$ is independent of the solution $\mathcal{S}$ and thus we require no enumeration of solutions to preserve the cost of expensive clusters. Proving that $\mathcal{E}$ holds is a straightforward application of concentration bounds.

The second observation is that points with $\operatorname{dist}(p, \mathcal{S}) \leq \varepsilon \cdot \operatorname{dist}(p, \mathcal{A})$ are so cheap that their cost is preserved by the sampling with an error at most $\varepsilon \cdot \operatorname{cost}(\mathcal{A})$. Indeed, their cost in $\mathcal{S}$ cannot be more than $\varepsilon \cdot \operatorname{cost}(\mathcal{A})$ : it is easy to show that the same bound holds for the coreset.

The intermediate cases, i.e. points $p$ such that $\varepsilon^{-1} \cdot \operatorname{dist}(p, \mathcal{A})>\operatorname{dist}(p, \mathcal{S})>\varepsilon$. $\operatorname{dist}(p, \mathcal{A})$, but not so far as to simply use event $\mathcal{E}$ to bound the cost, is the hardest part of the analysis. We let $I$ be the set of such points. With some basic calculations, one can therefore show that the variance of the cost estimator Eq. (6.1) is of the order
$\frac{1}{\delta} \sum_{p \in I}\left(\operatorname{cost}(p, \mathcal{S}) \cdot \varepsilon^{-z} \cdot \operatorname{cost}(p, \mathcal{A}) \cdot \frac{\operatorname{cost}(G, \mathcal{A})}{\operatorname{cost}(p, \mathcal{A})}\right) \in O\left(\frac{\varepsilon^{-z}}{\delta}\right) \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))^{2}$.
Thus, standard concentration bounds give an additive error of $\varepsilon \cdot(\operatorname{cost}(\mathcal{A})+\operatorname{cost}(\mathcal{S}))$ when the number of samples in each group is $\delta=O\left(\varepsilon^{-2-z}\right)$. We will present this analysis in Section 6.3.5: although non-optimal, it gives a shorter, hopefully enlightening proof. Moreover, it yields coresets of size $\tilde{O}\left(k \varepsilon^{-2-z}\right)$, already improving the state-of-the-art in many cases.
To improve this number of necessary samples to $O\left(\varepsilon^{-\max (2, z)}\right)$, we use a different estimator defined as follows. For every cluster $C_{i}$, let $q_{i}$ be the point of $C_{i}$ that is the closest to $\mathcal{S}$. We then consider

$$
\begin{align*}
& \sum_{p \in C_{i} \cap \Omega}\left(\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i}, \mathcal{S}\right)\right) \cdot \frac{\operatorname{cost}(G, \mathcal{A})}{\operatorname{cost}(p, \mathcal{A}) \cdot \delta}  \tag{6.2}\\
+ & \sum_{p \in C_{i} \cap \Omega} \operatorname{cost}\left(q_{i}, \mathcal{S}\right) \cdot \frac{\operatorname{cost}(G, \mathcal{A})}{\operatorname{cost}(p, \mathcal{A}) \cdot \delta} \tag{6.3}
\end{align*}
$$

Conditioned on event $\mathcal{E}$, the estimator in Equation 6.3 is always concentrated around its expectation, as $\operatorname{cost}\left(q_{i}, \mathcal{S}\right)$ is fixed for $\mathcal{S}$. The first estimator in Equation 6.2 now has a reduced variance. Specifically, the Estimator 6.2 has variance at most $\frac{\varepsilon^{-z+2} \operatorname{cost}(\mathcal{A}) \operatorname{cost}(\mathcal{S})}{\delta}$ when $z>2$, and $\frac{\operatorname{cost}(\mathcal{A})^{2}}{\delta}$ when $z \in\{1,2\}$, which ultimately allows us to show that $O\left(\varepsilon^{-\max (2, z)}\right)$ samples are enough to achieve an additive error of $\varepsilon$. $(\operatorname{cost}(\mathcal{S})+\operatorname{cost}(\mathcal{A}))$. This technique is somewhat related to (and inspired by) chaining arguments (see e.g. Talagrand [154] for more on chaining). The key difference is while chaining is generally applied to improve over basic union bounds, our estimator is designed to reduce the variance.

Preserving the Cost of Points not in Well-Structured Groups Unfortunately, it is not possible to decompose the entire point set into groups. Given an initial
solution $\mathcal{A}$ and a cluster $C \in \mathcal{A}$ with center $c$, this is possible for all the points at distance at most $\varepsilon^{-O(z)} \cdot \frac{\operatorname{cost}(C, c)}{|C|}$. The remaining points are now both far from their respective center in $\mathcal{A}$ and only a small fraction of the point set - as there cannot be many point really further away than the average distance. In the following, let $P_{\text {far }}$ denote these points.

For any given subset of these far away points and a candidate solution $\mathcal{S}$, one can use that either the points pay at most what they do in $\mathcal{A}$, or an increase in their cost significantly increases the overall cost. In the former case, standard importance sampling preserves the cost with a very small sample size. In the latter case, a significant cost by a point $p$ in $P_{\text {far }}$ also implies that all points close to the center $c$ have to significantly increase the cost. Since $P_{f a r}$ corresponds to only a tiny fraction of the points in the cluster, it turns out to be possible to charge the error made for points in $P_{f a r}$ to the total cluster.

A Union-bound to Preserve all Solutions As pictured in the previous paragraphs, the cost of points with either very small or very large distance to $\mathcal{S}$ is preserved for any solution $\mathcal{S}$ with high probability.

The guarantee we have for interesting points is weaker: their cost is preserved by the coreset with high probability for any fixed solution $\mathcal{S}$. Hence, for this to hold for any solution, we need to take a union-bound over the probability of failure for all possible solution $\mathcal{S}$. However, the union-bound is necessary only for these interesting points : this explains the introduction of the approximate centroid set in Definition 5.2. Assuming the existence of a set $\mathbb{C}$ such as in Definition 5.2 , one can take a unionbound over the failure of the construction for all solution in $\mathbb{C}^{k}$, to ensure that the cost of interesting points is preserved for all these solutions. To extend this result to any solution $\mathcal{S}$, one can take the solution $\tilde{\mathcal{S}}$ in $\mathbb{C}$ that approximates best $\mathcal{S}$, and relate the cost of interesting points in $\mathcal{S}$ to their cost in $\tilde{\mathcal{S}}$ with a tiny error. Since the cost of interesting points in $\tilde{\mathcal{S}}$ is preserved in the coreset, the cost of these points in $\mathcal{S}$ is preserved as well.

### 6.2 The Coreset Construction Algorithm, and Proof of Theorem 5.3

### 6.2.1 Partitioning an Instance into Groups: Definitions

As sketched in the introductory chapter, the algorithm partitions the input points into structured groups. We give here the useful definitions.

Fix a metric space $I=(X$, dist $)$, positive integers $k, z$ and a set of clients $P$. For a solution $\mathcal{S}$ of $(k, z)$-clustering on $P$ and a center $c \in \mathcal{S}, c$ 's cluster consists of all points closer to $c$ than to any other center of $\mathcal{S}$.

### 6.2. The Coreset Construction Algorithm, and Proof of Theorem 5.3

Fix as well some $\varepsilon>0$, and let $\mathcal{A}$ be any solution for $(k, z)$-clustering on $P$ with $k$ centers. Let $C_{1}, \ldots, C_{k}$ be the clusters induced by the centers of $\mathcal{A}$.

- the average cost of a cluster $C_{i}$ is $\Delta_{C_{i}}=\frac{\operatorname{cost}\left(C_{i}, \mathcal{A}\right)}{\left|C_{i}\right|}$
- For all $i, j$, the ring $R_{i, j}$ is the set of points $p \in C_{i}$ such that

$$
2^{j} \Delta_{C_{i}} \leq \operatorname{cost}(p, \mathcal{A}) \leq 2^{j+1} \Delta_{C_{i}}
$$

- The inner ring $R_{I}\left(C_{i}\right):=\cup_{j \leq 2 z \log (\varepsilon / z)} R_{i, j}$ (resp. outer ring, $\left.R_{O}\left(C_{i}\right):=\cup_{j>2 z \log (z / \varepsilon)} R_{i, j}\right)$ of a cluster $C_{i}$ consists of the points of $C_{i}$ with cost at most $(\varepsilon / z)^{2 z} \Delta_{C_{i}}$ (resp. at least $\left.(z / \varepsilon)^{2 z} \Delta_{C_{i}}\right)$. The main ring $R_{M}\left(C_{i}\right)$ consists of all the other points of $C_{i}$. We let $R_{I}^{\mathcal{A}}\left(\right.$ resp. $\left.R_{O}^{\mathcal{A}}\right)$ be the union of inner (resp. outer rings) of the clusters induced by $\mathcal{A}$.

In words, a ring consist of points from a given cluster that have same cost, up to a factor 2 . The inner ring is the union of all points that have cost essentially negligible, and the outer ring the points that are very expensive - but there must be few of them, by Markov's inequality.

Rings are gathered into groups, such that two rings in the same group have same cost (again, up to a factor 2 ).

- for each $j, R_{j}$ is defined to be $\cup_{i=1}^{k} R_{i, j}$.
- For each $j$, the main rings $R_{i, j}$ are gathered into groups $G_{j, b}$ defined as follows:

$$
\begin{aligned}
& G_{j, b}:=\left\{p \mid \exists i, p \in R_{i, j}\right. \text { and } \\
&\left.\left(\frac{\varepsilon}{4 z}\right)^{z} \cdot \frac{\operatorname{cost}\left(R_{j}, \mathcal{A}\right)}{k} \cdot 2^{b} \leq \operatorname{cost}\left(R_{i, j}, \mathcal{A}\right) \leq\left(\frac{\varepsilon}{4 z}\right)^{z} \cdot 2^{b+1} \cdot \frac{\operatorname{cost}\left(R_{j}, \mathcal{A}\right)}{k}\right\} .
\end{aligned}
$$

- For any $j$, let $G_{j, \min }:=\cup_{b \leq 0} G_{j, b}$ be the union of the cheapest groups, and $G_{j, \max }:=\cup_{b \geq z \log \frac{4 z}{\varepsilon}} G_{j, b}$ be the union of the most expensive ones. The set of interesting groups is made of $G_{j, \min }, G_{j, \max }$, and $G_{j, b}$ for all $0<b<z \log \frac{4 z}{\varepsilon}$.
- The set of outer rings is also partitioned into outer groups:
$G_{b}^{O}=\left\{p \mid \exists i, p \in R_{O}\left(C_{i}\right)\right.$, and

$$
\left.\left(\frac{\varepsilon}{4 z}\right)^{z} \cdot \frac{\operatorname{cost}\left(R_{O}^{\mathcal{A}}, \mathcal{A}\right)}{k} \cdot 2^{b} \leq \operatorname{cost}\left(R_{O}\left(C_{i}\right), \mathcal{A}\right) \leq\left(\frac{\varepsilon}{4 z}\right)^{z} \cdot 2^{b+1} \cdot \frac{\operatorname{cost}\left(R_{O}^{\mathcal{A}}, \mathcal{A}\right)}{k}\right\}
$$

- We let as well $G_{\min }^{O}=\cup_{b \leq 0} G_{b}^{O}$ and $G_{\max }^{O}=\cup_{b \geq z \log \frac{4 z}{\varepsilon}} G_{b}^{O}$. The interesting outer groups are $G_{\text {min }}^{O}, G_{\max }^{O}$ and all $G_{b}^{O}$ with $0<b<z \log \frac{4 z}{\varepsilon}$.

Intuitively, grouping points by groups is helpful, as all points in the same ring can pay the same additive error. Since there are very few groups, it turns out possible to construct a coreset for each group, and then take the union of the group's coreset. This is essentially the algorithm we propose.

We note few facts about the partitioning:

- Fact 6.1. There exist at most $O(z \log (z / \varepsilon))$ many non-empty $R_{j}$ that are not included in inner or outer ring, i.e., not in $R_{I}^{\mathcal{A}}$ nor in $R_{O}^{\mathcal{A}}$.

The number of different non-empty interesting groups is bounded as well:
Fact 6.2. There exists at most $O\left(z^{2} \log ^{2}(z / \varepsilon)\right)$ many interesting $G_{j, b}$.

This is simply due to the fact that $j$ can take only interesting values between $2 z \log (\varepsilon / z)$ and $2 z \log (z / \varepsilon)$, and interesting $b$ between 0 and $z \log (4 z / \varepsilon)$.

Similarly, by the definition of the outer groups, we have also that

- Fact 6.3. There exists at most $O(z \log (z / \varepsilon))$ many interesting outer groups.

For simplicity, we will drop mention of "interesting" : when considering any group, it will implicitly be an interesting group.

### 6.2.2 The algorithm

For an initial metric space ( $X$, dist), set of clients $P$ and $\varepsilon>0$, our algorithm essentially consists of the following steps: given a solution $\mathcal{A}$, it processes the input in order to reduce the number of different groups. Then, the algorithm computes a coreset of the points inside each group using the following GroupSample procedure. The final coreset is made of the union of the coresets for all groups.

The GroupSample procedure takes as input a group of points $G$ as defined in Section 6.2.1, a set of centers $\mathcal{A}$ inducing clusters $\tilde{C}_{1}, \tilde{C}_{2}, \ldots, \tilde{C}_{k}$ on $G$ and an integer $\delta$. Note importantly that the definition of clusters $\tilde{C}_{i}$ says that they are only made of points from the group $G$. The output of GroupSample is a set of weighted points, computed as follows: a point $p \in \tilde{C}_{i}$ is sampled with probability $\frac{\delta \cdot \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}$, and the weight of any sampled point is rescaled by a factor $\frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)} .{ }^{2}$
The properties of the GroupSample procedure are captured by the following lemma.

- Lemma 6.4. Let ( $X$, dist) be a metric space, $k, z$ be two positive integers and $G$ be a group of clients and $\mathcal{A}$ be a solution to $(k, z)$-clustering on $G$ with $k$ centers such that:
- for every cluster $\tilde{C}$ induced by $\mathcal{A}$ on $G$, all points of $\tilde{C}$ have the same cost in $\mathcal{A}$, up to a factor 2: $\forall p, q \in \tilde{C}, \operatorname{cost}(p, \mathcal{A}) \leq 2 \operatorname{cost}(q, \mathcal{A})$.

[^19]
### 6.2. The Coreset Construction Algorithm, and Proof of Theorem 5.3

- for all clusters $\tilde{C}$ induced by $\mathcal{A}$ on $G$, it holds that $\frac{\operatorname{cost}(G, \mathcal{A})}{2 k} \leq \operatorname{cost}(\tilde{C}, \mathcal{A})$.

Let $\mathbb{C}$ be a $\mathcal{A}$-approximate centroid set for $(k, z)$-clustering on $G$.
Then, there exists an algorithm GroupSample, running in time $O(|G|)$ that constructs a set $\Omega$ of size $\delta$ such that, with probability 1 $\exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)$ it holds that for all set $\mathcal{S}$ of $k$ centers:

$$
|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})|=O(\varepsilon)(\operatorname{cost}(G, \mathcal{S})+\operatorname{cost}(G, \mathcal{A}))
$$

We further require the SensitivitySample procedure, which we will apply to some of the points not consider by the calls to GroupSample. From a group $G$, this procedure merely picks $\delta$ points $p$ with probability $\frac{\operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})}$. Each of the $\delta$ sampled points has a weight $\frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})}$.
The key property of SensitivitySample is given in the following lemma.

- Lemma 6.5. Let ( $X$, dist) be a metric space, $k, z$ be two positive integers, $P$ be a set of clients and $\mathcal{A}$ be a $c_{\mathcal{A}}$-approximate solution solution to $(k, z)$ clustering on $P$.
Let $G$ be either a group $G_{b}^{O}$ or $G_{\max }^{O}$. Suppose moreover that there is a $\mathcal{A}$ approximate centroid set $\mathbb{C}$ for $(k, z)$-clustering on $G$.
Then, there exists an algorithm SensitivitySample running in time $O(|G|)$ that constructs a set $\Omega$ of size $\delta$ such that it holds with probability 1 $\exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\varepsilon^{2}}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)$ that, for all sets $\mathcal{S}$ of $k$ centers:

$$
|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})|=\frac{\varepsilon}{z \log z / \varepsilon} \cdot(\operatorname{cost}(\mathcal{S})+\operatorname{cost}(\mathcal{A}))
$$

An interesting feature of Lemma 6.5 is that the probability does not depend on $\varepsilon^{-z}$, as it does in Lemma 6.4. In particular, it matches the lower bound for Euclidean and doubling metrics that was mentioned in Chapter 5.

Using the two algorithms GroupSample and SensitivitySample, we can formally present the whole algorithm:
Input: A metric space ( $X$, dist), a set $P \subseteq X, k, z>0$, a solution $\mathcal{A}$ to $(k, z)$ clustering on $P$, and $\varepsilon$ such that $0<\varepsilon<1 / 3$.
Output: A coreset. Namely, a set of points $\Omega \subseteq P \cup \mathcal{A}$ and a weight function $w: \Omega \mapsto \mathbb{R}_{+}$such that for any set of $k$ centers $\mathcal{S}, \operatorname{cost}(P, \mathcal{S})=(1 \pm \varepsilon) \operatorname{cost}(\Omega, \mathcal{S})$.

1. Set the weights of all the centers of $\mathcal{A}$ to 0 .

## 2. Partition the remaining instance into groups:

(a) For each cluster $C$ of $\mathcal{A}$ with center $c$, remove $R_{I}(C)$ and increase the weight of $c$ by $\left|R_{I}(C)\right|$.
(b) For each cluster $C$ with center $c$ in solution $\mathcal{A}$, the algorithm discards also
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all of $C \cap \cup_{j} G_{j, \text { min }}$ and $R_{O}(C) \cap G_{\text {min }}^{O}$, and increases the weight of $c$ by the number of points discarded in cluster $c$.
(c) Let $\mathcal{D}$ be the set of points discarded at those steps, and $P_{1}$ be the weighted set of centers that have positive weights.
3. Sampling from well structured groups: For every $j$ such that $z \log (\varepsilon / z) \leq$ $j \leq 2 z \log (z / \varepsilon)$ and every group $G_{j, b} \notin G_{j, \text { min }}$, compute a coreset $\Omega_{j, b}$ of size

$$
\delta=O\left(2^{O(z \log z)} \frac{\log ^{2} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log |\mathbb{C}|+\log \log (1 / \varepsilon)+\log (1 / \pi))\right)
$$

using the GroupSample procedure.
4. Sampling from the outer rings: From each group $G_{1}^{O}, \ldots, G_{\text {max }}^{O}$, compute a coreset $\Omega_{b}^{O}$ of size

$$
\delta=O\left(\frac{2^{O(z \log z)} \cdot \log ^{2}(1 / \varepsilon)}{\varepsilon^{2}}(k \log |\mathbb{C}|+\log \log (1 / \varepsilon)+\log (1 / \pi))\right)
$$

using the SensitivitySample procedure.

## 5. Output:

- A coreset consisting of $\mathcal{A} \cup_{j, b} \Omega_{j, b} \cup_{i} \Omega_{i}^{O}$.
- Weights: weights for $\mathcal{A}$ defined throughout the algorithm, weights for $\Omega_{j, b}$ defined by the GroupSample procedure, weights for $\Omega_{O}$ defined by the SensitivitySample procedure.
- Remark 6.6. Instead of using the GroupSample procedure, one could use any coreset construction tailored for the well structured group. Improving on that step would improve the final coreset bound: if the size of the coreset produced for a group is $T$, then the total coreset has size

$$
\widetilde{O}\left(T+\frac{2^{O(z \log z)}}{\varepsilon^{2}} \cdot k \log |\mathbb{C}|\right)
$$

### 6.2.3 Proof of the Main Theorem 5.3

As we prove in Section 6.5, the outcome of the partitioning step, $\mathcal{D}$ and $P_{1}$, satisfies the following lemma, that deals with the inner ring, and the groups $G_{j, \text { min }}$ and $G_{m i n}^{O}$ :

Lemma 6.7. Let ( $X$, dist) be a metric space with a set of clients $P, k, z$ be two positive integers, and $\varepsilon \in \mathbb{R}_{+}^{*}$. For every solution $\mathcal{S}$, it holds that

$$
\left|\operatorname{cost}(\mathcal{D}, \mathcal{S})-\operatorname{cost}\left(P_{1}, \mathcal{S}\right)\right|=O(\varepsilon) \operatorname{cost}(\mathcal{S})
$$
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where $\mathcal{D}$ and $P_{1}$ are defined in Step 2 of the algorithm.

Combining properties of the partitioning procedure, Lemma 6.4, Lemma 6.5 and Lemma 6.7 allows to prove Theorem 5.3:

Proof of Theorem 5.3. Let $\Omega$ be the output of the algorithm described above, and $\delta=O\left(2^{O(z \log z)} \frac{\log ^{2} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log |\mathbb{C}|+\log \log (1 / \varepsilon)+\log (1 / \pi))\right)$ as defined in step 3 of the algorithm. Due to Fact 6.2 and Fact $6.3, \Omega$ has size $O\left(z^{2} \log ^{2}(z / \varepsilon) \cdot \delta+|\mathcal{A}|\right)$, and non-negative weights by construction.

We now turn to analysing the quality of the coreset. Any group $G_{j, b}$ for $b>0$ satisfies Lemma 6.4: the cost of any point $p \in G_{j, b} \cap C_{i}$ satisfies $2^{j} \Delta_{C_{i}} \leq \operatorname{cost}(p, \mathcal{A}) \leq 2^{j+1} \Delta_{C_{i}}$, and

- for $b \in\left\{0, \ldots, z \log \frac{4 z}{\varepsilon}\right\}$, the cost of all clusters induced by $\mathcal{A}$ on $G_{j, b}$ are equal up to a factor 2, hence for all $i \frac{\operatorname{cost}\left(G_{j, b}, \mathcal{A}\right)}{2 k} \leq \operatorname{cost}\left(C_{i} \cap G_{j, b}, \mathcal{A}\right)$
- for $b=\max$, it holds that $\frac{\operatorname{cost}\left(G_{j, \text { max }}, \mathcal{A}\right)}{2 k} \leq \frac{\operatorname{cost}\left(R_{j}, \mathcal{A}\right)}{2 k} \leq \operatorname{cost}\left(C_{i} \cap G_{j, \text { max }}, \mathcal{A}\right)$.

Hence, Lemma 6.4 ensures that, with probability $1-\exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)$, the coreset $\Omega_{j, b}$ constructed for $G_{j, b}$ satisfies for any solution $\mathcal{S}$

$$
\left|\operatorname{cost}\left(G_{j, b}, \mathcal{S}\right)-\operatorname{cost}\left(\Omega_{j, b}, \mathcal{S}\right)\right|=O(\varepsilon)\left(\operatorname{cost}\left(G_{j, b}, \mathcal{S}\right)+\operatorname{cost}\left(G_{j, b}, \mathcal{A}\right)\right)
$$

Similarly, Lemma 6.5 ensures that, with probability $1-\exp \left(\log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\varepsilon^{2}}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)$, the coreset $\Omega_{b}^{O}$ constructed for $G_{b}^{O}$ satisfies for any solution $\mathcal{S}$

$$
\left|\operatorname{cost}\left(G_{b}^{O}, \mathcal{S}\right)-\operatorname{cost}\left(\Omega_{b}^{O}, \mathcal{S}\right)\right|=\frac{\varepsilon}{z \log (z / \varepsilon)}(\operatorname{cost}(\mathcal{S})+\operatorname{cost}(\mathcal{A}))
$$

Taking a union-bound over the failure probability of Lemma 6.5 and of Lemma 6.4 applied to all groups $G_{j, b}$ with $z \log (\varepsilon / z) \leq j \leq 2 z \log (z / \varepsilon)$ and all $G_{i}^{O}$ implies that, with probability

$$
\begin{array}{r}
1-z^{2} \log ^{2}(z / \varepsilon) \exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right) \\
-z \log (z / \varepsilon) \exp \left(\log |\mathbb{C}|-2^{O(z \log z)} \frac{\varepsilon^{2}}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)
\end{array}
$$

for any solution $\mathcal{S}$,

$$
\begin{aligned}
& |\operatorname{cost}(\mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})| \\
\leq & \left|\operatorname{cost}(\mathcal{D}, \mathcal{S})-\operatorname{cost}\left(P_{1}, \mathcal{S}\right)\right|+\sum_{j, b}\left|\operatorname{cost}\left(G_{j, b}, \mathcal{S}\right)-\operatorname{cost}\left(G_{j, b} \cap \Omega, \mathcal{S}\right)\right| \\
& +\sum_{i}\left|\operatorname{cost}\left(G_{b}^{O}, \mathcal{S}\right)-\operatorname{cost}\left(G_{b}^{O} \cap \Omega, \mathcal{S}\right)\right| \\
\leq & O(\varepsilon) \operatorname{cost}(\mathcal{S})+O(\varepsilon) \operatorname{cost}(\mathcal{A}) \leq O(\varepsilon) \operatorname{cost}(\mathcal{S})
\end{aligned}
$$
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where the penultimate inequality uses Lemma 6.7 , and the last one that $\mathcal{A}$ is a constant-factor approximation.
For $\delta=2^{O(z \log z)} \frac{\log ^{2} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{2}\right)}(k \log |\mathbb{C}|+\log \log (1 / \varepsilon)+\log (1 / \pi))$, this probability can be simplified to

$$
1-\exp \left(2(\log z+\log \log (z / \varepsilon))+k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)=1-\pi
$$

The complexity of this algorithm is:

- $O(n)$ to compute the groups: given all distances from a client to its center, computing the average cost of all clusters costs $O(n)$, hence partitioning into $R_{j}$ cost $O(n)$ as well, and then decomposing $R_{j}$ into groups is also done in $O(n)$ time;
- plus the cost to compute the coreset in the groups, which is $\sum_{j, b} O\left(\left|G_{j, b}\right|\right)+$ $\sum_{i} O\left(\left|G_{b}^{O}\right|\right)=O(n)$

Hence, the total complexity is $O(n)$.

### 6.3 Sampling inside Groups: Proof of Lemma 6.4

The goal of this section is to show the existence of an algorithm GroupSample that satisfies Lemma 6.4, that we restate here for convenience:

- Lemma 6.4. Let ( $X$, dist) be a metric space, $k, z$ be two positive integers and $G$ be a group of clients and $\mathcal{A}$ be a solution to $(k, z)$-clustering on $G$ with $k$ centers such that:
- for every cluster $\tilde{C}$ induced by $\mathcal{A}$ on $G$, all points of $\tilde{C}$ have the same cost in $\mathcal{A}$, up to a factor 2: $\forall p, q \in \tilde{C}, \operatorname{cost}(p, \mathcal{A}) \leq 2 \operatorname{cost}(q, \mathcal{A})$.
- for all clusters $\tilde{C}$ induced by $\mathcal{A}$ on $G$, it holds that $\frac{\operatorname{cost}(G, \mathcal{A})}{2 k} \leq \operatorname{cost}(\tilde{C}, \mathcal{A})$. Let $\mathbb{C}$ be a $\mathcal{A}$-approximate centroid set for $(k, z)$-clustering on $G$.
Then, there exists an algorithm GroupSample, running in time $O(|G|)$ that constructs a set $\Omega$ of size $\delta$ such that, with probability 1 $\exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)$ it holds that for all set $\mathcal{S}$ of $k$ centers:

$$
|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})|=O(\varepsilon)(\operatorname{cost}(G, \mathcal{S})+\operatorname{cost}(G, \mathcal{A}))
$$

### 6.3. Sampling inside Groups: Proof of Lemma 6.4

### 6.3.1 Description of the GroupSample Algorithm

The GroupSample merely consists of importance sampling in rounds, i.e. there are $\delta$ rounds in which one point of $G$ is sampled. Let $\tilde{C}_{1}, \tilde{C}_{2}, \ldots$ be the clusters induced by $\mathcal{A}$ on $G$ : the probability of sampling point $p \in \tilde{C}_{i}$ is $\frac{\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}$ recall that all clusters $\tilde{C}_{i}$ contain only points from the group $G$. The weight of any sampled point is rescaled by a factor $\frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}$. If there are $m$ copies of a point, it is sampled in a round with probability $\frac{m \cdot \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}$ (which is equivalent to sampling each copy with probability $\left.\frac{\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}\right)$. In what follows, each copies will be considered independently.

Definition 6.8. We denote $f(p):=\frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}$ the scaling factor of the weight of a point $p \in \tilde{C}_{i}$.

### 6.3.2 Organization of the Proof

To analyze the sampling procedure of GroupSample, we consider different cost ranges $I_{\ell, \mathcal{S}}$ induced by a solution $\mathcal{S}$ as follows. A point $p$ of $G$ is in $I_{\ell, \mathcal{S}}$ if $2^{\ell} \cdot \operatorname{cost}(p, \mathcal{A}) \leq$ $\operatorname{cost}(p, \mathcal{S}) \leq 2^{\ell+1} \cdot \operatorname{cost}(p, \mathcal{A})$. We distinguish between the following cases.

- $\ell \leq \log \varepsilon / 2$. We call all $I_{\ell, \mathcal{S}}$ in this range tiny. The union of all tiny $I_{\ell, \mathcal{S}}$ is denoted by $I_{\text {tiny }, \mathcal{S}}$.
- $\log \varepsilon / 2 \leq \ell \leq z \log (8 z / \varepsilon)$. We call all $I_{\ell, \mathcal{S}}$ in this range interesting.
- $\ell \geq z \log (4 z / \varepsilon)$. We call all $I_{\ell, \mathcal{S}}$ in this range huge.

Note that interesting and huge ranges intersect. This is to give us some slack in the proof: for a solution $\mathcal{S}$, we will deal with huge ranges before relating $\mathcal{S}$ to its representative $\tilde{\mathcal{S}}$ from $\mathbb{C}^{k}$. Due to the approximation, some non-huge range for $\mathcal{S}$ can become huge for $\tilde{\mathcal{S}}$ : however, due to our definition, they stay in the interesting ranges.

A simple observation leads to the next fact.

- Fact 6.9. Given a solution $\mathcal{S}$, there are at most $O(z \log z / \varepsilon)$ interesting $I_{\ell, \mathcal{S}}$.

Bounding the difference in cost of $G \cap I_{\ell, \mathcal{S}}$ requires different arguments depending on the type of $I_{\ell, \mathcal{S}}$.

The two easy cases are tiny and huge, so we will first proceed to prove those. Proving the interesting case is arguably both the main challenge and our main technical contribution.
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Figure 6.1: Arrangement of Lemmas of Section 6.3 to prove Lemma 6.4.

For the proof, we will rely on Bernstein's concentration inequality:

- Theorem 6.10 (Bernstein's Inequality). Let $X_{1}, \ldots X_{\delta}$ be non-negative independent random variables. Let $S=\sum_{i=1}^{\delta} X_{i}$. If there exists an almost-sure upper bound $M \geq X_{i}$, then

$$
\mathbb{P}[|S-\mathbb{E}[S]| \geq t] \leq \exp \left(-\frac{t^{2}}{2 \sum_{i=1}^{\delta}\left(\mathbb{E}\left[X_{i}^{2}\right]-\sum \mathbb{E}\left[X_{i}\right]^{2}\right)+\frac{2}{3} \cdot M \cdot t}\right) .
$$

In application of that bound, we will simply drop the $E\left[X_{i}\right]^{2}$ terms from the denominator, as it only improves the bound, and in our applications the second moment will dominate in all important cases.

In what follows, we fix $k, z, G$ and $\mathcal{A}$, as in the assumptions of Lemma 6.4. Let $\tilde{C}_{1}, \ldots, \tilde{C}_{k}$ be the clusters induced by $\mathcal{A}$ on $G$. The assumptions imply the following fact:

- Fact 6.11. For any $p \in \tilde{C}_{i}, \frac{\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{2\left|\tilde{C}_{i}\right|} \leq \operatorname{cost}(p, \mathcal{A}) \leq \frac{2 \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right|}$.

We will start with the tiny type, as it is mostly divorced from the others. We will then show that the weight of each cluster is preserved, which implies the cost huge type is preserved as well.

### 6.3. Sampling inside Groups: Proof of Lemma 6.4

### 6.3.3 Dealing with Tiny Type

Lemma 6.12. It holds that, for any solution $\mathcal{S}$,

$$
\max \left(\sum_{p \in I_{\text {tiny }, \mathcal{S}}} \operatorname{cost}(p, \mathcal{S}), \sum_{p \in I_{\text {tiny }, \mathcal{S}} \cap \Omega} f(p) \operatorname{cost}(p, \mathcal{S})\right) \leq \varepsilon \cdot \operatorname{cost}(G, \mathcal{A})
$$

Proof. By definition of $I_{\text {tiny }, \mathcal{S}}, \sum_{p \in I_{t i n y, \mathcal{S}}} \operatorname{cost}(p, \mathcal{S}) \leq \sum_{p \in I_{t i n y}, \mathcal{S}} \frac{\varepsilon}{2} \cdot \operatorname{cost}(p, \mathcal{A}) \leq \frac{\varepsilon}{2}$. $\operatorname{cost}(G, \mathcal{A})$. Similarly, we have for the other term

$$
\begin{aligned}
\sum_{p \in I_{t i n y}, \mathcal{S} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \mathcal{S}) & \leq \sum_{p \in I_{\text {tiny }, \mathcal{S} \cap \Omega}} f(p) \frac{\varepsilon}{2} \cdot \operatorname{cost}(p, \mathcal{A}) \\
& \leq \frac{\varepsilon}{2} \sum_{i=1}^{k} \sum_{p \in \tilde{C}_{i} \cap I_{\text {tiny }, \mathcal{S}} \cap \Omega} \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)} \cdot \frac{2 \cdot \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right|} \\
& \leq \varepsilon \cdot \frac{\left|I_{\text {tiny }, \mathcal{S}} \cap \Omega\right|}{\delta} \operatorname{cost}(G, \mathcal{A}) \\
& \leq \varepsilon \cdot \operatorname{cost}(G, \mathcal{A}) .
\end{aligned}
$$

where the last inequality uses that $\Omega$ contains $\delta$ points.

### 6.3.4 Preserving the Weight of Clusters, and the Huge Type

We now consider the huge ranges. For this, we first show that, given we sampled enough points, $\left|\tilde{C}_{i}\right|$ is well approximated for every cluster $\tilde{C}_{i}$. This lemma will also be used later for the interesting points. We define event $\mathcal{E}$ to be: For all cluster $\tilde{C}_{i}$ induced by $\mathcal{A}$ on $G$,

$$
\sum_{p \in \tilde{C}_{i} \cap \Omega} \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right) \cdot \delta}=(1 \pm \varepsilon) \cdot\left|\tilde{C}_{i}\right|
$$

- Lemma 6.13. We have that with probability at least $1-k$. $z^{2} \log ^{2}(z / \varepsilon) \exp \left(-O(1) \frac{\varepsilon^{2}}{k} \delta\right)$, event $\mathcal{E}$ happens.

Proof. Consider any cluster $\tilde{C}_{i}$ induced by $\mathcal{A}$ on $G$. The expected number of points sampled from $\tilde{C}_{i}$ is then at least

$$
\mu_{i}:=\sum_{p \in \tilde{C}_{i}} \frac{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}=\frac{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\operatorname{cost}(G, \mathcal{A})} \geq \frac{\delta}{2 k}
$$

## Chapter 6. A New Coreset Framework for Clustering

where the inequality holds by assumption on $G$. Define the indicator variable of point $p$ from the sample being drawn from $\tilde{C}_{i}$ as $\mathcal{P}_{i}(p)$. Using Chernoff bounds, we therefore have

$$
\begin{equation*}
\mathbb{P}\left[\left|\sum_{p \in G \cap \Omega} P_{i}(p)-\mu_{i}\right| \geq \varepsilon \cdot \mu_{i}\right] \leq \exp \left(-\frac{\varepsilon^{2} \cdot \mu_{i}}{3}\right) \leq \exp \left(-\frac{\varepsilon^{2} \delta}{6 k}\right) . \tag{6.4}
\end{equation*}
$$

Now, rescaling $P_{i}(p)$ by a factor $\frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}$ implies that approximating $\mu_{i}$ up to a $(1 \pm \varepsilon)$ factor also approximates $\left|\tilde{C}_{i}\right|$ up to a $(1 \pm \varepsilon)$ factor.
The final result follows by applying a union bound for all clusters in all groups.
We now show that for any cluster $\tilde{C}_{i}$ with a non-empty huge range, Lemma 6.13 implies that the cost is well approximated - without the need of going through the approximate solution $\tilde{\mathcal{S}}$.

- Lemma 6.14. Condition on event $\mathcal{E}$. Then, for any solution $\mathcal{S}$, and any $i$ such that there exists $\ell \geq z \log (4 z / \varepsilon)$ and a point $p \in \tilde{C}_{i}$ with $\operatorname{cost}(p, \mathcal{S}) \geq$ $2^{\ell} \operatorname{cost}(p, \mathcal{A})$, we have:

$$
\left|\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{S}\right)-\sum_{p \in \Omega \cap C_{i}} f(p) \cdot \operatorname{cost}(p, \mathcal{S})\right| \leq 7 \varepsilon \cdot \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{S}\right) .
$$

Proof. Let $p \in \tilde{C}_{i}$ as given in the statement. Using the structure of clusters in a group, this implies for any $q \in \tilde{C}_{i}: \operatorname{cost}(p, q) \leq(\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(q, \mathcal{A}))^{z} \leq 3^{z} \cdot \operatorname{cost}(p, \mathcal{A}) \leq$ $3^{z} \cdot 2^{(\ell-z \log (4 z / \varepsilon))} \operatorname{cost}(p, \mathcal{A}) \leq(3 \varepsilon / 4 z)^{z} \cdot \operatorname{cost}(p, \mathcal{S})$. By Lemma 1.2, we therefore have for any point $q \in \tilde{C}_{i}$

$$
\begin{aligned}
\operatorname{cost}(p, \mathcal{S}) & \leq(1+\varepsilon / 2 z)^{z-1} \operatorname{cost}(q, \mathcal{S})+(1+2 z / \varepsilon)^{z-1} \operatorname{cost}(p, q) \\
& \leq(1+\varepsilon) \operatorname{cost}(q, \mathcal{S})+\varepsilon \cdot \operatorname{cost}(p, \mathcal{S}) \\
\Rightarrow \operatorname{cost}(q, \mathcal{S}) & \geq \frac{1-\varepsilon}{1+\varepsilon} \operatorname{cost}(p, S) \geq(1-2 \varepsilon) \operatorname{cost}(p, \mathcal{S})
\end{aligned}
$$

By a similar calculation, we can also derive an upper bound of $\operatorname{cost}(q, \mathcal{S}) \leq \operatorname{cost}(p, \mathcal{S})$. $(1+2 \varepsilon)$. Hence, we have

$$
\begin{aligned}
\sum_{q \in \Omega \cap \tilde{C}_{i}} \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right) \cdot \delta} \cdot \operatorname{cost}(q, \mathcal{S}) & =(1 \pm 2 \varepsilon) \cdot \operatorname{cost}(p, \mathcal{S}) \cdot \sum_{q \in \Omega \cap \tilde{C}_{i}} \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right) \cdot \delta} \\
& =(1 \pm 2 \varepsilon) \cdot \operatorname{cost}(p, \mathcal{S}) \cdot(1 \pm \varepsilon) \cdot\left|\tilde{C}_{i}\right| \quad(\text { Event } \mathcal{E}) \\
& =(1 \pm 2 \varepsilon) \cdot(1 \pm \varepsilon) \cdot(1 \pm 2 \varepsilon) \cdot \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{S}\right) \\
& =(1 \pm 7 \varepsilon) \cdot \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{S}\right) .
\end{aligned}
$$

### 6.3. Sampling inside Groups: Proof of Lemma 6.4

### 6.3.5 Bounding Interesting $I_{\ell, \mathcal{S}}$ : a Simple but Suboptimal Analysis.

Now we move onto the most involved case, presenting first a suboptimal analysis of GroupSample for the interesting types. As explained in the introduction, our main goal is to design a good estimator and apply Bernstein's inequality to it.

Since the clusters intersecting a huge $I_{\ell, \mathcal{S}}$ are dealt with by Lemma 6.14, we only need to focus on the interesting clusters, namely clusters $\tilde{C}$ that satisfy

$$
\begin{equation*}
\nexists p \in \tilde{C} \left\lvert\, \operatorname{cost}(p, \mathcal{S}) \geq\left(\frac{8 z}{\varepsilon}\right)^{z} \cdot \operatorname{cost}(p, \mathcal{A})\right. \tag{6.5}
\end{equation*}
$$

In other words, a clustering is interesting only if it does not have any point in a huge $I_{\ell, \mathcal{S}}$. This restriction will be crucial to our analysis. Let $L_{\mathcal{S}}$ be a set of interesting clusters (possibly not all of them). ${ }^{3}$ For simplicity, we will assimilate $L_{\mathcal{S}}$ and the points contained in the clusters of $L_{\mathcal{S}}$.

We present here a first attempt to show that the cost of interesting points is preserved. Although suboptimal, it serves as a good warm-up for our improved bound.

In this first attempt, we will use the simple estimator $E\left(L_{\mathcal{S}}\right):=\sum_{p \in L_{\mathcal{S}} \cap \Omega} f(p) \operatorname{cost}(p, \mathcal{S})$ as an estimator of the cost for points in $L_{\mathcal{S}}$. Note that by choice of the weights $f(p)$, this estimator is unbiased: $\mathbb{E}\left[E\left(L_{\mathcal{S}}\right)\right]=\sum_{p \in L_{\mathcal{S}}} \operatorname{cost}(p, \mathcal{S})$, precisely the quantity we seek to estimate.

To show concentration, we rely on Bernstein's inequality from Theorem 6.10. Hence, the key part of our proof is to bound the variance of the estimator.

- Lemma 6.15. Let $G$ be a group of points, and $\mathcal{A}$ be a solution. Let $\mathbb{C}$ be an $\mathcal{A}$-approximate centroid set, as in Definition 5.2. It holds with probability

$$
1-\exp \left(k \log |\mathbb{C}|-\frac{\varepsilon^{2+z}}{2^{O(z \log z)} \log ^{2} 1 / \varepsilon} \cdot \delta\right)
$$

that, for all solution $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ and any set of interesting clusters $L_{\tilde{\mathcal{S}}}$ induced by $\mathcal{A}$ on $G$ :

$$
\left|E\left(L_{\mathcal{S}}\right)-\mathbb{E}\left[E\left(L_{\mathcal{S}}\right)\right]\right| \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(G, \mathcal{A})
$$

Proof. First, we fix some solution $\mathcal{S}$ and some set of interesting clusters $L_{\mathcal{S}}$, verifying Eq. (6.5). We express $E\left(L_{\mathcal{S}}\right)$ as a sum of i.i.d variables : $E\left(L_{\mathcal{S}}\right)=\sum_{j=1}^{\delta} X_{j}$, where $X_{j}=f\left(\Omega_{j}\right) \operatorname{cost}\left(\Omega_{j}, \mathcal{S}\right)$ when the $j$-th sampled point is $\Omega_{j} \in L_{\mathcal{S}}, X_{j}=0$ otherwise. Recall that, due to Fact 6.11, the probability that the $j$-th sampled point is $p$ from some cluster $\tilde{C}$ satisfies $\mathbb{P}\left[\Omega_{j}=p\right]=\frac{\operatorname{cost}(\tilde{C}, \mathcal{A})}{|\tilde{C}| \cdot \operatorname{cost}(G, \mathcal{A})} \leq \frac{2 \operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})}$. From the same fact, $f(p) \leq \frac{2 \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}(p, \mathcal{A})}$.
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We will rely on Bernstein's inequality (Theorem 6.10). To do this, we need an upper bound on the variance of $E\left(L_{\mathcal{S}}\right)$, as well as an almost sure upper bound $M$ on every sample. We first bound $\mathbb{E}\left[X_{i}^{2}\right]$ :

$$
\begin{aligned}
\mathbb{E}\left[X_{i}^{2}\right] & =\mathbb{E}\left[\left(f\left(\Omega_{i}\right) \operatorname{cost}\left(\Omega_{i}, \mathcal{S}\right)\right)^{2}\right] \\
& =\sum_{p \in L_{\mathcal{S}}}(f(p) \operatorname{cost}(p, \mathcal{S}))^{2} \operatorname{Pr}\left[\Omega_{i}=p\right] \\
& \leq \sum_{p \in L_{\mathcal{S}}} \operatorname{cost}(p, \mathcal{S}) \cdot\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \operatorname{cost}(p, \mathcal{A}) \cdot\left(\frac{2 \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}(p, \mathcal{A})}\right)^{2} \frac{2 \operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})} \\
& \leq\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \frac{\operatorname{cost}(G, \mathcal{A})}{\delta^{2}} \sum_{p \in L_{\mathcal{S}}} \operatorname{cost}(p, \mathcal{S}) \\
& \leq\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \frac{\operatorname{cost}(G, \mathcal{A}) \operatorname{cost}(G, \mathcal{S})}{\delta^{2}} \\
& \leq\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \frac{(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))^{2}}{\delta^{2}}
\end{aligned}
$$

Where, in the third line, we upper bounded only one of the $\operatorname{cost}(p, \mathcal{S})$ by $(4 z / \varepsilon)^{z} \operatorname{cost}(p, \mathcal{A})$. Hence, it holds that $\sum_{i=1}^{\delta} \mathbb{E}\left[X_{i}^{2}\right] \leq\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \frac{(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))^{2}}{\delta}$.
To apply Bernstein's inequality, we also need an upper-bound on the value of $X_{i}$ : using $\operatorname{cost}(p, \mathcal{S}) \leq\left(\frac{4 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$ and $f(p) \leq \frac{2 \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}(p, \mathcal{A})}$ we get

$$
X_{i} \leq M:=2^{O(z \log z)} \cdot \varepsilon^{-z} \frac{(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))}{\delta}
$$

Applying Bernstein's inequality with those bounds on the variance and the value of the $X_{i}$, we then have:

$$
\begin{aligned}
& \mathbb{P}\left[\left|E\left(L_{\mathcal{S}}\right)-\mathbb{E}\left[E\left(L_{\mathcal{S}}\right)\right]\right|>\frac{\varepsilon}{z \log z / \varepsilon} \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))\right] \\
\leq & \exp \left(-\frac{\frac{\varepsilon^{2}}{z^{2} \log ^{2} z / \varepsilon} \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))^{2}}{2 \sum_{i=1}^{\delta} \operatorname{Var}\left[X_{i}\right]+\frac{1}{3} M \cdot \frac{\varepsilon}{z \log z / \varepsilon} \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))}\right) \\
\leq & \exp \left(-\frac{\varepsilon^{2+z}}{2^{O(z \log z)} \log ^{2} 1 / \varepsilon} \cdot \delta\right)
\end{aligned}
$$

Hence, for a fixed solution $\mathcal{S}$ and a fixed set of interesting clusters $L_{\mathcal{S}}$, it holds with probability $1-\exp \left(-\frac{\varepsilon^{2+z}}{2^{O\left(z \log ^{2} \log ^{2} 1 / \varepsilon\right.}} \cdot \delta\right)$ that $\left|E\left(L_{\mathcal{S}}\right)-\mathbb{E}\left[E\left(L_{\mathcal{S}}\right)\right]\right|>\frac{\varepsilon}{z \log z / \varepsilon}$. $(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))$.

Doing a union-bound over the $\mathbb{C}^{k}$ many solutions $\mathcal{S}$ and the $2^{k}$ many sets of interesting clusters concludes the lemma: it holds with probability $1-\exp \left(k \log \mathbb{C}-\frac{\varepsilon^{2+z}}{\left.2^{O(z} \log z\right) \log ^{2} 1 / \varepsilon} \cdot \delta\right)$ that, for any solution $\mathcal{S} \in \mathbb{C}^{k}$ and any set of interesting clusters $L_{\mathcal{S}}, \mid E\left(L_{\mathcal{S}}\right)$ $\mathbb{E}\left[E\left(L_{\mathcal{S}}\right)\right] \left\lvert\,>\frac{\varepsilon}{z \log z / \varepsilon} \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))\right.$.

### 6.3. Sampling inside Groups: Proof of Lemma 6.4

In order to apply Lemma 6.15 , note that the quantity $\left|E\left(L_{\mathcal{S}}\right)-\mathbb{E}\left[E\left(L_{\mathcal{S}}\right)\right]\right|$ is equal to $\left|\operatorname{cost}\left(L_{\mathcal{S}} \cap \Omega, \mathcal{S}\right)-\operatorname{cost}\left(L_{\mathcal{S}}, \mathcal{S}\right)\right|$, namely the difference between the cost in the full input and the cost in the coreset of points in $L_{\mathcal{S}}$.

This lemma is enough to conclude that the outcome of GroupSample is a coreset, once combined with Lemmas 6.12 and 6.14. To see the end of the proof, one can jump directly to the proof of Lemma 6.4 (in Section 6.3.7) and use use Lemma 6.15 instead of Lemma 6.20. This would give a coreset of size $\tilde{O}\left(k \varepsilon^{-2-z}\right)$, instead of $\tilde{O}\left(k \varepsilon^{-\max (2, z)}\right)$.

### 6.3.6 Bounding Interesting $I_{\ell, \mathcal{S}}$ : Improved Analysis

The shortcoming of the previous estimator is its huge variance, with dependency in $\varepsilon^{-z}$. We present an alternate estimator with small variance, allowing in turn to increase the success probability of the algorithm.

As for the previous estimator, we only need to focus on some interesting clusters $L_{\mathcal{S}}$, namely clusters that do not have any point in a huge $I_{\ell, \mathcal{S}}$ and satisfy Eq. (6.5), important enough to be recalled here: all clusters in $L_{\mathcal{S}}$ verify

$$
\begin{equation*}
\nexists p \in \tilde{C} \left\lvert\, \operatorname{cost}(p, \mathcal{S}) \geq\left(\frac{8 z}{\varepsilon}\right)^{z} \cdot \operatorname{cost}(p, \mathcal{A})\right. \tag{6.6}
\end{equation*}
$$

## Designing a Good Estimator: Reducing the Variance

Our first observation is that we can estimate the cost of points in $I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}}$, for each $\ell$ independently, instead of estimating directly the cost of $L_{\mathcal{S}}$ as in previous section. For them, we will use the following estimator:

- Definition 6.16. Let $G$ be a group of points, and $\tilde{C}_{i}$ be the clusters induced by a solution $\mathcal{A}$ on $G$. For a given set of interesting clusters $L_{\mathcal{S}}$, we let

$$
\begin{equation*}
E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right):=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i} \cap I_{\ell, \mathcal{S}} \cap \Omega} f(p)\left(\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)\right) \tag{6.7}
\end{equation*}
$$

where $q_{i, \mathcal{S}}=\underset{\tilde{\tilde{C}}}{\operatorname{argmin}} \operatorname{cost}(p, \mathcal{S})$.

$$
p \in \tilde{C}_{i}
$$

$E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ can be expressed differently:
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$$
\begin{align*}
E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right) & =\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i} \cap I_{\ell, \mathcal{S}} \cap \Omega} f(p)\left(\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)\right) \\
& =\sum_{p \in I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}} \cap \Omega} f(p) \operatorname{cost}(p, \mathcal{S})-F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)  \tag{6.8}\\
\text { with } F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right) & :=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i} \cap I_{\ell, \mathcal{S}} \cap \Omega} f(p) \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)
\end{align*}
$$

$F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ is a random variable whose value depends on the randomly sampled points $\Omega$ (we will discuss $F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ in more detail later).
Note that the expectation of $E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ is

$$
\begin{aligned}
\mathbb{E}\left[E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)\right] & =\sum_{p \in I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}}} \frac{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \operatorname{cost}(G, \mathcal{A})} \cdot f(p) \operatorname{cost}(p, S)-\mathbb{E}\left[F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)\right] \\
& =\sum_{p \in I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}}} \frac{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \operatorname{cost}(G, \mathcal{A})} \cdot \frac{\left|\tilde{C}_{i}\right| \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)} \cdot \operatorname{cost}(p, S)-\mathbb{E}\left[F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)\right] \\
& =\operatorname{cost}\left(I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}}, S\right)-\mathbb{E}\left[F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)\right],
\end{aligned}
$$

Now instead of attempting to show directly concentration of all $\operatorname{cost}\left(I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}} \cap \Omega, \mathcal{S}\right)$, we will instead show that:

1. $E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ is concentrated for all $\ell$ and $\mathcal{S}$, and
2. $\sum_{\ell} F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ is concentrated around its expectation.

The reason for decoupling the two arguments is that $E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ has a very small variance, for which few samples are sufficient: each term of the sum has magnitude $\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)$ instead of $\operatorname{simply} \operatorname{cost}(p, \mathcal{S})$. This difference is crucial to our analysis. Furthermore, event $\mathcal{E}$ from Lemma 6.13 easily leads to a concentration bound on $F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)=\sum_{\ell} F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$.

To establish the gain in variance obtained by $\operatorname{subtracting} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)$, we have the following lemma.

- Lemma 6.17. Let $G$ be a group of points, and $\mathcal{S}$ be an arbitrary solution and $\tilde{C}_{i}$ be a cluster induced $\mathcal{A}$ on $G$ where all points have same cost, up to a factor 2 . Denote by $q_{i, \mathcal{S}}=\underset{\sim \in \tilde{C}}{\operatorname{argmin}} \operatorname{cost}(p, \mathcal{S})$. Then for every interesting range with $\ell \geq \log \varepsilon / 2$ and every point $p \in \tilde{C}_{i} \cap I_{\ell, \mathcal{S}}$,

$$
w_{p}:=\frac{\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)}{\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)} \in\left[0,2^{\ell(1-1 / z)} \cdot 2^{O(z \log z)}\right]
$$

Proof. Let $w_{p}=\frac{\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)}{\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)}$. By choice of $q_{i, \mathcal{S}}, w_{p} \geq 0$, so we consider the upper bound.

### 6.3. Sampling inside Groups: Proof of Lemma 6.4

We first show useful inequalities, relating the different solutions. Since $p \in I_{\ell, \mathcal{S}}$, we have:

$$
\begin{aligned}
\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right) & \leq \operatorname{cost}(p, \mathcal{S}) \leq 2^{\ell+1} \operatorname{cost}(p, \mathcal{A}) \\
& \leq 2^{\ell+2} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)
\end{aligned}
$$

where the last inequality holds since $p$ and $q_{i, \mathcal{S}}$ are in the same cluster and have up to a factor 2 the same cost. We also have that $\operatorname{cost}\left(p, q_{i, \mathcal{S}}\right) \leq 2^{z-1}(\operatorname{cost}(p, \mathcal{A})+$ $\left.\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)\right) \leq 3 \cdot 2^{z-1} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)$.

Now, using Lemma 1.2, for any $\alpha \leq 1$,

$$
\operatorname{cost}(p, \mathcal{S}) \leq(1+\alpha / z)^{z-1} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)+\left(1+\frac{z}{\alpha}\right)^{z-1} \operatorname{cost}\left(p, q_{i, \mathcal{S}}\right)
$$

which after rearranging implies

$$
\begin{aligned}
\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right) & \leq 2 \alpha \cdot \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)+\left(\frac{2 z}{\alpha}\right)^{z-1} \operatorname{cost}\left(p, q_{i, \mathcal{S}}\right) \\
& \leq \alpha \cdot 2^{\ell+3} \cdot \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)+\left(\frac{2 z}{\alpha}\right)^{z-1} \cdot 3 \cdot 2^{z-1} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right) \\
& \leq 2^{z+1} \cdot\left(\alpha \cdot 2^{\ell+3}+\left(\frac{2 z}{\alpha}\right)^{z-1}\right) \cdot \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)
\end{aligned}
$$

We optimize the final term with respect to $\alpha$, which leads to $\alpha=2^{-\frac{\ell}{z}}$ (ignoring constants that depend on $z$ ) and hence an upper bound of

$$
\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right) \leq 2^{O(z \log z)} 2^{\ell(1-1 / z)} \cdot \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)
$$

## Concentration of the Estimator $E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$

First, we show that every estimator $E_{\ell, \mathcal{S}\left(L_{\mathcal{S}}\right)}$ is tightly concentrated. This follows the lines of the proof of Lemma 6.15, incorporating carefully the result of Lemma 6.17.

Lemma 6.18. Let $G$ be a group of points, and $\mathcal{A}$ be a solution. Consider an arbitrary solution $\mathcal{S}$. Then for any set of interesting clusters $L_{\mathcal{S}}$ induced by $\mathcal{A}$ on $G$, and any estimator $E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ with $\ell \leq z \log 4 z / \varepsilon$, it holds that:

$$
\left|E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)-\mathbb{E}\left[E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)\right]\right| \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(I_{\ell, \mathcal{S}}, \mathcal{S}\right)\right)
$$

with probability at least

$$
1-\exp \left(-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)
$$
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Proof. In order to simplify the notations, we drop mention of $L_{\mathcal{S}}$ and define $E_{\ell, \mathcal{S}}=$ $E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$.

Lemma 6.17 allows to write slightly differently $E_{\ell, \mathcal{S}}$ :

$$
E_{\ell, \mathcal{S}}=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i} \cap I_{\ell, \mathcal{S}} \cap \Omega} f(p) \cdot w_{p} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right),
$$

with all the weights $w_{p}$ are in $\left[0,2^{\ell(1-1 / z)} \cdot 2^{O(z \log z)}\right]$.
We can also write $E_{\ell, \mathcal{S}}$ as a sum of independent random variables: $E_{\ell, \mathcal{S}}=\sum_{j=1}^{\delta} X_{j}$, where $X_{j}=f\left(\Omega_{j}\right) \cdot w_{\Omega_{j}} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{A}\right)$ when the $j$-th sampled point of $G$ is $\Omega_{j} \in \tilde{C}_{i} \cap I_{\ell, \mathcal{S}} \cap$ $L_{\mathcal{S}}$ and $X_{j}=0$ when $\Omega_{i} \notin I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}}$. Recall that, due to Fact 6.11, the probability that the $j$-th sampled point is $p$, where $p \in \tilde{C}_{i}$ satisfies $\mathbb{P}\left[\Omega_{j}=p\right]=\frac{\operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})} \leq \frac{2 \operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})}$. From the same fact, $f(p) \leq \frac{2 \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}(p, \mathcal{A})}$.
We will rely on Bernstein's inequality (Theorem 6.10). To do this, we need an upper bound on the variance of $E_{\ell, \mathcal{S}}$, as well as an almost sure upper bound $M$ on every sample. We first bound $\mathbb{E}\left[X_{j}^{2}\right]$ : in the second line, we use that $\Omega_{j}$ consists of a single point to move the square inside the sum.

$$
\begin{aligned}
\mathbb{E}\left[X_{j}^{2}\right] & =\mathbb{E}\left[\left(f\left(\Omega_{j}\right) \operatorname{cost}\left(\Omega_{j}, \mathcal{A}\right) \cdot w_{\Omega_{j}, \mathcal{S}}\right)^{2}\right] \\
& =\sum_{p \in I_{\ell, \mathcal{S}} \cap L_{\mathcal{S}}}\left(f(p) \operatorname{cost}(p, \mathcal{A}) \cdot w_{p, \mathcal{S}}\right)^{2} \cdot \operatorname{Pr}\left[\Omega_{i}=p\right] \\
& \leq \sum_{p \in I_{\ell, \mathcal{S}}}\left(\frac{2 \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \mathcal{A}) \cdot w_{p, \mathcal{S}}\right)^{2} \cdot \operatorname{Pr}\left[\Omega_{i}=p\right] \\
& \leq \sum_{p \in I_{\ell, \mathcal{S}}} 2^{2 \ell(1-1 / z)} \cdot 2^{O(z \log z)} \cdot \frac{\operatorname{cost}^{2}(G, \mathcal{A})}{\delta^{2}} \cdot \frac{\operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})} \\
& \leq \sum_{p \in I_{\ell, \mathcal{S}}} 2^{2 \ell(1-1 / z)} \cdot 2^{O(z \log z)} \cdot \frac{\operatorname{cost}(G, \mathcal{A})}{\delta^{2}} \cdot \operatorname{cost}(p, \mathcal{A}),
\end{aligned}
$$

where the fourth line follows from using Lemma 6.17 to replace the value of $w_{p, \mathcal{S}}$.
To bound $\sum_{p \in I_{\ell, \mathcal{S}}} \operatorname{cost}(p, \mathcal{A})$, we need to deal with the cases $z=1$ (i.e. $k$-median) and $z \geq 2$ ( $k$-means and higher powers) separately. For the former, we have $2^{2 \ell(1-1 / 1)}=1$, so we can use $\sum_{p \in I_{\ell, \mathcal{S}}} \operatorname{cost}(p, \mathcal{A}) \leq \operatorname{cost}(G, \mathcal{A})$ as an upper bound. For the latter, we use $\sum_{p \in I_{\ell, \mathcal{S}}} 2^{\ell} \cdot \operatorname{cost}(p, \mathcal{A}) \leq \operatorname{cost}\left(I_{\ell, \mathcal{S}}, \mathcal{S}\right)$ as an upper bound. Combining this with $\operatorname{Var}\left[X_{i}\right] \leq \mathrm{E}\left[X_{i}^{2}\right]$, we obtain for $z=1$ :

$$
\begin{equation*}
\operatorname{Var}\left[X_{i}\right] \leq \frac{\operatorname{cost}(G, \mathcal{A})}{\delta^{2}} \cdot 2^{O(z \log z)} \cdot \operatorname{cost}(G, \mathcal{A}) \tag{6.9}
\end{equation*}
$$

and for $z>1$ :

$$
\begin{equation*}
\operatorname{Var}\left[X_{i}\right] \leq \frac{\operatorname{cost}(G, \mathcal{A})}{\delta^{2}} \cdot 2^{O(z \log z)} 2^{\ell(1-2 / z)} \operatorname{cost}\left(I_{\ell, \mathcal{S}}, \mathcal{S}\right) . \tag{6.10}
\end{equation*}
$$

### 6.3. Sampling inside Groups: Proof of Lemma 6.4

The almost sure upper bound (for which no case distinction is required) can be derived similarly , using $X_{i} \leq \sup \frac{2 \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \mathcal{A}) \cdot w_{p, \mathcal{S}}$ :

$$
\begin{align*}
X_{i} \leq M & :=2^{\ell(1-1 / z)} \cdot 2^{O(z \log z)} \cdot \frac{\operatorname{cost}(G, \mathcal{A})}{\delta} \\
& \leq \frac{z}{\varepsilon} \cdot 2^{\ell(1-2 / z)} \cdot 2^{O(z \log z)} \cdot \frac{\operatorname{cost}(G, \mathcal{A})}{\delta} \tag{6.11}
\end{align*}
$$

where the inequality holds due to $\ell \leq z \log (4 z / \varepsilon)$. Applying Bernstein's inequality with Equations 6.9, 6.10, and 6.11, we then have

$$
\begin{aligned}
& \mathbb{P}\left[\left|E_{\ell, \mathcal{S}}-\mathbb{E}\left[E_{\ell, \mathcal{S}}\right]\right| \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(I_{\ell, \mathcal{S}}, \mathcal{S}\right)\right)\right] \\
\leq & \exp \left(-\frac{\frac{\varepsilon^{2}}{z^{2} \log ^{2} z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(I_{\ell, \mathcal{S}}, \mathcal{S}\right)\right)^{2}}{2 \sum_{i=1}^{\delta} \operatorname{Var}\left[X_{i}\right]+\frac{1}{3} M \cdot \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(I_{\ell, \mathcal{S}}, \mathcal{S}\right)\right)}\right) \\
\leq & \exp \left(-\frac{\frac{\varepsilon^{2}}{z^{2} \log ^{2} z / \varepsilon} \cdot \delta}{2^{O(z \log z) \cdot\left\{\begin{array}{ll}
1 & \text { if } z=1 \\
2^{\ell(1-2 / z)} & \text { if } z \geq 2
\end{array}\right)}} \begin{array}{l}
-\left(\begin{array}{c} 
\\
-
\end{array}\right.
\end{array}\right)
\end{aligned}
$$

For $z=1$ this becomes $\exp \left(-\frac{\varepsilon^{2} \cdot \delta}{2^{O(z \log z) \log ^{2} 1 / \varepsilon}}\right)$. For $z=2$, we have $2^{\ell(1-2 / z)}=1$, so the same bound as for $z=1$. For $z>2$, we use $\ell \leq z \log 4 z / \varepsilon$, which implies $\varepsilon^{2} \cdot 2^{-\ell(1-2 / z)} \geq \varepsilon^{2+z-z 2 / z} \cdot 2^{-O(z \log z)}=\varepsilon^{z} \cdot 2^{-O(z \log z)}$. This yields our final desired bound of

$$
\exp \left(-\frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{2^{O(z \log z)} \log ^{2} 1 / \varepsilon} \cdot \delta\right)
$$

## Concentration of $F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$

We now turn our attention to bounding the random variable $F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$. It turns out that bounding

$$
F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i} \cap \Omega \cap I_{\ell, \mathcal{S}}} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right) \cdot \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}
$$

is rather hard, and in fact no easier than bounding $\operatorname{cost}\left(I_{\ell, \mathcal{S}} \cap \Omega, \mathcal{S}\right)$. Fortunately, this is not necessary, as it turns out that we can merely bound the sum of $F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$. We consider the random variable defined as follows:

$$
F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)=\sum_{\ell \leq z \log (4 z / \varepsilon)} F_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)
$$

with expectation

$$
\mathbb{E}\left[F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)\right]=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i}} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right) \cdot \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)} \cdot \operatorname{Pr}[p \in \Omega]
$$
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Showing that $F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)$ is concentrated is now an almost direct consequence of event $\mathcal{E}$ from Lemma 6.13, which says that $\sum_{p \in \tilde{C}_{i} \cap \Omega} \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}=(1 \pm \varepsilon)\left|\tilde{C}_{i}\right|$.

Lemma 6.19. Let $G$ be a group of points, and $\mathcal{A}$ be a solution. Conditioned on event $\mathcal{E}$, we have for all solutions $\mathcal{S}$ and all sets of interesting clusters $L_{\mathcal{S}}$ induced by $\mathcal{A}$ on $G$ :

$$
\left|F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)-\mathbb{E}\left[F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)\right]\right| \leq \varepsilon \cdot \operatorname{cost}(G, \mathcal{S})
$$

Proof. Given a solution $\mathcal{S}$ and any set of interesting clusters $L_{\mathcal{S}}$ induced by $\mathcal{A}$ on $G$, we have
$\mathbb{E}\left[F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)\right]=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i}} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right) \cdot \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)} \operatorname{Pr}[p \in \Omega]=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}}\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right)$.

Event $\mathcal{E}$ ensures that the mass of each cluster is preserved in the coreset, i.e., that $\sum_{p \in \tilde{C}_{i} \cap \Omega} \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}=(1 \pm \varepsilon) \cdot\left|\tilde{C}_{i}\right|$, for every cluster $\tilde{C}_{i} \in L_{\mathcal{S}}$. Hence

$$
F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)=\sum_{\tilde{C}_{i} \in L_{\mathcal{S}}} \sum_{p \in \tilde{C}_{i} \cap \Omega} \operatorname{cost}\left(q_{i, \mathcal{S}}, \mathcal{S}\right) \cdot \frac{\left|\tilde{C}_{i}\right| \cdot \operatorname{cost}(G, \mathcal{A})}{\delta \operatorname{cost}\left(\tilde{C}_{i}, \mathcal{A}\right)}=(1 \pm \varepsilon) \cdot \mathbb{E}\left[F_{\mathcal{S}}\left(L_{\mathcal{S}}\right)\right]
$$

Now finally observe that since $q_{i, \mathcal{S}}$ was always the point of $\tilde{C}_{i}$ whose cost in $\mathcal{S}$ is the smallest, we have $\mathbb{E}\left[F_{S}\left(L_{\mathcal{S}}\right)\right] \leq \operatorname{cost}\left(L_{\mathcal{S}}, \mathcal{S}\right) \leq \operatorname{cost}(G, \mathcal{S})$.

### 6.3.7 Combining Them All

We can now show that the sample $\Omega$ indeed verifies Lemma 6.4. To do that, we naturally follow the structure of previous lemmas, and decompose

$$
\left|\operatorname{cost}(G, \mathcal{S})-\sum_{p \in \Omega} f(p) \cdot \operatorname{cost}(p, \mathcal{S})\right|
$$

into terms for which we can apply Lemmas 6.12, 6.14, 6.18, and 6.19.
First, we note that the probability of success of Lemma 6.18 is too small to take a union-bound over its success for all $\mathcal{S}$. To cope with that issue, we use the approximate centroid set, in order to relate $E_{\ell, \mathcal{S}}\left(L_{\mathcal{S}}\right)$ to $E_{\ell, \tilde{\mathcal{S}}}\left(L_{\mathcal{S}}\right)$, where $\tilde{\mathcal{S}}$ comes from a small set on which union-bounding is possible.

- Lemma 6.20. Let $G$ be a group of points, and $\mathcal{A}$ be a solution. Let $\mathbb{C}$ be


### 6.3. Sampling inside Groups: Proof of Lemma 6.4

an $\mathcal{A}$-approximate centroid set, as in Definition 5.2. It holds with probability

$$
1-\exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)
$$

that, for all solution $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ and any set of interesting clusters $L_{\tilde{\mathcal{S}}}$ induced by $\mathcal{A}$ on $G$ :

$$
\left|\operatorname{cost}\left(L_{\tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)-\operatorname{cost}\left(\Omega \cap L_{\tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right| \leq \varepsilon\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(L_{\tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right) .
$$

Proof. Taking a union-bound over the success of Lemma 6.18 for all possible $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$, all choice of interesting clusters $L_{\tilde{\mathcal{S}}}$ and all $\ell$ such that $\log (\varepsilon / 2) \leq \ell \leq z \log (4 z / \varepsilon)$, it holds with probability $1-\exp (k \log |\mathbb{C}|) \exp \left(-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)$ that, for every $\tilde{\mathcal{S}} \in \mathbb{C}^{k}, L_{\tilde{\mathcal{S}}}$ and $\ell$,

$$
\begin{equation*}
\left|E_{\ell, \tilde{\mathcal{S}}}\left(L_{\tilde{\mathcal{S}}}\right)-\mathbb{E}\left[E_{\ell, \tilde{\mathcal{S}}}\left(L_{\tilde{\mathcal{S}}}\right)\right]\right| \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(I_{\ell, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right) \tag{6.12}
\end{equation*}
$$

For simplicity, we drop again the mention of $L_{\tilde{\mathcal{S}}}$ and write $E_{\ell, \tilde{\mathcal{S}}}=E_{\ell, \tilde{\mathcal{S}}}\left(L_{\tilde{\mathcal{S}}}\right), F_{\tilde{\mathcal{S}}}=$ $F_{\tilde{\mathcal{S}}}\left(L_{\tilde{\mathcal{S}}}\right)$. We now condition on that event, together with event $\mathcal{E}$. We write:

$$
\begin{align*}
& \left|\sum_{p \in L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\sum_{p \in L_{\tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right| \\
= & \left|\sum_{p \in L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\mathbb{E}\left[F_{\tilde{\mathcal{S}}}\right]+\mathbb{E}\left[F_{\tilde{\mathcal{S}}}\right]-F_{\tilde{\mathcal{S}}}+F_{\tilde{\mathcal{S}}}-\sum_{p \in L_{\tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right| \\
\leq & \left|\sum_{p \in L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\mathbb{E}\left[F_{\tilde{\mathcal{S}}}\right]+F_{\tilde{\mathcal{S}}}-\sum_{p \in L_{\tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right|+\left|\mathbb{E}\left[F_{\tilde{\mathcal{S}}}\right]-F_{\tilde{\mathcal{S}}}\right| \\
\leq & \sum_{\ell<\log \varepsilon / 2}\left|\sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\mathbb{E}\left[F_{\ell, \tilde{\mathcal{S}}}\right]+F_{\ell \ell \tilde{\mathcal{S}}}-\sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap L_{\tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right|  \tag{6.13}\\
& +\left.\sum_{\ell=\log \varepsilon / 2}^{z \log z / 4 \varepsilon}\right|_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\mathbb{E}\left[F_{\ell, \tilde{\mathcal{S}}}\right]+F_{\ell, \tilde{\mathcal{S}}}-\sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap L_{\tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}}) \mid(6 .  \tag{6.14}\\
& +\left|\mathbb{E}\left[F_{\tilde{\mathcal{S}}}\right]-F_{\tilde{\mathcal{S}}}\right|
\end{align*}
$$

We note that Equation 6.14 is $\sum_{\ell=\log \varepsilon / 2}^{z \log z / 4 \varepsilon} \mid E_{\ell, \tilde{\mathcal{S}}}-\mathbb{E}\left[E_{\ell, \tilde{\mathcal{S}}}\right]$ and can be directly bounded using Equation 6.12. To bound tiny points of Equation 6.13, we combine Lemma 6.12
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with the observation that $F_{\ell, \tilde{\mathcal{S}}} \leq \sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap \Omega} f(p) \operatorname{cost}(p, \tilde{\mathcal{S}})$. This gives:

$$
\begin{aligned}
& \sum_{\ell<\log \varepsilon / 2}\left|\sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\mathbb{E}\left[F_{\ell, \tilde{\mathcal{S}}}\right]+F_{\ell, \tilde{\mathcal{S}}}-\sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right| \\
\leq & \sum_{\ell<\log \varepsilon / 2}\left(\sum_{p \in I_{\ell, \tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})+\mathbb{E}\left[F_{\ell, \tilde{\mathcal{S}}}\right]+F_{\ell, \tilde{\mathcal{S}}}+\sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right) \\
\leq & 2 \sum_{\ell<\log \varepsilon / 2}\left(\sum_{p \in I_{\ell, \tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})+\sum_{p \in I_{\ell, \tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right) \\
\leq & 4 \varepsilon \operatorname{cost}(G, \mathcal{A}),
\end{aligned}
$$

where the last equation uses Lemma 6.12. Plugging this result into the previous inequality, we have:

$$
\begin{aligned}
& \left|\sum_{p \in L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\sum_{p \in L_{\tilde{\tilde{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right| \\
\leq & 4 \varepsilon \operatorname{cost}(G, \mathcal{A})+\sum_{\ell=\log \varepsilon / 2}^{z \log z / 4 \varepsilon}\left|\mathbb{E}\left[E_{\ell, \tilde{\mathcal{S}}}\right]-E_{\ell, \tilde{\mathcal{S}}}\right|+\left|\mathbb{E}\left[F_{\tilde{\mathcal{S}}}\right]-F_{\tilde{\mathcal{S}}}\right| \\
\leq & 4 \varepsilon \operatorname{cost}(G, \mathcal{A})+\sum_{\ell=\log \varepsilon / 2}^{z \log z / 4 \varepsilon} \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(I_{\ell, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)+\left|\mathbb{E}\left[F_{\tilde{\mathcal{S}}}\right]-F_{\tilde{\mathcal{S}}}\right| \\
\leq & 4 \varepsilon \operatorname{cost}(G, \mathcal{A})+(z \log (z / 4 \varepsilon)-\log \varepsilon / 2) \cdot \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(L_{\tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right) \\
& +\varepsilon \cdot \operatorname{cost}(G, \tilde{\mathcal{S}}) \\
\leq & O(\varepsilon) \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(L_{\tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right),
\end{aligned}
$$

where the second to last inequality used Lemma 6.19.

From the approximate centroid set to any solution. We can now finally turn to the proof of Lemma 6.4: it combines the result we show previously for the huge type, and the use of approximate centroid set with the Lemma 6.20 for the interesting and tiny types.

Proof of Lemma 6.4. Let $X, k, z, G$ and $\mathcal{A}$ as in the lemma statement. We condition on event $\mathcal{E}$ happening. Let $\mathcal{S}$ be a set of $k$ points, and $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ that approximates best $\mathcal{S}$, as given by the definition of $\mathbb{C}$ (see Definition 5.2). This ensures that for all points $p$ with $\operatorname{dist}(p, \mathcal{S}) \leq \frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$ or $\operatorname{dist}(p, \tilde{\mathcal{S}}) \leq \frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$, we have $|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \frac{\varepsilon}{z \log (z / \varepsilon)}(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))$.

### 6.3. Sampling inside Groups: Proof of Lemma 6.4

Our first step is to deal with points that have $\operatorname{dist}(p, \mathcal{S})>\frac{4 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$, using Lemma 6.14. None of the remaining points is huge with respect to $\tilde{\mathcal{S}}$ : hence, they all are in interesting clusters with respect to $\tilde{\mathcal{S}}$. Let $L_{\tilde{\mathcal{S}}}$ be this set of cluster: it can be handled with Lemma 6.20. The remaining of the proof formalizes the argument.

Let $H_{\mathcal{S}}$ be the set of all clusters that are intersecting with some $I_{\ell, \mathcal{S}}$ with $\ell>$ $z \log (4 z / \varepsilon)$. We also denote $H_{\mathcal{S}}$ the points contained in those clusters. We decompose the cost difference as follows:

$$
\begin{align*}
\left|\operatorname{cost}(G, \mathcal{S})-\sum_{p \in \Omega \cap G} f(p) \cdot \operatorname{cost}(p, \mathcal{S})\right| \leq & \left|\sum_{p \in G \backslash H_{\mathcal{S}}} \operatorname{cost}(p, \mathcal{S})-\sum_{p \in\left(G \backslash H_{\mathcal{S}}\right) \cap \Omega} f(p) \cdot \operatorname{cost}(p, \mathcal{S})\right|  \tag{6.15}\\
& +\left|\sum_{p \in H_{\mathcal{S}}} \operatorname{cost}(p, \mathcal{S})-\sum_{p \in H_{\mathcal{S}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \mathcal{S})\right| \tag{6.16}
\end{align*}
$$

Since we condition on event $\mathcal{E}$, the term 6.16 is $O(\varepsilon) \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))$, using Lemma 6.14. Now we take a closer look at term 6.15. By definition of $\mathcal{\mathcal { S }}$, it holds for all points $p \in G \backslash H_{\mathcal{S}}$ that $|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \varepsilon(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))$. Therefore:

$$
\begin{aligned}
\mid \sum_{p \in G \backslash H_{\mathcal{S}}} \operatorname{cost}(p, \mathcal{S}) & -\sum_{p \in\left(G \backslash H_{\mathcal{S}}\right) \cap \Omega} f(p) \cdot \operatorname{cost}(p, \mathcal{S}) \mid \\
& \leq\left|\sum_{p \in G \backslash H_{\mathcal{S}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\sum_{p \in\left(G \backslash H_{\mathcal{S}}\right) \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right| \\
& +\varepsilon(\operatorname{cost}(G, \mathcal{S})+\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(\Omega, \mathcal{S})+\operatorname{cost}(\Omega, \mathcal{A})) .
\end{aligned}
$$

This allows us to focus on bounding the cost difference to solution $\tilde{\mathcal{S}}$ instead of $\mathcal{S}$.
For the remaining points in $G \backslash H_{\mathcal{S}}$, we aim at using Lemma 6.20: for that, we show that $L_{\tilde{\mathcal{S}}}:=G \backslash H_{\mathcal{S}}$ contains only interesting clusters with respect to $\tilde{\mathcal{S}}$. Indeed, for any $p \in L_{\tilde{\mathcal{S}}}$, we have $|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \frac{\varepsilon}{z \log z / \varepsilon}(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))$ by definition of $\tilde{\mathcal{S}}$. Hence,

$$
\begin{aligned}
\operatorname{cost}(p, \tilde{\mathcal{S}}) & \leq \operatorname{cost}(p, \mathcal{S})+\frac{\varepsilon}{z \log z / \varepsilon}(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A})) \\
& \leq\left((1+\varepsilon)\left(\frac{4 \varepsilon}{z}\right)^{z}+\varepsilon\right) \operatorname{cost}(p, \mathcal{A}) \\
& \leq\left(\frac{8 \varepsilon}{z}\right)^{z} \operatorname{cost}(p, \mathcal{A})
\end{aligned}
$$

and $p$ is indeed not huge with respect to $\tilde{\mathcal{S}}$. Therefore, we can apply Lemma 6.20 to
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get:

$$
\begin{aligned}
\left|\sum_{p \in G \backslash H_{\mathcal{S}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\sum_{p \in\left(G \backslash H_{\mathcal{S}}\right) \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right| & =\left|\sum_{p \in L_{\tilde{\mathcal{S}}}} \operatorname{cost}(p, \tilde{\mathcal{S}})-\sum_{p \in L_{\tilde{\mathcal{S}}} \cap \Omega} f(p) \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right| \\
& \leq \varepsilon\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(L_{\tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right) \\
& =O(\varepsilon)\left(\operatorname{cost}\left(L_{\tilde{\mathcal{S}}}, \mathcal{S}\right)+\operatorname{cost}(G, \mathcal{A})\right)
\end{aligned}
$$

Combining all the equations yields

$$
|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})| \leq O(\varepsilon) \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S})+\operatorname{cost}(\Omega, \mathcal{A})+\operatorname{cost}(\Omega, \mathcal{S}))
$$

To conclude the proof, it only remains to remove the term $\operatorname{cost}(\Omega, \mathcal{A})+\operatorname{cost}(\Omega, \mathcal{S})$ from the right-hand-side. Applying this inequality for $\mathcal{S}=\mathcal{A}$ and using $\operatorname{cost}(\Omega, \mathcal{A}) \leq$ $\operatorname{cost}(G, \mathcal{A})+|\operatorname{cost}(G, \mathcal{A})-\operatorname{cost}(\Omega, \mathcal{A})|$ yields first

$$
\operatorname{cost}(\Omega, \mathcal{A})=O(1) \cdot \operatorname{cost}(G, \mathcal{A})
$$

Similarly, we can use $\operatorname{cost}(\Omega, \mathcal{S}) \leq \operatorname{cost}(G, \mathcal{S})+|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})|$ to get

$$
\operatorname{cost}(\Omega, \mathcal{S})=O(1) \cdot(\operatorname{cost}(G, \mathcal{S})+\operatorname{cost}(G, \mathcal{A}))
$$

Hence, we finally conclude:

$$
|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})| \leq O(\varepsilon) \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S}))
$$

The probability now follows from taking a union-bound over the failure probability of Lemma 6.13 and Lemma 6.20. Specifically

$$
1-\exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)-k \cdot z^{2} \log ^{2}(z / \varepsilon) \exp \left(-O(1) \frac{\varepsilon^{2}}{k} \delta\right)
$$

In a given cluster $\tilde{C}_{i}$ induced by $\mathcal{A}$ on $G$, the complexity of the algorithm is $O\left(\left|\tilde{C}_{i}\right|\right)$ : it is both the cost of computing the scaling factor $f(p)$ for all $p \in \tilde{C}_{i}$, and the cost of sampling $\delta$ points using reservoir sampling [159]. Hence, the cost of this algorithm for all clusters is $O(|G|)$.

### 6.4 Dealing with the Few Far points: Sampling from Outer Rings

In this section we prove Lemma 6.5, that we recall here:

### 6.4. Dealing with the Few Far points: Sampling from Outer Rings

- Lemma 6.5. Let ( $X$, dist) be a metric space, $k, z$ be two positive integers, $P$ be a set of clients and $\mathcal{A}$ be a $c_{\mathcal{A}}$-approximate solution solution to $(k, z)$ clustering on $P$.
Let $G$ be either a group $G_{b}^{O}$ or $G_{\max }^{O}$. Suppose moreover that there is a $\mathcal{A}$ approximate centroid set $\mathbb{C}$ for $(k, z)$-clustering on $G$.
Then, there exists an algorithm SensitivitySample running in time $O(|G|)$ that constructs a set $\Omega$ of size $\delta$ such that it holds with probability $1-$ $\exp \left(k \log |\mathbb{C}|-2^{O(z \log z)} \cdot \frac{\varepsilon^{2}}{\log ^{2} 1 / \varepsilon} \cdot \delta\right)$ that, for all sets $\mathcal{S}$ of $k$ centers:

$$
|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})|=\frac{\varepsilon}{z \log z / \varepsilon} \cdot(\operatorname{cost}(\mathcal{S})+\operatorname{cost}(\mathcal{A}))
$$

Recall that the SensitivitySample procedure merely picks $\delta$ points $p$ with probability $\frac{\operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})}$. Each of the $\delta$ sampled points has a weight $\frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})}$. The procedure runs in time $O(|G|)$.

The main steps of the proof are as follows.

- First, we consider the cost of the points in $G$ such that $\operatorname{cost}(p, \mathcal{S})$ is at most $4^{z} \cdot \operatorname{cost}(p, \mathcal{A})$. For this case, we can (almost) directly apply Bernstein's inequality as in the previous section.
- Second, we consider the cost of the points in $G$ such that $\operatorname{cost}(p, \mathcal{S})>4^{z}$. $\operatorname{cost}(p, \mathcal{A})$. Denote this set by $G_{f a r, \mathcal{S}}$. For these points, we can afford to replace their cost in $\mathcal{S}$ with the distance to the closest center $c \in \mathcal{A}$ plus the distance from $c$ to the closest center in $\mathcal{S}$. The latter part can be charged to the remaining points of the cluster from the original dataset (i.e., not restricted to group $G$ ) which are in much larger number and already paying a similar value in $\mathcal{S}$.

We first analyse the points not in $G_{f a r, \mathcal{S}}$. For that, we will go through the approximate centroid set $\mathbb{C}$ to afford a union-bound: we show the following lemma.

- Lemma 6.21. Let $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$, and define $G_{\text {close }, \tilde{\mathcal{S}}}$ to be the set of points of $G$ such that $\operatorname{cost}(p, \tilde{\mathcal{S}}) \leq 5^{z} \cdot \operatorname{cost}(p, \mathcal{A})$. It holds with probability

$$
1-\exp \left(-2^{-O(z)}\left(\frac{\varepsilon}{\log 1 / \varepsilon}\right)^{2} \delta\right)
$$

that

$$
\left|\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)-\operatorname{cost}\left(\Omega \cap G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right| \leq \frac{\varepsilon}{z \log z / \varepsilon}\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)
$$

Proof. We aim to use Bernstein's Inequality. Let $E_{\text {close }, \tilde{\mathcal{S}}}=\sum_{i=1}^{\delta} X_{i}$, where $X_{i}=$ $\frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})$ if the $i$-th sampled point is $p \in G_{\text {close }, \tilde{\mathcal{S}}}$ and $X_{i}=0$ the $i$-th
sampled point is $p \notin G_{\text {close }, \tilde{\mathcal{S}}}$. Recall that the probability that $p$ is the $i$-th sampled point is $\frac{\operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})}$. We consider the second moment $\mathrm{E}\left[X_{i}^{2}\right]$ :

$$
\begin{aligned}
E\left[X_{i}^{2}\right] & =\sum_{p \in G_{\text {close }, \tilde{\mathcal{S}}}}\left(\frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \tilde{\mathcal{S}})\right)^{2} \cdot \mathbb{P}[p \in \Omega] \\
& =\operatorname{cost}(G, \mathcal{A}) \cdot \sum_{p \in G_{\text {close }, \tilde{\mathcal{S}}}} \frac{\operatorname{cost}(p, \tilde{\mathcal{S}})}{\delta^{2} \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \tilde{\mathcal{S}}) \\
& \leq \operatorname{cost}(G, \mathcal{A}) \cdot \sum_{p \in G_{\text {close }, \mathcal{\mathcal { S }}}} \frac{5^{z}}{\delta^{2}} \cdot \operatorname{cost}(p, \tilde{\mathcal{S}}) \\
& \leq \frac{5^{z}}{\delta^{2}} \cdot \operatorname{cost}(G, \mathcal{A}) \cdot \operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)
\end{aligned}
$$

Furthermore, we have the following upper bound for the maximum value any of the $X_{i}$ :

$$
\begin{equation*}
X_{i} \leq M:=\max _{p \in G_{\text {close }, \tilde{\mathcal{S}}}} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \tilde{\mathcal{S}}) \leq \frac{5^{z}}{\delta} \cdot \operatorname{cost}(G, \mathcal{A}) \tag{6.17}
\end{equation*}
$$

Combining both bounds with Bernstein's inequality now yields

$$
\begin{aligned}
& \mathbb{P}\left[\left\lvert\, E_{\text {close }, \tilde{\mathcal{S}}}-\mathbb{E}\left[E_{\text {close }, \tilde{\mathcal{S}}}\right] \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)\right.\right] \\
\leq & \exp \left(-\frac{\left(\frac{\varepsilon}{z \log z / \varepsilon}\right)^{2} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(G_{\text {close } e \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)^{2}}{2 \sum_{i=1}^{\delta} \operatorname{Var}\left[X_{i}\right]+\frac{1}{3} M \cdot \varepsilon \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)}\right) \\
\leq & \exp \left(-\frac{\left(\frac{\varepsilon}{z \log z / \varepsilon}\right)^{2} \cdot \delta \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)^{2}}{24^{z} \cdot \operatorname{cost}(G, \mathcal{A}) \cdot \operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)+4^{z} \cdot \operatorname{cost}(G, \mathcal{A}) \cdot \varepsilon \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)}\right) \\
\leq & \exp \left(-2^{-O(z)} \cdot\left(\frac{\varepsilon}{z \log z / \varepsilon}\right)^{2} \cdot \delta\right)
\end{aligned}
$$

Noting that $\operatorname{cost}\left(\Omega \cap G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)=\mathbb{E}\left[E_{\text {close }, \tilde{\mathcal{S}}}\right]$, concludes: we have with probability $1-\exp \left(-2^{-O(z)} \cdot\left(\frac{\varepsilon}{\log 1 / \varepsilon}\right)^{2} \cdot \delta\right)$ that:

$$
\left|\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)-\operatorname{cost}\left(\Omega \cap G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right| \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot\left(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}\left(G_{\text {close } e, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right)
$$

Now we turn our attention to $G_{f a r, \mathcal{S}}$. For this, we analyse the following event $\mathcal{E}_{f a r}$, similar to $\mathcal{E}$ : For all cluster $C$ of solution $\mathcal{A}$ such that $C \cap G \neq \emptyset$

$$
\sum_{p \in C \cap G \cap \Omega} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \operatorname{cost}(p, \mathcal{A})=(1 \pm \varepsilon) \cdot \operatorname{cost}(C \cap G, \mathcal{A})
$$

### 6.4. Dealing with the Few Far points: Sampling from Outer Rings

- Lemma 6.22. Event $\mathcal{E}_{\text {far }}$ happens with probability at least

$$
1-k \exp \left(\frac{\varepsilon^{2}}{6 k} \cdot \delta\right)
$$

Proof. We aim to use Bernstein's Inequality. Let $E_{C}=\sum_{i=1}^{\delta} X_{i}$, where $X_{i}=$ $\frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \mathcal{A})$ if the $i$-th sampled point $p \in C$ and $X_{i}=0$ the $i$-th sampled point $p \notin C$. Recall that the probability that the $i$-th sampled point is $p$ is $\frac{\operatorname{cost}(p, \mathcal{A})}{\operatorname{cost}(G, \mathcal{A})}$. We consider the second moment $\mathrm{E}\left[X_{i}^{2}\right]$ :

$$
\begin{aligned}
E\left[X_{i}^{2}\right] & =\sum_{p \in C \cap G}\left(\frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \mathcal{A})\right)^{2} \cdot \mathbb{P}[p \text { is the } i \text {-th sampled point }] \\
& =\frac{\operatorname{cost}(G, \mathcal{A})}{\delta^{2}} \cdot \sum_{p \in C \cap G} \operatorname{cost}(p, \mathcal{A}) \\
& =\frac{\operatorname{cost}(G, \mathcal{A})}{\delta^{2}} \operatorname{cost}(C \cap G, \mathcal{A}) \\
& \leq \frac{2 k}{\delta^{2}} \cdot \operatorname{cost}^{2}(C \cap G, \mathcal{A})
\end{aligned}
$$

where the final inequality follows since every cluster has cost at least half the average. Indeed, either the group considered is $G_{\max }^{O}$, and then any cluster verifies $\operatorname{cost}(C \cap G) \geq$ $\frac{1}{k} \operatorname{cost}\left(R_{O}^{\mathcal{A}}, \mathcal{A}\right) \geq \frac{1}{k} \operatorname{cost}\left(G_{\max }^{O}, \mathcal{A}\right)$, or all the clusters in $G_{b}^{O}$ have an equal cost, up to a factor of 2 - hence none cost less than half of the average.

Furthermore, we have by the same argument the following upper bound for the maximum value any of the $X_{i}$ :

$$
X_{i} \leq M:=\max _{p \in C \cap G} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \mathcal{A}) \leq \frac{2 k}{\delta} \cdot \operatorname{cost}(C \cap G, \mathcal{A}) .
$$

Combining both bounds with Bernstein's inequality now yields

$$
\begin{aligned}
& \mathbb{P}[|\operatorname{cost}(C \cap G \cap \Omega, \mathcal{A})-\operatorname{cost}(C \cap G, \mathcal{A})| \leq \varepsilon \cdot \operatorname{cost}(C \cap G, \mathcal{A})] \\
\leq & \exp \left(-\frac{\varepsilon^{2} \cdot \operatorname{cost}^{2}(C \cap G, \mathcal{A})}{2 \sum_{i=1}^{\delta} \operatorname{Var}\left[X_{i}\right]+\frac{1}{3} M \cdot \varepsilon \cdot \operatorname{cost}(C \cap G, \mathcal{A})}\right) \leq \exp \left(-\frac{\varepsilon^{2}}{6 k} \cdot \delta\right)
\end{aligned}
$$

Reformulating, we now have

$$
\sum_{p \in C \cap G \cap \Omega} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \operatorname{cost}(p, \mathcal{A})=(1 \pm \varepsilon) \cdot \operatorname{cost}(C \cap G, \mathcal{A})
$$

- Lemma 6.23. Let ( $X$, dist) be a metric space, $k, z$ be two positive integers. Suppose $G$ is either a group $G_{b}^{O}$ or $G_{\max }^{O}$. Let $G_{f a r, \mathcal{S}} \subset G$ be the set of all clients such that $\operatorname{cost}(p, \mathcal{S})>4^{z} \cdot \operatorname{cost}(p, \mathcal{A})$. Condition on event $\mathcal{E}_{\text {far }}$.
Then, the set $\Omega$ of size $\delta$ constructed by SensitivitySample verifies the following. It holds for all sets $\mathcal{S}$ of $k$ centers that:

$$
\operatorname{cost}\left(G_{f a r, \mathcal{S}}, \mathcal{S}\right)+\operatorname{cost}\left(\Omega \cap G_{f a r, \mathcal{S}}, \mathcal{S}\right) \leq \frac{2 \varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(\mathcal{S})
$$

Proof. Our aim will be to show that $\max \left(\operatorname{cost}\left(G_{f a r, \mathcal{S}}, \mathcal{S}\right), \operatorname{cost}\left(\Omega \cap G_{f a r, \mathcal{S}}, \mathcal{S}\right)\right) \leq$ $\frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(\mathcal{S})$. It is key here that we compare to the cost of the full input in $\mathcal{S}$, and not simply the cost of the group $G$.

First, we fix a cluster $C \in \mathcal{A}$, and show that the total contribution of points of $C \cap G_{f a r, \mathcal{S}}$ is very cheap compared to $\operatorname{cost}(C, \mathcal{S})$, i.e. that $\operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap C, \mathcal{S}\right) \leq$ $\frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(C, \mathcal{S})$.
For this, fix a point $p \in G_{f a r, \mathcal{S}} \cap C$, and let $c$ be the center of cluster $C$.
Let $C_{\text {close }}$ be the points of $C$ with cost at most $\left(\frac{z}{\varepsilon}\right)^{z} \cdot \frac{\operatorname{cost}(C, \mathcal{A})}{|C|}$. Due to Markov's inequality, most of $C$ 's points are in $C_{\text {close }}:\left|C_{\text {close }}\right| \geq(1-\varepsilon / z) \cdot|C|$.
Using that the point $p$ is both in the outer ring of $C$ and in $G_{f a r, \mathcal{S}}$, we can lower bound the distance from $c$ to $\mathcal{S}$ as follows. Triangle inequality and $\operatorname{cost}(p, \mathcal{S})>4^{z} \cdot \operatorname{cost}(p, c)$, yield $\operatorname{dist}(c, \mathcal{S}) \geq \operatorname{dist}(p, \mathcal{S})-\operatorname{dist}(p, c) \geq 4 \operatorname{dist}(p, c)-\operatorname{dist}(p, c) \geq 3 \operatorname{dist}(p, c)$. Since $p$ is from an outer group, it verifies $\operatorname{cost}(p, c) \geq\left(\frac{z}{\varepsilon}\right)^{2 z} \cdot \frac{\operatorname{cost}(C, c)}{|C|}$. Combining those two observations yields: $\operatorname{cost}(c, \mathcal{S}) \geq 3^{z} \operatorname{cost}(p, \mathcal{A}) \geq 3^{z} \cdot\left(\frac{z}{\varepsilon}\right)^{2 z} \cdot \frac{\operatorname{cost}(C, c)}{|C|}$.
Using this and Lemma 1.2, we now have for any $q \in C_{\text {close }}$ :

$$
\begin{align*}
\operatorname{cost}(c, \mathcal{S}) & \leq(1+\varepsilon /(2 z))^{z-1} \cdot \operatorname{cost}(q, \mathcal{S})+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot \operatorname{cost}(q, c) \\
& \leq(1+\varepsilon) \operatorname{cost}(q, \mathcal{S})+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot\left(\frac{z}{\varepsilon}\right)^{z} \cdot \frac{\operatorname{cost}(C, c)}{|C|} \\
& \leq(1+\varepsilon) \operatorname{cost}(q, \mathcal{S})+3^{z-1} \cdot\left(\frac{z}{\varepsilon}\right)^{2 z-1} \cdot \frac{\operatorname{cost}(C, c)}{|C|} \\
& \leq(1+\varepsilon) \operatorname{cost}(q, \mathcal{S})+\frac{\varepsilon}{3 z} \cdot \operatorname{cost}(c, \mathcal{S}) \\
\Rightarrow \operatorname{cost}(q, \mathcal{S}) & \geq \frac{1-\varepsilon}{1+\varepsilon} \cdot \operatorname{cost}(c, \mathcal{S}) \\
\Rightarrow \operatorname{cost}(C, \mathcal{S}) & \geq \operatorname{cost}\left(C_{\text {close } e}, \mathcal{S}\right) \geq\left|C_{\text {close }}\right| \cdot \frac{1-\varepsilon}{1+\varepsilon} \cdot \operatorname{cost}(c, \mathcal{S}) . \tag{6.18}
\end{align*}
$$

Using additionally that $\left|C_{\text {close }}\right| \geq\left(1-\frac{\varepsilon}{z}\right) \cdot|C|$ and $\operatorname{cost}(c, \mathcal{S}) \geq 3^{z} \cdot\left(\frac{z}{\varepsilon}\right)^{2 z} \cdot \frac{\operatorname{cost}(C, c)}{|C|}$, we get:

$$
\begin{equation*}
\operatorname{cost}(C, \mathcal{S}) \geq\left|C_{\text {close }}\right| \cdot \frac{1-\varepsilon}{1+\varepsilon} \cdot 3^{z} \cdot\left(\frac{z}{\varepsilon}\right)^{2 z} \cdot \frac{\operatorname{cost}(C, \mathcal{A})}{|C|} \geq 3^{z} \cdot\left(\frac{z}{\varepsilon}\right)^{2 z-1} \cdot \operatorname{cost}(C, \mathcal{A}) \tag{6.19}
\end{equation*}
$$

### 6.4. Dealing with the Few Far points: Sampling from Outer Rings

We are now equipped to show the first part of the lemma, namely $\operatorname{cost}\left(G_{f a r, \mathcal{S}}, \mathcal{S}\right) \leq$ $\frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(\mathcal{S})$.

Since $G \cap C$ contains only points from the outer ring of $C$, with distance at least $(z / \varepsilon)^{2}$ times the average, Markov's inequality implies that $|G \cap C| \leq\left(\frac{\varepsilon}{z}\right)^{2} \cdot|C|$. Hence, $\left|G_{f a r, \mathcal{S}} \cap C\right| \leq \frac{1}{1-\varepsilon / z} \cdot\left(\frac{\varepsilon}{z}\right)^{2} \cdot\left|C_{\text {close }}\right|$. This yields

$$
\begin{align*}
& \operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap C, \mathcal{S}\right)= \\
(\text { Lem.1.2 } \leq & \sum_{p \in G_{f a r, \mathcal{S} \cap C}} \operatorname{cost}(p, \mathcal{S}) \\
\leq & \sum_{p \in G_{f a r, \mathcal{S}} \cap C}(1+\varepsilon / 2 z)^{z-1} \operatorname{cost}(c, \mathcal{S})+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot \operatorname{cost}(p, c) \\
\leq & \left|G_{f a r, \mathcal{S}} \cap C\right| \cdot(1+\varepsilon) \cdot \operatorname{cost}(c, \mathcal{S})  \tag{6.20}\\
& +\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot \operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap C, \mathcal{A}\right) \\
\leq & \frac{1+\varepsilon}{1-\varepsilon / z} \cdot\left(\frac{\varepsilon}{z}\right)^{2} \cdot\left|C_{c l o s e}\right| \operatorname{cost}(c, \mathcal{S})+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap C, \mathcal{A}\right) \\
(E q .6 .18) \leq & \frac{(1+\varepsilon)^{2}}{(1-\varepsilon)^{2}} \cdot\left(\frac{\varepsilon}{z}\right)^{2} \cdot \operatorname{cost}(C, \mathcal{S})+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot \operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap C, \mathcal{A}\right) \\
(E q .6 .19) \leq & \frac{(1+\varepsilon)^{2}}{(1-\varepsilon)^{2}} \cdot\left(\frac{\varepsilon}{z}\right)^{2} \cdot \operatorname{cost}(C, \mathcal{S})  \tag{6.21}\\
& +\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot \frac{1}{3^{z}} \cdot\left(\frac{\varepsilon}{z}\right)^{2 z-1} \cdot \operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap C, \mathcal{S}\right)  \tag{6.22}\\
\leq & \frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(C, \mathcal{S})
\end{align*}
$$

Summing this up over all clusters $C$, we therefore have

$$
\begin{equation*}
\operatorname{cost}\left(G_{f a r, \mathcal{S}}, \mathcal{S}\right) \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(\mathcal{S}) \tag{6.23}
\end{equation*}
$$

What is left to show is that, in the coreset, the weighted cost of the points in $G_{f a r, \mathcal{S}} \cap \Omega$ can be bounded similarly. For that, we use event $\mathcal{E}_{\text {far }}$ to show that $\sum_{p \in G_{f a r, \mathcal{S}} \cap C \cap \Omega} \frac{\operatorname{cost}\left(G, \mathcal{A}_{0}\right)}{\operatorname{cost}\left(p, \mathcal{A}_{0}\right)} \approx\left|G_{f a r, \mathcal{S}} \cap C\right|$

In particular, event $\mathcal{E}_{f a r}$ implies that with probability $1-k^{\prime} \cdot \exp \left(-O(1) \cdot \frac{\varepsilon^{2}}{k^{\prime}} \cdot \delta\right)$ for all clusters $C$ induced by $\mathcal{A}$

$$
\begin{aligned}
\sum_{p \in C \cap G \cap \Omega} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot\left(\frac{2 z}{\varepsilon}\right)^{2 z} \cdot \frac{\operatorname{cost}(C, \mathcal{A})}{|C|} & \leq \sum_{p \in C \cap G \cap \Omega} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \operatorname{cost}(p, \mathcal{A}) \\
& \leq(1+\varepsilon) \cdot \operatorname{cost}(C \cap G, \mathcal{A})
\end{aligned}
$$

$$
\begin{align*}
\Rightarrow \sum_{p \in C \cap G \cap \Omega} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} & \leq(1+\varepsilon) \cdot\left(\frac{\varepsilon}{2 z}\right)^{2 z} \cdot|C| \frac{\operatorname{cost}(C \cap G, \mathcal{A})}{\operatorname{cost}(C, \mathcal{A})}  \tag{6.24}\\
& \leq(1+\varepsilon) \cdot\left(\frac{\varepsilon}{2 z}\right)^{2 z} \cdot|C| \tag{6.25}
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
& \operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap \Omega \cap C, \mathcal{S}\right) \\
&= \sum_{p \in G_{f a r, \mathcal{S} \cap C}} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot \operatorname{cost}(p, \mathcal{S}) \\
&(\text { Lem. 1.2) } \leq \sum_{p \in G_{f a r, \mathcal{S} \cap \Omega \cap C}} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \cdot\left(\left(1+\frac{\varepsilon}{2 z}\right)^{z-1} \operatorname{cost}(c, \mathcal{S})\right. \\
&\left.\quad+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot \operatorname{cost}(p, c)\right) \\
& \leq(1+\varepsilon) \cdot \operatorname{cost}(c, \mathcal{S}) \cdot \sum_{p \in G_{f a r, \mathcal{S} \cap \Omega \cap C}} \frac{\operatorname{cost}(G, \mathcal{A})}{\delta \cdot \operatorname{cost}(p, \mathcal{A})} \\
&\left(\mathcal{E}_{f a r}\right) \leq \\
&+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot(1+\varepsilon) \cdot \operatorname{cost}(C \cap G, \mathcal{A}) \\
&(E q \cdot 6.25) \leq(1+\varepsilon)^{2} \operatorname{cost}(c, \mathcal{S}) \cdot\left(\frac{\varepsilon}{2 z}\right)^{2 z} \cdot|C|+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot(1+\varepsilon) \cdot \operatorname{cost}(C \cap G, \mathcal{A})  \tag{6.26}\\
& \leq(1+\varepsilon)^{2} \cdot\left(\frac{\varepsilon}{2 z}\right)^{2 z} \cdot|C| \cdot \operatorname{cost}(c, \mathcal{S})+\left(\frac{2 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot \operatorname{cost}(C, \mathcal{A}) \\
& \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(C, \mathcal{S})
\end{align*}
$$

where the steps following Equation 6.26 are identical to those used to derive Equation 6.22 from Equation 6.20. Again, summing over all clusters now yields

$$
\operatorname{cost}\left(G_{f a r, \mathcal{S}} \cap \Omega, \mathcal{S}\right) \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(\mathcal{S})
$$

which yields the claim.

Combining far and close to show Lemma 6.5 The overall proof follows from those lemmas.

Proof of Lemma 6.5. First, we condition on event $\mathcal{E}_{\text {far }}$, and on the success of Lemma 6.21 for all solution in $\mathbb{C}^{k}$. This happens with probability

$$
1-k \exp \left(\frac{\varepsilon^{2}}{k} \cdot \delta\right)-\exp \left(k \log |\mathbb{C}|-2^{-O(z)}\left(\frac{\varepsilon}{\log 1 / \varepsilon}\right)^{2} \delta\right)
$$

### 6.4. Dealing with the Few Far points: Sampling from Outer Rings

Let $\mathcal{S}$ be a solution, and $\tilde{\mathcal{S}}$ its corresponding solution in $\mathbb{C}^{k}$. We break the cost of $\mathcal{S}$ into two parts: points with $\operatorname{cost}(p, t i l d e \mathcal{S}) \leq 5^{z} \cdot \operatorname{cost}(p, \mathcal{A})$, on which we can apply Lemma 6.21, on the others, on which we will apply Lemma 6.23.

From Lemma 6.21, we directly get

$$
\left|\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)-\operatorname{cost}\left(\Omega \cap G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right| \leq \frac{\varepsilon}{z \log z / \varepsilon} \cdot(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \tilde{\mathcal{S}}))
$$

Since any point in $G_{\text {close }, \tilde{\mathcal{S}}}$ verifies $|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \frac{\varepsilon}{z \log z / \varepsilon}(\operatorname{cost}(p, \mathcal{S})+$ $\operatorname{cost}(p, \mathcal{A})$ ) we can relate this to $\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{S}\right)$ as follows. First, this implies $\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right) \leq(1+\varepsilon) \operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{S}\right)+\varepsilon \operatorname{cost}(G, \mathcal{A})$. Hence:

$$
\begin{aligned}
& \quad\left|\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{S}\right)-\operatorname{cost}\left(\Omega \cap G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{S}\right)\right| \\
& \leq\left|\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)-\operatorname{cost}\left(\Omega \cap G_{\text {close }, \tilde{\mathcal{S}}}, \tilde{\mathcal{S}}\right)\right| \\
& \quad+\frac{\varepsilon}{z \log z / \varepsilon}\left(\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{S}\right)+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{A}\right)\right) \\
& \quad+\frac{\varepsilon}{z \log z / \varepsilon}\left(\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}} \cap \Omega, \mathcal{S}\right)+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}} \cap \Omega, \mathcal{A}\right)\right) \\
& \leq \frac{O(\varepsilon)}{z \log z / \varepsilon}(\operatorname{cost}(G, \mathcal{A})+\operatorname{cost}(G, \mathcal{S})) \\
& \quad+\frac{\varepsilon}{z \log z / \varepsilon}\left(\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}} \cap \Omega, \mathcal{S}\right)+\operatorname{cost}\left(G_{\text {close }, \tilde{\mathcal{S}}} \cap \Omega, \mathcal{A}\right)\right)
\end{aligned}
$$

We now deal with the other far points. For this, note that $G \backslash G_{\text {close }, \tilde{\mathcal{S}}} \subseteq G_{\text {far }, \mathcal{S}}$. Indeed, any point $p \in G \backslash G_{f a r, \mathcal{S}}$ has its cost preserved by $\tilde{\mathcal{S}}$, and therefore verifies

$$
\begin{aligned}
\operatorname{cost}(p, \tilde{\mathcal{S}}) & \leq\left(1+\frac{\varepsilon}{z \log z / \varepsilon}\right) \operatorname{cost}(p, \mathcal{S})+\frac{\varepsilon}{z \log z / \varepsilon} \operatorname{cost}(p, \mathcal{A}) \\
& \leq(1+\varepsilon) \cdot 4^{z} \operatorname{cost}(p, \mathcal{A})+\varepsilon \operatorname{cost}(p, \mathcal{A}) \leq 5^{z} \operatorname{cost}(p, \mathcal{A})
\end{aligned}
$$

Consequently, $G \backslash G_{f a r, \mathcal{S}} \subseteq G_{\text {close }, \tilde{\mathcal{S}}}$, which implies $G \backslash G_{\text {close }, \tilde{\mathcal{S}}} \subseteq G_{\text {far }, \mathcal{S}}$. Hence, we can use Lemma 6.23:

$$
\begin{aligned}
& \left|\operatorname{cost}\left(G \backslash G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{S}\right)-\operatorname{cost}\left(\Omega \cap\left(G \backslash G_{\text {close }, \tilde{\mathcal{S}}}\right), \mathcal{S}\right)\right| \\
\leq & \operatorname{cost}\left(G \backslash G_{\text {close }, \tilde{\mathcal{S}}}, \mathcal{S}\right)+\operatorname{cost}\left(\Omega \cap\left(G \backslash G_{\text {close }, \tilde{\mathcal{S}}}\right), \mathcal{S}\right) \\
\leq & \operatorname{cost}\left(G_{\text {far }, \mathcal{S}}, \mathcal{S}\right)+\operatorname{cost}\left(\Omega \cap G_{\text {far }, \mathcal{S}}, \mathcal{S}\right) \\
\leq & \frac{\varepsilon}{z \log z / \varepsilon} \cdot \operatorname{cost}(\mathcal{S}) .
\end{aligned}
$$

Hence, adding the two inequalities gives that

$$
\begin{aligned}
& |\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega \cap G, \mathcal{S})| \\
\leq & \frac{O(\varepsilon)}{z \log z / \varepsilon} \cdot \operatorname{cost}(\mathcal{S})+\frac{\varepsilon}{z \log z / \varepsilon}(\operatorname{cost}(G \cap \Omega, \mathcal{S})+\operatorname{cost}(G \cap \Omega, \mathcal{A}))
\end{aligned}
$$

To remove the terms depending on $\Omega$ from the right hand side, one can proceed as in the end of Lemma 6.4, applying grossly the previous inequality to get $\operatorname{cost}(G \cap \Omega, \mathcal{S})=$ $O(1) \operatorname{cost}(\mathcal{S})$ and $\operatorname{cost}(G \cap \Omega, \mathcal{A})=O(1) \operatorname{cost}(\mathcal{A})$. This concludes the theorem:

$$
|\operatorname{cost}(G, \mathcal{S})-\operatorname{cost}(\Omega \cap G, \mathcal{S})| \leq \frac{O(\varepsilon)}{z \log z / \varepsilon} \cdot(\operatorname{cost}(G, \mathcal{S})+\operatorname{cost}(G, \mathcal{A}))
$$

This concludes the coreset construction for the outer groups.

### 6.5 Partitioning into Well Structured Groups: Proof of Lemma 6.7

In this section, we show that the outcome of the partitioning step satisfies Lemma 6.7, which concludes the list of lemmas needed for Theorem 5.3. The main idea behind that lemma is that the cost of the discarded points can be easily charged onto the other points, either because they individually have a negligible cost (as for points in the inner ring) or because their group has negligible cost (as for $G_{j, \text { min }}$ and $G_{\text {min }}^{O}$ ). We recall the lemma for convenience:

- Lemma 6.7. Let ( $X$, dist) be a metric space with a set of clients $P, k, z$ be two positive integers, and $\varepsilon \in \mathbb{R}_{+}^{*}$. For every solution $\mathcal{S}$, it holds that

$$
\left|\operatorname{cost}(\mathcal{D}, \mathcal{S})-\operatorname{cost}\left(P_{1}, \mathcal{S}\right)\right|=O(\varepsilon) \operatorname{cost}(\mathcal{S})
$$

where $\mathcal{D}$ and $P_{1}$ are defined in Step 2 of the algorithm.

Recall that the inner ring $R_{I}(C)$ (resp. outer ring $R_{O}(C)$ ) of a cluster $C$ consists of the points of $C$ with cost at most $(\varepsilon / z)^{2 z} \Delta_{C}$ (resp. at least $\left.(z / \varepsilon)^{2 z} \Delta_{C}\right)$. The main ring $R_{M}(C)$ consist of all the other points of $C$.

Recall also that $\mathcal{D}$ contains all points that are either in some inner ring, in some group $G_{j, \text { min }}$ or in $G_{\text {min }}^{O} . P_{1}$ contains the centers of $\mathcal{A}$, weighted by the number of points from $\mathcal{D}$ in their clusters.
To prove Lemma 6.7, we treat separately the inner ring and the groups $G_{j, \text { min }}$ and $G_{\text {min }}^{O}$ in the next two lemmas. For all those lemmas, we fix a metric space, a set of clients $P$, two positive integers $k$ and $z$, and $\varepsilon \in \mathbb{R}_{+}^{*}$. We also fix $\mathcal{A}$, a solution to $(k, z)$-clustering on $P$ with $\operatorname{cost} \operatorname{cost}(\mathcal{A}) \leq c_{\mathcal{A}} \operatorname{cost}(\mathrm{OPT})$.

- Lemma 6.24. For any solution $\mathcal{S}$ and any cluster $C$ with center $c$ of $\mathcal{A}$,

$$
\left|\operatorname{cost}\left(R_{I}(C), \mathcal{S}\right)-\left|R_{I}(C)\right| \cdot \operatorname{cost}(c, \mathcal{S})\right| \leq \varepsilon\left(\operatorname{cost}(C, \mathcal{A})+\operatorname{cost}\left(R_{I}(C), \mathcal{S}\right)\right)
$$

### 6.5. Partitioning into Well Structured Groups: Proof of Lemma 6.7

Proof. Let $C$ be a cluster induced by $\mathcal{A}$ with center $c$, and $p$ be a point in the inner ring $R_{I}(C)$. We start by bounding $|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(c, \mathcal{S})|$.

Using Lemma 1.2, we get

$$
|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(c, \mathcal{S})| \leq \varepsilon \cdot \operatorname{cost}(p, \mathcal{S})+(1+2 z / \varepsilon)^{z-1} \cdot \operatorname{cost}(c, p)
$$

Since $p$ is from the inner ring of its cluster, $\operatorname{cost}(c, p) \leq\left(\frac{\varepsilon}{z}\right)^{2 z} \Delta_{C}$, hence $(1+$ $2 z / \varepsilon)^{z-1} \operatorname{cost}(c, p) \leq(2+\varepsilon)^{z-1} \cdot(\varepsilon / z)^{z+1} \cdot \Delta_{C} \leq \varepsilon \Delta_{C}$, for small enough $\varepsilon$.

Summing this over all points of the inner ring yields

$$
\begin{aligned}
\left|\operatorname{cost}\left(R_{I}(C), \mathcal{S}\right)-\left|R_{I}(C)\right| \cdot \operatorname{cost}(c, \mathcal{S})\right| & \leq \sum_{p \in R_{I}(C)}|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(c, \mathcal{S})| \\
& \leq \sum_{p \in R_{I}(C)} \varepsilon \operatorname{cost}(p, \mathcal{S})+\varepsilon \Delta_{C} \\
& \leq \varepsilon \operatorname{cost}\left(R_{I}(C), \mathcal{S}\right)+\varepsilon\left|R_{I}(C)\right| \Delta_{C} \\
& \leq \varepsilon \operatorname{cost}\left(R_{I}(C), \mathcal{S}\right)+\varepsilon \operatorname{cost}(C, \mathcal{A})
\end{aligned}
$$

This implies

$$
\left|\operatorname{cost}\left(R_{I}(C), \mathcal{S}\right)-\left|R_{I}(C)\right| \cdot \operatorname{cost}(c, \mathcal{S})\right| \leq \varepsilon\left(\operatorname{cost}(C, \mathcal{A})+\operatorname{cost}\left(R_{I}(C), \mathcal{S}\right)\right)
$$

- Lemma 6.25. For any solution $\mathcal{S}$ and any $j$,

$$
\left|\operatorname{cost}\left(G_{j, \min }, \mathcal{S}\right)-\sum_{i=1}^{k}\right| C_{i} \cap G_{j, \min }\left|\cdot \operatorname{cost}\left(c_{i}, \mathcal{S}\right)\right| \leq \varepsilon \cdot\left(\operatorname{cost}\left(R_{j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{j}, \mathcal{A}\right)\right)
$$

Moreover, for any solution $\mathcal{S}$,

$$
\left|\operatorname{cost}\left(G_{m i n}^{O}, \mathcal{S}\right)-\sum_{i=1}^{k}\right| C_{i} \cap G_{m i n}^{O}\left|\cdot \operatorname{cost}\left(c_{i}, \mathcal{S}\right)\right| \leq \varepsilon \cdot(\operatorname{cost}(\mathcal{S})+\operatorname{cost}(\mathcal{A}))
$$

Proof. Using Lemma 1.2, for a point $p$ in cluster $C_{i}$

$$
\left|\operatorname{cost}\left(c_{i}, \mathcal{S}\right)-\operatorname{cost}(p, \mathcal{S})\right| \leq \varepsilon \operatorname{cost}(p, \mathcal{S})+\left(1+\frac{2 z}{\varepsilon}\right)^{z-1} \operatorname{cost}\left(p, c_{i}\right)
$$

Let $G$ be a group, either $G_{j, m i n}$ or $G_{m i n}^{O}$. Summing for all cluster $C_{i}$ and all $p \in G \cap C_{i}$,
we now get

$$
\begin{aligned}
& \left|\sum_{i=1}^{k}\right| C_{i} \cap G\left|\cdot \operatorname{cost}\left(c_{i}, \mathcal{S}\right)-\operatorname{cost}(G, \mathcal{S})\right| \\
\leq & \varepsilon \cdot \operatorname{cost}(G, \mathcal{S})+\sum_{i=1}^{k} \sum_{p \in G \cap C_{i}}\left(1+\frac{2 z}{\varepsilon}\right)^{z-1} \operatorname{cost}(p, \mathcal{A}) \\
\leq & \varepsilon \cdot \operatorname{cost}(G, \mathcal{S})+\sum_{i=1}^{k}\left(\frac{3 z}{\varepsilon}\right)^{z-1} \operatorname{cost}\left(C_{i} \cap G, \mathcal{A}\right) \\
\leq & \varepsilon \cdot \operatorname{cost}(G, \mathcal{S})+\left(\frac{3 z}{\varepsilon}\right)^{z-1} \operatorname{cost}(G, \mathcal{A})
\end{aligned}
$$

Now, either $G=G_{j, \text { min }}$ for some $j$, and $\operatorname{cost}(G, \mathcal{A}) \leq\left(\frac{\varepsilon}{4 z}\right)^{z} \cdot \operatorname{cost}\left(R_{j}, \mathcal{A}\right)$; or $G=G_{m i n}^{O}$, and $\operatorname{cost}(G, \mathcal{A}) \leq\left(\frac{\varepsilon}{4 z}\right)^{z} \cdot \operatorname{cost}\left(R_{O}(\mathcal{A}), \mathcal{A}\right) \leq\left(\frac{\varepsilon}{4 z}\right)^{z} \cdot \operatorname{cost}(\mathcal{A})$.
In both cases, the lemma follows.
The proof of Lemma 6.7 simply combines those lemmas.
Proof of Lemma 6.7. We decompose $\left|\operatorname{cost}(\mathcal{D}, \mathcal{S})-\operatorname{cost}\left(P_{1}, \mathcal{S}\right)\right|$ into terms corresponding to the previous lemmas:

$$
\begin{aligned}
\left|\operatorname{cost}(\mathcal{D}, \mathcal{S})-\operatorname{cost}\left(P_{1}, \mathcal{S}\right)\right| \leq & \sum_{i=1}^{k}\left|\operatorname{cost}\left(R_{I}\left(C_{i}\right), \mathcal{S}\right)-\left|R_{I}\left(C_{i}\right)\right| \operatorname{cost}\left(c_{i}, \mathcal{S}\right)\right| \\
& +\sum_{j=2 z \log (\varepsilon / z)}^{2 z \log (z / \varepsilon)}\left|\operatorname{cost}\left(G_{j, \text { min }}, \mathcal{S}\right)-\sum_{i=1}^{k}\right| C_{i} \cap G_{j, m i n}\left|\operatorname{cost}\left(c_{i}, \mathcal{S}\right)\right| \\
& +\left|\operatorname{cost}\left(G_{m i n}^{O}, \mathcal{S}\right)-\sum_{i=1}^{k}\right| C_{i} \cap G_{m i n}^{O}\left|\operatorname{cost}\left(c_{i}, \mathcal{S}\right)\right| \\
\leq & \sum_{i=1}^{k} \varepsilon\left(\operatorname{cost}\left(C_{i}, \mathcal{A}\right)+\operatorname{cost}\left(R_{I}\left(C_{i}\right), \mathcal{S}\right)\right) \\
& +2 \varepsilon \operatorname{cost}(\mathcal{S})+2 \varepsilon \operatorname{cost}(\mathcal{A})+\varepsilon(\operatorname{cost}(\mathcal{S})+\operatorname{cost}(\mathcal{A})) \\
\leq & 8 \varepsilon c_{\mathcal{A}} \operatorname{cost}(\mathcal{S}),
\end{aligned}
$$

where the second inequality uses Lemmas 6.24 and Lemma 6.25.

### 6.6 A Coreset of Size $k^{2} \varepsilon^{-2}$

In this section, we show how to trade a factor $\varepsilon^{-z}$ for a factor $k$ in the coreset size.

- Lemma 6.26. Let ( $X$, dist) be a metric space, $P$ be a set of points, $k, z$ two positive integers and $\mathcal{A}$ a set of $O(k)$ centers such that each for each cluster with center $c$ induced by $\mathcal{A}$, all points of the cluster are at distance between $\left(\frac{\varepsilon}{z}\right)^{2} \Delta_{C}$ and $\left(\frac{z}{\varepsilon}\right)^{2} \Delta_{C}$, for some $\Delta_{C}$.
Suppose there exists an $\mathcal{A}$-approximate centroid set $\mathbb{C}$ for $(k, z)$-clustering on $P$.
Then, there exists an algorithm running in time $O(|P|)$ that constructs a set $\Omega$ of size $k \cdot 2^{O(z)} \frac{\log ^{3}(1 / \varepsilon)}{\varepsilon^{2}}(k \log |\mathbb{C}|+\log (1 / \pi))$ such that, with probability $1-\pi$, for any set $\mathcal{S}$ of $k$ centers,

$$
|\operatorname{cost}(\mathcal{S})-\operatorname{cost}(\Omega, \mathcal{S})|=O(\varepsilon) \operatorname{cost}(\mathcal{S})
$$

We will essentially the framework of the previous parts, with a few adjustments to fit with the new target size. Suppose we initially computed a set of $k$ centers $\mathcal{A}$. First, we can apply SensitivitySample to the outer rings, as Lemma 6.5 already gives a coreset size $2^{O(z \log z)} \frac{\varepsilon^{2}}{\log ^{2} 1 / \varepsilon} k \log |\mathbb{C}|$.

For the others, we change slightly the definition of ring, to make them a bit more precise. For every cluster $\mathcal{C}_{i}$ of $\mathcal{A}$, we partition the points of $\mathcal{C}_{i}$ into rings $R_{i, j}$ made of points with cost $\left[\left(\frac{\varepsilon}{z}\right)^{2 z} \Delta_{C_{i}} \cdot 2^{j},\left(\frac{\varepsilon}{z}\right)^{2 z} \Delta_{C_{i}} \cdot 2^{j+1}\right]$, for $j \in\{1, \ldots 4 z \log (z / \varepsilon)\}$.

The algorithm is as follows: from every $R_{i, j}$, sample $\delta$ points uniformly at random (if $\left|R_{i, j}\right| \leq \delta$, simply add the whole $R_{i, j}$ ).
The analysis of this algorithm follows the same line as the main one. Rings are divided into tiny, interesting and huge types; tiny and huge are dealt with as in Lemmas 6.12 and 6.14 , and interesting points slightly differently.

From the definition of $R_{i, j}$, we immediately get the following observation.

- Fact 6.27. For every cluster we have at most $O(z \cdot \log z / \varepsilon)$ non-empty rings in total.

Given a solution $\mathcal{S}$, we consider the type $I_{i, j, \ell} \subset \mathcal{C}_{i}$ consisting of the points of $R_{i, j}$ with $\frac{\operatorname{cost}(p, \mathcal{S})}{\operatorname{cost}(p, \mathcal{A})}$ in $\left[2^{\ell}, 2^{\ell+1}\right]$. As before, we let $\operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right)=\sum_{p \in I_{i, j, \ell}} \operatorname{cost}(p, \mathcal{S})$ and $\operatorname{cost}\left(I_{j, \ell}, \mathcal{S}\right)=\sum_{i=1}^{k} \operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right)$.

Our analysis will distinguish between three cases:

1. $\ell \leq-\log (2 / \varepsilon)$, in which case we say that $I_{i, j, \ell}$ is tiny.
2. $-\log (2 / \varepsilon) \leq \ell \leq j+\log (4 z / \varepsilon)$, in which case we say $I_{i, j, \ell}$ is interesting.
3. $\ell \geq \log (16 z / \varepsilon)$, in which case we say $I_{i, j, \ell}$ is huge.

We first consider the huge case. For this, an equivalent of Event $\mathcal{E}$ directly holds: by design of the algorithm, the weight of each ring is preserved. This implies that the huge groups are well approximated.

## Chapter 6. A New Coreset Framework for Clustering

- Lemma 6.28. It holds that, for any $R_{i, j}$, and any solution $\mathcal{S}$ with at least one point $p \in R_{i, j}$ such that $\operatorname{cost}(p, \mathcal{S}) \geq\left(\frac{4 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$,

$$
\left|\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)-\sum_{p \in \Omega \cap R_{i, j}} \frac{\left|R_{i, j}\right|}{\delta} \cdot \operatorname{cost}(p, \mathcal{S})\right| \leq 3 \varepsilon \cdot \operatorname{cost}\left(R_{i, j}, \mathcal{S}\right) .
$$

Proof. Fix a ring $R_{i, j}$ and let $p \in R_{i, j}$ such that $\operatorname{cost}(p, \mathcal{S}) \geq\left(\frac{4 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$. First, the weight of $R_{i, j}$ is preserved in $\Omega$ : since $\delta$ points are sampled from $R_{i, j}$, it holds that

$$
\sum_{p \in \Omega \cap R_{i, j}} \frac{\left|R_{i, j}\right|}{\delta}=\left|R_{i, j}\right|
$$

Now, let $\mathcal{S}$ be a solution. The condition on $p$ implies, for any $q \in R_{i, j}: \operatorname{cost}(p, q) \leq$ $2^{z} \operatorname{cost}(p, \mathcal{A}) \leq\left(\frac{\varepsilon}{2 z}\right)^{z} \cdot \operatorname{cost}(p, \mathcal{S})$. By Lemma 1.2, we have therefore for any point $q \in R_{i, j}$

$$
\begin{aligned}
\operatorname{cost}(p, \mathcal{S}) & \leq(1+\varepsilon / 2 z)^{z-1} \operatorname{cost}(q, \mathcal{S})+(1+2 z / \varepsilon)^{z-1} \operatorname{cost}(p, q) \\
& \leq(1+\varepsilon) \operatorname{cost}(q, \mathcal{S})+\varepsilon \cdot \operatorname{cost}(p, \mathcal{S}) \\
\Rightarrow \operatorname{cost}(q, \mathcal{S}) & \geq \frac{1-\varepsilon}{1+\varepsilon} \operatorname{cost}(p, S) \geq(1-2 \varepsilon) \operatorname{cost}(p, \mathcal{S})
\end{aligned}
$$

Moreover, by a similar calculation, we can also derive an upper bound of $\operatorname{cost}(q, \mathcal{S}) \leq$ $\operatorname{cost}(p, \mathcal{S}) \cdot(1+2 \varepsilon)$. Hence, combined with $\sum_{p \in \Omega \cap R_{i, j}} \frac{\left|R_{i, j}\right|}{\delta}=\left|R_{i, j}\right|$, this is sufficient to approximate $\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)$.
Therefore, the cost of $R_{i, j}$ is well approximated for any solution $\mathcal{S}$ such that there is at least one huge point.

Next, we consider the interesting cases. The main observation here is that there are only $O(\log 1 / \varepsilon)$ many rings per cluster, hence a coarser estimation using Bernstein's inequality is actually sufficient to bound the cost.

- Lemma 6.29. Consider an $R_{i, j}$ and any solution $\mathcal{S}$ such that all huge $I_{i, j, \ell}$ are empty. It holds with probability at least $1-\log (z / \varepsilon) \exp \left(-\frac{\varepsilon^{2}}{2 \cdot 16^{z} \log ^{2} z / \varepsilon} \cdot \delta\right)$ that, for all interesting $I_{i, j, \ell}$ :

$$
\left|\operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right)-\sum_{p \in I_{i, j, \ell} \cap \Omega} \operatorname{cost}(p, \mathcal{S}) \cdot \frac{\left|R_{i, j}\right|}{\delta}\right| \leq \frac{\varepsilon}{\log (z / \varepsilon)} \cdot\left(\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)\right) .
$$

Proof. Let $\mathcal{S}$ as in the statement. Let $R:=\left(\frac{\varepsilon}{z}\right)^{2 z} \Delta_{C} \cdot 2^{j}$, such that points in $R_{i, j}$ have cost to $\mathcal{A}$ between $R$ and $2 R$, and let $I_{i, j, \ell}$ be some non-empty type.

### 6.6. A Coreset of Size $k^{2} \varepsilon^{-2}$

We start by bounding $\left|R_{i, j}\right| \cdot R \cdot 2^{\ell}$ in terms of $\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)$ : this gives an helpful upper bound for $\operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right)$.

Let $p \in I_{i, j, \ell}$. If $\ell \geq 3 z+1$, then we can use the triangle inequality to lower bound the cost in $\mathcal{S}$ of any point $q \in R_{i, j}$ :

$$
\begin{aligned}
\operatorname{cost}(q, \mathcal{S}) & \geq 2^{-z} \cdot \operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, q) \\
& \geq 2^{-z-1} \cdot 2^{\ell} \cdot \operatorname{cost}(p, \mathcal{A})-2^{z} \cdot R \\
& \geq\left(2^{\ell-z-1}-2^{z}\right) \cdot R \geq 2^{\ell-z-2} \cdot R .
\end{aligned}
$$

Hence, $\left|R_{i, j}\right| \cdot R \cdot 2^{\ell} \leq \operatorname{cost}\left(R_{i, j}, \mathcal{S}\right) \cdot 2^{z+2}$.
If $\ell \leq 3 z$, then $\left|R_{i, j}\right| \cdot R \cdot 2^{\ell} \leq\left|R_{i, j}\right| \cdot R \cdot 2^{3 z} \leq \operatorname{cost}\left(R_{i, j}, \mathcal{A}\right) \cdot 8^{z}$. Putting both bounds together, we have

$$
\begin{equation*}
\left|R_{i, j}\right| \cdot R \cdot 2^{\ell} \leq 8^{z}\left(\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)\right) \tag{6.27}
\end{equation*}
$$

Since we aim to apply Bernstein's inequality, we now require a bound on the second moment of our cost estimator. We have for a single randomly chosen point $P$ :

$$
\mathbb{E}\left[\sum_{p \in I_{i, j, \ell}, \cap} \operatorname{cost}(p, \mathcal{S}) \cdot\left|R_{i, j}\right|\right]=\operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right)
$$

and, since $|P|=1$ :

$$
\begin{align*}
& \mathbb{E}\left[\left(\sum_{p \in I_{i, j, \ell}, \cap P} \operatorname{cost}(p, \mathcal{S}) \cdot\left|R_{i, j}\right|\right)^{2}\right]=\mathbb{E}\left[\sum_{p \in I_{i, j, \ell} \cap P} \operatorname{cost}(p, \mathcal{S})^{2} \cdot\left|R_{i, j}\right|^{2}\right] \\
&=\sum_{p \in I_{i, j, \ell}} \operatorname{cost}(p, \mathcal{S})^{2} \cdot\left|R_{i, j}\right| \\
& \leq\left|R_{i, j}\right| \cdot\left|I_{i, j, \ell}\right| \cdot 2^{2 \ell+2} \cdot R^{2} \\
& \leq \operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right) \cdot\left(\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)\right) \cdot 16^{z} \tag{6.28}
\end{align*}
$$

where the final equation follows from $\left|I_{i, j, \ell}\right| \cdot 2^{\ell} \cdot R \leq \operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right)$ and using Equation 6.27.

Furthermore, by the same reasoning and again using Equation 6.27, we have the upper bound $M$ on the (weighted) cost in $\mathcal{S}$ of every sampled point:

$$
\begin{equation*}
M \leq R \cdot 2^{\ell+1} \cdot\left|R_{i, j}\right| \leq\left(\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)\right) \cdot 8^{z} \tag{6.29}
\end{equation*}
$$

Applying Bernstein's inequality and Equations 6.28 and 6.29 , we now have (with $r$ being the number of non-empty interesting $I_{i, j, \ell}$ for the ring $\left.R_{i, j}\right)$ :
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$$
\begin{aligned}
& \mathbb{P}\left[\left|\operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right)-\sum_{p \in I_{i, j, \ell} \cap \Omega} \operatorname{cost}(p, \mathcal{S}) \cdot \frac{\left|R_{i, j}\right|}{\delta}\right|>\frac{\varepsilon}{r} \cdot\left(\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)\right)\right] \\
& \quad \leq \exp \left(-\frac{\varepsilon^{2} \cdot \delta}{r^{2}} \cdot\left(\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)\right)\right. \\
& \quad \leq \exp \left(-\frac{\varepsilon^{2} \cdot \delta}{2 r^{2} 16^{z}}\right),
\end{aligned}
$$

where the last line uses $\operatorname{cost}\left(I_{i, j, \ell}, \mathcal{S}\right) \leq \operatorname{cost}\left(R_{i, j}, \mathcal{S}\right) \leq \operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)+\operatorname{cost}\left(R_{i, j}, \mathcal{A}\right)$.
Applying a union bound over all $r=O(\log z / \varepsilon)$ interesting sets $I_{i, j, \ell}$, we obtain the above guarantee for all $I_{i, j, \ell}$ simultaneously with probability

$$
1-r \cdot \exp \left(-\frac{\varepsilon^{2} \cdot \delta}{2 r^{2} 16^{z}}\right)
$$

Finally, we conclude:

Proof of Lemma 6.26. As in the proof of Lemma 6.4, we decompose $\mid \operatorname{cost}(P, \mathcal{S})-$ $\operatorname{cost}(\Omega, \mathcal{S}) \mid$ into terms corresponding to points of tiny, interesting or huge groups. We only sketch the proof here, the details are the same as for Lemma 6.4. Let $\mathcal{S}$ be a set of $k$ points, and $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ that approximates best $\mathcal{S}$, as given by the definition of $\mathbb{C}$ (see Definition 5.2). This ensures that for all points $p$ with $\operatorname{dist}(p, \mathcal{S}) \leq \frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$ or $\operatorname{dist}(p, \tilde{\mathcal{S}}) \leq \frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$, we have $|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \varepsilon(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))$.

Our first step is to deal with points that have $\operatorname{dist}(p, \mathcal{S})>\frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$, using Lemma 6.28. All other points have distance well approximated by $\tilde{\mathcal{S}}$. Then, we can apply Lemma 6.12 and Lemma 6.29 to the set $L_{\mathcal{\mathcal { S }}}$ of remaining clusters, since all points in $L_{\tilde{\mathcal{S}}}$ have $\operatorname{cost}(p, \tilde{\mathcal{S}}) \leq \frac{4 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$, and so $\operatorname{dist}(p, \mathcal{S}) \leq \frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$ and were not removed by the previous step. This concludes the proof.

Combining this lemma and Lemma 6.7 gives an analogous to Theorem 5.3. Now, using this lemma instead of Theorem 5.3 in all proofs of section Chapter 7 gives bound with a factor $k$ instead of a $\varepsilon^{-z}$.

## Chapter 7

## Applications of the Framework: New Coreset Bounds for Various Metric Spaces

In this chapter, we apply the coreset framework to specific metric spaces. For each of them, we show the existence of a small approximate centroid set, and apply Theorem 5.3 to prove the existence of small coresets.

We recall the definition of a centroid set (Definition 5.2): given an instance of $(k, z)$ clustering and a set of centers $\mathcal{A}$, an $\mathcal{A}$-approximate centroid set $\mathbb{C}$ is a set that satisfies the following: for every solution $\mathcal{S}$, there exists $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ such that for all points $p$ that verifies $\operatorname{cost}(p, \mathcal{S}) \leq\left(\frac{8 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$ or $\operatorname{cost}(p, \tilde{\mathcal{S}}) \leq\left(\frac{8 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$, it holds $|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \frac{\varepsilon}{z \log (z / \varepsilon)}(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))$.
Theorem 5.3 states that in case there is an $\mathcal{A}$-approximate centroid set $\mathbb{C}$, then there is a linear-time algorithm that constructs with probability $1-\pi$ a coreset of size

$$
\frac{2^{O(z \log z)} \cdot \log ^{4} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log |\mathbb{C}|+\log \log (1 / \varepsilon)+\log (1 / \pi)) .
$$

### 7.1 Overview of our Techniques

We are looking to compute approximate centroid sets for various metric spaces. Recall that points with $\operatorname{dist}(p, \mathcal{S}) \leq \frac{8 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$ are called interesting.

Discrete metric spaces: when the metric space consists of $n$ points, an obvious approximate centroid set is the full metric itself. This directly yields coresets of size $\frac{2^{O(z \log z)} \cdot \log ^{4} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log n+\log \log (1 / \varepsilon)+\log (1 / \pi))$ for discrete metric spaces, and we
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will show next chapter that it is optimal.

Metrics with doubling dimension $d: \mathbb{C}$ is simply constructed taking nets around each input point. A $\gamma$-net of a metric space is a set of points that are at least at distance $\gamma$ from each other, and such that each point of the metric is at distance at most $\gamma$ from the net. The existence of $\gamma$-nets of small size is one of the key properties of doubling metrics (see Lemma 7.4). For every point $p, \mathbb{C}$ contains an $\varepsilon \operatorname{cost}(p, \mathcal{A})$-net of the points at distance at most $\frac{8 z}{\varepsilon} \cdot \operatorname{cost}(p, \mathcal{A})$ from $p$. If $p$ is an interesting point, there is therefore a center of $\mathbb{C}$ close to its center in $\mathcal{S}$.

However, this only shows that centers from the solution $\tilde{\mathcal{S}} \in \mathbb{C}^{k}$ are closer than those of $\mathcal{S}$. Showing that none gets too close is a different ballgame. We will see two ways of achieving it. The first one, that we apply for the doubling, treewidth and planar case, is based on the following observation: if a center $s \in \mathcal{S}$ is replaced by a center $\tilde{s}$, that is way closer to a point $p$ than $s$, then $s$ can be discarded in the first place and be replaced by the center serving $p$. This is formalized in Lemma 7.1. The other way of ensuring that no center from $\mathcal{\mathcal { S }}$ gets too close to a point $p$ is based on guessing distances from points in $\mathcal{S}$ to input points. It can be applied more broadly than Lemma 7.1, but yields larger centroid sets. We will use it only for minor-excluded graphs, for which Lemma 7.1 cannot be applied.

Graphs with treewidth $t$ : The construction of $\mathbb{C}$ is not as easy in graph metrics: we use the existence of small-size separators, building on ideas from Baker et al. [15]. Fix a solution $\mathcal{S}$, and suppose that all interesting points are in a region $R$ of the graph, such that the boundary $B$ of $R$ is made of a constant number of vertices. Fix a center $c \in \mathcal{S}$, and suppose $c$ is not in $R$. Then, to preserve the cost of interesting points, it is enough to have a center $c^{\prime}$ at the same distance to all points in the boundary $B$ as $c$.
$\mathbb{C}$ is therefore constructed as follows: for a point $p$, its distance tuple to $B=\left\{b_{1}, \ldots, b_{|B|}\right\}$ is the tuple $\left(d_{1}, \ldots, d_{|B|}\right)$, where $d_{i}=\operatorname{dist}\left(p, b_{i}\right)$ is the distance to $b_{i}$. For every distance tuple to $B, \mathbb{C}$ contains one point having approximately that distance tuple to $B$.

Let $\tilde{c}$ be the point of $\mathbb{C}$ having approximately the same distance tuple to $B$ as $c$ : this ensures that $\forall p, \operatorname{cost}(p, c) \approx \operatorname{cost}(p, \tilde{c})$.
It is however necessary to limit the size of $\mathbb{C}$. For that, we approximate the distances to $B$. This can be done for interesting points $p$ as follows: since we have $\operatorname{dist}(p, c) \leq$ $\varepsilon^{-1} \operatorname{dist}(p, \mathcal{A})$, rouding the distances to their closest multiple of $\varepsilon \operatorname{dist}(p, \mathcal{A})$ ensures that there are only $O\left(1 / \varepsilon^{2}\right)$ possibilities, and adds an $\operatorname{error} \varepsilon \operatorname{cost}(p, \mathcal{A})$. We show in Section 7.3 how to make this argument formal, and how to remove the assumption that all interesting points are in the same region.

In Minor-excluded graphs: this class of graphs, that includes planar graphs, admits as well small-size shortest-path separators. A construction similar in spirit to the one for treewidth is therefore possible, as presented in Section 7.5. This builds on the work of Braverman et al. [34].

However, due to the nature of the separators - which are small sets of paths, and not
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simply small sets of vertices - one cannot apply the idea of Lemma 7.1 to show that no center gets too close. Instead, we will guess the distance from input points to any point in $\mathcal{S}$, allowing to construct $\tilde{\mathcal{S}}$ with the same distances. Of course, this mere idea requires way too many guesses to have a small set $\mathbb{C}$ : we see in Section 7.5 how to make it work properly.

We start the section by showing two preprocessing lemmas: the first one is Lemma 7.1, as described above. The second one allows to apply Theorem 5.3 in the case the input set is weighted, so that we can assume the input has only $\operatorname{poly}\left(k, \varepsilon^{-1}\right)$ many distinct points, by first computing a non-optimal coreset.

### 7.1.1 Structural Property on Solutions

We also show a structural property on solutions, that we will use in order to show the existence of small approximate centroid sets. Essentially, when replacing a center $s$ by a center in $\mathbb{C}$ we will make an $\operatorname{error} \operatorname{cost}(q, \mathcal{A})$ for some $q$ that we can choose: it is necessary to ensure this error is tiny compared to any $\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A})$.

Given a point $q$ and a center $s$, we say that a point $p$ is problematic with respect to $q$ and $s$ when $\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s) \leq \frac{\varepsilon^{2}}{8 z^{2}}(\operatorname{dist}(q, \mathcal{A})+\operatorname{dist}(q, s))$. In that case, we cannot bound the error $\operatorname{dist}(q, \mathcal{A})+\operatorname{dist}(q, s)$ by some quantity depending on $\operatorname{cost}(p, s)+$ $\operatorname{cost}(p, \mathcal{A})$. However, we show the following:

Lemma 7.1. Let $\mathcal{S}$ be a solution, such that any input point $p$ verifies $\operatorname{dist}(p, \mathcal{S}) \leq \frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$. There exists a solution $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ such that

- for all $p$, it holds that $\left|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}\left(p, \mathcal{S}^{\prime}\right)\right| \leq \frac{\varepsilon}{z \log z / \varepsilon}(\operatorname{cost}(p, \mathcal{S})+$ $\operatorname{cost}(p, \mathcal{A}))$, and
- for any center $s \in \mathcal{S}^{\prime}$, let $q=\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+$ $\operatorname{dist}(p, s)$. There is no problematic point with respect to $q$ and $s$.

Proof. First, we show that in case there is a problematic point $p$ with respect to some $s$ and $q$, then we can serve the whole cluster of $s$ by $\mathcal{S}(p)$, the point that serves $p$ in $\mathcal{S}$. We work in this proof with particular solutions, where points are not necessarily assigned to their closest center. This simplifies the proof, but needs particular care at some moments. In particular, we will ensure that $\operatorname{dist}(p, \mathcal{S}(p)) \leq \frac{10 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$ is always verified. We will then remove inductively centers with problematic points to construct $\mathcal{S}^{\prime}$.

Removing a center that has a problematic point.
Let $s \in \mathcal{S}$, and $q=\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)$ as in the statement. Assume furthermore that all points verify $\operatorname{dist}(p, \mathcal{S}) \leq \frac{10 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$. Let $p$ be a problematic point with respect $s$ and $q$, and $\mathcal{S}(p)$ its the center serving $p$ in $\mathcal{S}$. First,
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note that since $p$ is problematic, it must be that $\operatorname{dist}(p, \mathcal{S}(p)) \leq \operatorname{dist}(s, p)$ : otherwise, $p$ would verify $\operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$, and the minimality of $q$ would ensure that $p$ is not problematic. Thus, it holds that:

$$
\begin{aligned}
\operatorname{dist}(s, \mathcal{S}(p)) & \leq \operatorname{dist}(s, p)+\operatorname{dist}(p, \mathcal{S}(p)) \leq 2 \operatorname{dist}(s, p) \\
& \leq 2(\operatorname{dist}(s, p)+\operatorname{dist}(p, \mathcal{A})) \leq \frac{\varepsilon^{2}}{4 z^{2}}(\operatorname{dist}(q, \mathcal{A})+\operatorname{dist}(q, s)) .
\end{aligned}
$$

Now, let $p^{\prime}$ be served by $s$. Using the triangle inequality, we immediately get:

$$
\operatorname{dist}\left(p^{\prime}, \mathcal{S}(p)\right) \leq \operatorname{dist}\left(p^{\prime}, s\right)+\operatorname{dist}(s, \mathcal{S}(p)) \leq \operatorname{dist}\left(p^{\prime}, s\right)+\frac{\varepsilon^{2}}{4 z^{2}}(\operatorname{dist}(q, \mathcal{A})+\operatorname{dist}(q, s))
$$

Hence, removing the center $s$ and serving $s$ 's cluster by $S(p)$ yields a cost increase of $\frac{\varepsilon^{2}}{4 z^{2}}(\operatorname{dist}(q, \mathcal{A})+\operatorname{dist}(q, s))$. Additionally, it holds that

$$
\begin{align*}
\min _{q^{\prime}: \operatorname{dist}\left(q^{\prime}, \mathcal{S}(p)\right) \leq \frac{10 z}{\varepsilon} \operatorname{dist}\left(q^{\prime}, \mathcal{A}\right)} \operatorname{dist}\left(q^{\prime}, \mathcal{A}\right)+\operatorname{dist}\left(q^{\prime}, \mathcal{S}(p)\right) & \leq \operatorname{dist}(p, \mathcal{S}(p))+\operatorname{dist}(p, \mathcal{A}) \\
& \leq \operatorname{dist}(s, p)+\operatorname{dist}(p, \mathcal{A}) \\
& \leq \frac{\varepsilon^{2}}{8 z^{2}}(\operatorname{dist}(q, \mathcal{A})+\operatorname{dist}(q, s)) \tag{7.1}
\end{align*}
$$

Hence, if $\mathcal{S}(p)$ is removed as well, the additional error for points served by $s$ will be an $\frac{\varepsilon^{2}}{8 z^{2}}$-fraction of the initial error. This implies that the total error will not accumulate, as we will now see.

Constructing $\mathcal{S}^{\prime}$. To construct $\mathcal{S}^{\prime}$, we proceed iteratively: start with $\mathcal{S}^{\prime}=\mathcal{S}$, and as long as there exists a center $s$ that have a problematic point $p$ with respect to it, remove $s$ and reassign the whole cluster of $s$ to $\mathcal{S}^{\prime}(p)$, the closest point to $p$ in the current solution. This process must end, as there is no problematic point when there is a single center.

For a point $p$, let $s_{1}, \ldots, s_{j}$ be the successive clusters it is reassigned to, with corresponding $q_{1}, \ldots, q_{j}$. Using Eq. (7.1), it holds that $\operatorname{dist}\left(q_{i+1}, \mathcal{A}\right)+\operatorname{dist}\left(q_{i+1}, s_{i+1}\right) \leq$ $\frac{\varepsilon^{2}}{8 z^{2}}\left(\operatorname{dist}\left(q_{i}, \mathcal{A}\right)+\operatorname{dist}\left(q_{i}, s_{i}\right)\right)$. Hence, the distance increase for $p$ is geometric: using that $\operatorname{dist}\left(q_{1}, \mathcal{A}\right)+\operatorname{dist}\left(q_{1}, s_{1}\right) \leq \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, \mathcal{S})$ (which holds by minimality of $q_{1}$ ), we get that at any given step $i$ it holds that

$$
\begin{align*}
\operatorname{dist}\left(p, s_{i}\right) & \leq \operatorname{dist}(p, \mathcal{S})+(\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, \mathcal{S})) \sum_{\ell=1}^{i}\left(\frac{\varepsilon^{2}}{8 z^{2}}\right)^{\ell} \\
& \leq \operatorname{dist}(p, \mathcal{S})+\frac{\varepsilon^{2}}{4 z^{2}}(\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, \mathcal{S}))  \tag{7.2}\\
& \leq \frac{8 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})+\frac{\varepsilon^{2}}{4 z^{2}} \cdot\left(1+\frac{8 z}{\varepsilon}\right) \operatorname{dist}(p, \mathcal{A}) \\
& \leq \frac{10 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})
\end{align*}
$$

as promised in order to remove centers: the argument of previous paragraph therefore holds.

### 7.1. Overview of our Techniques

Last, we show that the first bullet of the lemma holds. We consider now the standard assignment: $p$ is assigned to its closest center of $\mathcal{S}^{\prime}$, instead of $s_{j}$. First, since we only removed centers, it holds that $\operatorname{cost}(p, \mathcal{S}) \leq \operatorname{cost}\left(p, \mathcal{S}^{\prime}\right)$. Second, combining Lemma 1.2 with Eq. (7.2), we have for $\varepsilon^{\prime}=\frac{\varepsilon}{z \log z / \varepsilon}$ :

$$
\begin{aligned}
\operatorname{cost}\left(p, \mathcal{S}^{\prime}\right) & \leq \operatorname{cost}\left(p, s_{j}\right) \\
& \leq\left(1+\varepsilon^{\prime}\right) \operatorname{cost}(p, \mathcal{S})+\left(\frac{4 z}{\varepsilon^{\prime}}\right)^{z-1} \cdot\left(\frac{\varepsilon^{2}}{4 z^{2}}\right)^{z} \cdot(\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, \mathcal{S}))^{z} \\
& \leq\left(1+\varepsilon^{\prime}\right) \operatorname{cost}(p, \mathcal{S})+\left(\frac{\varepsilon}{z}\right)^{z} \cdot(2 \log z / \varepsilon)^{z-1} \cdot(\operatorname{cost}(p, \mathcal{A})+\operatorname{cost}(p, \mathcal{S})) \\
& \leq\left(1+\varepsilon^{\prime}\right) \operatorname{cost}(p, \mathcal{S})+\varepsilon^{\prime}(\operatorname{cost}(p, \mathcal{A})+\operatorname{cost}(p, \mathcal{S}))
\end{aligned}
$$

where the last inequality holds when $\left(\varepsilon^{\prime} 2 \log ^{2}(z / \varepsilon)\right)^{z-1} \leq \varepsilon^{\prime}$, which is true for any $\varepsilon<1 / 3$. Hence, we conclude that

$$
\left|\operatorname{cost}\left(p, \mathcal{S}^{\prime}\right)-\operatorname{cost}(p, \mathcal{S})\right| \leq \frac{2 e p s}{z \log z / \varepsilon}(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))
$$

Rescaling $\varepsilon$ by 2 concludes the lemma.

### 7.1.2 From Weighted to Unweighted Inputs

We start by showing a simple reduction from weighted to unweighted inputs, that will be convenient to apply recursively our constructions and remove the dependency in $|P|$, as sketched in Section 5.3. Essentially, we convert a point with weight $w$ to $w$ copies of the point. This is inspired by Feldman et al. [78], and yields the following corollary of Theorem 5.3:

- Corollary 7.2. Let $\varepsilon, \pi>0$. Let $(X$, dist) be a metric space, $P$ a set of clients with weights $w: P \rightarrow \mathbb{R}^{+}$and two positive integers $k$ and $z$. Let also $\mathcal{A}$ be a constant-factor approximation for $(k, z)$-clustering on $P$ with weights. Suppose there exists a $\mathcal{A}$-approximate centroid set, denoted $\mathbb{C}$. Then, there exists an algorithm running in time $O(|P|)$ that constructs with probability at least $1-\pi$ a positively-weighted coreset of size

$$
O\left(\frac{2^{O(z \log z)} \cdot \log ^{4} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log |\mathbb{C}|+\log \log (1 / \varepsilon)+\log (1 / \pi))\right)
$$

for the $(k, z)$-clustering problem on $P$ with weights.

Proof. We start by making all weights integers: let $w_{\min }=\min _{p \in P} w(p)$, and $\tilde{w}(p)=$ $\left\lfloor 2 \frac{w(p)}{\varepsilon w_{\text {min }}}\right\rfloor$. This definition ensures that

$$
\forall p,\left|w(p)-\frac{\varepsilon w_{\min }}{2} \cdot \tilde{w}(p)\right| \leq \frac{\varepsilon}{2} w_{\min } \leq \frac{\varepsilon}{2} w(p)
$$
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We denote $\tilde{P}$ the set of points $P$ with weight $\tilde{w}$. First, we note that for any solution $\mathcal{S}$,

$$
\left|\operatorname{cost}(P, \mathcal{S})-\varepsilon w_{\min } \operatorname{cost}(\tilde{P}, \mathcal{S})\right| \leq \frac{\varepsilon}{2} \operatorname{cost}(P, \mathcal{S})
$$

Hence, it is enough to find an $\varepsilon / 2$-coreset for $\tilde{P}$, and then scale the coreset weights of the coreset points by $\varepsilon w_{\min } / 2$. We have that the weights in $\tilde{P}$ are integers: a weighted point can therefore be considered as multiple copies of the same points.
By the previous equation, $\mathcal{A}$ is a constant-factor approximation for $\tilde{P}$ as well. The definition of a centroid set does not depend on weights, so $\mathbb{C}$ is a $\mathcal{A}$-centroid set for $\tilde{P}$ as well. Hence, we can apply Theorem 5.3 on $\tilde{P}$ and scale the resulting coreset by $\varepsilon w_{\min } / 2$ to conclude the proof.

### 7.2 Metrics with Bounded Doubling Dimension

We start by defining the Doubling Dimension of a metric space, and stating a key lemma.

Consider a metric space ( $X$, dist). For a point $p \in X$ and an integer $r \geq 0$, we let $\beta(p, r)=\{x \in X \mid \operatorname{dist}(p, x) \leq r\}$ be the ball around $p$ with radius $r$.

- Definition 7.3. The doubling dimension of a metric is the smallest integer $d$ such that any ball of radius $2 r$ can be covered by $2^{d}$ balls of radius $r$.

Notably, the Euclidean space $\mathbb{R}^{d}$ has doubling dimension $\Theta(d)$.
A $\gamma$-net of $V$ is a set of points $X \subseteq V$ such that for all $v \in V$ there is an $x \in X$ such that $\operatorname{dist}(v, x) \leq \gamma$, and for all $x, y \in X$ we have $\operatorname{dist}(x, y)>\gamma$. A net is therefore a set of points not too close to each other, such that every point of the metric is close to a net point. The following lemma bounds the cardinality of a net in doubling metrics.

- Lemma 7.4 (from Gupta et. al [91]). Let ( $V$, dist) be a metric space with doubling dimension $d$ and, diameter $D$, and let $X$ be a $\gamma$-net of $V$. Then $|X| \leq 2^{d \cdot\left\lceil\log _{2}(D / \gamma)\right\rceil}$.

The goal of this section is to prove the following lemma. Combined with Theorem 5.3, it ensures the existence of small coreset in graphs with small doubling dimension.

- Lemma 7.5. Let $M=(X$, dist $)$ be a metric space with doubling dimension $d$, let $P \subset X$, let $k$ and $z$ be positive integers and let $\varepsilon>0$. Further, let $\mathcal{A}$ be a $c_{\mathcal{A}}$-approximate solution with at most $k$ centers. There exists an $\mathcal{A}$-approximate
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centroid set for $P$ of size

$$
|P| \cdot\left(\frac{z}{\varepsilon}\right)^{O(d)}
$$

A direct corollary of that lemma is the existence of a coreset in Doubling Metrics, as it is enough to show the mere existence of a small centroid set for applying Corollary 7.2.

- Corollary 7.6. Let $M=(X$, dist $)$ be a metric space with doubling dimension $d$, and two positive integers $k$ and $z$.
There exists an algorithm with running time $\tilde{O}(n k)$ that constructs an $\varepsilon$-coreset for $(k, z)$-clustering on $P \subseteq X$ with size

$$
\frac{2^{O(z \log z)} \log ^{5} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k d+k \log k+\log 1 / \pi)
$$

Proof. We first compute a coreset of size $\tilde{O}\left(k^{3} d \varepsilon^{-2}\right)$, in time $O(n k)$ using the standard sensitivity sampling algorithm [98]. Then, combining Corollary 7.2 to compute a coreset of the coreset and Lemma 7.5 yields an algorithm constructing a coreset of size

$$
\frac{2^{O(z \log z)} \log ^{4} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k d \log 1 / \varepsilon+k \log (k d / \varepsilon)+\log 1 / \pi)
$$

If $\log k>d$ then $\log (k d)=O(\log k)$. If $d>\log k$ then $k d+k \log (k d)=O(k d)$, hence the claimed bound follows.

Proof of Lemma 7.5. For each point $p \in P$, let $c$ be the center to which $p$ was assigned in $\mathcal{A}$. Let $\beta\left(p,\left(\frac{8 z}{\varepsilon}\right) \operatorname{dist}(p, c)\right)$ be the metric ball centered around $p$ with radius $\left(\frac{8 z}{\varepsilon}\right)$. $\operatorname{dist}(p, c)$, and let $N_{p}$ be an $\left(\frac{\varepsilon}{4 z}\right) \cdot \operatorname{dist}(p, \mathcal{A})$-net of that ball.
Due to Lemma 7.4, $N_{p}$ has size $(\varepsilon / z)^{-O(d)}$. Additionally, let $s_{f}$ be a point not in any $\beta\left(p,\left(\frac{10 z}{\varepsilon}\right) \operatorname{dist}(p, \mathcal{A})\right)$, if such a point exist.
Let $\mathbb{C}:=\left\{s_{f}\right\} \bigcup_{p \in Y} N_{p}$. We claim that $\mathbb{C}$ is the desired approximate centroid set.
For a candidate solution $\mathcal{S}$, apply first Lemma 7.1, so that we can assume that for any center $s \in \mathcal{S}$, and $q=\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)$, there is no problematic point with respect to $q$ and $s$.
let $\tilde{\mathcal{S}}$ be the solution obtained by replacing every center $s \in \mathcal{S}$ by $\tilde{s} \in \mathbb{C}$ as follows: let $q=\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)$. Pick $\tilde{s}$ to be the closest point to $s$ in $N_{q}$. If such a $q$ does not exist, pick $\tilde{s}=s_{f}$.
Now, let $p$ be a point such that $\operatorname{cost}(p, \mathcal{S}) \leq\left(\frac{8 z}{\varepsilon}\right)^{z} \cdot \operatorname{cost}(p, \mathcal{A})$, let $s$ be any center in $\mathcal{S}$ and assume that $q=\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)$ exists. Then, by construction of $\tilde{\mathcal{S}}$, there is a center $\tilde{s}$ with $\operatorname{dist}(s, \tilde{s}) \leq\left(\frac{\varepsilon}{4 z}\right) \operatorname{dist}(q, \mathcal{A})$ and therefore,
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using that $p$ is not problematic with respect to $s$ and $q$ :

$$
\begin{aligned}
\operatorname{cost}(p, \tilde{\mathcal{S}}) & \leq \operatorname{cost}(p, \tilde{s}) \leq(1+\varepsilon) \operatorname{cost}(p, s)+(1+z / \varepsilon)^{z-1} \operatorname{cost}(s, \tilde{s}) \\
& \leq(1+\varepsilon) \operatorname{cost}(p, s)+(2 z / \varepsilon)^{z-1}\left(\frac{\varepsilon}{4 z}\right)^{z} \operatorname{cost}(q, \mathcal{A}) \\
& \leq(1+\varepsilon) \operatorname{cost}(p, s)+\varepsilon \operatorname{cost}(q, \mathcal{A}) \\
& \leq(1+\varepsilon) \operatorname{cost}(p, s)+\varepsilon \operatorname{cost}(p, \mathcal{A}) .
\end{aligned}
$$

To show the other direction, for any point in $\tilde{\mathcal{S}}$ different than $s_{f}$, there is a center $s$ with $\operatorname{dist}(s, \tilde{s}) \leq\left(\frac{\varepsilon}{4 z}\right) \operatorname{dist}(q, \mathcal{A})$. Hence the previous equations apply as well, and yield $\operatorname{cost}(p, \mathcal{S}) \leq(1+\varepsilon) \operatorname{cost}(p, \tilde{s})+\varepsilon \operatorname{cost}(p, \mathcal{A})$.

When $s$ (resp. $\tilde{s}$ ) being the closest point to $p$ in $\mathcal{S}$ (resp. $\tilde{\mathcal{S}}$ ), the $q$ defined must exist as by choice of $p$ it holds that $\operatorname{cost}(p, \mathcal{S}) \leq \operatorname{cost}(p, \mathcal{A})$. For the same reason, $\tilde{s} \neq s_{f}$. Hence, using those equations with those $s$ and $\tilde{s}$, we can conclude: for a point $p$ such that $\operatorname{cost}(p, \mathcal{S}) \leq\left(\frac{8 z}{\varepsilon}\right)^{z} \cdot \operatorname{cost}(p, \mathcal{A})$,

$$
|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \varepsilon(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))
$$

Rescaling $\varepsilon$ concludes the lemma: there is an $\mathcal{A}$-approximate centroid set with size $|P|\left(\frac{z^{2} \log z / \varepsilon}{\varepsilon}\right)^{O(d)}=|P|\left(\frac{z}{\varepsilon}\right)^{O(d)}$.

### 7.3 Graphs with Bounded Treewidth

In this section, we show that for graphs with treewidth $t$, there exists a small approximate centroid set. Hence, the main framework provides an algorithm computing a small coreset. We first define the treewidth of a graph:

Definition 7.7. A tree decomposition of a graph $G=(V, E)$ is a tree $\mathcal{T}$ where each node $b$ (call a $b a g$ ) is a subset of $V$ and the following conditions hold:

- The union of bags is $V$,
- $\forall v \in V$, the nodes containing $v$ in $\mathcal{T}$ form a connected subtree of $\mathcal{T}$, and
- for all edge $(u, v) \in E$, there is one bag containing $u$ and $v$.

The treewidth of a graph $G$ is the smallest integer $t$ such that their exists a tree decomposition with maximum bag size $t+1$.
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- Lemma 7.8. Let $G=(V, E)$ be a graph with treewidth $t, X \subseteq V$ and $k, z>0$. Furthermore, let $\mathcal{A}$ be a solution to $(k, z)$-clustering for $X$. Then, there exists an $\mathcal{A}$-approximate centroid set for $(k, z)$-clustering on $X$ of size $\operatorname{poly}(|X|)\left(\frac{z^{2} \log z / \varepsilon}{\varepsilon}\right)^{O(t)}$.

Applying this lemma with $X$ yields the direct corollary:

- Corollary 7.9. Let $G=(V, E)$ be a graph with treewidth $t, X \subseteq V, k$ and $z>0$.
There exists an algorithm running time $\tilde{O}(n k)$ that constructs an $\varepsilon$-coreset for $(k, z)$-clustering on $X$, with size

$$
2^{O(z \log z)} \frac{\log ^{5} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log k+k t+\log (1 / \pi))
$$

Proof. Let $X \subseteq V$. We start by computing a $(k, \varepsilon)$-coreset $X_{1}$ of size $O(\operatorname{poly}(k, 1 / \varepsilon, t))$, using the algorithm from [15]

We now apply our framework to $X_{1}$. Computing an approximation on $X_{1}$ takes time $\tilde{O}\left(\left|X_{1}\right| k\right)$, using Lemma 1.3.

Lemma 7.8 ensure the existence of an approximate centroid set for $X_{1}$ with size $\operatorname{poly}\left(\left|X_{1}\right|\right)\left(\frac{z}{\varepsilon}\right)^{O(t)}$. Hence, Corollary 7.2 and the framework developed in the previous sections gives an algorithm that computes an $\varepsilon$-coreset of $X$ with size

$$
O\left(\frac{\log ^{4} 1 / \varepsilon}{2^{O(z \log z)} \min \left(\varepsilon^{2}, \varepsilon^{z}\right)}\left(k \log \left|X_{1}\right|+k t \log 1 / \varepsilon+\log (1 / \pi)\right)\right)
$$

Using that $\left|X_{1}\right|=O(\operatorname{poly}(k, \varepsilon, t))$ yields a coreset of size

$$
O\left(\frac{\log ^{5} 1 / \varepsilon}{2^{O(z \log z)} \min \left(\varepsilon^{2}, \varepsilon^{z}\right)}(k \log k+k t+\log (1 / \pi))\right)
$$

Instead of using [15], one could apply our algorithm repeatedly as in Theorem 3.1 of [34], to reduce iteratively the number of distinct point consider and to eventually get the same coreset size. The number of repetition needed to achieve that size bound is $O\left(\log ^{*} n\right)$, where $\log ^{*}(x)$ is the number of times $\log$ is applied to $x$ before the result is at most 1 ; formally $\log ^{*}(x)=0$ for $x \leq 1$, and $\log ^{*}(x)=1+\log ^{*} \log x$ for $x>1$. The complexity of this repetition is therefore $\tilde{O}(n k)$, and the success probability $1-\pi$, as proven in [34].

For the proof of Lemma 7.8, we rely on the following structural lemma, ${ }^{1}$ that shows the existence of a partition of the graph into parts that have small vertex-separators:

[^21]- Lemma 7.10 (Lemma 3.7 of [15]). Given a graph $G=(V, E)$ of treewidth $t$, and $X \subseteq V$, there exists a collection $\mathcal{T}$ of subsets of $V$ such that:

1. $\cup_{A \in \mathcal{T}} A=V$,
2. $|\mathcal{T}|=\operatorname{poly}(|X|)$,
3. For each $A \in \mathcal{T},|A \cap X|=O(t)$, and there exists $P_{A} \subseteq V$ with $\left|P_{A}\right|=O(t)$ such that there is no edge between $A \backslash P_{A}$ and $V \backslash\left(A \cup P_{A}\right)$.

Our construction relies on the following simple observation. Let $s$ be a possible center, and $p$ be a vertex such that $\operatorname{cost}(p, s) \leq\left(\frac{4 z}{\varepsilon}\right)^{z} \operatorname{cost}(p, \mathcal{A})$. Let $A \in \mathcal{T}$ such that $p \in A$. Then, either $s \in A$, or the path connecting $p$ to $s$ has to go through $P_{A}$.

We use this observation as follows: it would be enough to replace a center $s$ from solution $\mathcal{S}$ by one that has approximately the same distance of all points of $P_{A}$. The main question is : how should we round the distances to $P_{A}$ ? The goal is to classify the potential centers into few classes, such that taking one representative per class gives an approximate centroid set. The previous observation indicates that classifying the centers according to their distances to points of $P_{A}$ is enough. However, there are too many different classes: instead, we round those distances.

Ideally, this rounding would ensure that for any point $p$ and any center $s$, all centers in $s$ 's class have same distance to $p$, up to an additive error $\varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$. This would mean rounding the distance from $s$ to any point in $P_{A}$ by that amount for instance, rounding to the closest multiple of $\varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$. Nonetheless, this way of rounding depends on each point $p$ : a rounding according to $p$ may not be suited for another point $q$. To cope with that, we will quite naturally round distances according to the point $p$ that minimizes $\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A})$. Additionally, to ensure that the number of classes stays bounded, it is not enough to round to the closest multiple of $\varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$ : we also show that distances bigger than $\frac{1}{\varepsilon}(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$ can be trimmed down to $\frac{1}{\varepsilon}(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$. That way, for each point of $P_{A}$ there are only $1 / \varepsilon^{2}$ many possible rounded distances.

Hence, a class is defined by a certain point $p$, a part $A$ and by $\left|P_{A}\right|=t$ many rounded distances: in total, that makes poly $(|X|) \varepsilon^{-O(t)}$ many classes. The approximate centroid set contains one representative of each class: this would prove Lemma 7.8. We now make the argument formal, in particular to show that the error incurred by the trimming is affordable.

Proof of Lemma 7.8. Given a point $s \in V$ and a set $A \in \mathcal{T}$, we call a distance tuple to $A \mathbf{d}_{A}(s):=(\operatorname{dist}(s, x) \mid \forall x \in X \cap A)+\left(\operatorname{dist}(s, x) \mid \forall x \in P_{A}\right)$. Let $q \in X$ : the rounded distance tuple of $s$ with respect to $q$ is $\widetilde{\mathbf{d}_{A, q}}(s)$ defined as follows:

1. For $x \in X \cap A$ or $x=q, \widetilde{d}(s, x)$ is the multiple of $\frac{\varepsilon}{z} \cdot \operatorname{dist}(x, \mathcal{A})$ smaller than $\frac{10 z}{\varepsilon} \operatorname{dist}(x, \mathcal{A})$ closest to $\operatorname{dist}(s, x)$.
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2. For $y \in P_{A}, \widetilde{d}(s, y)$ is the multiple of $\frac{\varepsilon^{3}}{8 z^{3}} \cdot \operatorname{dist}(q, \mathcal{A})$ smaller than $\frac{200 z^{3}}{\varepsilon^{3}} \operatorname{dist}(q, \mathcal{A})$ closest to $\operatorname{dist}(s, y)$.

Now, for every $A \in \mathcal{T}, q \in X$ and every rounded distance tuple $T$ to $A$ with respect to $q$ such that $\exists s: T=\widehat{\mathbf{d}_{A}}(s), \mathbb{C}$ contains one point $s \in A$ having that rounded distance tuple.

Bounding the size of $\mathbb{C}$. Fix some $A \in \mathcal{T}$, and $q \in X$. A rounded distance tuple to $A$ is made of $O(t)$ many distances. Each of them takes its value among poly $(z / \varepsilon)$ possible numbers, due to the rounding. Hence, there are at most $\left(\frac{z}{\varepsilon}\right)^{O(t)}$ possible rounded distance tuple to $A$, and so at most that many points in $\mathbb{C}$. Since there are poly $(|X|)$ different choices for $A$ and $q$, the total size of $\mathbb{C}$ is $\operatorname{poly}(|X|)\left(\frac{z}{\varepsilon}\right)^{O(t)}$.

Bounding the error. We now bound the error induced by approximating a solution $\mathcal{S}$ by a solution $\tilde{\mathcal{S}} \subseteq \mathbb{C}$.

First, by applying Lemma 7.1, we can assume that for any center $s \in \mathcal{S}$, and $q=$ $\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)$, there is no problematic point with respect to $q$ and $s$.

Let $A \in \mathcal{T}$ such that $s \in A$, and $q=\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)$. $\tilde{s}$ is chosen to have the same rounded distance tuple to $A$ with respect to $q$ as $s$. $\tilde{\mathcal{S}}$ is the solution made of all such $\tilde{s}$, for $s \in \mathcal{S}$.

As in the proof of Lemma 7.5, we first show that points close to $s$ have cost preserved in $\tilde{s}$. We will later show that points with large distance to $s$ have also large distance to $\tilde{s}$, to ensure that their distance to $\tilde{\mathcal{S}}$ does not decrease.

Let $p \in X$ be an input point. By Lemma 7.1, $p$ is not problematic with respect to $s$ and $q$. Note that $s$ is not necessarily the closest center to $p$. We aim at showing that $|\operatorname{cost}(p, s)-\operatorname{cost}(p, \tilde{s})| \leq \varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$.

First, when $p \notin X \cap A$, we distinguish two subcases:

- either $\operatorname{dist}(p, s) \leq \frac{200 z^{3}}{\varepsilon^{3}} \operatorname{dist}(q, \mathcal{A})$ : in that case, let $x \in p_{A}$ that is on the shortest path between $p$ and $s$. We have $\operatorname{dist}(s, x) \leq \frac{200 z^{3}}{\varepsilon^{3}} \operatorname{dist}(q, \mathcal{A})$, and so $s$ and $\tilde{s}$ have the same rounded distance to $x$. Hence,

$$
\begin{aligned}
\operatorname{dist}(p, \tilde{s}) & \leq \operatorname{dist}(p, x)+\operatorname{dist}(x, \tilde{s}) \leq \operatorname{dist}(p, x)+\operatorname{dist}(x, s)+\frac{\varepsilon^{3}}{8 z^{3}} \operatorname{dist}(q, \mathcal{A}) \\
& \leq \operatorname{dist}(p, s)+\frac{\varepsilon^{3}}{8 z^{3}} \cdot\left(\frac{8 z^{2}}{\varepsilon^{2}}\right)(\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)) \\
& \leq\left(1+\frac{\varepsilon}{z}\right) \operatorname{dist}(p, s)+\frac{\varepsilon}{z} \operatorname{dist}(p, \mathcal{A}),
\end{aligned}
$$

The first line implies that $\operatorname{dist}(p, \tilde{s}) \leq \frac{200 z^{3}}{\varepsilon^{3}} \operatorname{dist}(q, \mathcal{A})$ as well: we can therefore repeat the argument, choosing $x$ to be on the shortest path between $p$ and $\tilde{s}$ instead, to show that $\operatorname{dist}(p, s) \leq\left(1+\frac{\varepsilon}{z}\right) \operatorname{dist}(p, \tilde{s})+\frac{\varepsilon}{z} \operatorname{dist}(p, \mathcal{A})$. This implies, using Lemma 1.2, that $|\operatorname{cost}(p, \tilde{s})-\operatorname{cost}(p, s)| \leq \frac{\varepsilon}{z} \cdot(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$.
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- Otherwise, $\operatorname{dist}(p, s)>\frac{200 z^{3}}{\varepsilon^{3}} \operatorname{dist}(q, \mathcal{A})$. In that case, we can argue that $\operatorname{dist}(s, \tilde{s})$ is negligible compared to $\operatorname{dist}(p, s)$. Recall that $\operatorname{dist}(q, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(q, \mathcal{A})$.

The rounding ensures that the distance to $q$ is preserved: $\operatorname{dist}(q, \tilde{s}) \leq \operatorname{dist}(q, s)+$ $\frac{\varepsilon}{z} \operatorname{dist}(q, \mathcal{A})$. Hence, we get that

$$
\begin{aligned}
\operatorname{dist}(s, \tilde{s}) & \leq 2 \operatorname{dist}(q, s)+\frac{\varepsilon}{z} \operatorname{dist}(q, \mathcal{A}) \\
& \leq\left(\frac{100 z^{2}}{\varepsilon^{2}}+\frac{\varepsilon}{z}\right) \cdot \operatorname{dist}(q, \mathcal{A}) \\
& \leq \frac{200 z^{2}}{\varepsilon^{2}} \cdot \frac{\varepsilon^{3}}{200 z^{3}} \cdot \operatorname{dist}(p, s) \leq \frac{\varepsilon}{z} \cdot \operatorname{dist}(p, s)
\end{aligned}
$$

Finally, using Lemma 1.2, we conclude again that $|\operatorname{cost}(p, \tilde{s})-\operatorname{cost}(p, s)| \leq$ $\varepsilon \operatorname{cost}(p, s)+\varepsilon \operatorname{cost}(p, \mathcal{A})$.

Now, in the other case where $p \in X \cap A$, if $\operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$, then the choice of $\tilde{s}$ ensures that $|\operatorname{dist}(\tilde{s}, p)-\operatorname{dist}(s, p)| \leq \frac{\varepsilon}{z} \operatorname{dist}(x, \mathcal{A})$ and therefore $|\operatorname{cost}(p, s)-\operatorname{cost}(p, \tilde{s})| \leq$ $\varepsilon \operatorname{cost}(p, s)+(1+z / \varepsilon)^{z-1} \operatorname{cost}(s, \tilde{s}) \leq \varepsilon \operatorname{cost}(p, \mathcal{S})+\varepsilon \operatorname{cost}(p, \mathcal{A})$. In the last case when $\operatorname{dist}(p, s)>\frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$, then the rounding enforces $\operatorname{dist}(p, \tilde{s})=\frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$.
Hence, in all possible cases, it holds that either $\operatorname{dist}(p, s)$ and $\operatorname{dist}(p, \tilde{s})$ are bigger than $\frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$, or:

$$
\begin{equation*}
|\operatorname{cost}(p, \tilde{s})-\operatorname{cost}(p, s)| \leq \varepsilon \operatorname{cost}(p, s)+\varepsilon \operatorname{cost}(p, \mathcal{A}) . \tag{7.3}
\end{equation*}
$$

To extend that result to the full solutions $\mathcal{S}$ and $\tilde{\mathcal{S}}$ instead of a particular center, we note that since $p$ is interesting, $\operatorname{dist}(p, \mathcal{S}) \leq \frac{8 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$. Hence, we can apply Eq. (7.3) with $s$ being the closest point to $p$ in $\mathcal{S}$ : $\operatorname{cost}(p, \tilde{\mathcal{S}}) \leq(1+\varepsilon) \operatorname{cost}(p, \mathcal{S})+\varepsilon \operatorname{cost}(p, \mathcal{A})$. In particular, this implies that $\operatorname{dist}(p, \tilde{s}) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$. Choose now $\tilde{s}$ to be the closest point to $p$ in $\tilde{\mathcal{S}}$ and $s$ its corresponding center in $\mathcal{S}$. Using Eq. (7.3) therefore gives:

$$
\begin{aligned}
\operatorname{cost}(p, s) & \leq \operatorname{cost}(p, \tilde{\mathcal{S}})+\varepsilon(\operatorname{cost}(p, \mathcal{A})+\operatorname{cost}(p, s)) \\
\Longrightarrow \operatorname{cost}(p, s) & \leq \frac{1}{1-\varepsilon} \operatorname{cost}(p, \tilde{\mathcal{S}})+\frac{\varepsilon}{1-\varepsilon} \operatorname{cost}(p, \mathcal{A}) \\
& \leq(1+2 \varepsilon) \operatorname{cost}(p, \tilde{\mathcal{S}})+2 \varepsilon \operatorname{cost}(p, \mathcal{A}) \\
\Longrightarrow \operatorname{cost}(p, \mathcal{S}) & \leq(1+2 \varepsilon) \operatorname{cost}(p, \tilde{\mathcal{S}})+3 \varepsilon \operatorname{cost}(p, \mathcal{A}) .
\end{aligned}
$$

Hence, combining those two inequalities yields

$$
|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \varepsilon \operatorname{cost}(p, \mathcal{S})+2 \varepsilon \operatorname{cost}(p, \tilde{\mathcal{S}})+4 \varepsilon \operatorname{cost}(p, \mathcal{A}) .
$$

To remove the dependency in $\operatorname{cost}(p, \tilde{\mathcal{S}})$ from the right hand side, one can upper bound
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it with $\operatorname{cost}(p, \mathcal{S})+|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})|$, which yields the following:

$$
\begin{aligned}
|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq & \varepsilon \operatorname{cost}(p, \mathcal{S})+2 \varepsilon(\operatorname{cost}(p, \mathcal{S})+|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})|) \\
& +4 \varepsilon \operatorname{cost}(p, \mathcal{A}) \\
\Longleftrightarrow|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq & \frac{1}{1-2 \varepsilon}(3 \varepsilon \operatorname{cost}(p, \mathcal{S})+4 \varepsilon \operatorname{cost}(p, \mathcal{A})) \\
\leq & 9 \varepsilon \operatorname{cost}(p, \mathcal{S})+12 \varepsilon \operatorname{cost}(p, \mathcal{A})
\end{aligned}
$$

Finally, rescaling $\varepsilon$ concludes.

### 7.4 Planar Graphs

The goal of this section is to prove the existence of small centroid sets for planar graph, analogously to the treewidth case. This is the following lemma:

Lemma 7.11. Let $G=(V, E)$ be an edge-weighted planar graph, a set $X \subseteq V$ and two positive integers $k$ and $z$. Furthermore, let $\mathcal{A}$ be a solution of ( $k, z$ )-clustering of $X$.
Then, there exists an $\mathcal{A}$-approximate centroid set for $(k, z)$-clustering on $V$ of size poly $(|X|) \cdot \exp \left(O\left(z^{3} \varepsilon^{-3} \log z / \varepsilon\right)\right)$.

As for treewidth, this lemma implies the following corollary:

- Corollary 7.12. Let $G=(V, E)$ be an edge-weighted planar graph, a set $X \subseteq V$, and two positive integers $k$ and $z$.
There exists an algorithm with running time $\tilde{O}(n k)$ that constructs an $\varepsilon$-coreset for $(k, z)$-clustering on $X$ with size

$$
2^{O(z \log z)} \frac{\log ^{5} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}\left(k \log ^{2} k+\frac{k \log k}{\varepsilon^{3}}+\log 1 / \pi\right)
$$

The big picture is the same as for treewidth. As in the treewidth case, planar graph can be broken into poly $(X)$ pieces, each containing at most 2 vertices of $X$. The main difference is in the nature of the separators: while treewidth admit small vertex separators, the region in the planar decomposition are bounded by a few number of shortest paths instead. This makes the previous argument void: we cannot round distances to all vertices in the boundary of a region. We show how to bypass this, using the fact that separators are shortest paths: it is enough to round distances to a well-chosen subset of the paths, as we will argue in the proof.
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Formally, the decomposition is as follows:

- Lemma 7.13 (Lemma 4.5 of [34], see also [70]). For every edgeweighted planar graph $G=(V, E)$ and subset $X \subseteq V$, there exists a collection of subsets of $V \Pi:=\left\{V_{i}\right\}$ with $|\Pi|=\operatorname{poly}(|X|)$ and $\cup V_{i}=V$ such that, for every $V_{i} \in \Pi$ :
- $\left|V_{i} \cap X\right|=O(1)$, and
- there exists a collection of shortest paths $\mathcal{P}_{i}$ with $\left|\mathcal{P}_{i}\right|=O(1)$ such removing the vertices of all paths of $\mathcal{P}_{i}$ disconnects $V_{i}$ from $V \backslash V_{i}$.

As for treewidth, we proceed as follows: given the decomposition of Lemma 7.13, for any center $s \in V_{i}$, we identify a point $q$ and round distances from $s$ to $\mathcal{P}_{i}$ according to $\operatorname{dist}(q, \mathcal{A}) . \mathbb{C}$ contains one point $\tilde{s}$ with the same rounded distances as $s$, and we will argue that $\tilde{s}$ can replace $s$. As mentioned, we cannot round distances to the whole shortest-paths $\mathcal{P}_{i}$. Instead, we show that it is enough to round distances from $s$ to points on the boundary of $V_{i}$ that are close to $q$ : since the boundary consists of shortest path, it is possible to discretize that set.

Proof of Lemma 7.11. Let $\Pi=\left\{V_{i}\right\}$ be the decomposition given by Lemma 7.13. For any $V_{i}$ and any $q \in X$, we define a set of landmarks $\mathcal{L}_{i, q}$ as follows: for any $P \in \mathcal{P}_{i}$, let $\mathcal{L}_{i, q, P}$ be a $\frac{\varepsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A})$-net of $P \cap B\left(q, \frac{90 z^{2}}{\varepsilon^{2}} \cdot \operatorname{dist}(q, \mathcal{A})\right)$. Note that since $P$ is a shortest path, the total length of $P \cap B\left(q, \frac{90 z^{2}}{\varepsilon^{2}} \cdot \operatorname{dist}(q, \mathcal{A})\right)$ is at most $\frac{180 z^{2}}{\varepsilon^{2}} \cdot \operatorname{dist}(q, \mathcal{A})$, and so the net has size at most $\frac{180 z^{3}}{\varepsilon^{3}}$. We define $\mathcal{L}_{i, q}=\left(V_{i} \cap X\right) \cup_{P \in \mathcal{P}_{i}} \mathcal{L}_{i, q, P}$.

Rounding the distances to $\mathcal{L}_{i, q}$ We now describe how we round distances to landmarks, and define $\mathbb{C}$ such that for each possible distance tuple, $\mathbb{C}$ contains a point having that distance tuple. Formally, given a point $s \in V_{i}$ and a point $q \in X$, the distance tuple $\mathbf{d}_{q}(s)$ of $s$ is defined as $\mathbf{d}_{q}(s)=\left(\operatorname{dist}(s, x) \mid \forall x \in X \cap V_{i}\right)+$ (dist $\left.(s, y) \mid \forall y \in \mathcal{L}_{i, q}, \forall i\right)$. The rounded distance tuple $\tilde{\mathbf{d}}_{q}(s)$ of $s$ is defined as follows :

- For $x \in X \cap V_{i}$ or $x=q, \tilde{d}(s, x)$ is the multiple of $\frac{\varepsilon}{z} \operatorname{dist}(x, \mathcal{A})$ smaller than $\frac{10 z}{\varepsilon} \operatorname{dist}(x, \mathcal{A})$ closest to $\operatorname{dist}(s, x)$.
- For $y \in \mathcal{L}_{i, q}, \tilde{d}(s, y)$ is the multiple of $\frac{\varepsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A})$ smaller than $\frac{90 z^{2}}{\varepsilon^{2}} \operatorname{dist}(q, \mathcal{A})$ closest to $\operatorname{dist}(s, y)$.

The set $\mathbb{C}$ is constructed as follows: for every $V_{i}$ and every $q$, for every rounded distance tuple $\left\{\tilde{\mathbf{d}}_{q}(p)\right\}$, add to $\mathbb{C}$ a point that realizes this rounded distance tuple (if such a point exists).
It remains to show both that $\mathbb{C}$ has size poly $(|X|) \exp \left(O\left(z^{3} \varepsilon^{-3} \log z / \varepsilon\right)\right)$, and that $\mathbb{C}$ contains good approximation of each center of any given solution.

### 7.4. Planar Graphs

Size analysis. For any given $V_{i}$ and $q$, there are $\left(\frac{90 z^{3}}{\varepsilon^{3}}\right)^{\left|\mathcal{L}_{i, q}\right|}$ possible rounded distances. As explained previously, $\left|\mathcal{L}_{i, q}\right|=O\left(z^{3} / \varepsilon^{3}\right)$.

There are $|V|$ choices of $q$, and Lemma 7.13 ensures that there are poly $(|X|)$ choices for $V_{i}$.

Hence, the total size of $\mathbb{C}$ is at most poly $(|X|) \cdot \exp \left(O\left(z^{3} \varepsilon^{-3} \log z / \varepsilon\right)\right)$.

Error analysis. We now show that for all solution $\mathcal{S}$, every center can be approximated by a point of $\mathbb{C}$. First, by applying Lemma 7.1, we can assume that for any center $s \in \mathcal{S}$, and $q=\operatorname{argmin}_{p: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s)$, there is no problematic point with respect to $q$ and $s$.

Let $S$ be some cluster of $\mathcal{S}$, with center $s$. As in Lemma 7.5 and 7.8, we aim at showing how to find $\tilde{s} \in \mathbb{C}$ such that, for every $p \in X \cap S$ with $\operatorname{dist}(p, \mathcal{S}) \leq \frac{10 z}{\varepsilon} \cdot \operatorname{dist}(p, \mathcal{A})$, we have $|\operatorname{cost}(p, s)-\operatorname{cost}(p, \tilde{s})| \leq 3 \varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$.

For this, let $V_{i}$ be a part of $\Pi$ containing $s$, and $\mathcal{P}_{i}$ be the paths given by Lemma 7.13. We let $q:=\operatorname{argmin}_{p \in X: \operatorname{dist}(p, s) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})} \operatorname{dist}(p, s)+\operatorname{dist}(p, \mathcal{A})$. We define $\tilde{s}$ to be the point of $\mathbb{C}$ that has the same rounded distance tuple to $\mathcal{L}_{i, q}$ as $s$. Let $\tilde{\mathcal{S}}$ be the solution constructed from $\mathcal{S}$ that way. We show now that $\tilde{\mathcal{S}}$ has the required properties.

First, if $p \notin V_{i}$, then we show how to use that $s$ and $\tilde{s}$ have the same rounded distances to $\mathcal{L}_{i, q}$.

- If $\operatorname{dist}(p, s)>\frac{21 z^{2}}{\varepsilon^{2}} \cdot \operatorname{dist}(q, \mathcal{A})$, we argue that $d(s, \tilde{s})$ is negligible. The argument is exactly alike the one from Lemma 7.8 , we repeat it for completeness.
The rounding ensures that the distance to $q$ is preserved: $\operatorname{dist}(q, \tilde{s}) \leq \operatorname{dist}(q, s)+$ $\frac{\varepsilon}{z} \operatorname{dist}(q, \mathcal{A})$, and therefore:

$$
\begin{aligned}
\operatorname{dist}(s, \tilde{s}) & \leq 2 \operatorname{dist}(q, s)+\frac{\varepsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A}) \\
& \leq\left(\frac{20 z}{\varepsilon}+\frac{\varepsilon}{z}\right) \cdot \operatorname{dist}(q, \mathcal{A}) \\
& \leq \frac{21 z}{\varepsilon} \cdot \frac{\varepsilon^{2}}{21 z^{2}} \cdot \operatorname{dist}(p, s) \leq \frac{\varepsilon}{z} \cdot \operatorname{dist}(p, s)
\end{aligned}
$$

Hence, using the modified triangle inequality Lemma 1.2, we can conclude: $|\operatorname{cost}(p, \tilde{s})-\operatorname{cost}(p, s)| \leq \varepsilon \operatorname{cost}(p, s)+\varepsilon \operatorname{cost}(p, \mathcal{A})$.

- Otherwise, $\operatorname{dist}(p, s) \leq \frac{21 z^{2}}{\varepsilon^{2}} \cdot \operatorname{dist}(q, \mathcal{A})$ and we can make use of the landmarks. Since $p \notin V_{i}$ the shortest-path $p \rightsquigarrow s$ and crosses $\mathcal{P}_{i}$ at some vertex $x$.
First, it holds that $\operatorname{dist}(x, q) \leq \operatorname{dist}(x, s)+\operatorname{dist}(s, q) \leq \operatorname{dist}(p, s)+\operatorname{dist}(s, q) \leq$ $\left(\frac{10 z}{\varepsilon}+\frac{8 z^{2}}{\varepsilon^{2}}\right) \operatorname{dist}(q, \mathcal{A})$, hence $x$ is in $P \cap B\left(q, \frac{90 z^{2}}{\varepsilon^{2}} \operatorname{dist}(q, \mathcal{A})\right)$. By choice of landmarks, this implies that there is $\ell \in \mathcal{L}_{i, q}$, with $\operatorname{dist}(x, \ell) \leq \frac{\epsilon}{z} \operatorname{dist}(q, \mathcal{A})$. To show that $s$ and $\tilde{s}$ have the same distance to $\ell$, it is necessary to show that $s$ is not
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too far away from $\ell$ :

$$
\begin{aligned}
\operatorname{dist}(s, \ell) & \leq \operatorname{dist}(s, x)+\frac{\epsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A}) \leq \operatorname{dist}(p, s)+\frac{\epsilon}{z} \operatorname{dist}(q, \mathcal{A}) \\
& \leq \frac{21 z^{2}}{\varepsilon^{2}} \cdot \operatorname{dist}(q, \mathcal{A})+\frac{\varepsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A})
\end{aligned}
$$

Hence, $s$ is close enough to $\ell$ to ensure that $\tilde{s}$ has the same rounded distance to $\ell$ as $s$, and we get:

$$
\begin{aligned}
\operatorname{dist}(p, \tilde{s}) & \leq \operatorname{dist}(p, \ell)+\operatorname{dist}(\ell, \tilde{s}) \\
& \leq \operatorname{dist}(p, \ell)+\operatorname{dist}(\ell, s)+\frac{\epsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A}) \\
& \leq \operatorname{dist}(p, x)+\operatorname{dist}(x, s)+2 \operatorname{dist}(x, \ell)+\frac{\epsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A}) \\
& =\operatorname{dist}(p, s)+\frac{3 \epsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A})
\end{aligned}
$$

First, this ensures that $\operatorname{dist}(p, \tilde{s}) \leq \frac{8 z^{2}}{\varepsilon^{2}} \cdot \operatorname{dist}(q, \mathcal{A})$, and so we can repeat the argument switching roles of $s$ and $\tilde{s}$, to get $|\operatorname{dist}(p, \tilde{s})-\operatorname{dist}(p, s)| \leq \frac{3 \epsilon}{z} \cdot \operatorname{dist}(q, \mathcal{A})$ Using that $p$ is not problematic with respect to $q$ and $s$, we can conclude that

$$
|\operatorname{dist}(p, \tilde{s})-\operatorname{dist}(p, s)| \leq \frac{3 \epsilon}{z} \cdot(\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}(p, s))
$$

In turn, using Lemma 1.2, we conclude:

$$
|\operatorname{cost}(p, \tilde{s})-\operatorname{cost}(p, s)| \leq \varepsilon \cdot(\operatorname{cost}(p, \mathcal{A})+\operatorname{cost}(p, s))
$$

Finally, in the case where $p \in V_{i}$, then we get either $|\operatorname{dist}(p, \tilde{s})-\operatorname{dist}(p, s)| \leq \frac{\varepsilon}{z} \operatorname{dist}(p, \mathcal{A})$ and we are done, or $\operatorname{both} \operatorname{dist}(p, \tilde{s})$ and $\operatorname{dist}(p, s)$ are bigger than $\frac{8 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$.
We can now conclude, exactly as in the treewidth case: in all possible cases, it holds that either $\operatorname{dist}(p, s)$ and $\operatorname{dist}(p, \tilde{s})$ are bigger than $\frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$, or:

$$
\begin{equation*}
|\operatorname{cost}(p, \tilde{s})-\operatorname{cost}(p, s)| \leq \varepsilon \operatorname{cost}(p, s)+\varepsilon \operatorname{cost}(p, \mathcal{A}) \tag{7.4}
\end{equation*}
$$

To extend that result to the full solutions $\mathcal{S}$ and $\tilde{\mathcal{S}}$ instead of a particular center, we note that since $p$ is interesting, $\operatorname{dist}(p, \mathcal{S}) \leq \frac{8 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$. Hence, we can apply Eq. (7.4) with $s$ being the closest point to $p$ in $\mathcal{S}$ : $\operatorname{cost}(p, \tilde{\mathcal{S}}) \leq(1+\varepsilon) \operatorname{cost}(p, \mathcal{S})+\varepsilon \operatorname{cost}(p, \mathcal{A})$.
In particular, this implies that $\operatorname{dist}(p, \tilde{s}) \leq \frac{10 z}{\varepsilon} \operatorname{dist}(p, \mathcal{A})$. Chose now $\tilde{s}$ to be the closest point to $p$ in $\tilde{\mathcal{S}}$ and $s$ its corresponding center in $\mathcal{S}$. Using Eq. (7.4) therefore gives:

$$
\begin{aligned}
\operatorname{cost}(p, \mathcal{S}) & \leq(1+\varepsilon) \operatorname{cost}(p, \tilde{\mathcal{S}})+\varepsilon \operatorname{cost}(p, \mathcal{A}) \\
& \leq(1+\varepsilon)^{2} \operatorname{cost}(p, \mathcal{S})+\varepsilon(2+\varepsilon) \operatorname{cost}(p, \mathcal{A}) \\
& \leq(1+3 \varepsilon) \operatorname{cost}(p, \mathcal{S})+3 \varepsilon \operatorname{cost}(p, \mathcal{A})
\end{aligned}
$$

Rescaling $\varepsilon$ and combining the two inequality concludes.

### 7.5. Minor-Excluded Graphs

### 7.5 Minor-Excluded Graphs

A graph $H$ is a minor of a graph $G$ if it can be obtained from $G$ by deleting edges and vertices and contracting edges.

We are interested here in families of graph excluding a fixed minor $H$, i.e. none of the graph in the family contains $H$ as a minor. The graphs are weighted: we assume that for each edge, its value is equal to shortest-path distance between its two endpoints.

The goal of this section is to prove the following lemma, analogous to Lemma 7.11.

- Lemma 7.14. Let $G=(V, E)$ be an edge-weighted graph that excludes a minor of fixed size, a set $X \subseteq V$ and two positive integers $k$ and $z$. Furthermore, let $\mathcal{A}$ be a solution of $(k, z)$-clustering of $X$.
Then, there exists an $\mathcal{A}$-approximate centroid set for $(k, z)$-clustering on $V$ of size $\exp \left(O\left(\log ^{2}|X|+\log |X| / \varepsilon^{4}\right)\right)$.

As for the bounded treewidth and planar cases, this lemma implies the following corollary:

- Corollary 7.15. Let $G=(V, E)$ be an edge-weighted graph that excludes a fixed minor, and two positive integers $k$ and $z$.
There exists an algorithm with running time $\tilde{O}(n k)$ that constructs an $\varepsilon$-coreset for $(k, z)$-clustering on $V$ with size

$$
2^{O(z \log z)} \frac{\log ^{5} 1 / \varepsilon}{\min \left(\varepsilon^{2}, \varepsilon^{z}\right)}\left(k \log ^{2} k \log (1 / \varepsilon)+\frac{k \log k}{\varepsilon^{4}}+\log 1 / \pi\right)
$$

The big picture is the same as for planar graphs. Minor-free graphs have somewhat nice separators, that we can use to select centers. However, those separators are not shortest paths in the original graph, as described in the next structural lemma.

Lemma 7.16 (Lemma 4.12 in [34], from Theorem 1 in [1]). For every edge-weighted graph $G=(V, E)$ excluding some fixed minor, and subset $X \subseteq V$, there exists a collection of subsets of $V \Upsilon:=\left\{\Pi_{i}\right\}$ with $|\Upsilon|=\operatorname{poly}(|X|)$ and $\cup \Pi_{i}=V$ such that, for every $\Pi_{i} \in \Upsilon$ :

- $\left|\Pi_{i} \cap X\right|=O(1)$, and
- there exists a group of paths $\left\{\mathcal{P}_{j}^{i}\right\}_{j}$ with $\left|\cup_{j} \mathcal{P}_{j}^{i}\right|=O(\log |X|)$ such that removing the vertices of all paths of $\mathcal{P}_{i}$ disconnects $\Pi_{i}$ from $V \backslash \Pi_{i}$, and such that paths in $\mathcal{P}_{j}^{i}$ are shortest-paths in the graph $G_{j}^{i}:=G \backslash\left(\cup_{j^{\prime}<j} \mathcal{P}_{j^{\prime}}^{i}\right)$.

The general sketch of the proof is as follows: we consider the boundary $B$ of a region
$\Pi_{i}$, and enumerate all possible tuple of distances from a point inside the leaf to the boundary. For each tuple, we include in $\mathbb{C}$ a point realizing it. Of course, this would lead to a set $\mathbb{C}$ way too big: the boundary of each leaf consists of too many points, and there are too many distances possible. For that, we show how to discretize the boundary, and how to round distances from a point to the boundary.

Discretizing the boundary is not as easy as in the planar case, as the separating paths are not shortest paths in the original graph $G$. A separating path $P \in \mathcal{P}_{j}$, however, is a shortest path in the graph $G_{j}^{i}:=G \backslash\left(\cup_{j^{\prime}<j} \mathcal{P}_{j^{\prime}}^{i}\right)$.
As in the planar case, we therefore start from the point $q$ closest to $s$ in the graph $G_{j}^{i}$. Note here that we cannot infer much on the distances in the original graph $G$ : for this reason, we are not able to apply Lemma 7.1, and we need to present a whole different argument.
We will assume that we know $D=\operatorname{dist}_{j}(q, s)$, where dist ${ }_{j}$ is the distance in the graph $G_{j}^{i}$. In that case, we can simply take an $\varepsilon D$-net of $P \cap B_{j}(q, D)$, where $B_{j}(q, D)$ is the ball centered at $q$ and of radius $D$ in $G_{j}^{i}$. This net has size $O\left(1 / \varepsilon^{2}\right)$, as $P$ is a shortest path in $G_{j}^{i}$. Then, if $\tilde{s}$ has same distances to this net as $s$, we are able to show as in the previous cases that for any point separated from $s$ by $P$, $\operatorname{dist}(p, \tilde{s}) \lesssim \operatorname{dist}(p, s)$; and for any point separated from $\tilde{s}$ by $P, \operatorname{dist}(p, s) \lesssim \operatorname{dist}(p, \tilde{s})$.

To estimate $\operatorname{dist}_{i}(q, s)$, we proceed as follows: either $^{\operatorname{dist}}{ }_{i}(q, s) \approx \operatorname{dist}_{i}\left(q, q_{2}\right)$ for some $q_{2} \in X$, or not. In the first case, we can pick such a $q_{2}$. In the second case, we will need to ensure that when $p$ is such that $\operatorname{dist}_{i}(p, q) \gg \operatorname{dist}_{i}(q, s)$, then $\tilde{s}$ stays close to $q$. When $p$ is such that $\operatorname{dist}_{i}(q, p) \ll \operatorname{dist}_{i}(q, s)$, then $p$ and $q$ are essentially located at the same spot, and we ensure that $\tilde{s}$ stays far from $q$.

### 7.5.1 Construction of the centroid set.

From Lemma 7.16, we have a decomposition into regions $\Upsilon=\left\{\Pi_{i}\right\}$. In this argument, we fix a region $\Pi_{j} \in \Upsilon . \Pi_{j}$ is bounded by $O(\log |X|)$ paths $P_{1}, \ldots, P_{m}$ and $P_{i}$ is a shortest path in some graph $G_{i}$, subgraph of $G$ : if $P_{i} \in \mathcal{P}_{\ell}^{j}$, then $G_{i}:=G_{\ell}^{j}$. We change the indexing for simplicity, and let $\Pi=\Pi_{j}$. We let dist ${ }_{i}$ be the distances in the graph $G_{i}$.

We consider two ways of rounding the distances. The first starts from a point $q_{1} \in X$, and is useful when there is $q_{2} \in X$ such that $\varepsilon \operatorname{dist}_{i}\left(q_{1}, s\right) \leq \operatorname{dist}_{i}\left(q_{1}, q_{2}\right) \leq \frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}, s\right)$.
Along each paths, we designate portals as follows. Consider a path $P_{i}$. For any pair of vertices $q_{1}, q_{2} \in X$, let $D=\operatorname{dist}_{i}\left(q_{1}, q_{2}\right)+\operatorname{dist}\left(q_{2}, \mathcal{A}\right)$ and let $N_{i, q_{1}, q_{2}}$ be an $\varepsilon^{2} D$-net of $P_{i} \cap B_{i}\left(q_{1}, \frac{D}{\varepsilon^{2}}\right)$, where $B_{i}\left(q, \frac{D}{\varepsilon^{2}}\right)$ is the ball centered at $q$ and of radius $\frac{D}{\varepsilon^{2}}$ in $G_{i}$.
For each possible $q_{1}, q_{2}$ and any point $s \in \Pi$, we consider the following distance tuple: $\quad\left(\operatorname{dist}_{i}(s, n), \forall n \in N_{i, q_{1}, q_{2}}\right) \cup\left(\operatorname{dist}_{i}\left(s, q_{1}\right)\right) \cup\left(\operatorname{dist}_{i}(x, s), \forall x \in \Pi \cap X\right)$. We define the rounded tuple $\tilde{d}^{1}\left(q_{1}, q_{2}\right):=\left(\tilde{d}^{1}(s, n), \forall n \in N_{i, q_{1}, q_{2}}\right) \cup\left(\tilde{d}^{1}\left(s, q_{1}\right)\right) \cup$ $\left(\tilde{d}^{1}(x, s), \forall x \in \Pi \cap X\right)$, where
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- $\tilde{d}^{1}(s, n)$ is the multiple of $\varepsilon^{2} D$ closest to $\min \left(\frac{3 D}{\varepsilon^{2}}, \operatorname{dist}_{i}(s, n)\right)$.
- $\tilde{d}^{1}\left(s, q_{1}\right)$ is the multiple of $\varepsilon D$ closest to $\operatorname{dist}_{i}\left(s, q_{1}\right)$ and smaller than $\frac{3 D}{\varepsilon}$.
- for any $x \in \Pi \cap X, \tilde{d}^{1}(x, s)$ is the closest multiple of $\varepsilon \operatorname{dist}(x, \mathcal{A})$ to $\operatorname{dist}_{i}(x, s)$ smaller than $\frac{1}{\varepsilon} \cdot \operatorname{dist}(x, \mathcal{A})$.

We also consider another rounding, which will be helpful when for all points, $\operatorname{dist}(p, \mathcal{A})+$ $\operatorname{dist}_{i}\left(q, q_{1}\right) \notin\left[\varepsilon \operatorname{dist}_{i}\left(q_{1}, s\right), \frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}, s\right)\right]$.

For any $q_{1}, q_{3}$, and $q_{4}$ in $X, \tilde{d}^{2}\left(q_{1}, q_{3}, q_{4}\right)=\top$ when $\frac{1}{\varepsilon} \cdot\left(\operatorname{dist}_{i}\left(q_{1}, q_{4}\right)+\operatorname{dist}\left(q_{4}, \mathcal{A}\right)\right)<$ $\operatorname{dist}_{i}\left(q_{1}, s\right)<\varepsilon \cdot\left(\operatorname{dist}_{i}\left(q_{1}, q_{3}\right)+\operatorname{dist}\left(q_{3}, \mathcal{A}\right)\right)$, and $\tilde{d}^{2}\left(q_{1}, q_{3}, q_{4}\right)=\perp$ otherwise. $q_{3}$ or $q_{4}$ may be unspecified. In that case, the corresponding part of the inequality is dropped. ${ }^{2}$

To construct $\mathbb{C}$, we proceed as follows: for any region $\Pi \in \underset{\sim}{\Upsilon}$ given by Lemma 7.16, and for any path $P_{i}$ in the boundary of $\Pi$, select a rounding $\tilde{d}_{i}^{1}\left(q_{1}^{i}, q_{2}^{i}\right)$ or $\tilde{d}_{i}^{2}\left(q_{1}^{i}, q_{3}^{i}, q_{4}^{i}\right)$. If there is any, pick one point $s$ achieving all those rounding distances, and add $s$ to $\mathbb{C}$.

We will show Lemma 7.14 using this centroid set. For that, we break the proof into two parts: first, the size of $\mathbb{C}$ is the desired one; then, $\mathbb{C}$ is indeed an approximate centroid set.

### 7.5.2 $\mathbb{C}$ has Small Size

- Lemma 7.17. $\mathbb{C}$ constructed as previously has size $\exp \left(O\left(\log ^{2}|X|+\log |X| / \varepsilon^{-4}\right)\right)$.

Proof. Fix a region $\Pi$, a path $P_{i}$ on $\Pi$ 's boundary, and points $q_{1}, q_{2}$. There are $O\left(1 / \varepsilon^{4}\right)$ points in the net $N_{i, q_{1}, q_{2}}$, and $O(1)$ in $\Pi \cap X$. For each of those points, there are at most $3 / \varepsilon^{4}$ many choices of distances.

For a fixed region $\Pi$, path $P_{i}$ on $\Pi$ 's boundary, and points $q_{1}, q_{2}, q_{3}$, there only 2 possible different $\tilde{d}^{2}\left(q_{1}, q_{2}, q_{3}\right)$.

Now, there are poly $(|X|)$ many regions $\Pi$, and for each of them $O(\log |X|)$ many paths $P_{i}$. For each path, there are at most $|X|^{3}$ choices of $q_{j}$ for it, so in total $|X|^{O(\log |X|)}$ possible choices. Each choice gives rise to $O(\log |X|) \cdot O\left(1 / \varepsilon^{4}\right)$ many net points, each having at most $3 / \varepsilon^{4}$ many choices of distances.

So, in total, there are

$$
|X|^{O(\log |X|)} \cdot(1 / \varepsilon)^{O\left(\log |X| / \varepsilon^{4}\right)}
$$

[^22]
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many choices of rounded distances tuples. That upper bounds the size of $\mathbb{C}$, as there is at most one point per rounded distance tuple.

### 7.5.3 $\mathbb{C}$ is an Approximate Centroid Set

Construction of solution $\tilde{\mathcal{S}}$. Now, for a point $s \in \mathcal{S}$, we construct $\tilde{s}$ as follows, using the rounded distance tuples. Let $\Pi$ be a region of $\Upsilon$ that contains $s$. For each path $P_{i}$ in the boundary of $\Pi$, we define the tuple $\tilde{d}_{i}$ as follows. Let $q_{1}^{i}$ be the point minimizing $\operatorname{dist}_{i}(p, s)$. Now, we distinguish two cases:

- either there is some $\tilde{d}_{2}^{i}$ such that $\varepsilon \operatorname{dist}_{i}\left(q_{1}^{i}, s\right) \leq \operatorname{dist}_{i}\left(q_{1}^{i}, q_{2}^{i}\right)+\operatorname{dist}\left(q_{2}^{i}, \mathcal{A}\right) \leq$ $\frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$. Then $\tilde{d}_{i}$ is the tuple $\tilde{d}^{1}\left(q_{1}^{i}, q_{2}^{i}\right)$.
- or there exists points $q$ with $\operatorname{dist}_{i}\left(q_{1}^{i}, q\right)+\operatorname{dist}(q, \mathcal{A})>\frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$ : let $q_{3}^{i}$ be such a point, with smallest $\operatorname{dist}_{i}\left(q_{1}^{i}, q_{3}^{i}\right)+\operatorname{dist}\left(q_{3}^{i}, \mathcal{A}\right)$ value. If there are no such points, $q_{3}^{i}$ is unspecified.

If there are points $q$ with $\operatorname{dist}_{i}\left(q_{1}^{i}, q\right)+\operatorname{dist}(q, \mathcal{A})<\varepsilon \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$, then let $q_{4}^{i}$ be the point with largest $\operatorname{dist}_{i}\left(q_{1}^{i}, q_{4}^{i}\right)+\operatorname{dist}\left(q_{4}^{i}, \mathcal{A}\right)$ value. Otherwise, $q_{4}^{i}$ is unspecified. Note that since we are not in the first case, either $q_{3}^{i}$ are $q_{4}^{i}$ is specified.
Then $\tilde{d}_{i}$ is the tuple $\tilde{d}^{2}\left(q_{1}^{i}, q_{3}^{i}, q_{4}^{i}\right)$.
$\tilde{s}$ is chosen to be in $\mathbb{C} \cap \Pi$ and to have the same rounded distance tuples as $s$, for all the rounded tuples $\tilde{d}_{i} . \tilde{\mathcal{S}}$ is the union of all those $\tilde{s}$ for $s \in \mathcal{S}$.

- Lemma 7.18. Let $\mathcal{S}$ be a solution, and $s \in \mathcal{S}$. Let $\tilde{s}$ defined as previously. For any point $p \in X$, either $|\operatorname{cost}(p, s)-\operatorname{cost}(p, \tilde{s})| \leq \varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A}))$ or both $\operatorname{dist}(p, s)$ and $\operatorname{dist}(p, \tilde{s})$ are bigger than $\frac{10 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$.

Proof. Fix $s \in \mathcal{S} \cap \Pi$, and let $\tilde{s}$ be its corresponding point in $\tilde{\mathcal{S}}$. Let $s_{1} \in\{s, \tilde{s}\}$, and $s_{2}$ the other choice: we will show that $\operatorname{dist}\left(p, s_{1}\right) \leq(1+\varepsilon) \operatorname{dist}\left(p, s_{2}\right)+\varepsilon \operatorname{dist}(p, \mathcal{A})$. This implies that the costs verify the same inequality, which will allow us to conclude, switching the roles of $s_{1}$ and $s_{2}$.

First, in the case where $p \in \Pi \cap X$, then the rounding directly ensures that either $\operatorname{dist}(p, s)>1 / \varepsilon \cdot \operatorname{dist}(x, \mathcal{A})$, in which case it holds as well than $\operatorname{dist}(p, \tilde{s})>1 / \varepsilon \cdot$ $\operatorname{dist}(x, \mathcal{A})$, or $|\operatorname{dist}(p, s)-\operatorname{dist}(p, \tilde{s})| \leq \varepsilon \operatorname{dist}(x, \mathcal{A}))$.

Otherwise, $p$ is separated from $s_{1}$ by some path among $\left\{P_{1}, \ldots, P_{m}\right\}$. Let $i$ be the smallest integer such that $P_{i}$ intersects the shortest path between $p$ and $s_{1}$. Our argument depends on the type of tuple $\tilde{d}_{i}$ chosen for $s$. Since $s$ and $\tilde{s}$ have the same rounded distance tuples $\tilde{d}_{1}, \tilde{d}_{2}, \ldots$, they have in particular the same rounded distance $\tilde{d}_{i}$. Let $q_{1}^{i}$ be the point with smallest $\operatorname{dist}_{i}(q, s)$ value (importantly, the $q_{1}^{i}, q_{2}^{i}, q_{3}^{i}$ and $q_{4}^{i}$ appearing in the proof are defined with respect to $s$, not to $s_{1}$ ).

### 7.5. Minor-Excluded Graphs

If we can estimate $\operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$. In the first case, there is a $q_{2}^{i}$ such that $\varepsilon \operatorname{dist}_{i}\left(q_{1}^{i}, s\right) \leq$ $\operatorname{dist}_{i}\left(q_{1}^{i}, q_{2}^{i}\right)+\operatorname{dist}\left(q_{2}^{i}, \mathcal{A}\right) \leq \frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$. We let $D:=\operatorname{dist}_{i}\left(q_{1}^{i}, q_{2}^{i}\right)+\operatorname{dist}\left(q_{2}^{i}, \mathcal{A}\right)$ our (rough) estimate on the distance $\operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$.

Then, our argument goes as follows. Let $x$ be a point in the intersection of $P_{i}$ and the shortest path $s_{1} \rightsquigarrow p$. We have the following properties: by choice of $i, \operatorname{dist}_{i}\left(p, s_{1}\right)=$ $\operatorname{dist}\left(p, s_{1}\right)$ and $\operatorname{dist}_{i}\left(x, s_{1}\right)=\operatorname{dist}\left(x, s_{1}\right)$. By choice of $x, \operatorname{dist}(p, x)+\operatorname{dist}\left(x, s_{1}\right)=$ $\operatorname{dist}\left(p, s_{1}\right)$. Last, by choice of $q_{1}^{i}, \operatorname{dist}_{i}\left(q_{1}^{i}, s\right) \leq \operatorname{dist}_{i}(p, s)$, and $D \leq \frac{\operatorname{dist}_{i}(p, s)}{\varepsilon}$.

- First, if $\operatorname{dist}_{i}\left(x, q_{1}^{i}\right) \leq \frac{D}{\varepsilon^{2}}$. Then there is a point $n$ from $N_{i, q_{1}^{i}, q_{2}^{i}}$ with $\operatorname{dist}_{i}(n, x) \leq$ $\varepsilon^{2} D$. Furthermore, $\operatorname{dist}_{i}\left(s_{1}, n\right)=\operatorname{dist}_{i}\left(s_{2}, n\right) \pm \varepsilon^{2} D$, as $\operatorname{dist}_{i}(s, n) \leq \operatorname{dist}_{i}(s, x)+$ $\operatorname{dist}_{i}\left(x, q_{1}^{i}\right)+\operatorname{dist}_{i}\left(q_{1}^{i}, s\right) \leq \frac{3 D}{\varepsilon^{2}}$ and so $n$ has same rounded distances to $s_{1}$ and $s_{2}$. Hence, we get:

$$
\begin{aligned}
\operatorname{dist}_{i}\left(p, s_{2}\right) & \leq \operatorname{dist}_{i}(p, x)+\operatorname{dist}_{i}(x, n)+\operatorname{dist}_{i}\left(n, s_{2}\right) \\
& \leq \operatorname{dist}_{i}(p, x)+\operatorname{dist}_{i}(x, n)+\operatorname{dist}_{i}\left(n, s_{1}\right)+\varepsilon^{2} D \\
& \leq \operatorname{dist}_{i}(p, x)+\operatorname{dist}_{i}\left(x, s_{1}\right)+2 \operatorname{dist}_{i}(x, n)+\varepsilon^{2} D \\
& \leq \operatorname{dist}_{i}\left(p, s_{1}\right)+3 \varepsilon^{2} D \\
& \leq \operatorname{dist}\left(p, s_{1}\right)+3 \varepsilon \operatorname{dist}_{i}(p, s) .
\end{aligned}
$$

Now, two cases: either $s=s_{1}$ and $\operatorname{dist}_{i}(p, s)=\operatorname{dist}(p, s)$, and then we get $\operatorname{dist}\left(p, s_{2}\right) \leq(1+3 \varepsilon) \operatorname{dist}\left(p, s_{1}\right)$. Or $s=s_{2}$, and we have $(1-3 \varepsilon) \operatorname{dist}(p, s) \leq$ $\operatorname{dist}(p, \tilde{s})$ which implies $\operatorname{dist}\left(p, s_{2}\right) \leq(1+6 \varepsilon) \operatorname{dist}\left(p, s_{1}\right)$.

- Otherwise, $\operatorname{dist}_{i}\left(x, q_{1}^{i}\right)>\frac{D}{\varepsilon^{2}}$ : we first show that $\operatorname{dist}(s, \tilde{s}) \leq 3 \varepsilon\left(\operatorname{dist}_{i}(p, s)+\right.$ $\operatorname{dist}(p, \mathcal{A}))$, which will allow to conclude. It holds that $\operatorname{dist}_{i}\left(q_{1}^{i}, s\right)=\operatorname{dist}_{i}\left(q_{1}^{i}, \tilde{s}\right) \pm$ $\varepsilon D$, as by definition of $D, \operatorname{dist}_{i}\left(q_{1}^{i}, s\right) \leq D / \varepsilon$. Hence,

$$
\begin{aligned}
\operatorname{dist}_{i}(s, \tilde{s}) & \leq \operatorname{dist}_{i}\left(s, q_{1}^{i}\right)+\operatorname{dist}_{i}\left(\tilde{s}, q_{1}^{i}\right) \leq 2 \operatorname{dist}_{i}\left(s, q_{1}^{i}\right)+\varepsilon D \\
& \leq \frac{2+\varepsilon^{2}}{\varepsilon} D \leq 3 \varepsilon \operatorname{dist}_{i}\left(x, q_{1}^{i}\right) \\
& \leq 3 \varepsilon\left(\operatorname{dist}_{i}\left(x, s_{1}\right)+\operatorname{dist}_{i}\left(s_{1}, s_{2}\right)+\operatorname{dist}_{i}\left(s, q_{1}^{i}\right)\right) \\
\Rightarrow \operatorname{dist}(s, \tilde{s}) & \leq 9 \varepsilon\left(\operatorname{dist}\left(p, s_{1}\right)+\operatorname{dist}_{i}(p, s)\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\operatorname{dist}_{i}\left(p, s_{2}\right) & \leq \operatorname{dist}_{i}\left(p, s_{1}\right)+\operatorname{dist}_{i}(s, \tilde{s}) \\
& \leq \operatorname{dist}\left(p, s_{1}\right)+9 \varepsilon\left(\operatorname{dist}\left(p, s_{1}\right)+\operatorname{dist}_{i}(p, s)\right)
\end{aligned}
$$

Similarly as in the previous case, either $s_{1}=s$ and the right hand side is $(1+$ $18 \varepsilon) \operatorname{dist}\left(p, s_{1}\right)$, or $s_{2}=s$ and we $\operatorname{infer} \operatorname{dist}\left(p, s_{2}\right) \leq(1+27 \varepsilon) \operatorname{dist}\left(p, s_{1}\right)$.

When we can only overestimate or underestimate $\operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$ In the second case, $q_{3}^{i}$ is such that $\operatorname{dist}\left(q_{3}^{i}, \mathcal{A}\right)+\operatorname{dist}_{i}\left(q_{1}^{i}, q_{3}^{i}\right)>\frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$, and has minimal $\operatorname{dist}_{i}\left(q_{1}^{i}, q_{3}^{i}\right)+\operatorname{dist}\left(q_{3}^{i}, \mathcal{A}\right)$ value among those. Similarly, $q_{4}^{i}$ is the point with largest $\operatorname{dist}_{i}\left(q_{1}^{i}, q_{4}^{i}\right)+\operatorname{dist}\left(q_{4}^{i}, \mathcal{A}\right)$ value among those verifying $\operatorname{dist}_{i}\left(q_{1}^{i}, q\right)+\operatorname{dist}(q, \mathcal{A})<$ $\varepsilon \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$.
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By choice of $q_{3}^{i}$ and $q_{4}^{i}$, it must be that

$$
\frac{1}{\varepsilon} \cdot\left(\operatorname{dist}_{i}\left(q_{1}^{i}, q_{4}^{i}\right)+\operatorname{dist}\left(q_{4}^{i}, \mathcal{A}\right)\right)<\operatorname{dist}_{i}\left(q_{1}^{i}, s\right)<\varepsilon \cdot\left(\operatorname{dist}_{i}\left(q_{1}^{i}, q_{3}^{i}\right)+\operatorname{dist}\left(q_{3}^{i}, \mathcal{A}\right)\right)
$$

Hence, $\tilde{d}^{2}\left(q_{1}^{i}, q_{3}^{i}, q_{4}^{i}\right)=\top$, and $\tilde{s}$ is chosen such that

$$
\frac{1}{\varepsilon} \cdot\left(\operatorname{dist}_{i}\left(q_{1}^{i}, q_{4}^{i}\right)+\operatorname{dist}\left(q_{4}^{i}, \mathcal{A}\right)\right)<\operatorname{dist}_{i}\left(q_{1}^{i}, \tilde{s}\right)<\varepsilon \cdot\left(\operatorname{dist}_{i}\left(q_{1}^{i}, q_{3}^{i}\right)+\operatorname{dist}\left(q_{3}^{i}, \mathcal{A}\right)\right)
$$

Since we are not in the first case where we can estimate $\operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$, $p$ verifies either $\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}_{i}\left(p, q_{1}^{i}\right)<\varepsilon \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$ or $\operatorname{dist}(p, \mathcal{A})+\operatorname{dist}_{i}\left(p, q_{1}^{i}\right)>\frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$.
First, if $\operatorname{dist}_{i}\left(p, q_{1}^{i}\right)+\operatorname{dist}(p, \mathcal{A})>\frac{1}{\varepsilon} \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$. Then we have, by choice of $q_{3}^{i}$ :

$$
\left.\left.\begin{array}{rl}
\operatorname{dist}_{i}(s, \tilde{s}) & \leq \operatorname{dist}_{i}\left(s, q_{1}^{i}\right)+\operatorname{dist}_{i}\left(\tilde{s}, q_{1}^{i}\right) \\
& \leq 2 \varepsilon\left(\operatorname{dist}_{i}\left(q_{1}^{i}, q_{3}^{i}\right)+\operatorname{dist}\left(q_{3}^{i}, \mathcal{A}\right)\right) \\
& \leq 2 \varepsilon\left(\operatorname{dist}_{i}\left(q_{1}^{i}, p\right)+\operatorname{dist}(p, \mathcal{A})\right) \\
& \leq 2 \varepsilon\left(\operatorname{dist}_{i}(p, s)+\operatorname{dist}\right. \\
i
\end{array}\left(q_{1}^{i}, s\right)+\operatorname{dist}(p, \mathcal{A})\right)\right)
$$

and therefore, we can conclude just as before (distinguishing whether $s=s_{1}$ or $s=s_{2}$ ) that

$$
\operatorname{dist}\left(p, s_{2}\right) \leq(1+12 \varepsilon) \operatorname{dist}\left(p, s_{1}\right)+12 \varepsilon \operatorname{dist}(p, \mathcal{A})
$$

Lastly, in the case where $\operatorname{dist}_{i}\left(p, q_{1}^{i}\right)+\operatorname{dist}(p, \mathcal{A})<\varepsilon \operatorname{dist}_{i}\left(q_{1}^{i}, s\right)$, we use that $\operatorname{dist}_{i}\left(q_{1}^{i}, s_{1}\right)>$ $\frac{1}{\varepsilon} \cdot\left(\operatorname{dist}_{i}\left(q_{1}^{i}, q_{4}^{i}\right)+\operatorname{dist}\left(q_{4}^{i}, \mathcal{A}\right)\right)$ (as both $s$ and $\tilde{s}$ verifies this) to get:

$$
\begin{aligned}
\operatorname{dist}\left(p, s_{1}\right) & =\operatorname{dist}_{i}\left(p, s_{1}\right) \geq \operatorname{dist}_{i}\left(q_{1}^{i}, s_{1}\right)-\operatorname{dist}_{i}\left(p, q_{1}^{i}\right) \\
& \geq \frac{1}{\varepsilon} \cdot\left(\operatorname{dist}_{i}\left(q_{1}^{i}, q_{4}^{i}\right)+\operatorname{dist}\left(q_{4}^{i}, \mathcal{A}\right)\right)-\operatorname{dist}_{i}\left(p, q_{1}^{i}\right) \\
& \geq \frac{1}{\varepsilon} \cdot\left(\operatorname{dist}_{i}\left(q_{1}^{i}, p\right)+\operatorname{dist}(p, \mathcal{A})\right)-\operatorname{dist}_{i}\left(p, q_{1}^{i}\right) \\
& \geq \frac{\operatorname{dist}(p, \mathcal{A})}{\varepsilon}
\end{aligned}
$$

Conclusion. Rescaling $\varepsilon$ by $1 / 27 z$, the previous inequalities gives us that either $\operatorname{dist}\left(p, s_{1}\right) \geq \frac{27 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}, \operatorname{or} \operatorname{dist}\left(p, s_{2}\right) \leq(1+\varepsilon / z) \operatorname{dist}(p, s)+\varepsilon / z \cdot \operatorname{dist}(p, \mathcal{A})$. The second inequality combined with Lemma 1.2 implies that $\operatorname{cost}\left(p, s_{2}\right) \leq(1+\varepsilon) \operatorname{cost}\left(p, s_{1}\right)+\varepsilon$. $\operatorname{cost}(p, \mathcal{A})$. Therefore, using this result with $s_{1}=s, s_{2}=\tilde{s}$ and then $s_{1}=\tilde{s}, s_{2}=s$ shows that:

- either $\operatorname{dist}(p, s) \geq \frac{27 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$, or $\operatorname{cost}(p, \tilde{s}) \leq(1+\varepsilon) \operatorname{cost}(p, s)+\varepsilon \cdot \operatorname{cost}(p, \mathcal{A})$
- either $\operatorname{dist}(p, \tilde{s}) \geq \frac{27 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$, or $\operatorname{cost}(p, s) \leq(1+\varepsilon) \operatorname{cost}(p, \tilde{s})+\varepsilon \cdot \operatorname{cost}(p, \mathcal{A})$.
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Therefore, if $p$ is such that $\operatorname{dist}(p, s) \leq \frac{5 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$, then $\operatorname{dist}(p, \tilde{s}) \leq \frac{10 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$, and reciprocally when $\operatorname{dist}(p, \tilde{s}) \leq \frac{5 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$, then $\operatorname{dist}(p, s) \leq \frac{10 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$.
Thus we conclude: either both $\operatorname{dist}(p, \tilde{s})$ and $\operatorname{dist}(p, s)$ are bigger than $\frac{10 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$, and we are done. Or both are smaller than $\frac{20 z \cdot \operatorname{dist}(p, \mathcal{A})}{\varepsilon}$, and then using the previous inequalities we get:

$$
|\operatorname{cost}(p, s)-\operatorname{cost}(p, \tilde{s})| \leq 2 \varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \tilde{s})+\operatorname{cost}(p, \mathcal{A}))
$$

Which, using $\operatorname{cost}(p, \tilde{s}) \leq \operatorname{cost}(p, s)+|\operatorname{cost}(p, s)-\operatorname{cost}(p, \tilde{s})|$, yields

$$
|\operatorname{cost}(p, s)-\operatorname{cost}(p, \tilde{s})| \leq 7 \varepsilon(\operatorname{cost}(p, s)+\operatorname{cost}(p, \mathcal{A})) .
$$

Lemma 7.18 gives exactly the same guarantee as Eq. (7.3): hence, as in the proof for treewidth, we can conclude from that inequality that for any solution $\mathcal{S}$ and any interesting point $p,|\operatorname{cost}(p, \mathcal{S})-\operatorname{cost}(p, \tilde{\mathcal{S}})| \leq \varepsilon(\operatorname{cost}(p, \mathcal{S})+\operatorname{cost}(p, \mathcal{A}))$.

Combining the guarantees from Lemma 7.18 and Lemma 7.17 concludes the proof of Lemma 7.14.

### 7.6 Euclidean Spaces

Lastly, we briefly want to survey the state of the art results for eliminating the dependency on the dimension in Euclidean spaces.

In a nutshell, the frameworks by both Feldman and Langberg [76] and us only yield coresets of size $O\left(k d \operatorname{poly}\left(\log k, \varepsilon^{-1}\right)\right)$. To eliminate the dependency on the dimension, we typically have to use some form of dimension reduction.

In a landmark paper, Feldman et al. [78] showed that one can replace the dependency on $d$ with a dependency on $k / \varepsilon^{2}$ for the $k$-means problem, see also Cohen et al. [48] for further improvements on this idea. Subsequently, Sohler and Woodruff [151] gave a construction for arbitrary $k$-clustering objectives which lead to the first existence proof of dimension independent coresets for these problems. More recently, the result was made constructive in the work of Feng, Kacham and Woodruff [80]. Huang and Vishnoi $[100]$ showed that the mere existence of the Sohler-Woodruff construction was enough to compute coresets of size $\operatorname{poly}(k / \varepsilon)$.

Having obtained a $\operatorname{poly}(k / \varepsilon)$-sized coreset, one can now use a terminal embedding to replace the dependency on $d$ by a dependency $\varepsilon^{-2} \log k / \varepsilon$. Terminal embeddings are defined as follows:
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- Definition 7.19 (Terminal Embeddings). Let $\varepsilon \in(0,1)$ and let $A \subset \mathbb{R}^{d}$ be an arbitrary set of $n$ points. Define the Euclidean norm of a $d$-dimensional vector $\|x\|=\sqrt{\sum_{i=1}^{d} x_{i}^{2}}$. Then a mapping $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ is a terminal embedding if

$$
\forall x \in A, \quad \forall y \in \mathbb{R}^{d},(1-\varepsilon) \cdot\|x-y\| \leq\|f(x)-f(y)\| \leq(1+\varepsilon) \cdot\|x-y\| .
$$

Terminal embeddings were studied by [71, 127, 145], with Narayanan and Nelson [145] achieving an optimal target dimension of $O\left(\varepsilon^{-2} \log n\right)$, where $n$ is the number of points ${ }^{3}$.

It was first observed by Becchetti et al. [25] how terminal embeddings can be combined with the Feldman-Langberg [76] (or indeed our) framework. Specifically, given the existence of a $\operatorname{poly}(k / \varepsilon)$-sized coreset, applying a terminal embedding with $n$ being the number of distinct points in the coreset now allows us to further reduce the dimension. At the time, the only problem with such a coreset bound was $k$-means. The generalization to arbitrary $k$-clustering objectives is now immediate following the results by Huang and Vishnoi [100] and Feng et al. [80].

It should be noted that more conventional Johnson-Lindenstrauss type embeddings proposed in [25, 48, 129] do not (obviously) imply the same guarantee as terminal embeddings. We appended a short proof showing that terminal embeddings are sufficient at the end of this section. For a more in-depth discussion as to why normal Johnson-Lindenstrauss transforms may not be sufficient, we refer to Huang and Vishnoi [100].
Combining our $O\left(k(d+\log k) \cdot \varepsilon^{-\max (2, z)}\right)$ bound for general Euclidean spaces with either the Huang and Vishnoi [99] or the Feng et al. [80] constructions and terminal embeddings now immediately imply the following corollary.

- Corollary 7.20. There exists a coreset of size

$$
O\left(k \log k \cdot\left(\varepsilon^{-2-\max (2, z)}\right) \cdot 2^{O(z \log z)} \cdot \operatorname{polylog}\left(\varepsilon^{-1}\right)\right)
$$

for $(k, z)$-clustering in Euclidean spaces.

Huang and Vishnoi further considered clustering in $\ell_{p}$ metrics for $p \in[1,2)$, i.e. nonEuclidean spaces. For this they reduced constructing a coreset for $(k, z)$ clustering in an $\ell_{p}$ space to constructing a constructing a coreset for $(k, 2 z)$ clustering in Euclidean space. Plugging in our framework into their reduction then yields the following corollary:

[^23]
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- Corollary 7.21. There exists a coreset of size

$$
O\left(k \log k \cdot\left(\varepsilon^{-2-2 z}\right) \cdot 2^{O(z \log z)} \cdot \operatorname{polylog}\left(\varepsilon^{-1}\right)\right)
$$

for $(k, z)$-clustering in any $\ell_{p}$ space for $p \in[1,2)$.

Proposition 7.22. Suppose we have a (possibly weighted) point set $A$ in $\mathbb{R}^{d}$. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ with $m \in O\left(\varepsilon^{-2} \cdot z^{2} \log n\right)$ be a terminal embedding for $A$ and let $f(A)$ be the projected point set. Then if $f(P) \subset f(A)$ is an $\varepsilon$-coreset for $f(A), P \subset A$ is an $O(\varepsilon)$-coreset for $A$. Conversely, if $P \subset A$ is an $\varepsilon$-coreset for $A$, then $f(P) \subset f(A)$ is an $O(\varepsilon)$-coreset for $f(A)$

Proof. We prove the result for the first direction, the other direction is analogous. Consider an arbitrary solution $S$ in $\mathbb{R}^{d}$. We first notice that for any point $p \in A$, we have

$$
(1-\varepsilon / 2 z)^{z} \cdot \operatorname{cost}(f(p), f(\mathcal{S})) \leq(1-\varepsilon) \cdot \operatorname{cost}(f(p), f(\mathcal{S}))
$$

and

$$
(1+\varepsilon / 2 z)^{z} \cdot \operatorname{cost}(f(p), f(\mathcal{S})) \geq(1+\varepsilon) \cdot \operatorname{cost}(f(p), f(\mathcal{S}))
$$

Therefore,

$$
\begin{equation*}
(1-\varepsilon) \cdot \operatorname{cost}(f(p), f(\mathcal{S})) \leq \operatorname{cost}(p, \mathcal{S}) \leq(1+\varepsilon) \cdot \operatorname{cost}(f(p), f(\mathcal{S})) \tag{7.5}
\end{equation*}
$$

Now suppose $f(P)$ is a coreset for $f(A)$, which means for any set of $k$ points $f(S) \subset \mathbb{R}^{m}$

$$
\begin{equation*}
\left|\sum_{p \in f(A)} w_{p} \cdot \operatorname{cost}(p, f(\mathcal{S}))-\sum_{q \in f(P)} w_{q}^{\prime} \cdot \operatorname{cost}(q, f(\mathcal{S}))\right| \leq \varepsilon \cdot \sum_{p \in f(A)} w_{p} \cdot \operatorname{cost}(p, f(\mathcal{S})),( \tag{7.6}
\end{equation*}
$$

where $w$ and $w^{\prime}$ are the weights assigned to points in $f(A)$ and $f(P)$, respectively. Let us now consider a solution $S$ in the original $d$-dimensional space. Since $P$ is a subset of $A$, we have by combining Equations 7.5 and 7.6

$$
\begin{aligned}
& \left|\sum_{p \in A} w_{p} \cdot \operatorname{cost}(p, \mathcal{S})-\sum_{q \in P} w_{q}^{\prime} \cdot \operatorname{cost}(p, \mathcal{S})\right| \\
\leq & \varepsilon \cdot \sum_{p \in A} w_{p} \cdot \operatorname{cost}(f(p), f(\mathcal{S}))+\varepsilon \cdot \sum_{q \in P} w_{q}^{\prime} \cdot \operatorname{cost}(f(q), f(\mathcal{S})) \\
& +\left|\sum_{p \in A} w_{p} \cdot \operatorname{cost}(f(p), f(\mathcal{S}))-\sum_{q \in P} w_{q}^{\prime} \cdot \operatorname{cost}(f(q), f(\mathcal{S}))\right| \\
\leq & 2 \varepsilon \cdot \sum_{p \in A} w_{p} \cdot \operatorname{cost}(f(p), f(\mathcal{S}))+\varepsilon \cdot \sum_{q \in P} w_{q}^{\prime} \cdot \operatorname{cost}(f(q), f(\mathcal{S})) \\
\leq & (3+\varepsilon) \varepsilon \cdot \sum_{p \in A} w_{p} \cdot \operatorname{cost}(f(p), f(\mathcal{S})) \\
\leq & (3+3 \varepsilon) \varepsilon \cdot \sum_{p \in A} w_{p} \cdot \operatorname{cost}(p, \mathcal{S}),
\end{aligned}
$$
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where the second inequality uses Equation 7.6 and the triangle inequality and the last inequality uses Equation 7.5.

## Chapter 8

## Lower Bounds for Coreset

While the previous chapters focused on coreset construction, we now turn to impossibility result and answer Question 4 for the case of metric with bounded doubling dimension, and general discrete metric spaces. This lower bound matches (up to polylog( $1 / \varepsilon$ ) factors) the constructions presented previously.

### 8.1 Introduction

We show in this chapter a lower bound for coreset in discrete metric spaces. This lower bound is for a more general notion of coreset, that allows for having an offset that encodes part of the cost:

Definition 8.1. An $\varepsilon$-coreset with offset for $(k, z)$-clustering in a metric space ( $X$, dist) for clients $P$ is a weighted subset $\Omega$ of $P$, with weights $w: \Omega \rightarrow$ $\mathbb{R}_{+}$, and an offset $F$, such that for any set $\mathcal{S} \subset X,|S|=k$,

$$
\left|\sum_{p \in P} \operatorname{cost}(p, \mathcal{S})-\left(\sum_{p \in \Omega} w(p) \operatorname{cost}(p, \mathcal{S})+F\right)\right| \leq \varepsilon \sum_{p \in P} \operatorname{cost}(p, \mathcal{S})
$$

In the standard $\varepsilon$-coreset we used in the previous chapters, $F=0$. This more general definition was introduced by Feldman et al [78], and used thereafter by [48, 151]. This is also the definition we will use in Chapter 9 . In case $\Omega$ satisfies the definition with offset $F$, we say $\Omega$ is an $\varepsilon$-coreset for $(k, z)$-clustering using offset $F$. The main result of the present chapter is:

- Theorem 8.2. For any $0<\varepsilon<1 / 2, k$ and $n \geq 2 k \varepsilon^{-5}$, there exists a finite $n$ point metric with a set $P$ of $k \varepsilon^{-2} \log n$ client such that any $\varepsilon$-coreset for $(k, z)$-clustering on $P$ consists of at least $\Omega\left(\frac{k}{\varepsilon^{2}} \log n\right)$ points.

We start by giving a precise overview, before proving formally the lower bound.

### 8.1.1 Overview of the Lower Bound

The general idea behind our lower bound is to use the tight concentration and anticoncentration bounds on the sum of random variables.

We first build an instance for $k=1$, and combines several copies of it to obtain a lower bound for any arbitrary $k$. Our instance for $k=1$ has a set $C$ of candidate centers and is such that: (1) when $|\Omega| \leq \varepsilon^{-2} \log |C|$ there exists a center with $\operatorname{cost}(\Omega, c)>$ $(1+100 \varepsilon) \operatorname{cost}(P, c)$, and $(2)$ : for any $|\Omega|>\varepsilon^{-2} \log |C|$ there exists a center $c$ with $\operatorname{cost}(\Omega, c) \in(1 \pm \varepsilon) \operatorname{cost}(P, c)$.

To show the existence of such an instance, we consider a complete bipartite graph with nodes $P \cup C$ where there is an edge between each point of $P$ and each point of $C$, with length 1 with probability $\pi=1 / 4$ and length 2 otherwise. The set of clients is $P$. For simplicity, we will assume in this overview that the coreset weights are uniform. Making the idea work for non-uniform weights requires several other technical ingredients.

In that instance for $k=1$, the cost of a solution (with a single center, $c$ ) is fully determined by $n_{1}(c)$, the number of length 1 edges to $c$. Indeed, $\operatorname{cost}(P, c)=2(|P|-$ $\left.n_{1}(c)\right)+n_{1}(c)=2|P|-n_{1}(c)$. Let us further assume that $n_{1}(c)$ is equal to its expectation, $\pi|P|$. For a fixed subset of points $\Omega$, the cost of the solution for $\Omega$ with uniform weights $\frac{|P|}{|\Omega|}$ satisfies the same equation: it is $2|P|-n_{1}(\Omega, c) \cdot \frac{|P|}{|\Omega|}$, where $n_{1}(\Omega, c)$ is the number of length 1 edges from $\Omega$ to $c$. Note that $\mathbb{E}\left[n_{1}(\Omega, c)\right]=\pi|\Omega|$.

Using anti-concentration inequalities, we show that $n_{1}(\Omega, c)>(1+200 \varepsilon) \mathbb{E}\left[n_{1}(\Omega, c)\right]$ with probability at least $\exp \left(-\alpha \varepsilon^{2}|\Omega|\right)$, for some constant $\alpha$. When this event happens, then $\Omega$ does not preserve the cost of solution $c$ : indeed,

$$
\begin{aligned}
2|P|-n_{1}(\Omega, c) \cdot \frac{|P|}{|\Omega|} & <2|P|-(1+200 \varepsilon) \pi|\Omega| \cdot \frac{|P|}{|\Omega|} \\
& =2|P|-\pi|P|-200 \varepsilon \pi|P|=(1-200 \varepsilon)\left(2|P|-n_{1}(c)\right)
\end{aligned}
$$

where we assumed $n_{1}(c)=\pi|P|$ for the last equality.
Since the edges are drawn independently, the coreset costs for all possible centers $c$ are independent. Hence, there exists one center with $n_{1}(\Omega, c)>(1+200 \varepsilon) \pi|\Omega|$ with probability at least $1-\left(1-\exp \left(-\alpha \varepsilon^{2}|\Omega|\right)\right)^{|C|}$. By doing a union-bound over all possible subsets $\Omega$, one can show the following: with positive (close to 1 ) probability, for any $|\Omega| \leq \varepsilon^{-2} \log |C|$ there exists a center with $\operatorname{cost}(\Omega, c)>(1+100 \varepsilon) \operatorname{cost}(P, c)$.
Using standard concentration inequality, one can show that with probability close to

### 8.1. Introduction

1 , for any $|\Omega|>\varepsilon^{-2} \log |C|$, there exists a center $c$ with $\operatorname{cost}(\Omega, c) \in(1 \pm \varepsilon) \operatorname{cost}(P, c)$. Since the probabilities are taken on the edges randomness, those two result ensure the existence of a graph that verifies properties (1) and (2) desired for the $k=1$ instance.

Now, the full instance is made of $k$ distinct copies $X_{1}, \ldots, X_{k}$ of the $k=1$ instance, placed at infinite distance from each other. Let $P_{i}$ be the set of clients of $X_{i}$ : the clients for the full instance are $\cup P_{i}$. Let $\Omega$ be a set of at most $1 / 100 \cdot k \varepsilon^{-2} \log n$ points: we show that $\Omega$ cannot be a coreset. By Markov's inequality, there are at least $99 / 100 k$ copies that contain less than $\varepsilon^{-2} \log n$ points of $\Omega$. We say those copies are bad, the others are good. Consider now the solution $\mathcal{S}$ defined as follows: from each $X_{i}$, take the center such that $\operatorname{cost}\left(\Omega \cap P_{i}, c\right)>(1+100 \varepsilon) \operatorname{cost}\left(P_{i}, c\right)$ when $X_{i}$ is bad, and the center such that $\operatorname{cost}\left(\Omega \cap P_{i}, c\right) \in(1 \pm \varepsilon) \operatorname{cost}\left(P_{i}, c\right)$ when $X_{i}$ is good. Observe also that by construction of the instance for $k=1$, the cost in each copy must lie in $[|P|, 2|P|]$. For that solution, we have:

$$
\begin{aligned}
\operatorname{cost}(\Omega, \mathcal{S}) & =\sum \operatorname{cost}\left(\Omega \cap P_{i}, s_{i}\right)=\sum_{i \text { bad }} \operatorname{cost}\left(\Omega \cap P_{i}, s_{i}\right)+\sum_{i \text { good }} \operatorname{cost}\left(\Omega \cap P_{i}, s_{i}\right) \\
& >\sum_{i \text { bad }}(1+100 \varepsilon) \operatorname{cost}\left(P_{i}, s_{i}\right)+\sum_{i \text { good }}(1-\varepsilon) \operatorname{cost}\left(P_{i}, s_{i}\right) \\
& >\operatorname{cost}(\mathcal{S})+\frac{99 k}{100} \cdot 100 \varepsilon|P|-\frac{k}{100} \cdot \varepsilon 2|P| \\
& >\operatorname{cost}(\mathcal{S})+98 k \varepsilon|P|>(1+\varepsilon) \operatorname{cost}(\mathcal{S}) .
\end{aligned}
$$

Hence, any $\Omega$ with $|\Omega| \leq 1 / 100 \cdot k \varepsilon^{-2} \log n$ cannot be a coreset for our instance, which concludes the proof.

### 8.1.2 Technical lemmas

Our proof relies on Corollary 8.4, which we prove using the following result from [73].

Lemma 8.3 (Equation 2.11 in [73]). Let $\xi_{1}, \ldots, \xi_{m}$ be independent centered random variables, and $\tilde{\varepsilon}$ such that

$$
\forall i, k \geq 3\left|\mathbb{E}\left[\xi_{i}^{k}\right]\right| \leq \frac{1}{2} k!\tilde{\varepsilon}^{k-2} \mathbb{E}\left[\xi_{i}^{2}\right]
$$

Let $\sigma^{2}=\sum \mathbb{E}\left[\xi_{i}^{2}\right]$, and $S_{m}=\sum_{i=1}^{m} \xi_{i}$.
Then, for all $0 \leq x \leq 0.1 \frac{\sigma}{\tilde{\varepsilon}}$,

$$
\operatorname{Pr}\left[S_{m} \geq x \sigma\right] \geq\left(1-\Phi\left(x\left(1-c x \frac{\tilde{\varepsilon}}{\sigma}\right)\right) \cdot\left(1-c(1+x) \frac{\tilde{\varepsilon}}{\sigma}\right)\right.
$$

where $c$ is an absolute positive constant and $\Phi$ is the standard normal distribution function.

- Corollary 8.4. Let $X_{1}, \ldots, X_{m}$ be independent Bernouilli random variables with expectation $p=1 / 4, \varepsilon>0$ and $w_{1}, \ldots, w_{m}$ be some positive weights, such that $\max w_{i} \leq \gamma \cdot \frac{\sum w_{i}}{\varepsilon m}$, for some $\gamma$. Let $\mu=p \cdot \sum w_{i}$. Then, there exists a constant $\beta$ such that

$$
\operatorname{Pr}\left[\sum w_{i} X_{i}-\mu>\varepsilon \mu\right] \geq \exp \left(-\frac{\beta}{\gamma^{2}} \varepsilon^{2} m p\right)
$$

Proof. Define $\xi_{i}=w_{i} X_{i}-p w_{i}$. We show that the variables $\xi_{i}$ verify the conditions of Lemma 8.3. They are independent, centered, and:

$$
\begin{aligned}
\mathbb{E}\left[\xi_{i}^{2}\right] & =p\left(w_{i}-p w_{i}\right)^{2}+(1-p)\left(p w_{i}\right)^{2} \\
& =w_{i}^{2}\left(p-2 p^{2}+p^{3}+p^{2}-p^{3}\right) \\
& =w_{i}^{2}\left(p-p^{2}\right) \geq \frac{w_{i}^{2}}{8}
\end{aligned}
$$

using $p=1 / 4$. For $k \geq 3$, the $k$-th moment verifies:

$$
\left|\mathbb{E}\left[\xi_{i}^{k}\right]\right|=w_{i}^{k} \cdot\left(p \cdot(1-p)^{k}+(1-p) \cdot p^{k}\right) \leq \frac{w_{i}^{k}}{8}=w_{i}^{k-2} \mathbb{E}\left[\xi_{i}^{2}\right]
$$

where the last line uses that the function $k \rightarrow p \cdot(1-p)^{k}+(1-p) \cdot p^{k}$ is decreasing, and is equal to $15 / 128 \leq{ }^{'} q 1 / 8$ for $p=1 / 4$ and $k=3$. Hence $\xi_{i}$ verifies the condition of Lemma 8.3 with $\tilde{\varepsilon}=\max _{i} w_{i}$. As in the lemma, we let $\sigma^{2}=\sum \mathbb{E}\left[\xi_{i}^{2}\right]$. We want to apply that lemma to $x$ of the order $\varepsilon \frac{\mu}{\sigma}$ : therefore, we need to bound that quantity. Note that

$$
\begin{equation*}
\sigma^{2} \geq \frac{p}{2} \sum w_{i}^{2} \geq \frac{p}{2} \cdot \frac{\left(\sum w_{i}\right)^{2}}{m} \tag{8.1}
\end{equation*}
$$

and so by the assumptions of the lemma $\frac{\sigma}{\tilde{\varepsilon}} \geq \frac{\varepsilon \sqrt{m p}}{\gamma \sqrt{2}}$. Furthermore,

$$
\begin{equation*}
\frac{\mu}{\sigma} \leq \frac{p \sum w_{i}}{\sqrt{\frac{p}{2 m}} \sum w_{i}} \leq \sqrt{2 m p} \tag{8.2}
\end{equation*}
$$

Now, let $x:=\frac{\varepsilon}{10 \gamma c \sqrt{2}} \cdot \frac{\mu}{\sigma}$. Thus, $x$ verifies $x \leq \frac{\varepsilon}{10 \gamma c \sqrt{2}} \cdot \sqrt{2 p m} \leq 0.1 \frac{\sigma}{c \tilde{\varepsilon}}$ and so applying Lemma 8.3 we obtain:

$$
\begin{aligned}
\operatorname{Pr}\left[\sum w_{i} X_{i}-\mu>\varepsilon \mu\right] & \geq\left(1-\Phi\left(x\left(1-c x \frac{\tilde{\varepsilon}}{\sigma}\right)\right)\right) \cdot\left(1-c(1+x) \frac{\tilde{\varepsilon}}{\sigma}\right) \\
& \geq(1-\Phi(0.9 x)) \cdot 0.9 \\
& =0.9 \cdot \operatorname{Pr}[\mathcal{N}(0,1) \geq 0.9 x] \\
& \geq 0.9 \cdot \frac{1}{2}\left(1-\sqrt{1-e^{-(0.9 x)^{2}}}\right) \\
& \geq \exp \left(-\frac{\beta}{\gamma^{2}} \varepsilon^{2} \frac{\mu^{2}}{\sigma^{2}}\right) \\
& \geq \exp \left(-\frac{\beta}{\gamma^{2}} \varepsilon^{2} m p\right)
\end{aligned}
$$

where $\beta$ is some absolute constant, and where the last line uses Eq. (8.2).

### 8.2. A subinstance for the case $k=1$



Figure 8.1: Illustration of an instance $U_{\pi}$. Dashed edges have length $2^{1 / z}$, black ones have length 1.

### 8.2 A subinstance for the case $k=1$

We now turn to proving a lower bound for the case where $k=1$. This is going to be our building block in the next section where we generalize the result to arbitrary $k$. Let $\pi=1 / 4$ be a parameter.

Definition 8.5. A subinstance $U_{\pi}$ is defined as follows. Let $C$ be a set of candidate centers and $P$ a set of of $n_{U}$ clients. The metric on the ground set $P \cup C$ is defined according to the following probability distribution.
For each pair $(p, c) \in P \times C$,

$$
\operatorname{dist}(p, c)=\left\{\begin{array}{l}
1 \text { with probability } \pi  \tag{8.3}\\
2^{1 / z} \text { otherwise }
\end{array}\right.
$$

Distances between any pair of points $p, p^{\prime} \in P$ or $c, c^{\prime} \in C$ is set to $2^{1 / z}$. Fig. 8.1 illustrates the definition.

Since any complete graph with edge length only 1 or $\ell \leq 2$ defines a metric space, it immediately follows that $(P \cup C$, dist) is a metric space.

The important properties of the subinstance are summarized in the following lemma. We say that a set of weights is $\varepsilon$-rounded if all weights are multiples of $\varepsilon$.

- Lemma 8.6. There exists a constant $\eta$ and an instance $U_{\pi}=(P, C$, dist $)$ with $|P|=n_{U}=\varepsilon^{-2} \log |C|, \pi \leq 1 / 4$ and $|C| \geq \varepsilon^{-5}$, the following holds. For any subset $\Omega \subseteq P$ with $\varepsilon / 2$-rounded weights $w_{x}$ being such that $\sum w_{x} \in$ $(1 \pm 1 / 2) n_{U}$, we have:

1. If $|\Omega|<\varepsilon^{-2} \eta \log |C|$, there exists a center $\tilde{c} \in C$ such that

$$
\sum_{x \in \Omega: \operatorname{dist}(x, \tilde{c})=1} w_{x}>(1+200 \varepsilon) \pi n_{U}
$$

and $|x \in P: \operatorname{dist}(x, \tilde{c})=1| \leq\left\lceil\pi n_{U}\right\rceil$
2. If $|\Omega| \geq \varepsilon^{-2} \eta \log |C|$, there exists a center $c^{*} \in C$ such that

$$
\begin{gathered}
\sum_{x \in \Omega: \operatorname{dist}\left(x, c^{*}\right)=1} w_{x} \geq(1-\varepsilon) \pi n_{U} \\
\text { and }\left|x \in P: \operatorname{dist}\left(x, c^{*}\right)=1\right| \leq\left\lceil\pi n_{U}\right\rceil .
\end{gathered}
$$

Proof. We use the probabilistic method: we will show that, when $U_{\pi}$ is generated according to the process defined above, the two properties of the lemma hold with some positive probability. This is enough to ensure the existence of an instance $U_{\pi}$ verifying them.
We start by proving the first item. Fix some arbitrary subset of clients $\Omega$ of size at most $\varepsilon^{-2} \eta \log |C|$, with weight $w_{x}, \forall x \in \Omega$ and a candidate center $c \in C$. Let $w_{1}(c, \Omega):=\sum_{x \in \Omega: \operatorname{dist}(x, c)=1} w_{x}$ denote the (weighted) number of edges of length 1 from $\Omega$ to $c$. The expected value of $w_{1}(c, \Omega)$ over the random choice of edges is $\pi \cdot n_{U}$. We aim at applying Corollary 8.4 on the variable $w_{1}(c, \Omega)$. This cannot be done directly, as we have no control on max $w_{x}$. Hence, we partition the points of $\Omega$ into five groups:

- $\Omega_{1}:=\left\{x \in \Omega: w_{x}<\varepsilon\right\}$
- $\Omega_{2}:=\left\{x \in \Omega: w_{x} \in[\varepsilon, 1)\right\}$
- $\Omega_{3}:=\left\{x \in \Omega: w_{x} \in\left[1, \varepsilon^{-1}\right)\right\}$
- $\Omega_{4}:=\left\{x \in \Omega: w_{x} \in\left[\varepsilon^{-1}, 10 \log (1 / \pi) \cdot \varepsilon^{-2}\right)\right\}$
- $\Omega_{5}:=\left\{x \in \Omega: w_{x} \geq 20 \log (1 / \pi) \cdot \varepsilon^{-2}\right\}$

We will show that, $\forall i \in\{2, \ldots, 5\}, w_{1}\left(c, \Omega_{i}\right)$ exceeds its expectation by a factor $(1+$ $205 \varepsilon$ ) with large probability, and that $w_{1}\left(c, \Omega_{1}\right)$ is negligible.
First, note that since $\sum_{x \in \Omega} w_{x} \leq(1+1 / 2) n_{U}=\frac{3}{2} \varepsilon^{-2} \log |C|$, it must be that

$$
\left|\Omega_{5}\right| \leq \frac{\log |C|}{10 \log (1 / \pi)}
$$

Hence, $c$ is connected with length 1 to all points of $\Omega_{5}$ with probability $\pi^{\left|\Omega_{5}\right|} \geq$ $\exp (-\log |C| / 10)=|C|^{-1 / 10}$.
Now, on each group $\Omega_{2}, \Omega_{3}, \Omega_{4}$, the maximum weight cannot be more than $20 \log (1 / \pi)$. $\varepsilon^{-1}$ times the average.
For $i \in\{2,3,4\}, w_{1}\left(c, \Omega_{i}\right)$ is the sum of $m=\left|\Omega_{i}\right| \leq \varepsilon^{-2} \eta \log |C|$ random variables $X_{x}$, for $x \in \Omega_{i}$, with $X_{x}=0$ with probability $(1-\pi)$ and $X_{x}=w_{x}$ with probability $\pi=1 / 4$. Due to the choice of the groups, $\max _{x \in \Omega_{i}} w_{x} \leq 10 \log (1 / \pi) \frac{\sum_{y \in \Omega_{i}} w_{y}}{\varepsilon\left|\Omega_{i}\right|}$ Hence, Corollary 8.4 gives that:

### 8.2. A subinstance for the case $k=1$

$$
\begin{aligned}
\operatorname{Pr}\left[w_{1}\left(c, \Omega_{i}\right) \geq(1+205 \varepsilon) \cdot \mathbb{E}\left[w_{1}\left(c, \Omega_{i}\right)\right]\right] & >\exp \left(-\frac{\beta}{\log (1 / \pi)^{2}} \varepsilon^{2} \pi\left|\Omega_{i}\right|\right) \\
& \geq \exp (-\log |C| / 10),
\end{aligned}
$$

for some absolute constant $\beta$ given by Corollary 8.4 and $\eta \leq \frac{\log (1 / \pi)^{2}}{10 \beta \pi}$.
Finally, to deal with $\Omega_{1}$, we note that $\mathbb{E}\left[w_{1}\left(c, \Omega_{1}\right)\right] \leq \varepsilon \pi n_{U}$. Hence, $\sum_{i=2}^{5} \mathbb{E}\left[w_{1}\left(c, \Omega_{i}\right)\right] \geq$ $\mathbb{E}\left[w_{1}(c, \Omega)\right]-\varepsilon \pi n_{U}$, and

$$
\sum_{i=2}^{5} w_{1}\left(c, \Omega_{i}\right) \geq(1+205 \varepsilon) \sum_{i=2}^{5} \mathbb{E}\left[w_{1}\left(c, \Omega_{i}\right)\right] \Rightarrow w_{1}(c, \Omega) \geq(1+200 \varepsilon) \pi n_{U}
$$

Since all groups are disjoint, the variables $w_{1}\left(c, \Omega_{i}\right)$ are independents and we can combine the previous equations to get:

$$
\operatorname{Pr}\left[\sum_{x \in \Omega: \operatorname{dist}(x, \tilde{c})=1} w_{x} \geq(1+200 \varepsilon) \cdot \pi n_{U}\right]>|C|^{-4 / 10} .
$$

Since the length of the edges are chosen independently, the probability that there exists no center $\tilde{c}$ with $\sum_{x \in \Omega: \operatorname{dist}(x, \tilde{c})=1} w_{x} \geq(1+200 \varepsilon) \cdot \pi n_{U}$ is at most

$$
\begin{aligned}
\left(1-|C|^{-4 / 10}\right)^{|C|} & =\exp \left(|C| \log \left(1-|C|^{-4 / 10}\right)\right) \\
& \leq \exp \left(-|C|^{6 / 10}\right)
\end{aligned}
$$

And hence with probability at least $1-\exp \left(-|C|^{6 / 10}\right)$ there is a center $\tilde{c}$ with $\sum_{x \in \Omega: \operatorname{dist}(x, \tilde{c})=1} w_{x} \geq(1+200 \varepsilon) \cdot \pi n_{U}$.
To conclude the proof of the first bullet, it remains to do a union-bound over all possible weighted subset $\Omega$. Such an $\Omega$ consists of at most $n_{U}$ different points, with $\varepsilon / 2$-rounded weights in $\left[0,(1+1 / 2) n_{U}\right]$. Hence, there are at most $\frac{4}{\varepsilon} n_{U}$ many different weights.
Therefore, there are $\left(\frac{4 n_{U}}{\varepsilon}\right)^{n_{U}}$ many possible weighted subset $\Omega$ with $\varepsilon / 2$-rounded weights, i.e.,

$$
\exp \left(\varepsilon^{-2} \log |C| \cdot \log \left(4 \varepsilon^{-3} \log |C|\right)\right)
$$

We can conclude that there exists a center $\tilde{c} \in C$ with $\sum_{x \in \Omega: \operatorname{dist}(x, \tilde{c})=1} w_{x} \geq(1+$ $200 \varepsilon) \cdot \pi n_{U}$ with probability at least

$$
1-\exp \left(\varepsilon^{-2} \log |C| \cdot \log \left(4 \varepsilon^{-3} \log |C|\right)\right) \cdot \exp \left(-|C|^{6 / 10}\right) \geq \frac{99}{100}
$$

by our choice of $|C| \geq \varepsilon^{-5}$, and for $\varepsilon$ small enough. Furthermore, $\operatorname{Pr}[\mid x \in P$ : $\operatorname{dist}(x, \tilde{c})=$ $\left.1 \mid \leq\left\lceil\pi n_{U}\right\rceil\right\rceil \geq 1 / 2$, because $|x \in P: \operatorname{dist}(x, \tilde{c})=1|$ follows a binomial law with median at most $\left\lceil\pi n_{U}\right\rceil$. This concludes the proof of the first bullet.

We now turn to the second bullet of the claim, for which the proof is a more standard application of Azuma inequality. Fix some coreset $\Omega$ of size at least $\varepsilon^{-2} \eta \log |C|$, and a center $c$. We have,

$$
\begin{aligned}
\operatorname{Pr}\left[w_{1}(c, \Omega) \notin(1 \pm \varepsilon) \cdot \pi n_{U}\right] & \leq \exp \left(-2 \varepsilon^{2} \pi^{2} \frac{n_{U}^{2}}{\sum w_{i}^{2}}\right) \\
& \leq \exp \left(-2 / 4 \cdot \pi^{2} \varepsilon^{2}\right) \\
& \leq \exp \left(-1 / 2 \cdot \pi^{2} \varepsilon^{2}\right)
\end{aligned}
$$

where the second inequality uses $n_{U}^{2} \geq 1 / 4\left(\sum w_{i}\right)^{2} \geq 1 / 4 \cdot \sum w_{i}^{2}$.
Since those events are independent for different centers $c$, the probability that there exists no center $c \in C$ with $w_{1}(c, \Omega) \in(1 \pm \varepsilon) \cdot \pi n_{U}$ is at most $\exp \left(-1 / 2 \cdot \pi^{2} \varepsilon^{2}|C|\right)$.
Hence, a union-bound over the $\left(\frac{4 n_{U}}{\varepsilon}\right)^{n_{U}}$ many possible weighted subset $\Omega$ ensures that the following holds with probability at most $1-\left(\frac{4 n_{U}}{\varepsilon}\right)^{n_{U}} \cdot \exp \left(-1 / 2 \cdot \pi^{2} \varepsilon^{2}|C|\right) \geq 99 / 100$ : For any $\Omega$ there exists a center $c$ with $w_{1}(c, \Omega) \in(1 \pm \varepsilon) \cdot \pi|\Omega|$ as desired.

### 8.3 Combining the subinstances



Figure 8.2: Illustration of a full instance, in the case $z=1$. The subinstance are inside squares, and there is an edge from a node to a square when the node is linked to every point of the subinstance, with the distance written on the edge. $D_{\infty}$ is set to be $\frac{n_{U} \cdot k}{\varepsilon}$. The node $c^{4 \cdot \infty}$ is not represented.

### 8.3. Combining the subinstances

We now conclude the proof of the lower bound for the $\varepsilon$-coreset with offset for $(k, z)$ clustering. We consider $k$ copies of the subinstance given by Lemma $8.6, U_{\pi}^{1}, \ldots, U_{\pi}^{k}$, where the set of clients in each subinstance has size $n_{U}$ and the set of candidate centers has size $|C|$, such that $|C| \geq \varepsilon^{-5}, n_{U}=10 \varepsilon^{-2} \log |C|$ and $k\left(n_{U}+|C|\right)=n$. Using the assumption that $n \geq 2 k / \varepsilon^{5}$, this is possible, and we have the additional property that $\log n=O(\log |C|)$.

In total, there are $k|C|$ many candidate centers, and $k n_{U}$ many different clients. The subinstances are numbered from 1 to $k$, and connected together in a star-graph metric centered at an arbitrary point $c^{\infty}$, where all points are at distance $\frac{n_{U} \cdot k}{\varepsilon}$ of $c^{\infty}$. There is some additional candidate centers: $c^{4 \cdot \infty}$, at distance $4 \cdot \frac{n_{U} \cdot k}{\varepsilon}$ of every client, and for subinstance $i$ there is a center $c_{i}^{2}$, at distance $2^{1 / z}$ from every client of the subinstance. Fig. 8.2 illustrates that construction.

We can now turn to the proof of the theorem. For this, we start with three claims: The first one shows that the total weight of the coreset must be very close to the number of point in the instance. The second shows that the offset $F$ must be negligible, and the third that the coreset weight in each subinstance is close to $n_{U}$, the number of point in a subinstance.

- Claim 8.7. If $\Omega$ is an $\varepsilon$-coreset with offset $F$ for the instance, then the total weight verifies $w(\Omega) \in(1 \pm 2 \varepsilon) k n_{U}$.

Proof. Consider the solution consisting only of one center placed at $c^{\infty}$. Let $D_{\infty}=$ $\frac{n_{U} \cdot k}{\varepsilon}$. This solution has cost $\operatorname{cost}\left(c^{\infty}\right)=k n_{U} \cdot D_{\infty}^{z}$, and $\operatorname{cost}\left(\Omega, c^{\infty}\right)=w(\Omega) \cdot D_{\infty}^{z}$. Hence,

$$
F+w(\Omega) \cdot D_{\infty}^{z} \in(1 \pm \varepsilon) k n_{U} \cdot D_{\infty}^{z}
$$

Similarly, considering the solution that places only one center at $c^{4 \cdot \infty}$ gives

$$
F+w(\Omega) 4^{z} D_{\infty}^{z} \in(1 \pm \varepsilon) k n_{U} \cdot 4^{z} D_{\infty}^{z}
$$

Substracting those two equations yields:

$$
\left(4^{z}-1\right) w(\Omega) \cdot D_{\infty}^{z} \in\left(\left(4^{z}-1\right) \pm\left(4^{z}+1\right) \varepsilon\right) k n_{U} \cdot D_{\infty}^{z}
$$

and so $w(\Omega) \in(1 \pm 2 \varepsilon) k n_{U}$.

- Claim 8.8. If $\Omega$ is an $\varepsilon$-coreset with offset $F$ for the instance, then $|F| \leq 3 \varepsilon k$. $n_{U}$.

Proof. Consider the solution $\mathcal{S}^{2}=\left\{c_{i}^{2}, \forall i\right\}$. We have $\operatorname{cost}\left(\mathcal{S}^{2}\right)=2 k n_{U}$ and $\operatorname{cost}\left(\Omega, \mathcal{S}^{2}\right)=2 w(\Omega) \in(1 \pm 2 \varepsilon) \operatorname{cost}\left(\mathcal{S}^{2}\right)$, using Claim 8.7. Since $\mid F+\operatorname{cost}\left(\Omega, \mathcal{S}^{2}\right)-$ $\operatorname{cost}\left(\mathcal{S}^{2}\right) \mid \leq \varepsilon \operatorname{cost}\left(\mathcal{S}^{2}\right)$, it must be that $|F| \leq 3 \varepsilon \operatorname{cost}\left(\mathcal{S}^{2}\right)=3 \varepsilon k n_{U}$.

- Claim 8.9. If $\Omega$ is an $\varepsilon$-coreset with offset $F$ for the instance, then in every subinstance, the sum of the coreset weights is in $(1 \pm 1 / 2) n_{U}$.

Proof. Assume towards contradiction that, in some subinstance, say subinstance $i$, the coreset mass is not in $(1 \pm 1 / 2) n_{U}$, and consider a solution $\mathcal{S}$ that places one center in each subinstance but subinstance $i$. Suppose w.l.o.g. that the subinstance is overweighted: the coreset places a total weight larger than $3 / 2 \cdot n_{U}$ in it. The cost of the solution is a most

$$
\begin{aligned}
\operatorname{cost}(\mathcal{S}) & \leq \underbrace{2(k-1) n_{U}}_{\text {for subinstances that contain a center }}+\underbrace{n_{U} \cdot\left(k n_{U} \varepsilon^{-1}\right)^{z}}_{\text {for the overweighted subinstance }} \\
& \leq(1+2 \varepsilon) n_{U}\left(k \cdot n_{U} \varepsilon^{-1}\right)^{z}
\end{aligned}
$$

while the cost in the coreset verifies (using Claim 8.8 and keeping only the cost of the overweighted subinstance):

$$
\begin{aligned}
F+\operatorname{cost}(\Omega, \mathcal{S}) & >-3 \varepsilon k n_{U}+3 / 2 \cdot n_{U} \cdot\left(k n_{U} \varepsilon^{-1}\right)^{z} \\
& \geq\left(-3 \varepsilon^{2} / n_{U}+3 / 2\right) \cdot n_{U}\left(k n_{U} \varepsilon^{-1}\right)^{z}>(1+\varepsilon) \cdot(1+2 \varepsilon) n_{U}\left(k \cdot n_{U} \varepsilon^{-1}\right)^{z} \\
& >(1+\varepsilon) \operatorname{cost}(\mathcal{S}),
\end{aligned}
$$

hence contradicting the fact that $\Omega$ is an $\varepsilon$-coreset with offset $F$.
The proof of the case where some subinstance is underweighted is done exactly alike.

Combining those claims allows to prove the main theorem of the chapter.
Proof of Theorem 8.2. Assume toward contradiction that there exists an $\varepsilon$-coreset with offset $F$ of size smaller than $\frac{\eta}{10} \cdot k \varepsilon^{-2} \log |C|$, where $\eta$ is the constant of Lemma 8.6.
First, this implies the existence of an $2 \varepsilon$-coreset with $\varepsilon$-rounded weights, simply by rounding each weight to the closest multiple of $\varepsilon$.

Using Claim 8.9, we can apply Lemma 8.6 on each subinstance. The total coreset size is $\frac{\eta}{10} \cdot k \varepsilon^{-2} \log |C|$ : that means that there are at least $9 k / 10$ subinstances for which the coreset contains less than $\eta \varepsilon^{-2} \log |C|$ many different points. We refer to these subinstances as the bad subinstances. Using Lemma 8.6, we construct a solution $\mathcal{S}$ by taking the center given by bullet 1 for the bad subinstances, i.e.: center $\hat{c}$ as per the notation of Lemma 8.6, and bullet 2 for the others, i.e.: center $c^{*}$ as per the notation of Lemma 8.6. The cost of that solution is $n_{1}+2\left(k n_{U}-n_{1}\right)=2 k n_{U}-n_{1}$, where $n_{1}$ the number of edges of length 1 from the clients to $\mathcal{S}$. Similarly, the cost of $\mathcal{S}$ for the coreset is $2 \cdot w(\Omega)-w_{1}(\mathcal{S}, \Omega)$, where $w(\Omega)$ is the total coreset weight and $w_{1}(\mathcal{S}, \Omega)$ the weighted number of length 1 edges from $\Omega$ to $\mathcal{S}$. By construction of $\mathcal{S}$, $w_{1}(\mathcal{S}, \Omega)$ verifies

$$
w_{1}(\mathcal{S}, \Omega) \geq 9 k / 10 \cdot(1+200 \varepsilon) \pi n_{U}+k / 10 \cdot(1-\varepsilon) \pi n_{U}>(1+150 \varepsilon) \pi \cdot k n_{U}
$$

Furthermore, using properties of Lemma 8.6, $n_{1} \leq \pi k n_{U}$ : the cost of $\mathcal{S}$ for the full point set $P$ is large. Hence, the cost of $\mathcal{S}$ in the coreset satisfies

$$
\begin{aligned}
F+2 \cdot w(\Omega)-w_{1}(\mathcal{S}, \Omega) & <3 \varepsilon k n_{U}+2 \cdot(1+2 \varepsilon) k n_{U}-(1+150 \varepsilon) \pi \cdot k n_{U} \\
& \leq\left(2 k n_{U}-n_{1}\right)+\varepsilon k n_{U} \cdot(7-150 \pi)<(1-\varepsilon)\left(2 k n_{U}-n_{1}\right),
\end{aligned}
$$

### 8.3. Combining the subinstances

where the last inequality uses $\pi=1 / 4$, so that $(150 \pi-7) k n_{U} \geq 2 k n_{U}$. Therefore the cost of the coreset for $\mathcal{S}$ is smaller than a $(1-\varepsilon)$ factor times the cost of $\mathcal{S}$ for the points set $P$, a contradiction that concludes: any coreset must have size at least $\frac{\eta}{10} \cdot k \varepsilon^{-2} \log |C|$. Using the fact that $\log n=O(\log |C|)$ concludes the proof.

A simple corollary of that proof is a lower bound for metric with bounded doubling dimension. Since any $n$ points metric has doubling dimension $O(\log n)$, the metric constructed has doubling dimension $D=O(\log n)$, which implies the following:

- Corollary 8.10. For any $\varepsilon, k, D$ such that $D \geq 5 \log k / \varepsilon$ there exists a graph with doubling dimension $D$ on which any $\varepsilon$-coreset with offset for $(k, z)$ clustering must have size $\Omega\left(\frac{k D}{\varepsilon^{2}}\right)$.

Chapter 8. Lower Bounds for Coreset

## Chapter 9

## Deterministic Sketches for Clustering

In this chapter, we present deterministic sketches for clustering, and put forth a different type of sketch than coreset, namely dimension reduction. This is another important tool dedicated to Euclidean spaces: the goal is to embed the input into a lower-dimensional Euclidean space, in order to avoid any form of curse of dimensionality. The main technique for that is the Johnson Lindenstrauss lemma and variants, which show in the case of $(k, z)$-clustering that the cost of any partition is preserved up to an $(1 \pm \varepsilon)$ factor when projecting onto a randomly chosen $O\left(\varepsilon^{-2} \log k\right)$-dimensional subspace. More precisely, the dimension reduction results are as follows. For a set of points $C$, denote $\phi(C)$ the optimal center. Dimension reduction seeks to preserve the cost of any partition of the input: the goal is to find a mapping $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d^{\prime}}$, with the following guarantee. For any partition of the input $P$ into clusters $C_{1}, \ldots, C_{k}$, it holds that

$$
\begin{equation*}
\sum_{i=1}^{k} \sum_{p \in C_{i}} \operatorname{cost}\left(f(p), \phi\left(f\left(C_{i}\right)\right)\right)=(1 \pm \varepsilon) \sum_{i=1}^{k} \sum_{p \in C_{i}} \operatorname{cost}\left(p, \phi\left(C_{i}\right)\right) \tag{9.1}
\end{equation*}
$$

Note that this guarantee is different than the coreset one: for coresets, we seek to preserve the cost to any set of $k$ fixed centers, which is not well defined in the case of dimension reduction as the space changes. The standard way of circumventing this is to preserve the cost of partitions instead. The main result for reducing dimension of clustering problems is due to Makarychev et al. [129] (see also Becchetti et al. [25]): if $f$ is an orthogonal projection onto a random $O\left(z^{4} \varepsilon^{-2} \log \frac{k}{\varepsilon \pi}\right)$-dimensional subspace, it satisfies Eq. (9.1) with probability $1-\pi$.

In this chapter, our goal is to present deterministic sketches, in order to answer Question 5: we present deterministic constructions of both coresets and dimension reduction, that run in polynomial time for fixed $\varepsilon$.

As it is the case for coreset, derandomizing the dimension reduction construction using standard techniques requires time $\Omega\left(k^{n} / k!\right)$, as it is necessary to enumerate over all possible partitions.

To reduce the number of possible partition, a natural attempt is to go through coreset, and replace the dependency in $n$ by one in $k$. However, as mentioned earlier, usual coreset do not preserve the cost of any partition. henceforth, we start by presenting deterministic construction of a particular coreset suited for dimension reduction, which preserves the cost of any partition, and not only the cost of any solution made of $k$ centers. This is done in Section 9.2.

Using this tool, we design a deterministic dimension reduction, in Section 9.3. Finally, once points can be projected into a low dimensional space we are able to show improved deterministic coreset constructions, in Section 9.4. This coreset construction is interesting end-of-itself: it can be implemented faster using randomization, and provides another framework to construct coreset, that allows to use VC-dimension of functions with uniform scale - which allows to bypass some of the technical difficulties mentioned in Section 5.3.

### 9.1 Introduction and Key Challenges

### 9.1.1 Deterministic Dimension Reduction

The result we aim for is the following:

- Informal Theorem (See Theorem 9.14 for a formal statement). For $(k, z)$-clustering in Euclidean space, one can reduce the dimension to $O\left(\varepsilon^{-O(z)} \log k\right)$ in deterministic $O\left(n^{\varepsilon^{-O(z)}} \cdot d\right)$ time.

There currently exist only two known methods that enable deterministic dimension reduction. The first is principal component analysis and its generalizations to other norms. Applying principal component analysis to $k$-means requires a target dimension of $\Omega(k)$ [48] and thus fall short of the bounds we are aiming for.

The other option to derandomize dimension reduction is the conditional expectation method for derandomizing Johnson Lindenstrauss transforms by [72]. At a high level, this method fixes one by one the bits of a sketching matrix such that the number of preserved distances is maximized.

When applying this idea naively to a candidate embedding for $k$-clustering, it is clear that the running time is infeasible as there exist $k^{n} / k$ ! many distinct clusterings. Thus, our goal is to prove that there exists a set $N$ of at most $k^{\prime} \in k^{\varepsilon^{-O(z)}}$ points such that preserving the distance from any input point to the points in $N$ preserves the cost of any clustering.

For this, our key contribution is to show that for any cluster, a $(1+\varepsilon)$ approximate center lies in the convex hull of a subset of the cluster of size $\varepsilon^{-O(1)}$, that we call a

### 9.1. Introduction and Key Challenges

witness set. Using a careful discretization argument, we can show that it is possible to enumerate over all candidate solutions in the convex hulls of such witness sets and thereby also enumerating over all possible centers induced by any clustering. Unfortunately, there are $n^{\varepsilon^{-O(z)}}$ many possible witness sets; hence, applying JohnsonLindenstrauss leads to a dimension reduction onto $\varepsilon^{-O(z)} \log n$ dimensions.

To remove the $\log n$ dependency, the natural idea is reducing the number of distinct point to $\operatorname{poly}(k)$. A coreset is the most natural idea here, however the guarantees we typically require for coresets are not strong enough for our purposes: coresets preserve the cost to any set of $k$ centers, while our goal here is to preserve the cost of any partition. In turn, we naturally introduce the notion of partition coreset, which are small sets preserving cost of any partition. We show the existence of partition coreset of size $k^{\varepsilon^{-O(z)}}$; hence, we are able to reduce the dimension to $\varepsilon^{-O(z)} \log k$.

To show the existence of a partition coreset, a first attempt would be to use a $k^{\prime}$ clustering such that the cost of the $k^{\prime}$ clustering is at most an $\varepsilon$-fraction of the cost of an optimal $k$-clustering. Unfortunately, such a set must have size at least $\varepsilon^{-d}$. Instead, we show - and this is our main technical contribution for this part - that there exists a $k^{\prime}$ clustering such that either the cost of this clustering is very cheap, or its cost cannot decrease by adding additional centers. In the first case, the set of centers directly give a partition coreset. The second case implies essentially that the points in some cluster of the $k^{\prime}$ clustering pay the same cost in any possible $k$ clustering. Hence, we can simply replace those points by their center, and encode the cost difference in the extension coordinate.

### 9.1.2 Coresets

It turns out that we can also use our construction of partition coreset to obtain small coresets, to get the following informal result (in particular, we will define the "VCdimension of balls" in Section 9.4; as a first proxy, one can think of it as an intrinsic dimension of the space, such as the Euclidean dimension, or the treewidth, or the size of an excluded minor, ...)

- Informal Theorem (See Theorem 9.19). Let ( $X$, dist) be a metric space for which the VC-dimension of sets of $k$ balls is $D$. There exist a deterministic algorithm running in deterministic time $\tilde{O}(|X| \cdot|P| \cdot k / \varepsilon)+k(\underset{\sim}{D} / \varepsilon)^{O(D)} \cdot|P|$ that constructs an $\varepsilon$-coreset with offset for the set $P$, with size $\tilde{O}_{z}\left(k D \varepsilon^{-5}\right)$.
In the Euclidean Space $\mathbb{R}^{d}$, the running time is $|P|^{\varepsilon^{-O(z)}}+k(D / \varepsilon)^{O(D)} \cdot|P|$.

The VC-dimension of set of $k$ balls has been well studied, and there are bounds in many different metric spaces. In all of those, we can apply our theorem: in Euclidean Spaces, metric induced by a graph with bounded treewidth, excluding a minor [30], metric on curves [65]... Hence, we show deterministic coreset for those class of graphs as well. We note here that allowing randomization in our algorithm would yield polynomial time construction (more precisely, running time poly $(|X|, k, 1 / \varepsilon)$, except
for curves.
In particular, our result simplify a lot the coreset constructions going through VCdimension: the usual construction have to deal with balls in a weighted metric (more precisely, the scaled set of functions we described in Section 5.3), and as noted by Baker et al. [15], this "introduces a significant technical challenge" compared to the set of balls we work with.

Essentially, our construction is as follows. Building on the work of Chen [44], we show that constructing a coreset reduces to sampling uniformly. For this, we compute a bi-criteria approximation and partition points in exponential rings according to their cost in the bi-criteria. There are $O(k \log n)$ rings, and Chen showed that uniform sampling among them yield a coreset. Our key new ingredient here is to show how to go from $O(k \log n)$ to only $O(k)$ rings. To achieve this, we construct carefully a suited bicriteria approximation, in the same spirit as what we did for the partition coreset: we ensure that its cost cannot decrease by adding $k$ more centers. In particular, this implies that the cost of the "far" points cannot be much different in any solution. Hence, we can replace them by copies of the center, and encode their cost in an offset $F$ that is added to the cost of any solution in the coreset.

Next, we show that instead of sampling points, it is enough to build an $\varepsilon$ -set-approximation ${ }^{1}$ of a particular set system, formed by $k$ balls. Those $\varepsilon$-setapproximation are heavily related to the VC-dimension: if the VC-dimension of a set system is $D$, then using a standard algorithm, one can compute $\varepsilon$-set-approximation of size $\tilde{O}\left(\frac{D}{\varepsilon^{2}}\right)$. As we will show that such an $\varepsilon$-set-approximation is a coreset for a ring, this concludes our theorem.

For the particular case of Euclidean Spaces of dimension $d$, it is well known that the VC-dimension of that set system is bounded by $O(k d \log k)$. Hence, the size of the $\varepsilon$-set-approximation is merely $\tilde{O}\left(\frac{k d \log k}{\varepsilon^{2}}\right)$.
Unfortunately, the running time of these constructions is exponential in the VC dimension, which is $k \cdot d \log k$ in the Euclidean case. To eliminate the dependency on $d$, we first compute a coreset of size $k^{\prime} \in k^{\varepsilon^{-O(z)}}$ - using our previous results - followed by embedding it into low dimensional space via terminal embeddings. Terminal embeddings are commonly used as a coreset preserving dimension reduction, see Section 7.6 and $[25,34,100]$ and the construction by Mahabadi, Makarychev, Makarychev and Razenshteyn [127] can be made deterministic. Thus, we are able to obtain coresets of size $O\left(k^{2} \cdot \varepsilon^{O(1)}\right)$ in time $n^{O\left(\varepsilon^{-2} \log 1 / \varepsilon\right)}+\exp \left(\operatorname{poly}\left(k, \varepsilon^{-1}\right)\right)$.

### 9.1.3 Definitions

In this chapter, we will use matrix notations, as it is more convenient for dimension reduction. For a $d$-dimensional vector $x$, we define the $\ell_{z}$ norm $\|x\|_{z}=\sqrt[z]{\sum_{i=1}^{d}\left|x_{i}\right|^{z}}$. For

[^24]
### 9.1. Introduction and Key Challenges

an $n \times d$ matrix $A$, we define $\|A\|_{z, 2}=\left(\sum_{i=1}^{n}\left(\sum_{j=1}^{d} A_{i, j}^{2}\right)^{z / 2}\right)^{1 / z}=\left(\sum_{i=1}^{n}\left\|A_{i}\right\|_{2}^{z}\right)^{1 / z}$. The special case $z=2$ corresponds to the Frobenius norm, i.e. $\|A\|_{F}=\|A\|_{2,2}$.

In matrix notations, given a set of points from $\mathbb{R}^{d}$ represented by a $n \times d$ matrix $A$ where each line is a point, the $(k, z)$-clustering objective consists of finding an $n \times d$ matrix $C$ with at most $k$ distinct rows minimizing $\|A-C\|_{z, 2}^{z}$. With those notations, the $i$-th row of $C$ contains the coordinates of the center serving the $i$-th point.

We say that an $n \times(d+1)$ matrix $A^{\prime}$ is an extension matrix of an $n \times d$ matrix $A$ if the first $d$ columns of $A^{\prime}$ are equal to $A$. If the final column of $A^{\prime}$ is the all-zero vector, we say that $A^{\prime}$ is the 0 -extension of $A$.

We first define the dimension reduction guarantee we aim to satisfy, similar to that of Sohler and Woodruff [151].

- Definition 9.1 (Cost Preserving Sketches for Powers). Let $A$ be an $n \times d$ matrix corresponding to a set of $n$ points in $\mathbb{R}^{d}$, and let $B$ be an $n \times(m+1)$ matrix corresponding to a set of $n$ points in $\mathbb{R}^{m}$ with an additional extension coordinate, let $z$ be a positive integer and $\varepsilon>0$ a precision parameter. Let $\mathcal{C}=\left\{C_{1}, \ldots, C_{k}\right\}$ be a partition of the integers $\{1, \ldots, n\}$ into $k$ sets, i.e. a $k$-clustering of the rows of $A$ and $B$. We define the matrices $C^{A, \mathcal{C}}$ and $C^{B, \mathcal{C}}$ as follows. For a row index $j$ such that the $j \in C_{i}$, the $j$-th row of $C^{A, \mathcal{C}}$ is equal to $c_{i}^{A}:=\underset{c \in \mathbb{R}^{d}}{\operatorname{argmin}} \sum_{j \in C_{i}}\left\|A_{j}-c\right\|^{z}$. Similarly, the $j$-th row of $C^{B, \mathcal{C}}$ are equal to

$$
c_{i}^{B}:=\underset{\substack{c \in \mathbb{R}^{m+1} \\ c_{m+1}=0}}{\operatorname{argmin}} \sum_{j \in C_{i}}\left\|B_{j}-c\right\|^{z} .
$$

Then we say that $B$ is an $(k, z, \varepsilon)$-cost preserving sketch if for every partition $\mathcal{C}$ into $k$ parts,

$$
\left|\left\|A-C^{A, \mathcal{C}}\right\|_{z, 2}^{z}-\left\|B-C^{B, \mathcal{C}}\right\|_{z, 2}^{z}\right| \leq \varepsilon\left\|A-C^{A, \mathcal{C}}\right\|_{z, 2}^{z}
$$

This definition captures the guarantee satisfied for $(k, z)$-clustering given by Makarychev et al. [129], with the generalization of allowing $B$ to have an extension. Let us briefly compare this definition to cost preserving sketches for $k$-means. For this, we first define clustering matrices: a clustering matrix corresponding to a clustering $C_{1}, \ldots, C_{k}$ is an $n$ by $k$ matrix $X$, with

$$
X_{i, j}= \begin{cases}\frac{1}{\sqrt{\left|C_{j}\right|}} & \text { if } A_{i} \in C_{j} \\ 0 & \text { otherwise }\end{cases}
$$

A cost preserving sketch for $k$-means is then defined as follows:

- Definition 9.2 (Cost Preserving Sketches for $k$-means [48]). Let $A$ be an $n$ by $d$ matrix corresponding to a set of $n$ points in $\mathbb{R}^{d}$, and let $B$ be an $n$ by $m$ matrix corresponding to a set of $n$ points in $\mathbb{R}^{m}$. We say that $B$
is an $(k, 2, \varepsilon)$-cost preserving sketch with offset $\Delta$ if for every $n$ by $k$ clustering matrix $X$

$$
\left|\left\|A-X X^{T} A\right\|_{F}^{2}-\left(\left\|B-X X^{T} B\right\|_{F}^{2}+\Delta\right)\right| \leq \varepsilon \cdot\left\|A-X X^{T} A\right\|_{F}^{2}
$$

It turns out that those two definitions are equivalent, for $z=2$ : we can simplify Definition 9.1 by requiring only the cost $\left\|A-X X^{T} A\right\|_{F}^{2}$ to be approximated, where $X$ is $n$ by $k$ clustering matrix corresponding to the partitioning $C_{1}, \ldots, C_{k}$.
Moreover, the offset $\Delta$ used for $k$-means is a special case of adding an extension to $B$ and requiring the extension coordinate of the centers being set to 0 (i.e. $c_{m+1}=0$ ). Under this constraint we have for $z=2$

$$
\sum_{i=1}^{k} \sum_{j \in C_{i}}\left\|B_{j}-c_{i}^{B}\right\|^{2}=\sum_{i=1}^{k} \sum_{j \in C_{i}} \sum_{\ell=1}^{m}\left\|\left(B_{j}\right)_{\ell}-\left(c_{i}^{B}\right)_{\ell}\right\|^{2}+\left\|\left(B_{j}\right)_{m+1}\right\|^{2} .
$$

Note that the contribution of the final coordinate is independent of the choice of centers, under the constraint $c_{m+1}=0$. Hence, the offset $\Delta$ is equivalent to $\sum_{j=1}^{n}\left\|\left(B_{j}\right)_{m+1}\right\|^{2}$. Second, the choice of centers $c_{i}^{A}$ and $c_{i}^{B}$ for $k$-means is equivalent to the mapping obtained by using clustering matrices.

In order to construct our cost preserving sketches, we will rely on partition coresets, defined as follows:

- Definition 9.3 (Partition Coresets). An $n \times d$ matrix $B$ is an $(\varepsilon, k, z)$ partition coreset of $A$ if for any matrix $C$ with at most $k$ distinct rows

$$
\left|\|A-C\|_{z, 2}^{z}-\|B-C\|_{z, 2}^{z}\right| \leq \varepsilon \cdot\|A-C\|_{z, 2}^{z}
$$

$B$ is an $(\varepsilon, k, z)$-extension partition coreset of $A$ if there exists an extension $B^{\prime}$ of $B$ such that for any matrix $C$ with at most $k$ distinct rows and 0 -extension $C^{\prime}$ we have

$$
\left|\|A-C\|_{z, 2}^{z}-\left\|B^{\prime}-C^{\prime}\right\|_{z, 2}^{z}\right| \leq \varepsilon \cdot\|A-C\|_{z, 2}^{z}
$$

In both cases, we say that the size of the coreset is the number of distinct rows of $B$.

This definition is stronger from the commonly found definition that requires the cost of an assignment $\sum_{p \in A} \min _{c \in C}\|p-c\|^{z}$ to be approximated for any set of $k$-centers $C$. For partition coreset, the cost of any assignment to the centers is preserved. We crucially need this fact for dimension reduction, as guarantees for cost preserving sketches are related to partitions as well.

Finally, we recall the more standard coreset, that we will work with in section 9.4. The definition of coreset we consider here allows for an offset, originally due to Feldman, Schmidt and Sohler [78]. For other works using this definition, see [25, 48, 151]. This is the one for which we showed lower bounds in Chapter 8 .
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Definition 9.4. An $(\varepsilon, k, z)$-coreset with offset in a metric space ( $X$, dist) for clients $P$ is a weighted subset $\Omega$ of $P$ with weights $w: \Omega \rightarrow \mathbb{R}_{+}$together with a constant $F$ such that, for any set $\mathcal{S} \subset X,|\mathcal{S}|=k$,

$$
\left|\sum_{p \in P} \min _{s \in \mathcal{S}}\|p-s\|^{z}-\left(F+\sum_{p \in \Omega} w(p) \min _{s \in \mathcal{S}}\|p-s\|^{z}\right)\right| \leq \varepsilon \sum_{p \in P} \min _{s \in \mathcal{S}}\|p-s\|^{z}
$$

Using notations introduced in Section 1.6, this is

$$
|\operatorname{cost}(P, \mathcal{S})-(F+\operatorname{cost}(\Omega, \mathcal{S}))| \leq \varepsilon \operatorname{cost}(P, \mathcal{S})
$$

As opposed to the previous sketches, those coresets preserve the cost of any set of centers, instead of preserving the cost of any clustering. In particular, those centers may not be the optimal one for the induced partition.

### 9.1.4 Useful Results

A $(\alpha, \beta)$ bicriteria algorithm for clustering produces a clustering with $\beta \cdot k$ centers and cost $\alpha \cdot O P T$, where $O P T$ denotes the cost of an optimal clustering with $k$ centers. As we need deterministic results, we cannot rely on the constant-factor algorithm from Lemma 1.3. We use instead the following (slightly slower) procedure, from Gupta and Tangwongsan [92] ${ }^{2}$

- Theorem 9.5 (Theorem 3.2 of [92]). Local-search gives a $(10 z)^{z}$ approximation for $(k, z)$-clustering in general metric spaces. This algorithm can be implemented in time $n^{O(1)} d$.

We also need an approximation ensuring a tiny error, as stated in the following lemma. An $(\alpha, \beta)$-bicriteria approximation is a set of $\beta k$ centers that have cost at most $\alpha$ times the optimal cost.

- Lemma 9.6 (Proved in Section 9.6.). There exist an algorithm running in time $n^{\varepsilon^{-O(z)}}$ that gives a $\left(1+\varepsilon, z^{O(z)} \log (1 / \varepsilon) / \varepsilon\right)$-bicriteria approximation for ( $k, z$ )-clustering.

Derandomizing Random Projections. The seminal Johnson-Lindenstrauss lemma states that any $n$ point set in $d$-dimensional Euclidean space can be (linearly) embedded into a $m \in O\left(\varepsilon^{-2} \log n\right)$ dimensional space such that all pairwise distances are preserved up to a ( $1 \pm \varepsilon$ ) factor. Most proofs show this guarantee by sampling a

[^25]
## Chapter 9. Deterministic Sketches for Clustering

matrix from an appropriate distribution. We will use the following derandomization based on the conditional expectation method.

- Theorem 9.7 ([72]). Let $v_{1}, \ldots v_{n}$ be a sequence of vectors in $\mathbb{R}^{d}$ and let $\varepsilon, F \in(0,1]$. Then we can compute in deterministic time $O\left(n d\left(\log n \varepsilon^{-1}\right)^{O(1)}\right)$ a linear mapping $S: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ where $m \in O\left(\varepsilon^{-2} \log 1 / F\right)$ such that

$$
(1-\varepsilon) \cdot\left\|v_{i}\right\|_{2} \leq\left\|v_{i} S\right\|_{2} \leq(1+\varepsilon)\left\|v_{i}\right\|_{2}
$$

for at least a $(1-F)$ fraction of the $i$ 's.
Note that setting $F<1 / n$ implies that the guarantee holds for all vectors. Also, we note that if we are given $n$ points rather than $n$ vectors and wish to preserve the pairwise distances, the running time has a quadratic dependency on $n$ as there are ( $\binom{n}{2}$ many distance vectors. Since the running time is dominated by computing a bicriteria approximation, we will omit it from the statement of our theorems.

### 9.2 Deterministic Coresets and Partition Coresets for $(k, z)$ Clustering

### 9.2.1 Construction of the Partition Coreset

The main goal of this section is to prove the following theorem:

- Theorem 9.8. Let $A$ be a set of points in $\mathbb{R}^{d}$. We can compute in deterministic time $O\left(n^{\varepsilon^{-O(z)}}\right)$ an $(\varepsilon, k, z)$-extension partition coreset of $A$ with at most $k^{\varepsilon^{-O(z)}}$ distinct rows. This coreset is also an $(\varepsilon, k, z)$-coreset with offset of $A$.

The key structural lemma we use in this case is as follows. Essentially, it states that if the cost of clustering to a single center cannot be decreased by adding $k$ centers, then the center forms a partition coreset.

- Lemma 9.9. Let $A$ be a set of points in $\mathbb{R}^{d}$ and let $m$ be a (not necessarily optimal) center for $A$. Define the $n \times d$ matrix $M$ to contain $m$ in every row and let $M^{\prime}$ be the extension of $M$ with $M_{i, d+1}=\left\|A_{i}-m\right\|$. Suppose that for all set of $k$ centers $\mathcal{S}$,

$$
\operatorname{cost}(A,\{m\})-\operatorname{cost}(A, \mathcal{S})<\alpha \cdot \operatorname{cost}(A,\{m\})
$$

for $\alpha \leq \frac{\varepsilon^{z+6}}{401408 \cdot 2^{3 z} \cdot z^{z+6}}$.
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Then for any matrix $C$ that contains exactly $k$ distinct rows and its 0 -extension $C^{\prime}$, we have

$$
\left|\|A-C\|_{z, 2}^{z}-\left\|M^{\prime}-C^{\prime}\right\|_{z, 2}^{z}\right| \leq \varepsilon \cdot\|A-C\|_{z, 2}^{z}
$$

In other terms, the guaranty we have on matrix $C$ is that

$$
\left|\sum_{p \in A}\left\|p-C_{p}\right\|^{z}-\sum_{p \in A}\left(\left\|p-C_{p}\right\|^{2}+\left\|m-C_{p}\right\|^{2}\right)^{z / 2}\right| \leq \varepsilon \sum_{p \in A}\left\|p-C_{p}\right\|^{z} .
$$

Before proving this lemma, we will show why it implies the theorem.
Proof of Theorem 9.8. We will use the following algorithm. In the following, let $\beta$, and $\gamma$ be constants that will be specified later. One can think of $\beta, \gamma=\varepsilon^{-O(z)}$.

- Compute a $2^{O(z)}$-approximation for $(k, z)$-clustering with clusters $C_{1}, \ldots C_{k}$ and respective centers $c_{1}, \ldots, c_{k}$.
- Recursively compute a $(1+\beta, f(\beta))$-approximation $\mathcal{S}$ for every cluster $C_{i}$, using Lemma 9.6. With that algorithm, $f(\beta)=z^{O(z)} \log (1 / \beta) / \beta$.
- If $\operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)-\operatorname{cost}\left(C_{i}, \mathcal{S}\right) \leq \beta \cdot \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)$, break and use the $\left|C_{i}\right| \times d$ matrix $M_{j}=c_{i}$ with extension $\left(\operatorname{cost}\left(\left(C_{i}\right)_{j},\left\{c_{i}\right\}\right)\right)$ as a partition coreset for $C_{i}$.
- If $C_{i}$ is at depth $\gamma$, break and use the $\left|C_{i}\right| \times(d+1)$ matrix $M_{j}=c_{i}$ with extension 0 as a partition coreset for $C_{i}$.

We first argue the correctness of this algorithm, then that it can be implemented in the desired (deterministic) time.
For correctness, we start by considering the first termination criterion, when $\operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)-\operatorname{cost}\left(C_{i}, \mathcal{S}\right) \leq \beta \cdot \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)$. We use for this Lemma 9.9, setting $\beta=\frac{1}{2} \cdot \frac{\varepsilon^{z+6}}{401408 \cdot 2^{3 z} \cdot z^{z+6}}$ (i.e.: equal to $\alpha / 2$ with $\alpha$ being specified in Lemma 9.9). By choice of $\mathcal{S}$, it holds that for any set of $k$ centers $K, \operatorname{cost}\left(C_{i}, \mathcal{S}\right) \leq(1+\beta) \operatorname{cost}\left(C_{i}, K\right)$, and therefore:

$$
\begin{aligned}
\operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)-\operatorname{cost}\left(C_{i}, K\right) \leq & \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)-\frac{1}{1+\beta} \cdot \operatorname{cost}\left(C_{i}, \mathcal{S}\right) \\
= & \frac{1}{1+\beta}\left(\operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)-\operatorname{cost}\left(C_{i}, \mathcal{S}\right)\right) \\
& +\frac{\beta}{1+\beta} \cdot \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right) \\
\leq & \frac{\beta}{1+\beta} \cdot \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right) \\
& +\frac{\beta}{1+\beta} \cdot \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right) \\
\Longrightarrow \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right)-\operatorname{cost}\left(C_{i}, K\right) \leq & 2 \beta \cdot \operatorname{cost}\left(C_{i},\left\{c_{i}\right\}\right) .
\end{aligned}
$$

Using Lemma 9.9, this implies that $M$ with its extension is indeed an $(\varepsilon, k, z)$-extension partition coreset for the points in $C_{i}$, and that $c_{i}$ with weight $\left|C_{i}\right|$ is an $(\varepsilon, k, z)$-coreset with offset for $C_{i}$ (where the offset is 0 ).

Finally, we consider the other termination criteria, namely when we reach depth $\gamma$. Let $\Gamma$ be the union of all clusters at this level. In every step of the recursion, the cost decreased by at least a factor $1-\beta$ - as otherwise the recursion stops. Hence the cost of union of clusters at depth $\gamma$ is at most $(1-\beta)^{\gamma}$ times the initial cost, which is $2^{O(z)} \cdot(1-\beta)^{\gamma}$ OPT, where OPT is the optimal cost for $(k, z)$-clustering. We choose $\gamma$ in such a way that $2^{O(z)} \cdot(1-\beta)^{\gamma} \leq\left(\frac{\varepsilon}{8 z}\right)^{z}$, which holds if $\gamma=\Omega\left(\frac{z \log \left(\frac{\varepsilon}{8 z^{z}}\right)}{\log (1 /(1-\beta))}\right)$. With $\beta=O_{z}\left(\varepsilon^{z+6}\right)$, we can therefore chose a $\gamma \in \tilde{O}_{z}\left(\varepsilon^{-z-6}\right)$ as desired. For each point $p \in \Gamma$, let $c_{p}$ be the representing center in the partition coreset. Now we consider a set of at most $k$ centers $K$, and denote $K_{p}$ the center to which $p \in \Gamma$ is assigned. We have

$$
\begin{aligned}
& \left|\sum_{p \in \Gamma}\left\|p-K_{p}\right\|^{z}-\left\|c_{p}-K_{p}\right\|^{z}\right| \\
(\text { Lem. } 9.24) & \leq \sum_{p \in \Gamma} \varepsilon / 2 \cdot\left\|p-K_{p}\right\|^{z}+\left(\frac{4 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot\left\|p-c_{p}\right\|^{z} \\
(\text { Cost of } \Gamma) \leq & \varepsilon / 2 \cdot\|A-K\|_{z, 2}^{z}+\left(\frac{4 z+\varepsilon}{\varepsilon}\right)^{z-1} \cdot\left(\frac{\varepsilon}{8 z}\right)^{z} \cdot\|A-K\|_{z, 2}^{z} \\
\leq & \varepsilon / 2\|A-K\|_{z, 2}^{z}+\varepsilon / 2 \cdot\|A-K\|_{z, 2}^{z} \leq \varepsilon \cdot\|A-K\|_{z, 2}^{z},
\end{aligned}
$$

which implies that the entire construction is an $\varepsilon$-extension partition coreset. The size of that coreset is the number of clusters computed by the algorithm, which is at most $k^{\varepsilon^{-O(z)}}$ by an easy induction: at each level, a cluster is divided into $k \cdot f(\beta)=k \cdot \varepsilon^{-z-O(1)}$ subclusters, and there are $\gamma \in \varepsilon^{-O(z)}$ many levels.
Note that this also implies that the multiset of all $\left\{c_{p}, p \in \Gamma\right\}$ is an $(\varepsilon, k, z)$-coreset with offset for $\Gamma$ (again, with offset 0 ). The number of distinct points in that set is also the number of clusters computed by the algorithm, namely $k^{\varepsilon^{-O(z)}}$.
We now consider the running time. The initial $2^{O(z)}$-approximation can be derived using the approximation algorithm of Theorem 9.5. For the bicriteria approximation, we can use the algorithm of Lemma 9.6, that gives $f(\beta)=z^{O(z)} \log (1 / \beta) / \beta$ in time $n^{\varepsilon^{-O(z)}}$. This bicriteria algorithm is used once per cluster of each level, hence at most $(k f(\beta))^{\gamma}=\left(k z / \varepsilon^{z}\right)^{O(\gamma)}=\left(k z / \varepsilon^{z}\right)^{\varepsilon^{-O(z)}}$ many times before terminating, and therefore a total complexity of $n^{\varepsilon^{-O(z)}}$.

The remaining part of this section will now be devoted to proving Lemma 9.9.

### 9.2. Deterministic Coresets and Partition Coresets for $(k, z)$-Clustering

### 9.2.2 Proof of the Structural Lemma 9.9

We first require a bit of notation. Let $\left\{c_{1}, \ldots c_{k}\right\}$ be the distinct rows of $C$. Let $A^{c_{i}}=\left\{A_{j} \in A \mid C_{j}=c_{i}\right\}$, i.e. $A^{c_{i}}$ are the subset of rows of $A$ that are mapped to the same row in $C$ with coordinates $c_{i}$. Equivalently, $A^{c_{i}}$ is the set of points that are assigned to the center $c_{i}$ in the assignment induced by $C$. For every $A^{c_{i}}$, we denote by $Q^{c_{i}}$ the (multiset of) projections of the points in $A^{c_{i}}$ onto the line through $m$ and $c_{i}$; i.e. for $p \in A^{c_{i}}$, we have $q_{p} \in Q^{c_{i}}$ and by the Pythagorean theorem

$$
\left\|p-c_{i}\right\|=\sqrt{\left\|p-q_{p}\right\|^{2}+\left\|q_{p}-c_{i}\right\|^{2}}
$$

Our goal is to show that, when clustering to the single point $m$ is near-optimal (as described in the statement of Lemma 9.9), then for "most" of the points $p \in A$ one of the following conditions hold.

Cond. $1\|p-m\| \geq\left(\frac{4 z}{\varepsilon}\right) \cdot\left\|m-c_{i}\right\|$ or $\|p-m\| \leq\left(\frac{\varepsilon}{4 z}\right) \cdot\left\|m-c_{i}\right\|$ (i.e. the conditions of Lemma 9.10 below are met) or

Cond. $\mathbf{2}\left\|q_{p}-m\right\| \leq \varepsilon /(7 z) \cdot\|p-m\|$ (i.e. the conditions of Lemma 9.11 below are met).

The following two lemmas show that if we can assume that one of these two cases hold, then the row of the extension matrix $M^{\prime}$ corresponding to the point $p$ is a good proxy for $\left\|p-c_{i}\right\|^{z}$.

Lemma 9.10. If $\|p-m\| \geq\left(\frac{4 z}{\varepsilon}\right) \cdot\left\|m-c_{i}\right\|$ or $\|p-m\| \leq\left(\frac{\varepsilon}{4 z}\right) \cdot\left\|m-c_{i}\right\|$ (i.e., when condition 1 is met) then

$$
\left|\left(\|p-m\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \leq \varepsilon \cdot\left(\|p-m\|^{z}+\left\|p-c_{i}\right\|^{z}\right) .
$$

Proof. We first bound $\left\|p-c_{i}\right\|^{z}$ in terms of $\max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right)$. Using Condition 1, we have $\min \left(\|p-m\|,\left\|m-c_{i}\right\|\right) \leq \varepsilon /(4 z) \cdot \max \left(\|p-m\|,\left\|m-c_{i}\right\|\right)$, and therefore

$$
\begin{array}{r}
\max \left(\|p-m\|,\left\|m-c_{i}\right\|\right)-\min \left(\|p-m\|,\left\|m-c_{i}\right\|\right) \\
\geq(1-\varepsilon /(4 z)) \cdot \max \left(\|p-m\|,\left\|m-c_{i}\right\|\right), \\
\max \left(\|p-m\|,\left\|m-c_{i}\right\|\right)+\min \left(\|p-m\|,\left\|m-c_{i}\right\|\right) \\
\leq(1+\varepsilon /(4 z)) \cdot \max \left(\|p-m\|,\left\|m-c_{i}\right\|\right)
\end{array}
$$

Using standard convex inequalities (more precisely, the Mercator series for the upper
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bound and Bernoulli's inequality for the lower bound), this now implies

$$
\begin{aligned}
\left\|p-c_{i}\right\|^{z} & \leq(1+\varepsilon /(4 z))^{z} \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right) \\
& =e^{\ln (1+\varepsilon /(4 z)) z} \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right) \\
& \leq e^{\varepsilon / 4} \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right) \\
& \leq e^{\ln (1+\varepsilon / 2)} \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right) \\
& =(1+\varepsilon / 2) \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|p-c_{i}\right\|^{z} & \geq(1-\varepsilon /(4 z))^{z} \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right) \\
& \geq(1-\varepsilon / 2) \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right) .
\end{aligned}
$$

Therefore, with the same application of convex inequalities, we obtain

$$
\begin{aligned}
& \left|\left(\|p-m\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \mid\left((1 \pm \varepsilon /(4 z)) \cdot \max \left(\|p-m\|^{2},\left\|m-c_{i}\right\|^{2}\right)\right)^{z / 2} \\
& -(1 \pm \varepsilon / 2) \cdot\left(\max \left(\|p-m\|,\left\|m-c_{i}\right\|\right)\right)^{z} \mid \\
= & \left.\mid(1 \pm \varepsilon / 2) \cdot\left(\max \left(\|p-m\|,\left\|m-c_{i}\right\|\right)\right)^{z}-(1 \pm \varepsilon / 2) \cdot \max \left(\|p-m\|,\left\|m-c_{i}\right\|\right)\right)^{z} \mid \\
= & \pm \varepsilon \cdot \max \left(\|p-m\|^{z},\left\|m-c_{i}\right\|^{z}\right) \\
\leq & \varepsilon \cdot\left(\|p-m\|^{z}+\left\|p-c_{i}\right\|^{z}\right)
\end{aligned}
$$

- Lemma 9.11. Let $p, m, c_{i} \in \mathbb{R}^{d}$. Denote by $q_{p}$ the orthogonal projection of $p$ onto the line through $m$ and $c_{i}$. Then if for some $0 \leq \varepsilon \leq 1 / 2$,

$$
\left\|m-q_{p}\right\| \leq \varepsilon /(7 z) \cdot\|p-m\|
$$

we have for any $z \geq 1$ :

$$
\left|\left(\|p-m\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \leq \varepsilon \cdot\left\|p-c_{i}\right\|^{z} .
$$

Proof. We first require a lower bound on $\left\|p-c_{i}\right\|$ in terms of $\|p-m\|$. We have, using the assumption on $\left\|m-q_{p}\right\|$ :

$$
\begin{align*}
\left\|p-c_{i}\right\|^{2} & \geq\left\|p-q_{p}\right\|^{2} \geq\|p-m\|^{2}-\left\|q_{p}-m\right\|^{2} \\
& \geq\|p-m\|^{2} \cdot\left(1-\varepsilon^{2} /\left(49 z^{2}\right)\right) \tag{9.2}
\end{align*}
$$

Using Lemma 1.2, the Pythagorean theorem and convex inequality (either the Mercator series or Bernoulli's inequality) in the last line, we have
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$$
\begin{aligned}
& \left|\left(\left\|p-m^{2}\right\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \left|\left(\left\|p-q_{p}\right\|^{2}+\left\|q_{p}-m\right\|^{2}+\left\|q_{p}-c_{i}\right\|^{2}-\left\|q_{p}-c_{i}\right\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \left|\left(\left\|p-c_{i}\right\|^{2}+\left\|q_{p}-m\right\|^{2} \pm\left(\frac{\varepsilon}{4 z} \cdot\left\|q_{p}-c_{i}\right\|^{2}+\left(\frac{\varepsilon+4 z}{\varepsilon}\right)\left\|q_{p}-m\right\|^{2}\right)\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \left|\left(\left\|p-c_{i}\right\|^{2} \pm\left(\frac{\varepsilon}{4 z} \cdot\left\|q_{p}-c_{i}\right\|^{2}+\left(\frac{2 \varepsilon+4 z}{\varepsilon}\right)\left\|q_{p}-m\right\|^{2}\right)\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \left|\left(\left\|p-c_{i}\right\|^{2}(1 \pm \varepsilon /(4 z)) \pm\left(\frac{2 \varepsilon+4 z}{\varepsilon}\right) \cdot \frac{\varepsilon^{2}}{49 z^{2}} \cdot\|p-m\|^{2}\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \left|\left(\left\|p-c_{i}\right\|^{2}(1 \pm \varepsilon /(4 z)) \pm\left(\frac{2 \varepsilon+4 z}{\varepsilon}\right) \cdot \frac{\varepsilon^{2}}{49 z^{2}} \cdot \frac{1}{1-\frac{\varepsilon^{2}}{49 z^{2}}} \cdot\left\|p-c_{i}\right\|^{2}\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \left|\left(\left\|p-c_{i}\right\|^{2}(1 \pm \varepsilon /(2 z))\right)^{z / 2}-\left\|p-c_{i}\right\|^{z}\right| \\
= & \left|\left\|p-c_{i}\right\|^{z}(1 \pm \varepsilon)-\left\|p-c_{i}\right\|^{z}\right| \leq \varepsilon \cdot\left\|p-c_{i}\right\|^{z},
\end{aligned}
$$

where the third to last inequality uses Section 9.2.2, and the second to last uses $\varepsilon<\frac{1}{2}$.

We now bound the cost of the remaining points. Let $D$ be the set of points that satisfy neither conditions, i.e. for every point $p \in D$ we have

$$
\begin{equation*}
\left(\frac{\varepsilon}{4 z}\right) \cdot\left\|m-c_{i}\right\| \leq\|p-m\| \leq\left(\frac{4 z}{\varepsilon}\right) \cdot\left\|m-c_{i}\right\| \tag{9.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|q_{p}-m\right\| \geq \varepsilon /(7 z) \cdot\|p-m\| . \tag{9.4}
\end{equation*}
$$

The two conditions allow us to relate the cost of clustering the points to $m$ and the cost of clustering the points to the candidate solution $C$. We will show that the contribution of the points in $D$ to the clustering cost of $m$ is small.

- Lemma 9.12. Let $m$ be a point such that there exists no solution $\mathcal{S}$ with $k$ centers and $\operatorname{cost}(A,\{m\})-\operatorname{cost}(A, \mathcal{S}) \leq \alpha \cdot \operatorname{cost}(A,\{m\})$.
Suppose $C$ is a set of $k$ centers and let $D$ be the set of points that satisfy neither condition (1) nor condition (2). It holds that

$$
\sum_{p \in D}\|p-m\|^{z}<\alpha \cdot \frac{25088 z^{6}}{\varepsilon^{6}} \cdot \sum_{p \in A}\|p-m\|^{z}
$$

Proof. The high level idea of the proof is to show the existence of a set of $k$ centers $T$ that decreases the cost of $D$ significantly. This implies that the cost of $D$ must be small, as otherwise the overall cost of the solution could decrease significantly.

Consider a center $c_{i} \in C$ and let $\ell_{i}=m+\left(m-c_{i}\right) \cdot \frac{\varepsilon^{2}}{28 z^{2}}$ and $r_{i}=m+\left(m-c_{i}\right) \cdot \frac{\varepsilon^{2}}{28 z^{2}}$. Let $B$ be union of all $\ell_{i}$ and $r_{i}$. We assign each point $p \in D \cap A^{c_{i}}$ to its closest center $b_{i} \in\left\{\ell_{i}, r_{i}\right\}$. Note that due to Equations 9.3 and $9.4\left\|q_{p}-m\right\| \geq \frac{\varepsilon}{7 z} \cdot\|p-m\| \geq$ $\frac{\varepsilon^{2}}{28 z^{z}} \cdot\left\|m-c_{i}\right\|=\left\|b_{i}-m\right\|$. Using the Pythagorean theorem, we then have

$$
\begin{aligned}
\left\|p-b_{i}\right\|^{z} & =\left(\left\|p-q_{p}\right\|^{2}+\left\|q_{p}-b_{i}\right\|^{2}\right)^{z / 2} \\
& \leq\left(\left\|p-q_{p}\right\|^{2}+\left\|q_{p}-m\right\|^{2}-\left\|b_{i}-m\right\|^{2}\right)^{z / 2} \\
& =\left(\|p-m\|^{2}-\left(\frac{\varepsilon^{2}}{28 z^{2}}\right)^{2} \cdot\left\|m-c_{i}\right\|^{2}\right)^{z / 2} \\
(E q .9 .3) & \leq\left(\|p-m\|^{2}-\frac{\varepsilon^{6}}{12544 z^{6}} \cdot\|p-m\|^{2}\right)^{z / 2} \\
& =\|p-m\|^{z} \cdot\left(1-\frac{\varepsilon^{6}}{12544 z^{6}}\right)
\end{aligned}
$$

Summing this over all points therefore leads to a cost decrease of at least

$$
\sum_{p \in D}\|p-m\|^{z}-\sum_{p \in D}\left\|p-b_{i}\right\|^{z} \geq \frac{\varepsilon^{6}}{12544 z^{6}} \cdot \sum_{p \in D}\|p-m\|^{z}
$$

Since $B$ contains $2 k$ centers, the average cost decrease per center is $\frac{1}{2 k} \cdot \frac{\varepsilon^{6}}{800 z^{6}} \cdot \sum_{p \in D} \| p-$ $m \|^{z}$. We greedily pick the $k$ centers with maximum cost decrease. Denote this set $T$ and denote the set of points with cost decrease by $D_{T}$. By Markov's inequality, we therefore have

$$
\sum_{p \in D_{T}}\|p-m\|^{z}-\sum_{p \in D_{T}}\left\|p-b_{i}\right\|^{z} \geq \frac{\varepsilon^{6}}{25088 z^{6}} \cdot \sum_{p \in D}\|p-m\|^{z}
$$

Since we assumed that no clustering exists decreasing the cost by more than $\alpha$. $\sum_{p \in A}\|p-m\|^{z}$, this implies

$$
\begin{aligned}
& \frac{\varepsilon^{6}}{25088 z^{6}} \cdot \sum_{p \in D}\|p-m\|^{z} \leq \alpha \cdot \sum_{p \in A}\|p-m\|^{z} \\
\Rightarrow & \sum_{p \in D}\|p-m\|^{z} \leq \alpha \cdot \frac{25088 z^{6}}{\varepsilon^{6}} \cdot \sum_{p \in A}\|p-m\|^{z} .
\end{aligned}
$$

- Remark 9.13. The dependency on $\varepsilon$ can be improved to at least $\varepsilon^{-4}$, using a more involved analysis to determine the cost of a cheaper clustering $T$. Since the subsequent analysis incurs a dependency $\varepsilon^{-z}$, we chose the simpler proof in favour of optimizing lower order terms in the exponent of $\varepsilon$.
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We can now conclude the proof of Lemma 9.9. We have using the Pythagorean theorem

$$
\begin{align*}
& \left|\|A-C\|_{z, 2}^{z}-\left\|M^{\prime}-C^{\prime}\right\|_{z, 2}^{z}\right| \\
= & \left|\sum_{i=1}^{k} \sum_{p \in A^{c_{i}}}\left\|p-c_{i}\right\|^{z}-\left(\|m-p\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}\right| \\
\leq & \left|\sum_{i=1}^{k} \sum_{p \in A^{c_{i}} \backslash D}\left\|p-c_{i}\right\|^{z}-\left(\|m-p\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}\right|  \tag{9.5}\\
& +\left|\sum_{i=1}^{k} \sum_{p \in A^{c_{i} \cap D}}\left\|p-c_{i}\right\|^{z}-\left(\|m-p\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}\right| \tag{9.6}
\end{align*}
$$

The term in Equation 9.5 can be bounded by $\sum_{i=1}^{k} \sum_{p \in A^{c_{i}} \backslash D} \varepsilon \cdot\left(\left\|p-c_{i}\right\|^{z}+\| p-\right.$ $\left.m \|^{z}\right) \leq \varepsilon \cdot\left(\|A-C\|_{z, 2}^{z}+\|A-M\|_{z, 2}^{z}\right)$ using Lemmas 9.10 and 9.11. For the term in Equation 9.6, we have

$$
\begin{gather*}
\quad\left|\sum_{i=1}^{k} \sum_{p \in A^{c_{i} \cap D}}\left\|p-c_{i}\right\|^{z}-\left(\|m-p\|^{2}+\left\|m-c_{i}\right\|^{2}\right)^{z / 2}\right| \\
\leq 2^{z+1} \sum_{i=1}^{k} \sum_{p \in A^{c_{i}} \cap D} \max \left(\left\|p-c_{i}\right\|^{z}+\left\|m-c_{i}\right\|^{z}\right) \\
\left(\text { Eq. 9.3) } \leq 2^{z+1} \sum_{p \in D}\left(1+\left(\frac{4 z}{\varepsilon}\right)^{z}\right) \cdot\|p-m\|^{z}\right. \\
(\text { Lem. 9.12 }) \leq 2^{z+2} \cdot\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \alpha \cdot \frac{25088 z^{6}}{\varepsilon^{6}} \cdot \sum_{p \in A}\|p-m\|^{z} \tag{9.7}
\end{gather*}
$$

Combining, we then obtain for

$$
\begin{aligned}
& \left|\|A-C\|_{z, 2}^{z}-\left\|M^{\prime}-C^{\prime}\right\|_{z, 2}^{z}\right| \\
(\text { Lem. 9.10 and 9.11) } \leq & \varepsilon \cdot\left(\|A-C\|_{z, 2}^{z}+\|A-M\|_{z, 2}^{z}\right) \\
(\text { Eq. 9.7) } & +2^{z+2} \cdot\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \alpha \cdot \frac{25088 z^{6}}{\varepsilon^{6}} \cdot\|A-M\|_{z, 2}^{z} \\
(\text { no cost decrease }) \leq & 2 \cdot\left(2 \varepsilon+2^{z+2} \cdot\left(\frac{4 z}{\varepsilon}\right)^{z} \cdot \alpha \cdot \frac{25088 z^{6}}{\varepsilon^{6}}\right)\|A-C\|_{z, 2}^{z}
\end{aligned}
$$

The overall result now follows by our choice of $\alpha$ and rescaling $\varepsilon$.

### 9.3 Derandomized Dimension Reduction

In this section we will use the deterministic construction of partition coresets to obtain a derandomized dimension reduction for $(k, z)$-clustering. The goal is to show that we
can obtain a cost preserving sketch with dimension at most $O\left(\varepsilon^{-O(z)} \log k\right)$ :

- Theorem 9.14. Let $A$ be an $n \times d$ matrix. Suppose we are given an $(\varepsilon, k, z)$ extension partition coreset of $A$ with at most $T=k^{\varepsilon^{-O(z)}}$ distinct rows. Then we can compute a $(k, z, 4 \varepsilon)$-cost-preserving sketch of $A$ with $O\left(\varepsilon^{-O(z)} \log k\right)$ columns in deterministic time $O\left(n^{\varepsilon^{-O(z)}}\right)$ time.

Combing this theorem with Theorem 9.8, now yields the following corollary.

- Corollary 9.15. Let $A$ be an $n \times d$ matrix. We can compute an $(k, z, \varepsilon)$-cost preserving sketch with target dimension $O\left(\varepsilon^{-O(z)} \cdot \log k\right)$ in deterministic time $O\left(n^{\varepsilon^{-O(z)}}\right)$.

Again, the first-thought approach would be to use the deterministic Johnson- Lindenstrauss transform of Engebretsen et al. [72] (Theorem 9.7). Unfortunately, merely preserving pairwise distances is not sufficient to preserve the cost to an optimal $(1, z)$ center, except for the special case $z=2$. Instead, we introduce the following notion.

Definition 9.16 (Witness Sets). Let $A$ be a set of $n$ points in $\mathbb{R}^{d}$ (with a possible extension coordinate) and let $c$ be the optimal $(1, z)$-center (under the possible constraint that the extension coordinate is 0 ) and let $\Delta=\frac{\sum_{i=1}^{n}\left\|A_{i}-c\right\|^{z}}{n}$. Then a $(D, R, \varepsilon)$-uniform witness set is a subset $S \subset A$ such that

- A $(1+\varepsilon)$-approximation of $c$ (under the possible constraint that the extension coordinate is 0 ) is contained in the convex hull of $S$.
- The diameter of $S$ is at most $D \cdot \sqrt[z]{\Delta}$.
- The size of $S$ is at most $R$.

The first important result is proving that the existence of witness sets of small size exist for a specific range of parameters.

- Theorem 9.17. There exists $\left(\frac{O(z)}{\varepsilon}, \varepsilon^{-O(1)} \cdot 2^{O(z)}, \varepsilon\right)$ witness sets.

We give a full proof of Theorem 9.17 in Section 9.5. The existence of small witness sets is essentially a consequence of the existence of small coresets. Let us consider how this existence of small witness sets combined with Theorem 9.8 implies that we can deterministically construct a cost preserving sketch for powers.

The main idea is that the property of witness sets allows us to efficiently "discretize" all candidate solutions in the convex hull of a witness set. We will show that the dimension reduction preserves the property of a subset of points being a witness set. Furthermore, because witness sets lie in low-dimensional spaces, we can guarantee that the cost for every point in the convex hull of a witness is preserved. Specifically, we use
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that linear projections preserve subspaces, and in particular the subspace spanned by the points in the convex hull of the witness set. Hence, if the cost of every candidate solution in a witness set stays the same, up to a $(1 \pm \varepsilon)$ factor, the clustering cost overall also stays the same.

Proof of Theorem 9.14. Let $B$ be an $(\varepsilon, k, z)$-extension partition coreset of $A$, with extension $B^{\prime}$. By definition of $B^{\prime}$, any $(\varepsilon, k, z)$-cost preserving sketch for $B^{\prime}$ is also one for $A$. We focus henceforth on $B$ and its extension $B^{\prime}$.

In a first step, we enumerate over all witness sets of $B^{\prime}$, under the condition that the extension coordinate of the center is 0 . This boils down to enumerating over all witness sets of $B$ : indeed, if $S^{\prime}$ is a subsest of $B^{\prime}$ such that an $(1+\varepsilon)$-approximation of $c$ under the constraint that the coordinate extension is 0 is contained in the convex hull of $S^{\prime}$, then the $(1+\varepsilon)$-approximation is also contained in the convex hull of $S \subseteq B$ obtained from $S^{\prime}$ by removing the coordinate extension. Hence, we can perform this enumeration in brute-force way; there only exist $T=k^{\varepsilon^{-O(z)}}$ distinct entries of $B$, hence there also only exist $T^{\varepsilon^{-O(z)}}=k^{\varepsilon^{-O(z)}}$ witness sets.

For each witness set $S$, we now construct an $\varepsilon$-cover of the candidate solutions in the convex hull of $S$. First, observe that $S$ lies in an $|S|=\varepsilon^{-O(z)}$-dimensional space. Hence, we can compute an $\varepsilon^{\prime}$-cover of $S$ of size at most $\left(\frac{O(\sqrt{|S|})}{\varepsilon^{\prime}}\right)^{|S|}$ in deterministic polynomial time $[43]^{3}$. We set $\varepsilon^{\prime}=\varepsilon /(2 z)$. Moreover, let $V$ be an orthogonal basis of the subspace spanned by $S$. We additionally compute a $1 / 2$-cover of the unit $S$-dimensional ball spanned by $V$.

Then the union $\mathcal{N}$ of all covers of all witness sets has size at most

$$
T^{\varepsilon^{-O(z)}} \cdot\left(\frac{O(\sqrt{|S|}) \cdot D}{\varepsilon^{z}}\right)^{|S|}=k^{\varepsilon^{-O(z)}}
$$

We now use Engebretsen et al. 9.7 to deterministically compute a mapping $f: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}^{m}$ with $m \in O\left(\varepsilon^{-O(z)} \log k\right)$ that embeds all pairwise distances between the points corresponding to rows of $B$, as well as the points in $\mathcal{N}$, up to a distortion factor $(1 \pm \varepsilon / z)$. This can be done in time $O\left(n \cdot d \cdot k^{\varepsilon^{-O(z)}} \cdot \log ^{O(1)} n\right)$. Denote the $n$ by $m \in O\left(\varepsilon^{-O(z)} \log k\right)$ dimensional sketch of $B$ by $\Pi$, and let $\Pi^{\prime}$ be the extension of $\Pi$ obtained by appending the final column of $B^{\prime}$.

In order to verify correctness, we now show that for any subset $C$ of $\{1, \ldots, n\}$, the cost of the optimal $(1, z)$-clustering is preserved, namely that

$$
\operatorname{cost}\left(B_{C}^{\prime}\right):=\sum_{j \in C}\left\|B_{j}^{\prime}-c^{B^{\prime}}\right\|^{z}=(1 \pm \varepsilon) \sum_{j \in C}\left\|\Pi_{j}^{\prime}-c^{\Pi^{\prime}}\right\|^{z}
$$

where $B_{C}^{\prime}=\left\{B_{j}^{\prime}, j \in C\right\}$ and $c^{B^{\prime}}$ is the optimal center for points $B_{C}^{\prime}$, under the constraint that the extension coordinate is 0 , and $c^{\Pi^{\prime}}$ the equivalent for $\Pi_{C}^{\prime}:=\left\{\Pi_{j}^{\prime}, j \in\right.$ $C\}$.
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We first prove the somewhat easier direction which states that the cost does not increase. Let $S$ be a witness set for $B_{C}^{\prime}$. Denote by $c^{*}$ the point whose 0 -extension is the $(1+\varepsilon)$-approximate solution to $c^{B^{\prime}}$ guaranteed to lie in the convex hull of $S$, and let $c$ the point whose 0 -extension is the closest cover point to $\left(c^{*}, 0\right)$. By definition of the cover and witness set $S$, we have

$$
\begin{equation*}
\left\|c^{*}-c\right\| \leq \varepsilon^{\prime} \cdot \sqrt[z]{\frac{\operatorname{cost}\left(B_{C}\right)}{|C|}} \tag{9.8}
\end{equation*}
$$

Further, let $f(c)$ be the embedding of $c$, and for simplicity let $\Delta_{C}:=\frac{\operatorname{cost}\left(B_{C}\right)}{|C|}$. We have, for a fixed point $j$ :

$$
\begin{aligned}
& \left\|\Pi_{j}-f(c)\right\| \\
\text { (Distortion of Embedding) } & \leq(1+\varepsilon / z) \cdot\left\|B_{j}-c\right\| \\
& \leq(1+\varepsilon / z) \cdot\left(\left\|B_{j}-c^{*}\right\|+\left\|c^{*}-c\right\|\right) \\
(E q .9 .8) & \leq(1+\varepsilon / z) \cdot\left(\left\|B_{j}-c^{*}\right\|+\varepsilon^{\prime} \cdot \sqrt[z]{\Delta_{C}}\right)
\end{aligned}
$$

Hence, writing $f^{\prime}(c)$ the 0 -extension of $f(c)$, we obtain

$$
\begin{aligned}
\left\|\Pi_{j}^{\prime}-f^{\prime}(c)\right\|^{z} & =\left(\left\|\Pi_{j}-f(c)\right\|^{2}+{B_{j}^{\prime}}^{2}\right)^{z / 2} \\
& \leq\left((1+\varepsilon / z) \cdot\left(\left\|B_{j}-c^{*}\right\|^{2}+\varepsilon^{\prime} \cdot \sqrt[z / 2]{\Delta_{C}}\right)+{B_{j}^{\prime 2}}^{2}\right)^{z / 2} \\
& \leq(1+\varepsilon / z)^{z / 2} \cdot\left(\left(\left\|B_{j}-c^{*}\right\|^{2}+{B_{j}^{\prime 2}}^{2}\right)+\varepsilon^{\prime} \cdot \sqrt[z / 2]{\Delta_{C}}\right)^{z / 2} \\
& \leq(1+\varepsilon / z)^{z / 2}\left((1+\varepsilon) \cdot\left(\left\|B_{j}-c^{*}\right\|^{2}+{B_{j}^{\prime 2}}^{2}\right)^{z / 2}+\left(\frac{z+\varepsilon}{\varepsilon}\right)^{z / 2-1} \varepsilon^{\prime z / 2} \cdot \Delta_{C}\right) \\
& \leq(1+2 \varepsilon) \cdot\left(\left\|B_{j}-c^{*}\right\|^{2}+{B_{j}^{\prime}}^{2}\right)^{z / 2}+\varepsilon \cdot \Delta_{C},
\end{aligned}
$$

where the last inequality holds by choice of $\varepsilon^{\prime}$. Summing over all $j \in C$, we get that

$$
\begin{align*}
\operatorname{cost}\left(\Pi_{C}^{\prime}\right) & \leq \sum_{j \in C}\left\|\Pi_{j}^{\prime}-f^{\prime}(c)\right\|^{z} \leq(1+2 \varepsilon) \operatorname{cost}\left(B_{C}^{\prime}\right)+\varepsilon \operatorname{cost}\left(B_{C}^{\prime}\right) \\
& \leq(1+O(\varepsilon)) \operatorname{cost}\left(B_{C}^{\prime}\right) . \tag{9.9}
\end{align*}
$$

We now turn our attention to the somewhat more involved case of proving that the cost does not decrease. The key difference is that the witness set $S_{\Pi}$ for points $\left\{\Pi_{j}^{\prime}, j \in C\right\}$ may be different from the witness set $S$, and we cannot use the previous argument verbatim. Assume that $\operatorname{cost}\left(\Pi_{C}^{\prime}\right) \leq \operatorname{cost}\left(B_{C}^{\prime}\right)$ (otherwise we are already done).
Let us consider the $(D, R, \varepsilon)$-witness set $S_{\Pi}$ of $\Pi_{C}^{\prime}$, with $D=O(z) / \varepsilon$ and $R=$ $\varepsilon^{-O(1)}$. By our assumption on $\operatorname{cost}\left(\Pi_{C}^{\prime}\right)$, we know that the diameter of $S_{\Pi}$ is at most $D \cdot \sqrt[z]{\operatorname{cost}\left(B_{C}^{\prime}\right) /|C|}$. We note two facts about the embedding $f$ preserving distances between points of $\mathcal{N}$ and rows of $B$ : it is a linear projection, hence surjective, and the image of an $\varepsilon^{\prime}$-cover is still an $\varepsilon^{\prime}$-cover. Let $f(s)$ be an arbitrary point in
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the convex hull of $S_{\Pi}$ in the projected space, and let $f(c)$ be its closest point in the projection of the cover.
Exactly as above, one can show that $\left\|\Pi_{j}-f(s)\right\| \geq(1-\varepsilon / z)\left\|B_{j}-c\right\|-\varepsilon^{\prime} \sqrt[z]{\Delta_{C}}$, then that $\left\|\Pi_{j}^{\prime}-f^{\prime}(s)\right\|^{z} \geq(1+-\varepsilon) \cdot\left(\left\|B_{j}-c^{*}\right\|^{2}+B_{j}^{\prime 2}\right)^{z / 2}-\varepsilon \cdot \Delta_{C}$ and conclude that $\sum_{j \in C}\left\|\Pi_{j}^{\prime}-f^{\prime}(s)\right\|^{z} \geq(1-O(\varepsilon)) \operatorname{cost}\left(B_{C}^{\prime}\right)$. For completeness, we provide a thorough proof in Section 9.7 Choosing $s$ such that $f^{\prime}(s)$ is the approximate optimal center guaranteed by the definition of witness set, to get $\operatorname{cost}\left(\Pi_{C}^{\prime}\right) \geq(1-O(\varepsilon)) \operatorname{cost}\left(B_{C}^{\prime}\right)$. Combined with Eq. (9.9), this concludes the proof of the theorem: the mapping $g$ preserves the cost of any cluster.

### 9.4 Improved Deterministic Coreset Construction via Uniform VC-dimension

We show in this section how to use $\varepsilon$-set-approximations of a particular set system to build improved coresets deterministically.

Recall that an $(\varepsilon, k, z)$-coreset with offset for the $(k, z)$-Clustering problem in a metric space ( $X$, dist) with set of clients $P$ is a weighted subset $\Omega$ of $P$ with weights $w: \Omega \rightarrow$ $\mathbb{R}_{+}$together with a constant $F$ such that, for any set $\mathcal{S} \subset X,|\mathcal{S}|=k$,

$$
|\operatorname{cost}(P, \mathcal{S})-(F+\operatorname{cost}(\Omega, \mathcal{S}))| \leq \varepsilon \operatorname{cost}(P, \mathcal{S})
$$

To be consistent with the coreset literature we will go back to the notation $\operatorname{cost}(\cdot, \cdot)$ introduced in Section 1.6, instead of matrix notations. In this section, we will use notions from VC-dimension literature, defined as follows:

- Definition 9.18. A tuple $(X, \mathcal{R})$ is a range space when $\mathcal{R}=\left(R_{1}, \ldots, R_{m}\right)$ with $R_{i} \subseteq X$.
A set $A$ is an $\varepsilon$-set-approximation for $(X, \mathcal{R})$ if

$$
\forall R \in \mathcal{R},\left|\frac{|R|}{|X|}-\frac{|R \cap A|}{|A|}\right| \leq \varepsilon
$$

The VC-dimension of a range space is the size of the largest set $Y$ such that $\{Y \cap R, R \in \mathcal{R}\}=2^{|Y|}$, meaning that every subset of $Y$ is of the form $Y \cap R$ for some $R \in \mathcal{R}$.

The main result of the section is the following theorem. We relate the size of the coreset to the VC dimension of the range space $\mathcal{B}$ formed by $k$ balls, defined as follows: For a point $c \in X$ and $r \in \mathbb{R}_{\geq 0}$, let $H_{c, r}=\{p \in P \mid \operatorname{dist}(p, c) \geq r\}$. For $k$ centers $C=\left\{c_{1}, c_{2}, \ldots, c_{k}\right\}$, we similarly define $H_{C, r}=\left\{p \in P \mid \min _{c \in C} \operatorname{dist}(p, c) \geq r\right\}$. We let $\mathcal{B}:=\bigcup_{C} \bigcup_{r} H_{C, r}$.

- Theorem 9.19. Let ( $X$, dist) be a metric space such that the VC dimension of $(P, \mathcal{B})$ is $D$. There exists a deterministic algorithm running in deterministic time $\tilde{O}(|X| \cdot|P| \cdot k / \varepsilon)+k(D / \varepsilon)^{O(D)} \cdot|P|$ that constructs an $\varepsilon$-coreset with offset for the set $P$, with size $2^{O(z \log z)} \cdot \frac{k D \log (D) \text { polylog(1/z) }}{\varepsilon^{5}}$.
In the Euclidean Space $\mathbb{R}^{d}$, the running time is $|P|^{\varepsilon^{-O(z)}} \cdot d+k(D / \varepsilon)^{O(D)} \cdot|P|$.

Application to Euclidean Spaces. Our prominent example is the Euclidean case. It is well known from the coreset literature that the set system aforementioned has VC-dimension $O(k d \log k)$ in Euclidean spaces of dimension $d$. This has been proven for example Lemma 1 of [12] and Corollary 34 of [78] ${ }^{4}$. This in particular leads to $\varepsilon^{\prime}$-set-approximation of $\operatorname{size} O\left(\frac{k d \log k}{\varepsilon^{\prime 2}} \cdot \log \left(k d \log k / \varepsilon^{\prime}\right)\right)$.
In order to remove the dependency in $d$ and match the best coreset result, we aim at using a classical terminal embedding as in Section 7.6. In particular, we will start from the coreset of size $k^{\varepsilon^{-O(z)}}$ from Theorem 9.8, and apply a deterministic terminal embedding construction on it. As we saw in Section 7.6, this allows to consider that the dimension is $O\left(\log \left(k^{\varepsilon^{-O(z)}}\right)\right)$, and yields the following corollary:

- Corollary 9.20. There exist a deterministic algorithm running in time $n^{\varepsilon^{-O(z)}} \cdot d+\left(1 / \varepsilon \varepsilon^{\varepsilon^{-O(z)} k \log ^{3} k}\right.$. that constructs an $(\varepsilon, k, z)$-coreset of size $k^{2} \log ^{2} k \cdot \varepsilon^{-O(z)}$ for input in the Euclidean space $\mathbb{R}^{d}$.

Proof. To reduce the dimension, we use our coreset construction combined with a terminal embedding, as in Huang and Vishnoi [100] and Section 7.6. We sketch the proof here and refer to Section 7.6 for more details.
We start by computing a $(\varepsilon, k, z)$-coreset of $A$ of size $k^{\varepsilon^{-O(z)}}$, using Theorem 9.8, in time $n^{\varepsilon^{-O(z)}}$. Then, we build a terminal embedding of that coreset onto a space with dimension $O\left(\varepsilon^{-O(z)} \log k\right)$ : this can be done deterministically in time $k^{\varepsilon^{-O(z)}}$ using the algorithm from Mahabadi et al. [127].

Now, we can compute a coreset of the embedding using Theorem 9.19. Since in dimension $O\left(\varepsilon^{-O(z)} \log k\right)$ the VC-dimension of $(P, \mathcal{B})$ is at most $\varepsilon^{-O(z)} k \log ^{2} k$, this concludes the proof.

Application to Minor-Excluded Graphs, and Graphs with Bounded Treewidth. Theorem 9.19 can also be applied to graphs excluding a minor $H$ : in that case, Bousquet and Thomassé [30] showed that the VC-dimension of $(P, \mathcal{B})$
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is $O(|H| k \log k) .{ }^{5}$ Hence applying directly Theorem 9.19 yields a coreset of size essentially $\frac{k^{2}|H| \log ^{2} k}{\varepsilon^{5}}$. The result is somewhat simplified compared to Corollary 7.15, at the price of losing a factor $k \varepsilon^{-1}$ (or $\varepsilon^{-3}$ ). On the other hand, the dependency in the size of the minor is greatly improved: we are not even able to specify it precisely in Corollary 7.15, although it seems to be at least doubly exponential.

Since graphs with treewidth $t$ exclude the complete graph with $t$ vertices, the result allows to construct coreset of size $\frac{k^{2} t \log ^{2} k}{\varepsilon^{5}}$ for those. As we will see, the running time is dominated by the construction of an $\varepsilon$-set-approximation. Giving up on the determinism, this can be made fast using random sampling (see Chazelle [43]): this yields a running time $\tilde{O}(|X| \cdot|P| \cdot k / \varepsilon)$.

Application to Clustering of Curves. Driemel, Nusser, Phillips, and Psarros showed in [65] VC dimension bounds for clustering of curves, under the Fréchet and Hausdorff distances. The input of that problem is a set of curves, each consisting of $m$ segments in $\mathbb{R}^{d}$, and the centers are restricted to be curves consisting of $\ell$ segments in $\mathbb{R}^{d}$.

They consider two types of distances for curves: the Hausdorff distance between two curves $X$ and $Y$ is defined as follows: let $d_{\vec{H}}(X, Y)=\sup _{x \in X} \inf _{y \in Y}\|x-y\|$. The Hausforff distance between $X$ and $Y$ is $\max \left(d_{\vec{H}}(X, Y), d_{\vec{H}}(Y, X)\right)$. The Fréchet distance is slightly more intricate: for that, we consider parametrized curves, namely a curve is a function $X:[0,1] \rightarrow \mathbb{R}^{d}$ whose graph is made of $\ell$ consecutive segments. The Fréchet distance between two parametrized curves $X$ and $Y$ is defined as $\min _{f:[0,1] \rightarrow[0,1]} \max _{t \in[0,1]}\|X(f(t))-Y(t)\|$, where the function $f$ is restricted to be continuous, non decreasing and with $f(0)=0, f(1)=1$.

For both those distances, Driemel et al. [65] showed that the VC dimension of $(P, \mathcal{B})$ is bounded by $O\left(k d^{2} \ell^{2} \log (d \ell m) \log k\right)$. Hence, Theorem 9.19 shows the existence of a coreset of size $\frac{k^{2} d^{2} \ell^{2} \log (d \ell m) \log ^{2} k}{\varepsilon^{O(1)}}$. This improves over [36], in particular removing the dependency in the number of input curves, although our construction is not polynomial time in that case.

A Sketch of the Construction As explained in the introduction (Section 9.1), our construction is inspired by the one of Chen [44] and of Chapter 6. As both of those result, we start by computing a constant-factor approximation, and placing rings of exponential radius around each of its center.

We first use a careful preprocessing step to reduce the number of such rings from $O(k \log n)$ as in [44] to $O(k)$. This step is different to that of Chapter 6: in that chapter, we used importance sampling in the outer rings, something that we do not know how to do deterministically. Here, we instead use a particularly structured constant-factor approximation, that allows us to simply discard the outer rings.

To build coresets in the remaining rings, both [44] and Chapter 6 use uniform sampling. Instead, we show that building an $\varepsilon^{\prime}$-set-approximation of the set system formed
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by $k$ balls is actually enough: this is doable deterministically, which concludes our algorithm.

The size of an $\varepsilon^{\prime}$-set-approximation can be bounded via the VC -dimension of the set system: if the VC dimension is $D$, then an $\varepsilon^{\prime}$-set-approximation has size $\tilde{O}\left(D \varepsilon^{-2}\right)$ (see more details in Theorem 9.21)

### 9.4.1 How to sample uniformly and deterministically

We start by explaining how to compute a set with properties similar to that of a uniform sample. While we need to define the VC-dimension for that, the only property we will need is that it is possible to compute $\varepsilon$-set-approximation of balls in $\mathbb{R}^{d}$ in time essentially $(k d / \varepsilon)^{\tilde{O}(k d)}$.

The VC-dimension of a range-space helps bounding the size of $\varepsilon$-set-approximation, as highlighted by the following theorem:

- Theorem 9.21 (Theorem 4.5 in Chazelle [43]). Let $(X, \mathcal{R})$ be a range space of VC-dimension $d$. Given any $r>0$, an $r$-set-approximation for $(X, \mathcal{R})$ of size $O\left(d r^{-2} \log (d / r)\right)$ can be computed deterministically in time $d^{O(d)}\left(r^{-2} \log (d / r)\right)^{d}|X|$.

We will compute $\varepsilon$-set-approximation for the set system $(P, \mathcal{B})$, where $P$ is the set of input points and $\mathcal{B}$ is defined in the opening paragraph.

### 9.4.2 The algorithm

As sketched, the algorithm partitions the input points into rings, and computes then $\varepsilon$-set-approximation in each ring. We recall here useful definitions, similar to those of Chapter 6.

Fix a metric space $I=(X$, dist), positive integers $k, z$ and a set of clients $P$. For a solution $\mathcal{S}$ of $(k, z)$-clustering on $P$ and a center $c \in \mathcal{S}, c$ 's cluster consists of all points closer to $c$ than to any other center of $\mathcal{S}$.

Fix as well some $\varepsilon>0$, and let $\mathcal{A}$ be any solution for $(k, z)$-clustering on $P$ with $k$ centers. Let $C_{1}, \ldots, C_{k}$ be the clusters induced by the centers of $\mathcal{A}$.

- the average cost of a cluster $C_{i}$ is $\Delta_{C_{i}}=\frac{\operatorname{cost}\left(C_{i}, \mathcal{A}\right)}{\left|C_{i}\right|}$
- For all $i, j$, the ring $R_{i, j}$ is the set of points $p \in C_{i}$ such that

$$
2^{j} \Delta_{C_{i}} \leq \operatorname{cost}(p, \mathcal{A}) \leq 2^{j+1} \Delta_{C_{i}} .
$$

- The inner ring $R_{I}\left(C_{i}\right)$ (resp. outer ring $R_{O}\left(C_{i}\right)$ ) of a cluster $C_{i}$ consists of the points of $C_{i}$ with cost at most $(\varepsilon / z)^{z} \Delta_{C_{i}}$ (resp. at least $(z / \varepsilon)^{2 z} \Delta_{C_{i}}$ ), i.e.,
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$R_{I}\left(C_{i}\right):=\cup_{j \leq z \log (\varepsilon / z)} R_{i, j}$ and $R_{O}\left(C_{i}\right):=\cup_{j>2 z \log (z / \varepsilon)} R_{i, j}$. The main ring $R_{M}\left(C_{i}\right)$ consists of all the other points of $C_{i}$. For a solution $\mathcal{S}$, we let $R_{I}^{\mathcal{S}}$ and $R_{O}^{\mathcal{S}}$ be the union of inner and outer rings of the clusters induced by $\mathcal{S}$.

The final algorithm is as follows:
Input: A metric space ( $X$, dist), a set $P \subseteq X, k, z>0, \varepsilon$ such that $0<\varepsilon<1 / 3$, and $\varepsilon^{\prime} \leq \varepsilon$.
Output: A coreset with offset. Namely, a set of points $P^{\prime} \subseteq X$, a weight function $w: P^{\prime} \mapsto \mathbb{R}_{+}$and an offset value $F$ such that for any set of $k$ centers $C, \operatorname{cost}(P, C)=$ $(1 \pm \varepsilon) \operatorname{cost}\left(P^{\prime}, C\right)+F$.

## 1. Greedy seeding:

(a) Compute a $c_{\mathcal{A}}$-approx $\mathcal{A}$ to the $(k, z)$-clustering problem for $P{ }^{6}$
(b) Initialize $\mathcal{G}:=\mathcal{A}$.
(c) While: $\operatorname{cost}(\mathcal{G}) \geq \varepsilon \operatorname{cost}(\mathcal{A}) / c_{\mathcal{A}}$ and there is a candidate center $c$ such that $\left(1-\frac{\varepsilon}{k \cdot C_{\mathcal{A}}}\right) \operatorname{cost}(\mathcal{G}) \geq \operatorname{cost}(\mathcal{G} \cup\{c\})$ do:
$\mathcal{G} \leftarrow \mathcal{G} \cup\{c\}$.
2. If $\operatorname{cost}(\mathcal{G}) \leq \varepsilon \operatorname{cost}(\mathcal{A}) / c_{\mathcal{A}}$, then output the following coreset and stop: $\mathcal{G}$ and $w: \mathcal{G} \mapsto \mathbb{R}_{+}$where $w(c)$ corresponds to the number of points served by center $c$ in $\mathcal{G}$, and offset $F=0$.
3. Let $F:=\operatorname{cost}\left(R_{O}(\mathcal{G}), \mathcal{G}\right)$ be the cost of the outer points of $\mathcal{G}$.
4. Set the weights of all the centers of $\mathcal{G}$ to 0 .
5. Reducing the number of rings::

For each cluster $C$ with center $c$ of $\mathcal{G}$, remove all the points in $R_{I}(C) \cup R_{O}(C)$ and increase the weight of $c$ by the number of removed points. Let $I_{G}$ be the instance created with those weights.
6. Sampling from the remaining rings: For every cluster $C_{i}$, and every $j$, compute an $\varepsilon^{\prime}$-set-approximation $\Omega_{i, j}$ of the set system $\left(R_{i, j}, \mathcal{B}\right)$. Weight the points of $\Omega_{i, j}$ by $\frac{R_{i, j}}{\mid \Omega_{i, j}}$.

## 7. Output:

- An instance $I_{G}$ created at Step 5
- A coreset consisting of $\mathcal{G} \cup \Omega_{i, j}$, with offset $F$ defined at Step 3 and weights for $\mathcal{G}$ defined throughout the algorithm, weights for $\Omega_{i, j}$ defined by the sampling procedure.

If the condition $\operatorname{cost}(\mathcal{G}) \leq \varepsilon \operatorname{cost}(\mathcal{A}) / c_{\mathcal{A}}$ is met, then we say that $\mathcal{G}$ is low-cost; otherwise, we say it is locally stable.

[^29]We will need to compare cost of solution in the original instance $I$, and in the one computed by the algorithm: cost will denote the cost in $I$ while $\operatorname{cost}_{I_{G}}$ the one for instance $I_{G}$.

### 9.4.3 Proof of the Greedy Seeding

The outcome of the greedy seeding step, $I_{G}$, satisfies the following lemma:

- Lemma 9.22. Suppose $\mathcal{G}$ is locally stable. Let $F=\sum_{C \in \mathcal{G}} \sum_{p \in R_{O}(C)} \operatorname{cost}(p, \mathcal{G})$ be the cost of points in outer rings. For every solution $\mathcal{S}$, it holds that

$$
\left|\operatorname{cost}(\mathcal{S})-\left(\operatorname{cost}_{I_{G}}(\mathcal{S})+F\right)\right| \leq \varepsilon \operatorname{cost}(\mathcal{S})
$$

Before proving Lemma 9.22, we show that the solution $\mathcal{G}$ has the following properties:
Lemma 9.23. $\mathcal{G}$ contains at most $O(k \cdot z \cdot \log (1 / \varepsilon) / \varepsilon)$ centers and, in the case where $\mathcal{G}$ is locally stable, for any solution $S$ and any subset $Q \subseteq P$, $\operatorname{cost}(X, \mathcal{G}) \leq \operatorname{cost}(Q, \mathcal{S})+\varepsilon \mathrm{OPT}$.

Proof. Note that the cost of $\mathcal{G}$ is clearly at most the cost of $\mathcal{A}$, whose cost is at most $c_{\mathcal{A}}$ times the cost of the best solution for the $k$-clustering problem.

Each center added by the greedy step decreases its cost by a factor $\left(1-\varepsilon / c_{\mathcal{A}} k\right)$, and the initial solution $\mathcal{G}$ has $\operatorname{cost} \operatorname{cost}(\mathcal{G})$ : since the algorithm stops if the cost drops below $\varepsilon \operatorname{cost}(\mathcal{A}) / c_{\mathcal{A}}$, the total number of centers added is at most $c_{\mathcal{A}} k \log (1 / \varepsilon) / \varepsilon$ The total number of centers is therefore at most $c_{\mathcal{A}} k \log (1 / \varepsilon) / \varepsilon$.

Note also that $\operatorname{cost}(\mathcal{A}) / c_{\mathcal{A}} \leq \mathrm{OPT}$ : hence, the inequality $\left(1-\varepsilon / c_{\mathcal{A}} k\right) \operatorname{cost}(\mathcal{G}) \leq \operatorname{cost}(\mathcal{G} \cup$ $\{c\})$ implies $\operatorname{cost}(\mathcal{G}) \leq \operatorname{cost}(\mathcal{G} \cup\{c\})+\varepsilon \mathrm{OPT} / k$. Hence, since $\mathcal{G}$ is locally stable, there is no candidate center $c$ such that $\operatorname{cost}(\mathcal{G})-\operatorname{cost}(\mathcal{G} \cup\{c\}) \geq \varepsilon \mathrm{OPT} / k$. Let $\mathcal{S}$ be a solution, $Q$ be a subset of clients, $s$ be a center of the solution $\mathcal{S}$ and $C_{s}$ be its cluster. Since the improvement made by adding $s$ is at least $\sum_{p \in C_{s} \cap Q} \operatorname{cost}(p, \mathcal{G})-\operatorname{cost}(p, \mathcal{S})$, it holds that $\sum_{p \in C_{s} \cap Q} \operatorname{cost}(p, \mathcal{G})-\operatorname{cost}(p, \mathcal{S}) \leq \operatorname{cost}(\mathcal{G})-\operatorname{cost}(\mathcal{G} \cup\{c\}) \leq \varepsilon \mathrm{OPT} / k$. Summing over the $k$ centers of the solution $\mathcal{S}$ yields the inequality $\operatorname{cost}(Q, \mathcal{S}) \leq \operatorname{cost}(Q, \mathcal{G})+\varepsilon \mathrm{OPT}$, concluding the lemma.

We can now turn to the proof of Lemma 9.22:
proof of Lemma 9.22. Fix a cluster $C$ of $\mathcal{G}$, with center $c$. We first want to show that $\operatorname{cost}(C, \mathcal{S}) \leq \operatorname{cost}_{I_{G}}(C, \mathcal{S})+\operatorname{cost}\left(R_{O}(C), \mathcal{G}\right)+\varepsilon \operatorname{cost}(C, \mathcal{S})$. First, this is equivalent to $\operatorname{cost}\left(R_{O}(C), \mathcal{S}\right) \leq\left|R_{O}(C)\right| \operatorname{cost}(c, \mathcal{S})+\operatorname{cost}\left(R_{O}(C), \mathcal{G}\right)+\varepsilon \operatorname{cost}(C, \mathcal{S})$, as all points in $C \backslash R_{O}(C)$ have same cost in the original instance and in $I_{G}$.
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Using Lemma 1.2, we have

$$
\operatorname{cost}\left(R_{O}(C), \mathcal{S}\right) \leq(1+\varepsilon) \operatorname{cost}\left(R_{O}(C), \mathcal{G}\right)+(1+z / \varepsilon)^{z-1}\left|R_{O}(C)\right| \operatorname{cost}(c, \mathcal{S})
$$

Hence, one needs to bound $\left|R_{O}(C)\right| \operatorname{cost}(c, \mathcal{S})$. For that, we show that the cost of clients in $R_{O}(C)$ can be charged to clients of $R_{I}(C) \cup R_{M}(C)$.
First note by Markov's inequality, $\left|R_{O}(C)\right| \leq(\varepsilon / z)^{2 z}|C|$. Hence, one can partition $R_{I}(C) \cup R_{M}(C)$ into parts of size at least $s=\left(|C|-\left|R_{O}(C)\right|\right) /\left|R_{O}(C)\right|$, and assign every part to a point in $R_{O}(C)$ in a one-to-one correspondence.

For such a point $p \in R_{O}(C)$ consider the $s$ points $p_{1}, \ldots, p_{s}$ of the part assigned to it. We show how to charge $\operatorname{cost}(c, \mathcal{S})$ to the cost of those points. Let $\mathcal{S}\left(p_{j}\right)$ be the center serving $p_{j}$ in the solution $\mathcal{S}$. It holds that $\operatorname{cost}(c, \mathcal{S}) \leq \min _{j} \operatorname{cost}\left(c, \mathcal{S}\left(p_{j}\right)\right)$. Averaging, this is at most $\frac{1}{s} \sum_{j=1}^{s} \operatorname{cost}\left(c, \mathcal{S}\left(p_{j}\right)\right)$ which is due to Lemma 1.2 at most $\frac{1}{s} \sum_{j=1}^{s}(1+$ $\varepsilon) \operatorname{cost}\left(p_{j}, \mathcal{G}\right)+(1+z / \varepsilon)^{z-1} \operatorname{cost}\left(p_{j}, \mathcal{S}\right)$. Since $1 / s \leq 2\left|R_{O}(C)\right| /|C|=2(\varepsilon / z)^{2 z}$, we conclude that (using $2\left(\frac{\varepsilon}{z}\right)(1+\varepsilon) \leq 1$ )

$$
\begin{align*}
\left|R_{O}(C)\right| \operatorname{cost}(c, \mathcal{S}) & \leq 2\left(\frac{\varepsilon}{z}\right)^{z+1}(1+\varepsilon) \sum_{p \in R_{I}(C) \cup R_{M}(C)} \operatorname{cost}(p, \mathcal{G})+\operatorname{cost}(p, \mathcal{S}) \\
& \leq\left(\frac{\varepsilon}{z}\right)^{z}(\operatorname{cost}(C, \mathcal{G})+\operatorname{cost}(C, \mathcal{S})) \tag{9.10}
\end{align*}
$$

We apply this inequality to bound $\operatorname{cost}\left(R_{O}(C), \mathcal{S}\right)$ :

$$
\begin{aligned}
\operatorname{cost}\left(R_{O}(C), \mathcal{S}\right) & \leq(1+\varepsilon) \operatorname{cost}\left(R_{O}(C), \mathcal{G}\right)+(1+z / \varepsilon)^{z-1}\left|R_{O}(C)\right| \operatorname{cost}(c, \mathcal{S}) \\
& \leq \operatorname{cost}\left(R_{O}(C), \mathcal{G}\right)+2 \varepsilon(\operatorname{cost}(C, \mathcal{G})+\operatorname{cost}(C, \mathcal{S}))
\end{aligned}
$$

Hence, summed over all cluster, this yields

$$
\begin{equation*}
\operatorname{cost}\left(R_{O}, \mathcal{S}\right) \leq \operatorname{cost}\left(R_{O}, \mathcal{G}\right)+2 \varepsilon(\operatorname{cost}(\mathcal{G})+\operatorname{cost}(\mathcal{S})) \tag{9.1}
\end{equation*}
$$

We now turn to the other direction of the inequality. Using Lemma 9.23,

$$
\begin{aligned}
\operatorname{cost}\left(R_{O}, \mathcal{G}\right) & \leq \operatorname{cost}\left(R_{O}, \mathcal{S}\right)+\varepsilon \mathrm{OPT} \\
& \leq \operatorname{cost}\left(R_{O}, \mathcal{S}\right)+\varepsilon \operatorname{cost}(\mathcal{S})
\end{aligned}
$$

Combined with Eq. (9.10), this yields

$$
\begin{equation*}
\operatorname{cost}\left(R_{O}, \mathcal{G}\right)+\operatorname{cost}_{I_{G}}\left(R_{O}, \mathcal{S}\right)-\operatorname{cost}\left(R_{O}, \mathcal{S}\right) \leq 2 \varepsilon(\operatorname{cost}(\mathcal{S})+\operatorname{cost}(\mathcal{G})) \tag{9.12}
\end{equation*}
$$

Combining Eq. (9.11) and Eq. (9.12), and using that all points not in $R_{O}$ have same cost in the original instance and in $I_{G}$ concludes the lemma.
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### 9.4.4 Computing Coresets via $\varepsilon$-set-approximation

We first show that an $\varepsilon$-set-approximation of the set system $\left(R_{i, j}, \mathcal{B}\right)$ is indeed a coreset for $R_{i, j}$. We will then bound the size of such an approximation. In this section, we fix the cluster $C_{i}$ and a ring $R_{i, j}$.

Lemma 9.24. Let $R_{i, j}$ be a ring, and $\Omega$ be an $\varepsilon^{\prime}$-set-approximation for $\left(R_{i, j}, \mathcal{B}\right)$ with $\varepsilon^{\prime}=20 \frac{8^{z} \varepsilon^{2}}{\log (4 z / \varepsilon)}$. Then $\Omega$ with uniform weights $\left|R_{i, j}\right| /|\Omega|$ is an $\varepsilon$-coreset for $R_{i, j}$.

We use the same proof technique as in Section 6.3 to analyze the algorithm. More precisely, we define as before ranges of clients: we let $I_{i, j, \ell}$ to be the set of points from $R_{i, j}$ that pays roughly $\left(1+\varepsilon^{\prime}\right)^{\ell}$ is $\mathcal{S}$, i.e., $I_{i, j, \ell}:=\left\{p \in R:\left(1+\varepsilon^{\prime \prime}\right)^{\ell} \leq \operatorname{cost}(p, \mathcal{S})<\right.$ $\left.\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1}\right\}$, where $\varepsilon^{\prime \prime}$ will be set later.
This analysis distinguishes between three cases:

1. $\ell \leq j+\log _{1+\varepsilon^{\prime \prime}} \varepsilon$, in which case we say that $I_{\ell}$ is tiny. The union of all tiny ranges is denoted $I_{\text {tiny }, \mathcal{S}}$.
2. $j+\log _{1+\varepsilon^{\prime \prime}} \varepsilon \leq \ell \leq j+\log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon)$, in which case we say $I_{\ell}$ is interesting.
3. $\ell \geq j+\log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon)$, in which case we say $I_{\ell}$ is huge.

The very same proof as Lemma 6.12 shows that the cost the tiny ranges is preserved. Event $\mathcal{E}$ holds trivially due to our choice of weights: hence, when the ring $R_{i, j}$ intersects a huge range, Lemma 6.14 carries over to our setting. For completeness, we provide the proof in the last section of the chapter.
Hence, the key here is to show that the remaining $O(\log (4 z / \varepsilon))$ interesting ranges are preserved by the $\varepsilon^{\prime}$-set-approximation.

- Lemma 9.25. Let $R_{i, j}$ be a ring, and $\mathcal{S}$ be a solution such that all huge $I_{\ell}$ are empty. Further, let $\Omega$ be an $\varepsilon^{\prime}$-set-approximation for $(R, \mathcal{B})$, and uniform weights $|R| /|\Omega|$ for point in $\Omega$. Then, if $\varepsilon^{\prime \prime}=\varepsilon / 10$ and $\varepsilon^{\prime}=20 \frac{2^{3 z} \varepsilon^{2}}{\log (4 z / \varepsilon)}$, it holds that $\operatorname{cost}(\Omega, S)=(1 \pm \varepsilon) \operatorname{cost}\left(R_{i, j}, S\right)$.

Proof. For simplicity, we drop the subscript $i, j$ and let $R:=R_{i, j}, I_{\ell}:=I_{i, j, \ell}$. Fix some solution $\mathcal{S}$.

To show that $\operatorname{cost}(\mathcal{S}) \approx \operatorname{cost}(\Omega, \mathcal{S})$, we will show the following stronger property: for any $\ell$,

$$
\left|\operatorname{cost}\left(I_{\ell}, \mathcal{S}\right)-\operatorname{cost}\left(I_{\ell} \cap \Omega, \mathcal{S}\right)\right| \leq \frac{\varepsilon}{\log (4 z / \varepsilon)} \operatorname{cost}\left(I_{\ell}, \mathcal{S}\right)
$$

Hence, we fix some integer $\ell$. Note that $I_{\ell}=H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1}} \backslash H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right) \ell}$, where $H_{\mathcal{S}, r}=$ $\{p \in P: \operatorname{dist}(p, \mathcal{S}) \geq r\} \in \mathcal{B}$. Since $\Omega$ is an $\varepsilon^{\prime}$-set-approximation for $(P, \mathcal{B})$, it holds
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that

$$
\begin{aligned}
&\left|\frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1}}\right|}{|R|}-\frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1}} \cap \Omega\right|}{|\Omega|}\right| \leq \varepsilon^{\prime} \\
& \left\lvert\, \frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell}}\right|}{|R|}-\frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell} \cap \Omega \mid}^{|\Omega|}\right|}{} \leq \varepsilon^{\prime}\right.
\end{aligned}
$$

Combining those two guarantees with triangle inequality ensure that

$$
\begin{aligned}
\left|\frac{\left|I_{\ell}\right|}{|R|}-\frac{\left|I_{\ell} \cap \Omega\right|}{|\Omega|}\right| & \leq\left|\frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1}}\right|}{|R|}-\frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1}} \cap \Omega\right|}{|\Omega|}\right|+\left|\frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell}}\right|}{|R|}-\frac{\left|H_{\mathcal{S},\left(1+\varepsilon^{\prime \prime}\right)^{\ell}} \cap \Omega\right|}{|\Omega|}\right| \\
& \leq 2 \varepsilon^{\prime} .
\end{aligned}
$$

Furthermore, by definition of $I_{\ell},\left|I_{\ell}\right| \cdot\left(1+\varepsilon^{\prime \prime}\right)^{\ell} \leq \operatorname{cost}\left(I_{\ell}, \mathcal{S}\right)<\left|I_{\ell}\right| \cdot\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1}$. Similarly, due to the weighting of points in $\Omega$, we have $\left(1+\varepsilon^{\prime \prime}\right)^{\ell} \frac{|R| \cdot\left|I_{\ell} \cap R\right|}{|\Omega|} \leq \operatorname{cost}\left(I_{\ell} \cap \Omega, \mathcal{S}\right)$ Combining those equations, we get

$$
\begin{aligned}
\operatorname{cost}\left(I_{\ell}, \mathcal{S}\right) & \leq\left|I_{\ell}\right| \cdot\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1} \\
& \leq\left|I_{\ell} \cap \Omega\right| \cdot\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1} \cdot \frac{|R|}{|\Omega|}+2 \varepsilon^{\prime} \cdot|R|\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1} \\
& \leq\left(1+\varepsilon^{\prime \prime}\right) \operatorname{cost}\left(I_{\ell} \cap \Omega, \mathcal{S}\right)+2 \varepsilon^{\prime} \cdot|R|\left(1+\varepsilon^{\prime \prime}\right)^{\ell+1} .
\end{aligned}
$$

To bound further the right hand side, we let $q \in I_{\ell}$, so that $\left(1+\varepsilon^{\prime \prime}\right)^{\ell} \leq \operatorname{cost}(q, \mathcal{S})$ :

$$
\begin{aligned}
|R|\left(1+\varepsilon^{\prime \prime}\right)^{\ell} & \leq \sum_{p \in R} \operatorname{cost}(q, \mathcal{S}) \leq \sum_{p \in R} 2^{z-1} \operatorname{cost}(p, q)+2^{z-1} \operatorname{cost}(p, \mathcal{S}) \\
& \leq 2^{z-1} \operatorname{cost}(R, \mathcal{S})+2^{z-1} \sum_{p \in R} 2^{z-1}(\operatorname{cost}(p, \mathcal{G})+\operatorname{cost}(q, \mathcal{G})) \\
& \leq 2^{z} \operatorname{cost}(R, \mathcal{S})+2^{3 z-1} \operatorname{cost}(R, \mathcal{G}),
\end{aligned}
$$

where the last line uses $\operatorname{cost}(q, \mathcal{G}) \leq 2^{z} \operatorname{cost}(p, \mathcal{G})$, since $p$ and $q$ are in the same ring.
Combined with the previous inequality, this yields $\operatorname{cost}\left(I_{\ell}, \mathcal{S}\right) \leq\left(1+\varepsilon^{\prime \prime}\right) \operatorname{cost}\left(I_{\ell} \cap \Omega, \mathcal{S}\right)+$ $2^{3 z} \varepsilon^{\prime} \cdot(\operatorname{cost}(R, \mathcal{S})+\operatorname{cost}(R, \mathcal{G}))$.
Similarly, we get

$$
\operatorname{cost}\left(I_{\ell} \cap \Omega, \mathcal{S}\right) \leq\left(1+\varepsilon^{\prime \prime}\right) \operatorname{cost}\left(I_{\ell}, \mathcal{S}\right)+2^{3 z} \varepsilon^{\prime}(\operatorname{cost}(R, \mathcal{S})+\operatorname{cost}(R, \mathcal{G}))
$$

Summing that over the $\log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon)$ interesting ranges and combining with Lemma 9.29 gives that:

$$
\begin{aligned}
& \left|\operatorname{cost}\left(I_{\ell}, \mathcal{S}\right)-\operatorname{cost}\left(I_{\ell} \cap \Omega, \mathcal{S}\right)\right| \\
\leq & \log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon) \cdot 2^{3 z} \varepsilon^{\prime} \cdot(\operatorname{cost}(R, \mathcal{S})+\operatorname{cost}(R, \mathcal{G}))+\varepsilon^{\prime \prime} \operatorname{cost}(R \cap \Omega, \mathcal{S})+\varepsilon^{\prime \prime} \operatorname{cost}(R, \mathcal{S})
\end{aligned}
$$
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Hence, we have:

$$
\begin{aligned}
\left|\operatorname{cost}\left(I_{\ell}, \mathcal{S}\right)-\operatorname{cost}\left(I_{\ell} \cap \Omega, \mathcal{S}\right)\right| \leq & \log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon) \cdot 2^{3 z} \varepsilon^{\prime} \cdot(\operatorname{cost}(R, \mathcal{S})+\operatorname{cost}(R, \mathcal{G})) \\
& +\varepsilon^{\prime \prime} \operatorname{cost}(R \cap \Omega, \mathcal{S})+\varepsilon^{\prime \prime} \operatorname{cost}(R, \mathcal{S}) \\
\leq & \log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon) \cdot 2^{3 z} \varepsilon^{\prime} \cdot(\operatorname{cost}(R, \mathcal{S})+\operatorname{cost}(R, \mathcal{G})) \\
& +2 \varepsilon^{\prime \prime} \operatorname{cost}(R, \mathcal{S})+\varepsilon^{\prime \prime}|\operatorname{cost}(R, \mathcal{S})-\operatorname{cost}(R \cap \Omega, \mathcal{S})| \\
\leq & \left(\log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon) \cdot 2^{3 z} \varepsilon^{\prime}+2 \varepsilon^{\prime \prime}\right) \cdot(\operatorname{cost}(R, \mathcal{S})+\operatorname{cost}(R, \mathcal{G})) \\
& +\varepsilon^{\prime \prime}|\operatorname{cost}(R, \mathcal{S})-\operatorname{cost}(R \cap \Omega, \mathcal{S})|,
\end{aligned}
$$

which is equivalent to

$$
|\operatorname{cost}(R, \mathcal{S})-\operatorname{cost}(R \cap \Omega, \mathcal{S})| \leq \frac{\log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon) \cdot 2^{3 z} \varepsilon^{\prime}+2 \varepsilon^{\prime \prime}}{\left(1-\varepsilon^{\prime \prime}\right)}(\operatorname{cost}(R, \mathcal{S})+\operatorname{cost}(R, \mathcal{G})
$$

Chosing $\varepsilon^{\prime \prime}$ such that $\frac{2 \varepsilon^{\prime \prime}}{1-\varepsilon^{\prime \prime}} \leq \frac{\varepsilon}{2}$ (e.g. $\varepsilon^{\prime \prime}=\varepsilon / 10$ ) and $\varepsilon^{\prime}$ such that $\frac{\log _{1+\varepsilon^{\prime \prime}}(4 z / \varepsilon) \cdot 2^{3 z} \varepsilon^{\prime}}{1-\varepsilon^{\prime \prime}} \leq \frac{\varepsilon}{2}$ (e.g. $\left.\varepsilon^{\prime}=20 \frac{2^{3 z} \varepsilon^{2}}{\log (4 z / \varepsilon)}\right)$ concludes the lemma.

Combining the results for tiny, interesting and huge ranges concludes the proof of Lemma 9.24 and shows that $\Omega_{i, j}$ is an $\varepsilon$-coreset of $R_{i, j}$. Combined with Lemma 9.22, this concludes the coreset guarantee of Theorem 9.19. The size of the coreset for a given ring is $O\left(2^{O(z \log z)} D \varepsilon^{-4} \log (D / \varepsilon)\right)$ from Theorem 9.21, and there are $O\left(2^{O(z \log z)} k \varepsilon^{-1}\right.$ polylog(1/E)) many rings. Hence, the total size of the coreset constructed is $O\left(2^{O(z \log z)} \cdot k D \varepsilon^{-k} \log (D)\right.$ polylog(1/E)) It only remains to bound the time complexity of the algorithm.

### 9.4.5 Complexity Analysis

Two steps dominate the running time of the algorithm: the greedy seeding, and the computation of the $\varepsilon^{\prime}$-set-approximation. For the latter, a direct combination of Theorem 9.21 shows that all the $\varepsilon^{\prime}$-set-approximation can be computed in time $k(D / \varepsilon)^{-O(d)} \cdot|X|$.

Hence, it only remains to bound the running time of the greedy seeding.
In the discrete metric case, this is straightforward: each iteration costs $O(|X| \cdot|P| \cdot k)$, and there are $\tilde{O}(k / \varepsilon)$ many of them (see Lemma 9.23).
The Euclidean case requires more work, as it is not possible to enumerate over all candidate center. However, as shown in Section 9.6, this can be performed in time $n^{\varepsilon^{-O(z)}}$. We defer the proof to that section.

### 9.5. Witness Sets

### 9.5 Witness Sets

The goal of that section is to prove the existence of small witness sets, namely Theorem 9.17.

For that, we rely on the existence of small coreset for $(1, z)$-clustering, that we showed in Corollary 7.20: we restate the result here for convenience.

- Lemma 9.26. [See Corollary 7.20] Let $A$ be a set of $n$ points in $\mathbb{R}^{d}$. There exists a set $\Omega_{A}$ of size $\tilde{O}\left(\varepsilon^{-2} 2^{O(z)}\right)$ and weights $w: \Omega_{A} \rightarrow \mathbb{R}_{+}$such that, for every possible center $c$,

$$
\left|\sum_{i=1}^{n}\left\|A_{i}-c\right\|^{z}-\sum_{i \in \Omega} w(i)\|A-c\|^{z}\right| \leq \varepsilon \sum_{i=1}^{n}\left\|A_{i}-c\right\|^{z}
$$

We use those coresets as follow. Let $a \in A$ be a center inducing a $2^{z}$-approximation for $(1, z)$-clustering on $A$, and let $\Delta_{a}$ be the average cost for that solution (note that $\Delta=\frac{\sum_{i=1}^{n}\|A-c\|^{z}}{n} \leq 2^{z} \Delta_{a}$ ). We use Lemma 9.26 to show that their exists a coreset $\Omega_{A}$ where all points are at distance at most $\frac{z}{\varepsilon} \cdot\left(\Delta_{a}\right)^{1 / z}$ of $a$. This is enough to conclude the existence of $\left(\frac{2 z}{\varepsilon}, \varepsilon^{-O(1)} \cdot 2^{O(z)}, \varepsilon\right)$-uniform witness set: the optimal center for $\Omega_{A}$ must lie in the convex hull of $\Omega_{A}$, and the diameter of $\Omega_{A}$ is at most $\frac{2 z}{\varepsilon} \Delta$.

Lemma 9.27. Let $A$ be a set of $n$ points in $\mathbb{R}^{d}$, and $a \in A$ be a center inducing a $2^{z}$-approximation for $(1, z)$-clustering on $A$.
There exist a set $\Omega_{A}$ of size $O\left(\varepsilon^{-2 z}\right)$ and weights $w: \Omega_{A} \rightarrow \mathbb{R}_{+}$such that: every point of $\Omega_{A}$ is at distance at most $\frac{2 z}{\varepsilon} \Delta_{a}^{1 / z}$ of $a$, and for every possible center $c$,

$$
\left|\sum_{i=1}^{n}\left\|A_{i}-c\right\|^{z}-\sum_{i \in \Omega_{A}} w(i)\|A-c\|^{z}\right| \leq \varepsilon \sum_{i=1}^{n}\left\|A_{i}-c\right\|^{z}
$$

Proof. Let $O_{A}$ be the set of points at distance more than $\left(\frac{z}{\varepsilon}\right)^{2} \Delta_{a}^{1 / z}$ of $a$. Let $p$ be any point at distance $\left(\frac{z}{\varepsilon}\right)^{2} \Delta_{a}^{1 / z}$ of $a^{7}$. We start by showing that, for all center $c$,

$$
\begin{equation*}
\left|\operatorname{cost}(A, c)-\left(\operatorname{cost}\left(A \backslash O_{A}, c\right)+\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)\right)\right| \leq O(\varepsilon)(\operatorname{cost}(A, c)+\operatorname{cost}(A, a)) \tag{9.13}
\end{equation*}
$$

Proving this inequality would conclude the lemma. Indeed, since $2^{-z} \operatorname{cost}(A, a) \leq$ $\operatorname{cost}(A, c)$, the right hand side can be upper-bounded by $O\left(\varepsilon 2^{z}\right) \operatorname{cost}(A, c)$. Hence, adding the point $p$ with weight $w(p):=\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)}$ to an $\varepsilon$-coreset $\Omega_{A}^{1}$ (with weights $w$ ) of $A \backslash O_{A}$ provided by Lemma 9.26 gives a $O\left(\varepsilon 2^{z}\right)$-coreset for $A$. Rescaling $\varepsilon$ by $2^{z}$ concludes.

[^30]To show Equation 9.13, we fix a center $c$. We start by bounding $\left|O_{A}\right| \operatorname{cost}(a, c)$. For that, we show that the cost of clients in $O_{A}$ can be charged to clients of $A \backslash O_{A}$. First note that by averaging, $\left|O_{A}\right| \leq(\varepsilon / z)^{2 z}|A|$ - otherwise $\operatorname{cost}\left(O_{A}, a\right) \geq\left|O_{A}\right|\left(\frac{z}{\varepsilon}\right)^{2 z} \Delta_{a}>$ $|A| \Delta_{a}=\operatorname{cost}(A, a)$. Hence, one can partition $A \backslash O_{A}$ into parts of size at least $s=\left(|A|-\left|O_{A}\right|\right) /\left|O_{A}\right|$, and assign every part to a point in $O_{A}$ in a one-to-one correspondence.

For such a point $p \in O_{A}$ consider the $s$ points $p_{1}, \ldots, p_{s}$ of the part assigned to it. We show how to charge $\operatorname{cost}(a, c)$ to the cost of those points. By the modified triangle inequality, for all $i \operatorname{cost}(a, c) \leq(1+\varepsilon) \operatorname{cost}\left(a, p_{i}\right)+(1+z / \varepsilon)^{z-1} \operatorname{cost}\left(p_{i}, c\right)$. Taking an average over all $i$ gives that $\operatorname{cost}(a, c)$ is at most $\frac{1}{s} \sum_{j=1}^{s} \varepsilon \operatorname{cost}\left(p_{j}, a\right)+$ $(1+z / \varepsilon)^{z-1} \operatorname{cost}\left(p_{j}, c\right)$. Since $1 / s \leq 2\left|O_{A}\right| /|A|=2(\varepsilon / z)^{2 z}$, we conclude that (using $\left.2\left(\frac{\varepsilon}{z}\right)(1+\varepsilon) \leq 1\right)$

$$
\begin{align*}
\left|O_{A}\right| \operatorname{cost}(a, c) & \leq 2\left(\frac{\varepsilon}{z}\right)^{z+1}(1+\varepsilon) \sum_{p \in A \backslash O_{A}} \operatorname{cost}(p, a)+\operatorname{cost}(p, c) \\
& \leq\left(\frac{\varepsilon}{z}\right)^{z}(\operatorname{cost}(A, a)+\operatorname{cost}(A, c)) \tag{9.14}
\end{align*}
$$

We now show how to use this inequality to show Equation 9.13, and start by showing $\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c) \leq(1+O(\varepsilon)) \operatorname{cost}\left(O_{A}, c\right)+O(\varepsilon) \operatorname{cost}(A, c)$.
We proceed as follows: we decompose the left-hand-side using Lemma 1.2. Let $p$ be the point chosen to represent $O_{A}$ :

$$
\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c) \leq(1+\varepsilon) \operatorname{cost}\left(O_{A}, a\right)+(1+z / \varepsilon)^{z-1}\left(\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)}\right) \operatorname{cost}(a, c)
$$

We bound separately the two terms. First,

$$
\begin{aligned}
\operatorname{cost}\left(O_{A}, a\right) & \leq(1+\varepsilon) \operatorname{cost}\left(O_{A}, c\right)+(1+z / \varepsilon)^{z-1}\left|O_{A}\right| \operatorname{cost}(a, c) \\
& \leq(1+\varepsilon) \operatorname{cost}\left(O_{A}, c\right)+(1+z / \varepsilon)^{z-1}\left(\frac{\varepsilon}{z}\right)^{z}(\operatorname{cost}(A, a)+\operatorname{cost}(A, c)) \\
& \leq(1+\varepsilon) \operatorname{cost}\left(O_{A}, c\right)+\varepsilon(\operatorname{cost}(A, a)+\operatorname{cost}(A, c) \\
& \leq \operatorname{cost}\left(O_{A}, c\right)+O(\varepsilon)(\operatorname{cost}(A, a)+\operatorname{cost}(A, c) .
\end{aligned}
$$

Similarly, using $\operatorname{cost}(p, a)=\left(\frac{z}{\varepsilon}\right)^{2 z} \frac{\operatorname{cost}(A, a)}{|A|} \geq\left(\frac{z}{\varepsilon}\right)^{2 z} \frac{\operatorname{cost}\left(O_{A}, a\right)}{|A|}$ :

$$
\begin{align*}
\left(1+\frac{z}{\varepsilon}\right)^{z-1}\left(\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)}\right) \operatorname{cost}(a, c) & \leq\left(1+\frac{z}{\varepsilon}\right)^{z-1} \cdot\left(\frac{\varepsilon}{z}\right)^{2 z}|A| \operatorname{cost}(a, c) \\
& \leq\left(\frac{\varepsilon}{z}\right)^{z}\left((1+\varepsilon) \operatorname{cost}(A, c)+\left(1+\frac{z}{\varepsilon}\right)^{z-1} \operatorname{cost}(A, a)\right) \\
& =O(\varepsilon)(\operatorname{cost}(A, c)+\operatorname{cost}(A, a)) \tag{*}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c) \leq \operatorname{cost}\left(O_{A}, c\right)+O(\varepsilon)(\operatorname{cost}(A, c)+\operatorname{cost}(A, a)) \tag{1}
\end{equation*}
$$

### 9.6. Computing Approximate Solutions

We now turn to the other direction, namely

$$
\operatorname{cost}\left(O_{A}, c\right) \leq(1+\varepsilon) \frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)+O(\varepsilon)(\operatorname{cost}(A, c)+\operatorname{cost}(A, a))
$$

We write

$$
\operatorname{cost}\left(O_{A}, c\right) \leq(1+\varepsilon) \operatorname{cost}\left(O_{A}, a\right)+(1+z / \varepsilon)^{z-1}\left|O_{A}\right| \operatorname{cost}(a, c)
$$

and bound here as well the two terms separately. First we have, using (*)

$$
\begin{aligned}
\operatorname{cost}\left(O_{A}, a\right) & =\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, a) \\
& \leq(1+\varepsilon) \frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)+\left(\frac{z}{\varepsilon}\right)^{z-1} \frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(a, c) \\
& \leq(1+\varepsilon) \frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)+O(\varepsilon)(\operatorname{cost}(A, c)+\operatorname{cost}(A, a))
\end{aligned}
$$

The second term is bounded by Equation 9.14:

$$
(1+z / \varepsilon)^{z-1}\left|O_{A}\right| \operatorname{cost}(a, c) \leq \varepsilon(\operatorname{cost}(A, c)+\operatorname{cost}(A, a))
$$

Hence,

$$
\begin{equation*}
\operatorname{cost}\left(O_{A}, c\right) \leq(1+\varepsilon) \frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)+O(\varepsilon) \operatorname{cost}(A, c) \tag{2}
\end{equation*}
$$

Combining equations 1 and 2 yields:

$$
\left|\operatorname{cost}\left(O_{A}, c\right)-\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)\right| \leq O(\varepsilon)\left(\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)+\operatorname{cost}(A, c)\right)
$$

Using $\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c) \leq \operatorname{cost}\left(O_{A}, c\right)+\left|\operatorname{cost}\left(O_{A}, c\right)-\frac{\operatorname{cost}\left(O_{A}, a\right)}{\operatorname{cost}(p, a)} \operatorname{cost}(p, c)\right|$ finally concludes the proof of Equation 9.13, and hence the lemma.

### 9.6 Computing Approximate Solutions

In this section, we show how to compute a $(1+\varepsilon, O(1 / \varepsilon))$-approximation for $(k, z)$ Clustering in time $n^{\varepsilon^{-O(z)}}$. The algorithm is the following.

- Start computing an $\alpha$-approximation $S_{0}$ to $(k, z)$-clustering on $A$.
- As long as there exists a center $c$ such that $\operatorname{cost}\left(S_{i} \cup\{c\}\right) \leq\left(1-\frac{\varepsilon}{\alpha k}\right) \operatorname{cost}\left(S_{i}\right)$, do $S_{i+1} \leftarrow S_{i} \cup\{c\}$ and $i \leftarrow i+1$.
- Stop this procedure when there is no such center $c$, or $\operatorname{cost}\left(S_{i}\right) \leq \frac{\varepsilon}{\alpha} \operatorname{cost}\left(S_{0}\right)$, and let $S$ be the final solution.
- Lemma 9.28. $S$ is a $(1+\varepsilon, \alpha \log (1 / \varepsilon) / \varepsilon+1)$-bicriteria approximation for ( $k, z$ )-clustering on $A$.

Proof. Each center added decreases the cost by a factor $(1-\varepsilon / \alpha k)$, and the initial solution $S_{0}$ has cost $\operatorname{cost}\left(S_{0}\right)$ : since the algorithm stops if the cost drops below $\varepsilon \operatorname{cost}\left(S_{0}\right) / \alpha$, the total number of centers added is at most $\alpha k \log (1 / \varepsilon) / \varepsilon$. The total number of centers is therefore at most $\alpha k \log (1 / \varepsilon) / \varepsilon+k$.
In the case where the procedure stops because $\operatorname{cost}(S) \leq \frac{\varepsilon}{\alpha} \operatorname{cost}\left(S_{0}\right)$, then $S$ has cost at most $\varepsilon$ times the optimal cost, since $S_{0}$ is an $\alpha$-approximation. In that case, we are done.

In the other case, we note that $\operatorname{cost}\left(S_{0}\right) / \alpha \leq$ OPT: hence, the inequality ( $1-$ $\varepsilon / \alpha k) \operatorname{cost}(S) \leq \operatorname{cost}(S \cup\{c\})$ holds for any candidate center $c$ and implies $\operatorname{cost}(S) \leq$ $\operatorname{cost}(S \cup\{c\})+\varepsilon \mathrm{OPT} / k$. In particular, for any subset $X$ of input points, it must be that $\operatorname{cost}(X, S) \leq \operatorname{cost}(X, S \cup\{c\})+\varepsilon \mathrm{OPT} / k$, as $\operatorname{cost}(P \backslash X, S) \geq \operatorname{cost}(P \backslash X, \cup\{c\})$. Summing over the $k$ centers of the optimal solution OPT (with $X$ being their respective clusters) yields the inequality $\operatorname{cost}(S)-\operatorname{cost}(S \cup \mathrm{OPT}) \leq \varepsilon \mathrm{OPT}$, hence $\operatorname{cost}(S) \leq \operatorname{cost}(S \cup \mathrm{OPT})+\varepsilon \mathrm{OPT}$ and $S$ is a $(1+\varepsilon)$-approximation of OPT. This concludes the lemma.

It remains to show how to implement that greedy procedure fast. For that, we discretize the set of candidate centers, to be able to check all of them. For that, we enumerate all possible witness set $S$ and take an $\varepsilon^{O(z)} \cdot \operatorname{diam}(S)$-net of the convex hull of $S$. Let $\mathbb{C}$ be the union of those nets.
Since there exists a $\left(\frac{O(z)}{\varepsilon}, \varepsilon^{-O(z)}, \varepsilon\right)$ witness set (Theorem 9.17), there are $n^{\varepsilon^{-O(z)}}$ many different set $S$. For each of them, the size of the net is $\varepsilon^{O(z)|S|}=\varepsilon^{\varepsilon^{-O(z)}}$, since the convex hull of $S$ lies in a space of dimension $|S|$.

Now, the existence of a witness set for every optimal cluster of the optimal solution ensure that, for all cluster, there exists a point in $\mathbb{C}$ giving a $(1+\varepsilon)$-approximation in that cluster. Hence, there exists a $(1+\varepsilon)$-approximation in $\mathbb{C}^{k}$. Using this solution in place of the optimal one in the final equation of Lemma 9.28 ensures that the solution $S$ given by the greedy algorithm restricted to pick centers in $\mathbb{C}$ yields a $(1+\varepsilon)$-approximation.

Using Theorem 9.5 for computing the constant-factor approximation gives $\alpha=z^{O(z)}$ : the solution $S$ is thus a $\left(1+\varepsilon, z^{O(z)} \log (1 / \varepsilon) / \varepsilon\right)$-bicriteria approximation. The running time of this greedy bicriteria algorithm is $n^{\varepsilon^{-O(z)}} \cdot \varepsilon^{\varepsilon^{-O(z)}}=n^{\varepsilon^{-O(z)}}$.

### 9.7. Omitted Proofs

### 9.7 Omitted Proofs

- Lemma 9.29 (Equivalent of Lemma 6.12). It holds that

$$
\max \left(\sum_{p \in I_{\text {tiny }, \mathcal{S}}} \operatorname{cost}(p, \mathcal{S}), \sum_{p \in I_{\text {tiny }, \mathcal{S}} \cap \Omega} \frac{\left|R_{i, j}\right|}{\delta} \operatorname{cost}(p, \mathcal{S})\right) \leq \varepsilon \cdot \operatorname{cost}\left(R_{i, j}, \mathcal{G}\right) .
$$

Proof. By definition of $I_{\text {tiny }, \mathcal{S}}, \sum_{p \in I_{\text {tiny }, \mathcal{S}}} \operatorname{cost}(p, \mathcal{S}) \leq \sum_{p \in I_{\text {tiny }, \mathcal{S}}} \frac{\varepsilon}{2} \cdot \operatorname{cost}(p, \mathcal{G}) \leq \frac{\varepsilon}{2}$. $\operatorname{cost}\left(R_{i, j}, \mathcal{G}\right)$. Similarly, we have for the other term

$$
\begin{aligned}
\sum_{p \in I_{\text {tiny }, \mathcal{S} \cap \Omega}} \frac{\left|R_{i, j}\right|}{\delta} \cdot \operatorname{cost}(p, \mathcal{S}) & \leq \sum_{p \in I_{\text {tiny }, \mathcal{S} \cap \Omega}} \frac{\left|R_{i, j}\right|}{\delta} \frac{\varepsilon}{2} \cdot \operatorname{cost}(p, \mathcal{G}) \\
& \leq \varepsilon \cdot \frac{\left|R_{i, j}\right|}{\delta} \sum_{p \in C_{i} \cap \cap_{\text {tiny }, \mathcal{S}} \cap \Omega} \frac{2^{z} \operatorname{cost}\left(R_{i, j}, \mathcal{G}\right)}{\left|R_{i, j}\right|} \\
& \leq \varepsilon \cdot \frac{\left|I_{\text {tiny }, \mathcal{S}} \cap \Omega\right|}{\delta} \operatorname{cost}\left(R_{i, j}, \mathcal{G}\right) \leq \varepsilon \cdot \operatorname{cost}(G, \mathcal{G}) .
\end{aligned}
$$

where we used that since each point of $R_{i, j}$ have same cost up to a factor $2^{z}$, it holds that $\forall p \in R_{i, j}, \operatorname{cost}(p, \mathcal{G}) \leq 2^{z} \frac{\operatorname{cost}\left(R_{i, j}, \mathcal{G}\right)}{\left|R_{i, j}\right|}$. The last inequality uses that $\Omega$ contains $\delta$ points.

Lemma 9.30 (Equivalent of Lemma 6.28). It holds that, for any $R_{i, j}$ and for all solutions $S$ with at least one non-empty huge group $I_{i, j, \ell}$

$$
\left|\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)-\sum_{p \in \Omega \cap R_{i, j}} \frac{\left|R_{i, j}\right|}{\delta} \cdot \operatorname{cost}(p, \mathcal{S})\right| \leq 3 \varepsilon \cdot \operatorname{cost}\left(R_{i, j}, \mathcal{S}\right) .
$$

Proof. Fix a ring $R_{i, j}$ and let $I_{i, j, \ell}$ be a huge group. First, the weight of $R_{i, j}$ is preserved in $\Omega$ : since the set $\Omega$ has size $\delta$, it holds that

$$
\sum_{p \in \Omega \cap R_{i, j}} \frac{\left|R_{i, j}\right|}{\delta}=\left|R_{i, j}\right|
$$

Now, let $\mathcal{S}$ be a solution, and $p \in I_{i, j, \ell}$ with $I_{i, j, \ell}$ being huge. This implies, for any $q \in R_{i, j}: \operatorname{cost}(p, q) \leq\left(2 \cdot \varepsilon \cdot 2^{j+1}\right)^{z} \leq 4^{z} \cdot \varepsilon^{z} \cdot 2^{(\ell-\log (4 z / \varepsilon)) z} \leq(\varepsilon / z)^{z} \cdot \operatorname{cost}(p, \mathcal{S})$. By
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Lemma 1.2, we have therefore for any point $q \in R_{i, j}$

$$
\begin{aligned}
\operatorname{cost}(p, \mathcal{S}) & \leq(1+\varepsilon / z)^{z-1} \operatorname{cost}(q, \mathcal{S})+(1+z / \varepsilon)^{z-1} \operatorname{cost}(p, q) \\
& \leq(1+\varepsilon) \operatorname{cost}(q, \mathcal{S})+\varepsilon \cdot \operatorname{cost}(p, \mathcal{S}) \\
\Rightarrow \operatorname{cost}(q, \mathcal{S}) & \geq \frac{1-\varepsilon}{1+\varepsilon} \operatorname{cost}(p, S) \geq(1-2 \varepsilon) \operatorname{cost}(p, \mathcal{S})
\end{aligned}
$$

Moreover, by a similar calculation, we can also derive an upper bound of $\operatorname{cost}(q, \mathcal{S}) \leq$ $\operatorname{cost}(p, \mathcal{S}) \cdot(1+2 \varepsilon)$. Hence, combined with $\sum_{p \in \Omega \cap R_{i, j}} \frac{\left|R_{i, j}\right|}{\delta}=\left|R_{i, j}\right|$, this is sufficient to approximate $\operatorname{cost}\left(R_{i, j}, \mathcal{S}\right)$.
Therefore, the cost of $R_{i, j}$ is well approximated for any solution $\mathcal{S}$ such that there is a non-empty huge group $I_{i, j, \ell}$.

We finally complete the proof of Theorem 9.14.
Proof of Theorem 9.14 completed. Recall the settings: $S_{\Pi}$ is a $(D, R, \varepsilon)$-witness set of $\Pi_{C}^{\prime}$, with $D=O(z) / \varepsilon$ and $R=\varepsilon^{-O(1)}$. By our assumption $\operatorname{cost}\left(\Pi_{C}^{\prime}\right) \leq \operatorname{cost}\left(B_{C}^{\prime}\right)$, we know that the diameter of $S_{\Pi}$ is at most $D \cdot \sqrt[z]{\operatorname{cost}\left(B_{C}^{\prime}\right) /|C|} . f(s)$ is an arbitrary point in the convex hull of $S_{\Pi}$ in the projected space, and $f(c)$ is its closest point in the projection of the cover.
Our goal here is to show that $\sum_{j \in C}\left\|\Pi_{j}^{\prime}-f^{\prime}(s)\right\|^{z} \geq(1-O(\varepsilon)) \operatorname{cost}\left(B_{C}^{\prime}\right)$.
We first require an upper bound on $\|f(c)-f(s)\|$. By definition of the cover, this is at most

$$
\begin{equation*}
\|f(c)-f(s)\| \leq \varepsilon^{\prime} \cdot \sqrt[z]{\operatorname{cost}\left(B_{C}^{\prime}\right) /|C|}=\varepsilon^{\prime} \Delta_{C} \tag{9.15}
\end{equation*}
$$

Therefore, using triangle inequality, the distortion of embedding $f$ and Section 9.7:

$$
\begin{aligned}
\left\|\Pi_{j}-f(s)\right\| & \geq\left\|\Pi_{j}-f(c)\right\|-\|f(c)-f(s)\| \\
& \geq(1-\varepsilon / z)\left\|B_{j}-c\right\|-\varepsilon^{\prime} \sqrt[z]{\Delta_{C}}
\end{aligned}
$$

Writing again $f^{\prime}(x)$ for the 0 -extension of $x$, we have:

$$
\begin{aligned}
\left\|\Pi_{j}^{\prime}-f^{\prime}(s)\right\|^{z} & =\left(\left\|\Pi_{j}-f(s)\right\|^{2}+{B_{j}^{\prime}}^{2}\right)^{z / 2} \\
& \geq\left((1-\varepsilon / z) \cdot\left(\left\|B_{j}-c\right\|^{2}-\varepsilon^{\prime} \cdot \sqrt[z / 2]{\Delta_{C}}\right)+{B_{j}^{\prime 2}}^{2 / 2}\right. \\
& \geq(1-\varepsilon / z)^{z / 2} \cdot\left(\left(\left\|B_{j}-c^{*}\right\|^{2}+{B_{j}^{\prime}}^{2}\right)-\varepsilon^{\prime} \cdot \sqrt[z / 2]{\Delta_{C}}\right)^{z / 2} \\
& \geq(1-\varepsilon / z)^{z / 2}\left((1-\varepsilon) \cdot\left(\left\|B_{j}-c^{*}\right\|^{2}+B_{j}^{\prime 2}\right)^{z / 2}-\left(\frac{z+\varepsilon}{\varepsilon}\right)^{z / 2-1} \varepsilon^{\prime z / 2} \cdot \Delta_{C}\right)
\end{aligned}
$$

(choice of $\left.\varepsilon^{\prime}\right) \geq(1-2 \varepsilon) \cdot\left(\left\|B_{j}-c^{*}\right\|^{2}+B_{j}^{\prime 2}\right)^{z / 2}-\varepsilon \cdot \Delta_{C}$
Hence, summing over all points in cluster $C$, we get

$$
\sum_{j \in C}\left\|\Pi_{j}^{\prime}-f^{\prime}(s)\right\|^{z} \geq(1-O(\varepsilon)) \operatorname{cost}\left(B_{C}^{\prime}\right)
$$

## Chapter 10

## Sublinear Algorithms for Power Mean in Euclidean Spaces

### 10.1 Introduction

In this chapter, we leverage the coreset construction previously introduced in order to get sublinear algorithms to compute some precise statistics on a dataset. By sublinear, we mean that we design algorithms that do not need to read the entire dataset in order to produce an accurate solution.

Except for trivial problems, deterministic time sublinear algorithms do not exist. Our primary tool in designing sublinear algorithms is thus the following basic approach:

- Take a uniform sample of the input.
- Run an algorithm on the sample.

Hence, the performance of a sublinear algorithm is often measured in terms of its query complexity, i.e. the number of samples required such that we can extract a high quality solution in the second step above that generalizes to the entire input. Sublinear algorithms have close ties to questions in learning theory and estimation theory, where we are similarly interested in the tradeoff between quality and sample size.

We notice a great resemblance between he sublinear approach and the coreset construction presented in the previous chapter. In both cases, one attempts to sample a summary from the input data to then be able to solve the problem by only looking at the summary. The key difference, of course, is that the coreset sampling distribution is not uniform.

In this chapter, we show how to use the coreset construction of Section 9.4 in order to estimate the optimal solution of the $(1, z)$-clustering problem, that we dub $z$-power means, in high dimensional Euclidean spaces. Specifically, given an arbitrary set of
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points $P$, we wish to determine the number of uniform queries $\Omega$ such that we can extract a $z$-power mean $m$ with

$$
\operatorname{cost}(m):=\sum_{p \in P}\|p-m\|^{z} \leq(1+\varepsilon) \cdot \min _{\mu} \sum_{p \in P}\|p-\mu\|^{z},
$$

where $\|p\|$ denotes the Euclidean norm of a vector $p$.
The problem of estimating the $z$-power mean falls into the category of problems that seek to efficiently estimate the parameters of a distribution. This is one of the fundamental problem in data analysis: for example, given a distribution $\mathcal{D}$, how many samples do we need to estimate the mean? Even such a simple and basic question has surprisingly involved answers and are still subject to ongoing research ([125, 118]).

The $z$-power mean problem captures a number of important problems in computational geometry and multivariate statistics. For example, for $z=1$, this corresponds to the Fermat-Weber problem also known as the geometric median. For $z=2$, the problem is to determine the mean or centroid of the data set. Letting $z \rightarrow \infty$, we have the Minimum Enclosing Ball (MEB), where one needs to find the Euclidean sphere of smallest radius containing all input points.

For $z>2$, the problem is not as well studied, but it still has many applications. First, higher powers allow us to interpolate between $z=2$ and $z \rightarrow \infty$, which is interesting as the latter admits no sublinear algorithms ${ }^{1}$. Skewness (a measure of the asymmetry of the probability distribution of a real-valued random variable about its mean) and kurtosis (a measure of the "tailedness" of the probability distribution) are the centralized moments with respect to the three and the four norms and are frequently used in statistics. The $z$-power mean is a way of estimating these values for multivariate distributions.

Another application is when dealing with non-Euclidean distances, such as the Hamming metric, coreset constructions for powers of $z$ can be reduced to coreset constructions for powers $2 z$. So for example if we want the mean in Hamming space, we can reduce it to the $z=4$ case in squared Euclidean spaces [100].

These problems are convex and thus can be approximated in the near-linear time efficiently via convex optimization techniques. However, aside from the mean $(z=2)$, doing so in a sublinear setting is challenging and to the best of our knowledge, only the mean and the geometric median $(z=1)$ are currently known to admit nearly linear time algorithms.
Our main result is:

- Theorem 10.1. There exists an algorithm that, with query complexity $\left.O\left(\varepsilon^{-z-5} \cdot \operatorname{polylog}\left(\varepsilon^{-1}\right) \log ^{2} 1 / \delta\right)\right)$, computes a $(1+\varepsilon)$ approximate solution to the high dimensional $z$-power mean problem with probability at least $1-\delta$.

Our algorithm is based on coreset constructions. We showed in Chapter 7 the existence
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of coresets of size $\tilde{O}\left(\varepsilon^{-4} \cdot 2^{O(z)}\right)$ for $(1, z)$-clustering. Comparing with the bounds in Theorem 10.1, one may question whether the exponential dependency in $z$ is necessary for computing an approximation, as it is not for computing a coreset. Unfortunately, we show that the exponential dependency in the power is indeed necessary even in a single dimension:

- Theorem 10.2. For any $\varepsilon>0$ and $z$, any algorithm that computes with probability more than $4 / 5$ a $(1+\varepsilon)$-approximation for a one-dimensional $z$ power mean has query complexity $\Omega\left(\varepsilon^{-z+1}\right)$.

Hence, up to constants in the exponent, our sublinear algorithm is tight. Moreover, the algorithm is very simple to implement and performs well empirically.

### 10.1.1 Techniques

While stochastic gradient descent has been used for a variety of center-based problems ([47, 49]), it is difficult to apply it for higher powers. Indeed, Cohen et al. [49] remark in their paper that even for the mean ${ }^{2}(z=2)$ their analysis does not work as the objective function is neither Lipschitz, nor strictly convex.

Hence, one needs to use new tools. A natural starting point is to use techniques from coresets, as they allow us to preserve most of the relevant information, using a substantially smaller number of points. Unfortunately, coresets have a drawback: the sampling distributions used to construct coresets is non-uniform and therefore difficult to use in a sublinear setting. Thankfully, we showed in previous chapter how to design coresets from uniform sampling: given a sufficiently good initial solution $\mathfrak{a}$, one can partition the points into rings exponentially increasing radii such that the points cost the same, up to constant factors. Thereafter, taking a uniform sample of size $\tilde{O}\left(\varepsilon^{-4}\right)$ from each ring produces a coreset. Since there are at most $O(\log n)$ rings in the worst case, this yields a coreset of size $\tilde{O}\left(\varepsilon^{-4} \cdot \log n\right)$.

To realize these ideas in a sublinear setting, we are now faced with a number of challenges. First, rings that are particularly far from $\mathfrak{a}$ may contain very few points. This makes is difficult for a sublinear algorithm to access them. Second, partitioning the points into rings depends on the cost of $\mathfrak{a}$, and it is very simple to construct examples where estimating the cost of an optimal power center requires $\Omega(n)$ many queries. Finally, this very brief analysis loses a factor $\log n$, which we aim to avoid.

We improve and extend this framework as follows. We show that it is sufficient to only consider $O\left(\log \varepsilon^{-1}\right)$ many rings, which, in of itself, already removes the dependency on $\log n$. Moreover, we show that it is possible to simply ignore any ring containing too few points, i.e. any ring with less than $\varepsilon^{z+O(1)} \cdot n$ points may be discarded. The intuition is that, while rings with few point may contribute significantly to the cost, these points do not influence the position of the optimal center by much. Thus, using
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a number of carefully chosen pruning steps, we show how to reduce the problem of obtaining a sublinear algorithm, as well as obtaining coresets, to sampling from few selected rings containing many points.

### 10.1.2 Experimental Evaluation

While we can prove that the algorithm can compute a good solution in constant time for every constant $\varepsilon$ and $z$, even for moderately small $\varepsilon$ (e.g. $\varepsilon=1 / 2$ ) the sampling complexity becomes quite large for even small values of $z$, as indeed our lower bound shows is necessarily the case. Our experiments therefore aim at evaluating the performance of the sublinear algorithm on realistic, not necessarily worst case data sets.

As baseline algorithm, we implemented a simple version of a batched gradient descent. Since all considered objectives are convex, we can expect such an algorithm to find a good solution in a reasonable time. The sublinear algorithm runs Algorithm 9 before calling the batched gradient descent. Note that our point is not to find a good solution, but to compare a given algorithm ran on the full dataset or simply on the small set of points generated by Algorithm 9.

We selected two data sets from the UCI repository [66], both of which are under the Creative Commons license. The first data set is the 3D Road Network data set from [111]. It consists of elevation information with the attributes longitude, latitude and altitude. The total number of points is 434,874 . For this data set, we considered all powers from $z=3$ to 7 . The second data set is the USCensus data set, consisting of the records from a 1990 census. The total size of the data set was $2,458,285$ samples, each with 68 attributes. For this data set, we considered the powers $z=3,4,5$.

The results essentially confirmed that the sublinear algorithm succeeded in finding a good candidate solution in a fraction of the time as batch gradient descent for essentially all considered problems. We give more details in Section 10.7.

### 10.1.3 Related Work

Sublinear Approximation for Clustering: A number of sublinear algorithm are known for clustering problems. For $k$-Median, under the constraint that the input space has a small diameter, a constant factor approximation is known [60]. [26] proposed a different set of conditions under which a sublinear algorithm for $k$-median and $k$-means exists. Other approximations, with different constraint are also known: for instance, [137] give an algorithm achieving a $O(1)$-approximation in time poly $(k / \varepsilon)$ for discrete metrics, when each cluster has size $\Omega(n \varepsilon / k)$. For the 1-median problem, this assumption is always satisfied, and their algorithm gives a constant factor approximation in constant running time. The algorithm by [49] produces a $(1+\varepsilon)$-approximation in time $\min \left(n d \log ^{3}(n / \varepsilon), d / \varepsilon^{2}\right)$ for Euclidean spaces of dimension $d$. [63, 64] and [47]

### 10.1. Introduction

showed how to obtain sublinear algorithms for the minimum enclosing ball problem assuming that either the algorithm is allowed to drop a fraction of the points, or with an additive error. For the unconstrained version of the problem, no sublinear time algorithm is possible. For the $k$-means problem, [11] showed how to approximate the $k$-means ++ algorithm in sublinear time. To our knowledge, no algorithm is known for higher distance powers $z$.

### 10.1.4 Preliminaries

As always, for any set $P$ and candidate solution $c$, we define $\operatorname{cost}(P, c)=\sum_{p \in P}\|p-c\|^{z}$. If the set is clear from context, we simply write $\operatorname{cost}(c)$.

To show that our sampled set verifies nice properties, we will rely on the notion of VCdimension. We defined it already in Definition 9.18 , but we briefly recall the definition here. Note however that we will never need to manipulate VC dimension directly: we will only need Lemma 10.4, and a few classical bounds on the VC dimension of range spaces.

Definition 10.3. Let $X$ be a ground set, and $\mathcal{R} \subset \mathcal{P}(X)$. We say that $(X, \mathcal{R})$ is a range space.
The VC-dimension of a range space $(X, \mathcal{R})$ is the largest $d$ such that, for some $S \subseteq X$ with $|S|=d,|\{R \cap S \mid R \in \mathcal{R}\}|=2^{d}$.

In this chapter, we will need a notion slightly more precise than the $\varepsilon$-set-approximation defined in Chapter 9:

- Lemma 10.4 ([121]). Given a range space $(X, \mathcal{R})$ with VC-dimension $d$, constants $\varepsilon, \delta, \eta$, and a uniform sample $S \subset X$ of size at least $O\left(\frac{1}{\eta \cdot \varepsilon^{-2}}(d \log 1 / \eta+\right.$ $\log 1 / \delta)$ ), we have for all ranges $R \in \mathcal{R}$ with $|X \cap R| \geq \eta \cdot|X|$

$$
\left|\frac{|X \cap R|}{|X|}-\frac{|S \cap R|}{|S|}\right| \leq \varepsilon \cdot \frac{|X \cap R|}{|X|}
$$

and for all ranges $R \in \mathcal{R}$ with $|X \cap R| \leq \eta \cdot|X|$

$$
\left|\frac{|X \cap R|}{|X|}-\frac{|S \cap R|}{|S|}\right| \leq \varepsilon \cdot \eta
$$

with probability at least $1-\delta$.

This lemma gives stronger guarantees than $\varepsilon$-set-approximation, in particular for sets with $|X \cap R| \leq \eta|X|$ : an $\varepsilon$-set-approximation of size $\tilde{O}\left(d / \varepsilon^{2}\right)$ preserves their size up to an additive $\varepsilon$, compared to $\varepsilon \eta$ here. To get the same guarantee using Theorem 9.21, one would need a sample size $\left.\tilde{O}\left(d /(\varepsilon \eta)^{2}\right)\right)$, instead of $\tilde{O}\left(d /\left(\varepsilon^{2} \eta\right)\right)$ ) using Lemma 10.4. The only range spaces we will consider are induced by Euclidean rings centered around
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a few fixed point.
For instance, consider the range space induced by Euclidean rings centered around a single point. The VC dimension induced of this range space is 3 , which seems to be a well known fact, although we could not find a reference. For completeness, we add here a brief proof.

Let us consider the range space induced by Euclidean rings centered around a single point $p$. A range $R$ induced by ring of radius $\left(r_{1}, r_{2}\right)$ is the set of all points at distance between $r_{1}$ and $r_{2}$ from $p$, i.e. $R=\left\{q \in X \mid\|p-q\| \in\left[r_{1}, r_{2}\right]\right\}$. We show that for any set of three points, we cannot generate all possible dichotomies, i.e. for any point set $S$ of size 3 we have $|\{R \cap S \mid R \in \mathcal{R}\}|<8$. If two points have the same distance from $p$, then it is not possible to define a range that contains one point and not the other. If all points have different distance from $p$, it is not possible to define a range that contains the furthest point and the closest one, without the third point. Hence, the VC dimension of that range space is at most 3 .
Instead of using our common definition of coreset, we will relax it as follows.

> Definition 10.5. Let $P$ be a set of points in $\mathbb{R}^{d}$. We say that $\Omega$ is a weak $\varepsilon$-coreset if for some $\alpha \in[0,1]$ any point satisfying $\sum_{p \in \Omega} w_{p} \cdot\left\|p-c^{\prime}\right\|^{z} \leq$ $(1+\alpha \cdot \varepsilon) \operatorname{argmin} \sum_{p \in \Omega} w_{p} \cdot\|p-c\|^{z}$ also satisfies $\sum_{p \in P}\left\|p-c^{\prime}\right\|^{z} \leq(1+$ $\varepsilon) \underset{c \in \mathbb{R}^{d}}{\operatorname{argmin}} \sum_{p \in P}\|p-c\|^{z}$.

The difference between the two notions is that $\varepsilon$-coresets give a guarantee for all candidate centers, whereas the weak coreset guarantee only applies for solutions close to optimum. For our sublinear application, we will be satisfied with a weak coreset guarantee only: this is enough to extract a $(1+\varepsilon)$-approximation. To highlight the difference between the two notions, we call $\varepsilon$-coreset strong coresets.

### 10.2 Sublinear Algorithm and Analysis

We first describe an algorithm that succeeds with constant probability. This probability can be amplified (non-trivially) using independent repetition, as we will see in Section 10.5. In the following we will use parameters $n_{\text {ring }}$ and $\eta$ that depends on $\varepsilon$ which we will specify later, and $\delta$ such that the target success probability is $1-\delta$. $\alpha$ is the approximation ratio of $\mathfrak{a}$. We let $P$ be the set of input points.
Our goal is to show that the outcome $\Omega$ of Algorithm 9 satisfies a weak coreset guarantee. Specifically, we will show that $\Omega$ has the property that for all points $P^{\prime} \subseteq P$ that are not too far from $\mathfrak{a}$ (as defined in Lemma 10.7), the weight function defined in Algorithm 9 is such that $\Omega$ is a strong coreset for $P^{\prime}$. We then show that a strong coreset for $P^{\prime}$ is also weak coreset for $P$, i.e. we preserve the cost of all points in $P^{\prime}$,

### 10.2. Sublinear Algorithm and Analysis

```
Algorithm 9 Sublinear Algorithm for Power Means
    1. Sample a random point \(\mathfrak{a}\).
    2. Sample a set \(\Omega\) of \(T=O\left(\alpha \varepsilon^{-z-5} \cdot \operatorname{polylog}\left(\varepsilon^{-1} \delta^{-1}\right)\right)\) points uniformly at random.
    3. Compute the maximum distance \(\Delta\) such that there exist \(2 / 3 \cdot \varepsilon \cdot \eta \cdot|\Omega|\) points
    with distance at least \(\Delta\) from \(\mathfrak{a}\). Discard all points at distance greater than \(\Delta\).
    4. Define rings \(R_{i}\) such that \(R_{i} \cap \Omega\) contains all the points at distance \(\left(\Delta \cdot 2^{-i}, \Delta\right.\).
    \(\left.2^{-i+1}\right]\) from \(\mathfrak{a}\), with \(i=\left\{1, \ldots, n_{\text {ring }}\right\}\).
    5. If \(\left|R_{i} \cap \Omega\right|<\varepsilon \eta \cdot T\), remove all points in \(R_{i} \cap \Omega\) from \(\Omega\).
    6. Define \(\hat{R}_{i}=n \cdot \frac{\left|R_{i} \cap \Omega\right|}{|\Omega|}\). Weight the points in \(R_{i} \cap \Omega\) by \(\frac{\hat{R}_{i}}{\left|R_{i} \cap \Omega\right|}=\frac{n}{|\Omega|}\).
    7. Solve the problem on the (weighted) set \(\Omega\).
```

and we preserve the optimum for $P$.
Our key lemma is an equivalent to Lemma 9.24: in each ring that contain enough points, the sample $\Omega$ is indeed a coreset with some good probability. Removing the far points allows us to call that result on only few rings: in turn, the probability of success of all the calls is high. We start by showing that key lemma - we will see later that the assumptions on $|\Omega|$ are satisfied.

- Lemma 10.6. Let $\Omega$ be the output of Algorithm 9 such that $|\Omega| \geq \eta^{-1}$. $\varepsilon^{-5} \cdot \log \left(n_{\text {ring }} / \delta\right)$, and $R_{i}$ be a ring such that $\left|R_{i} \cap \Omega\right| \geq \varepsilon \eta|\Omega|$. Then, with probability $1-\delta / n_{\text {ring }}$, it holds that $\Omega \cap R_{i}$ is a strong coreset for $R_{i}$ : namely,

$$
\left|\sum_{p \in R_{i}}\|p-c\|^{z}-\frac{\left|R_{i}\right|}{\left|\Omega \cap R_{i}\right|} \sum_{p \in \Omega \cap R_{i}}\|p-c\|^{z}\right| \leq \varepsilon \cdot\left(\sum_{p \in R_{i}}\|p-c\|^{z}+\|p-\mathfrak{a}\|^{z}\right)
$$

Before proving the lemma, note that the weights $\frac{\left|R_{i}\right|}{\left|\Omega \cap R_{i}\right|}$ cannot be directly computed in sublinear time, as we do not know $\left|R_{i}\right|$. We will show later that the weights $\frac{\hat{R}_{i}}{\left|\Omega \cap R_{i}\right|}$ used instead in the algorithm are a good enough approximation to them, and that the points in $\Omega \cap R_{i}$ with weights $\frac{\hat{R}_{i}}{\left|\Omega \cap R_{i}\right|}$ still form a coreset.

Proof of Lemma 10.6. By assumption of the lemma, we have that $\left|R_{i} \cap \Omega\right|>\varepsilon^{-4} \log \left(n_{\text {ring }} / \delta\right)$.
As the algorithm only uses uniform sampling, projecting points or not does not change the output's distribution. Hence, we may assume that the points are in a $O\left(\varepsilon^{-2}\right)$ dimensional space, using results from Section 7.6. Let $\mathcal{B}$ be the set of balls in that space. That way, standard results (for instance Appendix B of [12]) ensures the set system $\left(R_{i}, \mathcal{B}\right)$ has VC-dimension at most $O\left(\varepsilon^{-2}\right)$.
Hence, by Lemma 10.4, $\Omega \cap R_{i}$ is an $\varepsilon$-set-approximation for $R_{i}$ with probability $1-\delta / n_{\text {ring }}$ : applying Lemma 9.24 directly concludes.
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Pruning Lemmas We give a brief explanation of the parameters: $\alpha$ is the approximation factor of the initial solution, $n_{\text {ring }}$ is such that points at distance closer than $2^{-n_{\text {ring }}} d_{\text {far }}$ can be merged to the center (see Lemma 10.9), and $\eta$ is such that rings with less than an $\varepsilon \eta$-fraction of the points can be discarded (see Lemma 10.8)

Before turning to the pruning lemmas, we explain briefly what is at stake. What Lemma 10.7 essentially says is that points with $\|p-\mathfrak{a}\|^{z}>d_{\mathrm{far}} \cdot 4^{z} \cdot \frac{2 \alpha \cdot \text { OPT }}{n}$ do not really influence the position of the optimal center. Unfortunately, we are not given a knowledge of OPT a priori: It is therefore not possible to merely discard those points. This is why step 3 of Algorithm 9 computes a value $\Delta$ that seeks to estimate $d_{\mathrm{far}} \cdot 4^{z} \cdot \frac{2 \alpha \cdot \mathrm{OPT}}{n}$.
The number of points at distance more than $d_{\text {far }} \cdot 4^{z} \cdot \frac{2 \alpha \cdot \mathrm{OPT}}{n}$ from $\mathfrak{a}$ is at most $n / d_{\text {far }}$. Combining this observation with Lemma 10.4 ensures step 3 indeed discards all those points. It may however discard slightly more: we show nonetheless in Lemma 10.8 that we can safely discard a fraction of the input, without changing neither the position of the optimal center. This fact is also helpful to deal with rings that do not contain enough points to be well enough represented by the uniform sample.

Finally, to reduce still the number of rings, we show in 10.9 that all points that are very close to $\mathfrak{a}$ can also be discarded. We will combine those results to prove Theorem 10.1.

- Lemma 10.7. Suppose we are given an $\alpha$-approximate center $\mathfrak{a}$. Let $B(\mathfrak{a}, r)$ be the ball centered at $\mathfrak{a}$ with radius $r=4 \cdot\left(\frac{2 \alpha \cdot \mathrm{OPT}}{n}\right)^{1 / z}$. Then the following two statements hold.

1. Any $\alpha$-approximate center is in $B(\mathfrak{a}, r)$.
2. For any two points $c, c^{\prime} \in B(\mathfrak{a}, r)$ and for any point $p$ with $\|p-\mathfrak{a}\|^{z}>$ $d_{\mathrm{far}} \cdot r^{z}$ with $d_{\mathrm{far}}=\varepsilon^{-z} \cdot(12 z)^{z}$, we have $\|p-c\|^{z} \leq(1+\varepsilon) \cdot\left\|p-c^{\prime}\right\|^{z}$.

Proof. For the first claim we consider a point $c$ not in $B(\mathfrak{a}, r)$ and show that $c$ cannot be an $\alpha$-approximate center.
The average cost of the points when using $\mathfrak{a}$ as a center is $\alpha \cdot \frac{\text { OPT }}{n}$. Hence, by Markov's inequality, at least half of the points of $P$ lie in $B(\mathfrak{a}, r / 4)$. Furthermore, by choice of $c$ and the triangle inequality, we have $\|p-c\|>2 \cdot\|p-\mathfrak{a}\|$ for any point $p \in$ $B(\mathfrak{a}, r / 4)$. Hence, the cost of clustering all the points in $P \cap B(\mathfrak{a}, r / 4)$ to $c$ is at least $n / 2 \cdot(2 \cdot r)^{z} \geq \alpha \cdot$ OPT.

For the second claim, let $c, c^{\prime} \in B(\mathfrak{a}, r)$ and $p$ with $\|p-\mathfrak{a}\|^{z} \geq d_{\text {far }} \cdot r^{z}$. We first note that $\left\|p-c^{\prime}\right\| \geq\|p-\mathfrak{a}\|-\left\|\mathfrak{a}-c^{\prime}\right\| \geq d_{\mathrm{far}}^{1 / z} \cdot r-2 r=\left(d_{\mathrm{far}}^{1 / z}-2\right) r$, which yields the inequality

$$
\begin{equation*}
r \leq\left\|p-c^{\prime}\right\| \cdot \frac{1}{d_{\mathrm{far}}^{1 / z}-2} \tag{10.1}
\end{equation*}
$$
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We then have

$$
\begin{aligned}
& \|p-c\|^{z} \\
(\text { Lem. 1.2) } & \leq(1+\varepsilon / 2 z)^{z-1}\left\|p-c^{\prime}\right\|^{z}+\left(\frac{\varepsilon+2 z}{\varepsilon}\right)^{z-1} \cdot\left\|c-c^{\prime}\right\|^{z} \\
\leq & (1+\varepsilon / 2) \cdot\left\|p-c^{\prime}\right\|^{z}+\left(\frac{3 z}{\varepsilon}\right)^{z-1}(2 r)^{z} \\
(E q .10 .1) & \leq(1+\varepsilon / 2) \cdot\left\|p-c^{\prime}\right\|^{z}+\left(\frac{3 z}{\varepsilon}\right)^{z-1} 2^{z} \cdot\left\|p-c^{\prime}\right\|^{z}\left(\frac{1}{d_{\mathrm{far}}^{1 / z}-2}\right)^{z} \\
& \leq(1+\varepsilon / 2) \cdot\left\|p-c^{\prime}\right\|^{z}+\left(\frac{3 z}{\varepsilon}\right)^{z-1} 4^{z} \cdot\left\|p-c^{\prime}\right\|^{z} \cdot d_{\mathrm{far}}^{-1} \\
\left(\text { Choice of } d_{\mathrm{far}}\right) & \leq(1+\varepsilon / 2) \cdot\left\|p-c^{\prime}\right\|^{z}+\varepsilon / 2 \cdot\left\|p-c^{\prime}\right\|^{z} \\
& \leq(1+\varepsilon) \cdot\left\|p-c^{\prime}\right\|^{z}
\end{aligned}
$$

To allow the removal of a small fraction of points, we have the following lemma.

- Lemma 10.8. Suppose that $\mathfrak{a}$ that is an $\alpha$-approximate solution. Let $p \in P$ with $\|p-\mathfrak{a}\| \leq 4\left(d_{\text {far }} \cdot \frac{\alpha \cdot \text { OPT }}{n}\right)^{1 / z}$, where $d_{\text {far }}$ is given by Lemma 10.7. Then, for any candidate solution $c$

$$
\|p-c\|^{z} \leq 8^{z+1} \cdot d_{\mathrm{far}} \cdot \alpha \cdot \frac{\sum_{p \in P}\|p-c\|^{z}}{n} \cdot \triangleleft
$$

Proof. We first require a bound on $\|\mathfrak{a}-c\|^{z}$. Using Lemma 1.2, we have

$$
\begin{align*}
& n \cdot\|\mathfrak{a}-c\|^{z} \leq 2^{z} \sum_{p \in P}\|p-\mathfrak{a}\|^{z}+\|p-c\|^{z} \leq \alpha \cdot 2^{z+1} \cdot \sum_{p \in P}\|p-c\|^{z} \\
& \Rightarrow\|\mathfrak{a}-c\|^{z} \leq \alpha \cdot 2^{z+1} \cdot \frac{\sum_{p \in P}\|p-c\|^{z}}{n} \tag{10.2}
\end{align*}
$$

Therefore with another application of Lemma 1.2

$$
\begin{aligned}
\|p-c\|^{z} & \leq 2^{z} \cdot\left(\|p-\mathfrak{a}\|^{z}+\|\mathfrak{a}-c\|^{z}\right) \\
(E q \cdot 10.2) & \leq 2^{z} \cdot\left(4^{z} d_{\mathrm{far}} \cdot \frac{\alpha \cdot \mathrm{OPT}}{n}+\alpha \cdot 2^{z+1} \cdot \frac{\sum_{p \in P}\|p-c\|^{z}}{n}\right) \\
& \leq \alpha \cdot d_{\mathrm{far}} \cdot 8^{z+1} \cdot \frac{\sum_{p \in P}\|p-c\|^{z}}{n} .
\end{aligned}
$$

Finally, the following lemma deals with the points that are very close to $\mathfrak{a}$.

- Lemma 10.9. Suppose that $\mathfrak{a}$ is an $\alpha$-approximate solution. Let $P_{\text {near }} \subset P$ be a set of points with cost at most $(\varepsilon /(\alpha 5 z))^{z} \cdot \frac{\mathrm{OPT}}{n}$. Let $\hat{P}$ such that $\hat{P} \in$ $(1 \pm \varepsilon)\left|P_{\text {near }}\right|$. Then for any candidate solution $c$ we have

$$
\left|\hat{P} \cdot\|\mathfrak{a}-c\|^{z}-\sum_{p \in P_{\text {near }}}\|p-c\|^{z}\right| \leq \varepsilon / \alpha \cdot\left(\sum_{p \in P_{\text {near }}}\|p-c\|^{z}+\mathrm{OPT}\right) \cdot 屯
$$

Proof. We first prove the result for $\hat{P}=\left|P_{\text {near }}\right|$, the claim for an estimation of $\left|P_{\text {near }}\right|$ is a simple corollary. We have, using Lemma 1.2:

$$
\begin{aligned}
\left|\sum_{p \in P_{\text {near }}}\left(\|p-c\|^{z}-\|\mathfrak{a}-c\|^{z}\right)\right| & \leq \sum_{p \in P_{\text {near }}}\left|\|p-c\|^{z}-\|\mathfrak{a}-c\|^{z}\right| \\
& \leq \sum_{p \in P_{\text {near }}}\left(\frac{\varepsilon}{2 \alpha} \cdot\|p-c\|^{z}+\left(\frac{\alpha 5 z}{\varepsilon}\right)^{z-1}\|p-\mathfrak{a}\|^{z}\right) \\
& \leq \sum_{p \in P_{\text {near }}}\left(\frac{\varepsilon}{2 \alpha} \cdot\|p-c\|^{z}+\left(\frac{\alpha 5 z}{\varepsilon}\right)^{z-1}\left(\frac{\varepsilon}{\alpha 5 z}\right)^{z} \frac{\mathrm{OPT}}{n}\right) \\
& \leq \varepsilon / \alpha \cdot\left(\sum_{p \in P_{\text {near }}}\|p-c\|^{z}+\mathrm{OPT}\right)
\end{aligned}
$$

For an approximation to $\left|P_{\text {near }}\right|$ we now merely add an additional additive error $\varepsilon$. $\sum_{p \in P_{\text {near }}}\|p-c\|^{z} \leq \varepsilon(\varepsilon /(5 \alpha z))^{z}$ OPT to the difference of the two terms.

Finally, the next lemma is key to implement those idea in sublinear time: it shows that the sample $\Omega$ can be used to estimate the number of points in any ring.

- Lemma 10.10. Let $\mathfrak{a}$ be a point that is an $\alpha$-approximation and let $\Omega$ be a uniform sample consisting of $O\left(\alpha \cdot \eta^{-1} \cdot \varepsilon^{-5} \operatorname{polylog}\left(\varepsilon^{-1} \cdot \delta^{-1}\right)\right)$ points. Then with probability at least $1-\delta$ for all rings $R_{i}$,

$$
\begin{aligned}
\left|R_{i} \cap P\right|-\varepsilon \cdot \max \left(n \cdot \eta,\left|R_{i} \cap P\right|\right) \leq & \frac{\left|R_{i} \cap \Omega\right|}{|\Omega|} \cdot n \\
& \leq\left|R_{i} \cap P\right|+\varepsilon \cdot \max \left(n \cdot \eta,\left|R_{i} \cap P\right|\right) .
\end{aligned}
$$

Furthermore, let $\Delta$ as in the algorithm, i.e., such that $\frac{2}{3} \cdot \varepsilon \cdot \eta \cdot|\Omega| \leq \mid \Omega \backslash$ $(B(\mathfrak{a}, \Delta) \cap \Omega) \mid$. Then $\Delta<\left(3(\varepsilon \eta)^{-1} \cdot \frac{\alpha \cdot \mathrm{OPT}}{n}\right)^{1 / z}$, and there are at most $\frac{5}{3} \cdot \varepsilon \eta n$ points in $P$ at distance more than $\Delta$ from $\mathfrak{a}$.

Proof. We consider the range space induced by rings centered around $\mathfrak{a}$. This range space has VC dimension at most 3, as explained previously. Hence for our choice of $|\Omega|$, Lemma 10.4 ensures that we have approximated the cardinality of all rings up to

### 10.3. Proof of Theorem 10.1

the additive error $\varepsilon \cdot \max \left(\eta \cdot n,\left|R_{i} \cap P\right|\right)$ with probability at least $1-\delta$, which proves the first and last claims.

For the second claim, let $\Delta$ as in the algorithm. By Lemma 10.4, we have $\mid \Omega \backslash$ $\left.(B(\mathfrak{a}, \Delta) \cap \Omega)\left|\cdot \frac{n}{|\Omega|} \leq(1+\varepsilon)\right| P \backslash(B(\mathfrak{a}, \Delta) \cap P) \right\rvert\,$. Hence, we have

$$
|P \backslash(B(\mathfrak{a}, \Delta) \cap P)| \geq \frac{2}{3} \cdot \varepsilon \cdot \eta \cdot|\Omega| \cdot \frac{n}{|\Omega|(1+\varepsilon)} \geq \frac{\varepsilon \cdot \eta \cdot n}{3}
$$

Using Markov's inequality, we now know that the number of points with cost $3(\varepsilon \eta)^{-1}$. $\frac{\alpha \cdot \mathrm{OPT}}{n}$ is at most $\frac{\varepsilon \cdot \eta \cdot n}{3}$. This implies $\Delta \leq\left(3(\varepsilon \eta)^{-1} \cdot \frac{\alpha \cdot \mathrm{OPT}}{n}\right)^{1 / z}$.

### 10.3 Proof of Theorem 10.1

We first conclude the proof of Theorem 10.1 , with only a success probability of $9 / 10$. This somewhat low probability is due to the computation of a constant-factor approximation, and we will show in Section 10.5 how to boost this probability.

Proof. We start by specifying our parameters: the approximation is set to be $\alpha=20^{z}$. To prune the far points, we set $d_{\text {far }}=(12 z / \varepsilon)^{z}$, as in Lemma 10.7. Finally, we pick $n_{\text {ring }}$ and $\eta$ such that $\eta=\frac{1}{8^{z+1} \alpha \cdot n_{\text {ring }} \cdot d_{\text {far }}}$ and $6 \cdot 2^{-z n_{\text {ring }}+z} \leq \varepsilon$. This is possible for $n_{\text {ring }}=O_{z}(\log (1 / \varepsilon))$ and $\eta \in O_{z}\left(\varepsilon^{z} / \log (1 / \varepsilon)\right)$. With those choices, assumptions of Lemma 10.6 are satisfied: eta ${ }^{-1} \cdot \varepsilon^{-5} \cdot \log \left(n_{\text {ring }} / \delta\right)=O\left(\alpha \varepsilon^{-z-5} \cdot \operatorname{polylog}\left(\varepsilon^{-1} \delta^{-1}\right)\right)$.

Let $c_{\text {OPT }}$ be the optimal $(1, z)$-center. We start by showing that the initial sampled point $\mathfrak{a}$ is an $\alpha$-approximation with constant probability. Indeed, there are at most $n / 10$ points with cost more than $10 \frac{\mathrm{OPT}}{n}$ : hence, it holds with probability at least $9 / 10$ that $\left\|\mathfrak{a}-c_{\mathrm{OPT}}\right\|^{z} \leq 10 \cdot \frac{O P T}{n}$. In that case,

$$
\begin{aligned}
\sum_{p \in P}\|p-\mathfrak{a}\|^{z} & \leq \sum_{p \in P} 2^{z}\left(\left\|p-c_{\mathrm{OPT}}\right\|^{z}+\left\|c_{\mathrm{OPT}}-\mathfrak{a}\right\|^{z}\right) \\
& \leq 2^{z} \cdot O P T+2^{z} \cdot 10 \mathrm{OPT} \leq 20^{z} \mathrm{OPT},
\end{aligned}
$$

which shows that $\mathfrak{a}$ is an $\alpha$-approximation.
Let $\Omega$ be the set of points sampled and pruned by the algorithm. We wish to show that any $(1+\varepsilon)$-approximation for $\Omega$ is also one for $P$. First, note that Lemma 10.7 shows that it is enough to compute an approximate solution for the set $P^{\prime}$ consisting of points that are at distance less than $4\left(\frac{2 \alpha d_{\mathrm{far}} \mathrm{OPT}}{n}\right)^{1 / z}$ for $\mathfrak{a}$.
Recall that the ring $R_{i}$ consists of points at distance $\left(2^{-i} \Delta, 2^{-i+1} \Delta\right]$ from $\mathfrak{a}$. Additionally, we group all remaining points in a single ring, and define $R_{n_{\text {ring }}}$ to be the set of points at distance less than $2^{-n_{\text {ring }}} \Delta$ from $\mathfrak{a}$, i.e., $R_{n_{\text {ring }}}:=\left\{p \in \Omega:\|p-\mathfrak{a}\| \leq 2^{-n_{\text {ring }}} \Delta\right\}$
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We denote as in the algorithm $\hat{R}_{i}$ either $\frac{n \cdot\left|R_{i} \cap \Omega\right|}{|\Omega|}$, if $\left|R_{i} \cap \Omega\right| \geq \varepsilon \cdot \eta \cdot|\Omega|$ (which is a a $(1 \pm \varepsilon)$-estimate of the size of $\left.\left|R_{i}\right|\right)$, or we set $\hat{R}_{i}=0$ if $\left|R_{i} \cap \Omega\right|<\varepsilon \cdot \eta \cdot|\Omega|$.

We show aim at showing that for any candidate solution $c^{\prime}$, we have

$$
\begin{array}{r}
\left|\sum_{p \in P^{\prime}}\left\|p-c^{\prime}\right\|^{z}-\left(\sum_{i \leq n_{\mathrm{ring}}-1} \frac{\hat{R}_{i}}{\left|R_{i} \cap \Omega\right|} \sum_{p \in R_{i} \cap \Omega}\left\|p-c^{\prime}\right\|^{z}+\frac{\widehat{R_{n_{\mathrm{ring}}}}}{\mid R_{n_{\mathrm{ring}} \cap \Omega \mid}}\left\|\mathfrak{a}-c^{\prime}\right\|^{z}\right)\right| \\
\leq \varepsilon \cdot \sum_{p \in P^{\prime}}\left\|p-c^{\prime}\right\|^{z} \tag{10.3}
\end{array}
$$

Hence, computing a $(1+\varepsilon)$-approximate solution on the set $\Omega$ will give $(1+\varepsilon)$ approximate solution for $P^{\prime}$, which is also one for $P$ following Lemma 10.7. We will formalize this after showing Eq. (10.3).

To prove Eq. (10.3), we proceed ring by ring.
Close points. First, for the points very close with $i=n_{\text {ring }}$. In the case where $\widehat{R_{n_{\text {ring }}}}=0$, the number of points in $P^{\prime} \cap R_{n_{\text {ring }}}$ is at most $2 \varepsilon \eta n$. Furthermore, the upper bound on $\Delta$ from Lemma 10.10 ensures that the cost of points in $R_{i}$ is at most $\left(2^{-n_{\text {ring }}+1} \Delta\right)^{z} \leq 2^{-z n_{\text {ring }}+z} \frac{3}{\varepsilon \eta} \frac{\mathrm{OPT}}{n}$. Using the choice of $n_{\text {ring }}$, we conclude that $\sum_{p \in P^{\prime} \cap R_{n_{\text {ring }}}}\left\|p-c^{\prime}\right\|^{z} \leq 6 \cdot 2^{-z n_{\text {ring }}+z} \mathrm{OPT} \leq \varepsilon \mathrm{OPT}$.

In the other case where $\widehat{R_{n_{\text {ring }}}} \neq 0$, we can use Lemma 10.9 to bound

$$
\begin{align*}
\left|\sum_{p \in P^{\prime} \cap R_{n_{\text {ring }}}}\left\|p-c^{\prime}\right\|^{z}-R_{n_{\mathrm{ring}}}\left\|\mathfrak{a}-c^{\prime}\right\|^{z}\right| & \leq \varepsilon / \alpha \cdot\left(\sum_{p \in P_{\text {near }}}\left\|p-c^{\prime}\right\|^{z}+\mathrm{OPT}\right) \\
& \leq \varepsilon \cdot \sum_{p \in P}\left\|p-c^{\prime}\right\|^{z} \tag{10.4}
\end{align*}
$$

Far points. Having dealt with the points close to $\mathfrak{a}$, we now deal with those far away. Since $P^{\prime}$ results in the pruning of $P$, there is no point in $P^{\prime}$ at distance more than $4\left(d_{\text {far }} \cdot \frac{\alpha \cdot O P T}{n}\right)^{1 / z}$ from $\mathfrak{a}$. On the other hand, in $\Omega$, the points further away than $\Delta$ from $\mathfrak{a}$ are pruned away. Lemma 10.10 ensures that $\Delta<\left(3(\varepsilon \eta)^{-1} \cdot \frac{\alpha \cdot \mathrm{OPT}}{n}\right)^{1 / z} \leq$ $4\left(d_{\mathrm{far}} \cdot \frac{\alpha \cdot O P T}{n}\right)^{1 / z}$. Hence, the contribution of points in $P \backslash P^{\prime}$ to Equation 10.3 is zero.
We now deal with points moderately far away, namely point at distance between $\Delta$ and $4\left(d_{\text {far }} \cdot \frac{\alpha \cdot \text { OPT }}{n}\right)^{1 / z}$ from $\mathfrak{a}$. Since they are pruned away, contribution is zero in $\Omega$. Furthermore, by choice of $\Delta$ and Lemma 10.10, we note there are at most $2 \varepsilon \cdot \eta \cdot n$ of those. Therefore, their contribution in $P^{\prime}$ is at most

$$
\begin{equation*}
2 \varepsilon \cdot \eta \cdot n \cdot 4^{z} d_{\mathrm{far}} \cdot \frac{\alpha \cdot O P T}{n} \leq 2 \varepsilon \mathrm{OPT} \tag{10.5}
\end{equation*}
$$

Middle points. Finally, we turn our attention to the rings $R_{i}$ with $i \in\left\{1, \ldots, n_{\text {ring }}-\right.$
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$1\}$. In the case where $\hat{R}_{i}=0$, we have, due to Lemma 10.8:

$$
\begin{aligned}
\sum_{p \in R_{i} \cap P}\|p-c\|^{z} & \leq\left|R_{i} \cap P\right| \cdot 8^{z+1} \cdot \alpha \cdot d_{\mathrm{far}} \cdot \frac{\left(\sum_{p \in P}\|p-c\|^{z}\right)}{n} \\
& \leq \varepsilon \eta \cdot 8^{z+1} \cdot \alpha \cdot d_{\mathrm{far}} \cdot \sum_{p \in P}\|p-c\|^{z} \\
& \leq \frac{\varepsilon}{n_{\text {ring }}} \cdot \sum_{p \in P}\|p-c\|^{z}
\end{aligned}
$$

Summing over all rings $R_{\text {cheap }}$ that have $\hat{R}_{i}=0$, we therefore obtain:

$$
\begin{equation*}
\left|\sum_{p \in R_{\text {cheap }} \cap P}\|p-c\|^{z}-\frac{\hat{R}_{i}}{\left|R_{i} \cap \Omega\right|} \sum_{p \in R_{i} \cap \Omega}\|p-c\|^{z}\right| \leq \varepsilon \sum_{p \in P}\|p-c\|^{z} \tag{10.6}
\end{equation*}
$$

Last, Lemma 10.6 ensures that with probability $1-\delta$, for any rings with $\left|R_{i} \cap \Omega\right|>$ $\varepsilon \eta|\Omega|$, with $i \in\left\{1, \ldots, n_{\text {ring }}-1\right\}$,

$$
\left|\sum_{p \in R_{i}}\|p-c\|^{z}-\frac{\left|R_{i}\right|}{\left|R_{i} \cap \Omega\right|} \sum_{p \in R_{i} \cap \Omega}\|p-c\|^{z}\right| \leq \varepsilon\left(\sum_{p \in R_{i}}\|p-c\|^{z}+\|p-\mathfrak{a}\|^{z}\right)
$$

Using that $\hat{R}_{i}=(1 \pm \varepsilon)\left|R_{i}\right|$, we get from the previous equation that

$$
\begin{align*}
& \left|\sum_{p \in R_{i}}\|p-c\|^{z}-\frac{\left|\hat{R}_{i}\right|}{\left|R_{i} \cap \Omega\right|} \sum_{p \in R_{i} \cap \Omega}\|p-c\|^{z}\right| \\
\leq & \left|\sum_{p \in R_{i}}\|p-c\|^{z}-\frac{\left|R_{i}\right|}{\left|R_{i} \cap \Omega\right|} \sum_{p \in R_{i} \cap \Omega}\|p-c\|^{z}\right|+\varepsilon \frac{\left|R_{i}\right|}{\left|R_{i} \cap \Omega\right|} \sum_{p \in R_{i} \cap \Omega}\|p-c\|^{z} \\
\leq & (1+\varepsilon)\left|\sum_{p \in R_{i}}\|p-c\|^{z}-\frac{\left|R_{i}\right|}{\left|R_{i} \cap \Omega\right|} \sum_{p \in R_{i} \cap \Omega}\|p-c\|^{z}\right|+\varepsilon \sum_{p \in R_{i}}\|p-c\|^{z} \\
\leq & 2 \varepsilon\left(\sum_{p \in R_{i}}\|p-c\|^{z}+\|p-\mathfrak{a}\|^{z}\right) \tag{10.7}
\end{align*}
$$

Wrapping up. Summing up Equations 10.4, 10.5, 9 and 10.7 yields a total error of $O(\varepsilon) \cdot \sum_{p \in P^{\prime}}\|p-c\|^{z}+\left\|p-c^{\prime}\right\|^{z} \in O(\varepsilon) \sum_{p \in P^{\prime}}\left\|p-c^{\prime}\right\|^{z}$, which concludes the proof of Eq. (10.3).

Consequently, any solution $c^{\prime}$ has the same cost on $P^{\prime}$ and on $\Omega$, up to an additive $O(\varepsilon) \sum_{p \in P^{\prime}}\left\|p-c^{\prime}\right\|^{z}$. Since we know by Lemma 10.7 that the optimal solution $c_{\mathrm{OPT}}$ is in the ball $\beta(\mathfrak{a}, r)$, any $(1+\varepsilon)$-approximation $c$ for $\Omega$ restricted to lie inside that ball verifies

$$
\left|\sum_{p \in P^{\prime}}\|p-c\|^{z}-\sum_{p \in P^{\prime}}\left\|p-c_{\mathrm{OPT}}\right\|^{z}\right| \leq O(\varepsilon) \mathrm{OPT}
$$
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Using the second claim of Lemma 10.7, we finally get that

$$
\left|\sum_{p \in P}\|p-c\|^{z}-\sum_{p \in P}\left\|p-c_{\mathrm{OPT}}\right\|^{z}\right| \leq O(\varepsilon) \mathrm{OPT}
$$

which concludes: to get a $(1+\varepsilon)$-approximation, one can merely compute a $(1+\varepsilon)$ approximate solution on $\Omega$, with weights $\frac{\hat{R}_{i}}{\left|R_{i} \Omega\right|}$ on points of $R_{i}$.
We note here that, conditioned on $\mathfrak{a}$ being a constant-factor approximation, the algorithm works with probability $1-\delta$. Hence, the bottleneck for boosting success probability is the computation of a constant factor approximation.

### 10.4 A Brief Note on the MPC Algorithm From Section 4.4.2

Algorithm 5 is very similar to Algorithm 9. A huge difference however is that we are given a center and a cost to cluster to that center. Hence, the close and far points can be pruned without the need of estimating $\Delta$ as in Algorithm 9. In turn, there are $n_{\text {ring }}=O(\log n)$ rings, instead of a constant number - this can be removed, but we use it to simplify the algorithm. Another difference is that the initial solution is a $O$ (polylogn)-approximation: hence, the size of the sample $\Omega$ must be of that order. The parameters we chose for Algorithm 5 are actually the same as in Algorithm 9: as we are looking for constant approximation for 1 -median only, we can set $\varepsilon=1 / 2$, $z=1, \alpha=\operatorname{polylog}(n)$. Then, $t$ is the size of $\Omega$ from Lemma 10.10 , which is $\operatorname{polylog}(n)$, $d_{\text {close }}$ is $1 / 10$ (to match Lemma 10.9), and $r_{\text {small }}$ is $\varepsilon \eta$ - which is $O(1 / \log (n))$.
Furthermore, in Algorithm 9, the weights are uniform, and can be discarded in order to compute a solution, as in Algorithm 5.

Then, the proof of Theorem 10.1 show that Algorithm 5 indeed computes a $O(1)$ approximation to the median, using the parameters specified above.

### 10.5 Probability Amplification

While the aforementioned algorithm is guaranteed to produce a $(1+\varepsilon)$-approximation with constant probability, amplifying this is non-trivial. Indeed, when running the algorithm multiple times, it is not clear how to distinguish a successful run from an unsuccessful one. The main issue in amplifying the probability lies in the initial solution $\mathfrak{a}$, as any invocation of Lemma 10.4 allows us to control the failure probability of

### 10.5. Probability Amplification

the remaining part of the algorithm. The simplest way to achieve a success probability $1-\delta$ is to condition on $\|\mathfrak{a}-c\|^{z} \leq \delta \cdot \frac{\mathrm{OPT}}{n}$. Unfortunately, this makes $\varepsilon$ dependent on $\delta$, which significantly increases the sampling complexity.

Instead, we use the following algorithm. We sample $m \in O(\log 1 / \delta)$ points $\mathfrak{a}_{1}, \ldots \mathfrak{a}_{m}$ uniformly at random. For each point, we additionally sample $O\left(\varepsilon^{-2}(\log 1 / \varepsilon+\log 1 / \delta)\right)$ points $\Omega_{\mathfrak{a}_{i}}$. We claim that the point $\mathfrak{a}_{i}$ with smallest estimated median distance to it is a $15^{z}$ approximation.

- Lemma 10.11. Given query access to $P$, we can identify with probability $1-\delta$ a $15^{z}$-approximate solution using $O\left(\varepsilon^{-2}(\log 1 / \varepsilon+\log 1 / \delta) \log 1 / \delta\right)$ samples.

To achieve an overall success probability of $1-\delta$, we only need to sample from noncheap rings. Thereafter, a higher probability bound can be obtained by in Lemma 10.6 by simply increasing the sample size by constant factor - following the application of Lemma 10.4.

Proof. Let $c$ be the optimal center.
With probability at least $1 / 2$, a random point $\mathfrak{a}_{i}$ satisfies

$$
\left\|\mathfrak{a}_{i}-c\right\|^{z} \leq 2^{z} \frac{\mathrm{OPT}}{n}
$$

Furthermore,

$$
\sum_{p \in P}\left\|p-\mathfrak{a}_{i}\right\|^{z} \leq \sum_{p \in P} 2^{z-1} \cdot\left(\|p-c\|^{z}+\left\|\mathfrak{a}_{i}-c\right\|^{z}\right) \leq 2^{z} \cdot \text { OPT. }
$$

Therefore, when sampling $\log 1 / \delta$ points, we will have sampled a $2^{z}$ approximate solution with probability at least $1-\delta$.

Now since the range space induced by unit Euclidean balls centered around $\mathfrak{a}$ has VC dimension 3, we can estimate the number of points for any given radius up to an additive error of $n / 10$ with Lemma 10.4. Hence, with probability $1-\delta$, for every $2^{z}$-approximate solution $\mathfrak{a}_{i}$, the estimated number of points in $B\left(\mathfrak{a}_{i}, 2\left(4 \frac{\mathrm{OPT}}{n}\right)^{1 / z}\right)$ will be at least $3 n / 4-n / 10$, as there are at least $3 n / 4$ points in that ball. In particular, the estimated median distance to $\mathfrak{a}_{i}$ is at most $2\left(4 \frac{\mathrm{OPT}}{n}\right)^{1 / z}$.
Conversely, if some point $\mathfrak{a}_{i}$ is not $15^{z}$ approximate, we can show that the estimated
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number of points in $B\left(\mathfrak{a}_{i}, 2\left(4 \frac{\mathrm{OPT}}{n}\right)^{1 / z}\right)$ is small. Indeed:

$$
\begin{aligned}
& \sum_{p}\left\|p-\mathfrak{a}_{i}\right\|^{z}>15^{z} \sum_{p}\|p-c\|^{z} \\
\Rightarrow & \left(\sum_{p}\left\|p-\mathfrak{a}_{i}\right\|^{z}\right)^{1 / z}>15\left(\sum_{p}\|p-c\|^{z}\right)^{1 / z} \\
\Rightarrow & \left(\sum_{p}\left\|c-\mathfrak{a}_{i}\right\|^{z}\right)^{1 / z}>14\left(\sum_{p}\|p-c\|^{z}\right)^{1 / z} \\
\Rightarrow & \left\|c-\mathfrak{a}_{i}\right\|>14\left(\frac{\text { OPT }}{n}\right)^{1 / z}
\end{aligned}
$$

Hence, any point at distance at most $10\left(\frac{\mathrm{OPT}}{n}\right)^{1 / z}$ from $\mathfrak{a}_{i}$ is at distance more than $\left(4 \frac{\mathrm{OPT}}{n}\right)^{1 / z}$ of $c$. Since at least $\frac{3 n}{4}$ points lie in $B\left(c,\left(4 \frac{\mathrm{OPT}}{n}\right)^{1 / z}\right)$, the median distance to $\mathfrak{a}_{i}$ is therefore at least $10\left(\frac{\mathrm{OPT}}{n}\right)^{1 / z} \geq 2\left(5 \frac{\mathrm{OPT}}{n}\right)^{1 / z}$. Hence, the estimated median distance is strictly more than $2\left(4 \frac{\mathrm{OPT}}{n}\right)^{1 / z}$ with probability $1-\delta$.

Conditioned on having a $2^{z}$ approximate solution in our sample, the point $\mathfrak{a}_{i}$ with smallest estimated median distance to it is a $15^{z}$ approximation.

### 10.6 Lower bound

The goal of that section is to prove Theorem 10.2, i.e., that any $(1+\varepsilon)$-approximation algorithm must sample $\varepsilon^{-z+1}$ points. For that, we analyze a very simple example on the line, where many points are located at 0 and a tiny fraction located at 1 concentrates all the cost.

Proof of Theorem 10.2. Consider the instance $\mathcal{I}$ on the 1-dimensional line where $n$ points are located at 0 and $\varepsilon^{z-1} n$ points are located at 1 . Intuitively, we show that any approximation algorithm on $\mathcal{I}$ must sample at least a point at 1 , and so must sample at least $\varepsilon^{-z+1} n$ points.

For simplicity, we rescale the instance so that $n=1$. The optimal solution is $\mathrm{OPT}_{\mathcal{I}}=$ $\inf x^{z}+\varepsilon^{z-1}(1-x)^{z}$, and the optimal center is such that the derivative of the objective function is zero:

$$
\frac{\partial}{\partial x}\left(x^{z}+\varepsilon^{z-1}(1-x)^{z}\right)=(z-1)\left(x^{z-1}-(\varepsilon-\varepsilon x)^{z-1}\right)
$$

so the optimal value is for $x_{\mathrm{OPT}}$ such that $(z-1)\left(x_{\mathrm{OPT}}^{z-1}-\left(\varepsilon-\varepsilon x_{\mathrm{OPT}}\right)^{z-1}\right)=0$, which

### 10.7. Experiments

is $x_{\mathrm{OPT}}=\frac{\varepsilon}{\varepsilon+1}$. Hence,

$$
\begin{aligned}
\mathrm{OPT} & =\left(\frac{\varepsilon}{\varepsilon+1}\right)^{z}+\varepsilon^{z-1}\left(1-\frac{\varepsilon}{\varepsilon+1}\right)^{z} \\
& =\frac{\varepsilon^{z-1}}{(\varepsilon+1)^{z}}(\varepsilon+1)=\left(\frac{\epsilon}{1+\varepsilon}\right)^{z-1} .
\end{aligned}
$$

Since the cost of the solution having a center at 0 is $\varepsilon^{z-1}$, is it bigger than ( $1+\varepsilon$ )OPT: indeed,

$$
\begin{equation*}
(1+\varepsilon)\left(\frac{\epsilon}{1+\varepsilon}\right)^{z-1}<\varepsilon^{z-1} \tag{10.8}
\end{equation*}
$$

Now, consider the instance $\mathcal{I}$ and the instance $\mathcal{I}^{\prime}$ that has $n$ points located at 0 . let $\mathcal{A}$ be an algorithm that, with probability more than $4 / 5$, computes a $(1+\varepsilon)$ approximation for $(1, z)$-clustering.

Assume by contradiction that $\mathcal{A}$ samples less than $\varepsilon^{-z+1} / 10$ points. Let $X$ be the random variable counting the number of points located at 1 in that sample: we have $\operatorname{Pr}[X>0] \leq \mathbb{E}[X] \leq 1 / 10$. So with probability at least $9 / 10, \mathcal{A}$ samples only point located at 0: even when that event occures, $\mathcal{A}$ must output a center at a position different than 0 (following Equation 10.8) with some probability $p$.

Since $\mathcal{A}$ succeeds with probability $4 / 5$ and $X=0$ with probability at least $9 / 10$, we must have have $\frac{9}{1} 0 p+\frac{1}{1} 0 \geq 4 / 5$, and so $p \geq \frac{7}{9}$.
Hence, when $\mathcal{A}$ samples only points located at 0 , it must output a center different from 0 with probability at least $7 / 9$. In particular, on instance $\mathcal{I}^{\prime}, \mathcal{A}$ fails with probability at least $7 / 9$, a contradiction.

So, any algorithm that computes a $(1+\varepsilon)$-approximation for $(1, z)$-clustering with probability more than $4 / 5$ must sample more than $\varepsilon^{-z+1} / 10$ points.

### 10.7 Experiments

Implementation: We used a variant of Algorithm 9 which now describe. Instead of specifying a desired accuracy, the algorithm has access to $m$ samples picked uniformly at random from the data set. As an $\alpha$-approximate solution $q$, the algorithm merely selects a random point. The number of rings considered is set to $n_{\text {ring }}=20$.
We also estimate $\frac{O P T}{n}$, by sampling another point $q^{\prime}$ and using $\left\|q-q^{\prime}\right\|^{z}$ as a (coarse) estimate. We then apply the pruning procedures. Our algorithm chooses $\{100,200, \ldots, 1000\}$ samples. For each sample size, we repeated the algorithm 10 times and outputted the best center we could find.
Since the objective function is convex, we use a (simple) stochastic gradient descent on both the sample and the full data set to compute a desired center. We iterated
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over the data set a total of 10 times. In every iteration, we partitioned the data into random chunks of $\operatorname{size} \min (m, 2000)$, and used chunk to perform a gradient step. We did not attempt to optimize the stochastic gradient descent; as our focus is less on solving the problem in the fastest way possible and more on showcasing how the sublinear algorithm can be used to potentially speed up any baseline algorithm.

The algorithms were coded in Python and run on a Intel Core i7-8665U processor with four 2 GHz cores and 32 GByte RAM.

Results Tables with exact figures are given below. Here, we report and interpret the results.

On the Road Network data set, all samples sizes found a nearly optimal solution in at least one of the 10 repetitions, with the largest deviation from the optimum of $4 \%$ occurring for 500 samples and the $z=4$ problem. In addition, the sublinear algorithms all required only a very small amount of time compared to the baseline optimal solution (e.g. a factor of at least 400 quicker for the largest sample size). What is notable is that starting with $z=5$, the variance in cost of any given sample size increased significantly. Since this occurred regardless of sample size, we attribute this effect to quality of the seeding solution ( $q$ in Algorithm 9). The approximation factor of $q$ directly impacts the quality of the subsequent coreset construction, meaning that even with large sample sizes, the algorithm has difficulty to recover. This means that good seeding solution $q$, for example using Lemma 10.11 is essential.

Processing the USCensus data set was in its entirety was time consuming, running for more than 90 minutes. Constructing the coreset and optimizing it never took more than 14 seconds, however the algorithm did not compute near optimal solutions as was the case for Road Networks data set. For $z=3$ and $z=5$ the approximation was still rather small, and tightly concentrated. For an unclear reasons, there exists a larger gap at $z=4$. While a gap of that magnitude is consistent with the lower bound, the data set does not seem to have a structure similar to said lower bound.

### 10.7. Experiments

|  | $z=3$ |  |  | $z=4$ |  |  | $z=5$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Samples | Cost |  | Time | Cost |  | Time | Cost |  | Time |
|  | Min | Avg | Avg | Min | Avg | Avg | Min | Avg | Avg |
| 100 | 1,306 | 1,310 | 6,03 | 1,907 | 1,910 | 7,03 | 1,527 | 1,560 | 7,22 |
| 200 | 1,306 | 1,311 | 6,03 | 1,907 | 1,911 | 7,04 | 1,518 | 1,554 | 7,81 |
| 300 | 1,305 | 1,310 | 6,30 | 1,907 | 1,908 | 7,59 | 1,523 | 1,560 | 8,65 |
| 400 | 1,305 | 1,310 | 6,48 | 1,907 | 1,909 | 7,74 | 1,521 | 1,544 | 9,06 |
| 500 | 1,306 | 1,309 | 6,74 | 1,906 | 1,908 | 7,92 | 1,512 | 1,547 | 9,84 |
| 600 | 1,305 | 1,308 | 7,06 | 1,907 | 1,908 | 8,21 | 1,516 | 1,553 | 10,39 |
| 700 | 1,307 | 1,309 | 7,20 | 1,907 | 1,908 | 8,35 | 1,516 | 1,545 | 11,14 |
| 800 | 1,306 | 1,309 | 7,53 | 1,907 | 1,908 | 8,82 | 1,528 | 1,547 | 11,86 |
| 900 | 1,306 | 1,310 | 7,60 | 1,907 | 1,909 | 8,98 | 1,523 | 1,553 | 12,43 |
| 1 k | 1,307 | 1,312 | 8,04 | 1,906 | 1,909 | 9,6 | 1,526 | 1,550 | 13,26 |
| OPT | 1,125 | - | 5544 | 1,296 | - | 5586 | 1,499 | - | 5934 |

Figure 10.1: Overview of cost and running time for the sublinear algorithm on the USCensus data set. Costs scaled by a factor $10^{12}$ for $z=3,10^{14}$ for $z=4$ and $10^{16}$ for $z=5$. The variance was extremely small for all values (cost and running time), as indicated by the small gaps between minimum and average. We therefore omitted it from the table. The largest variance (relative to the squared cost) we encountered was for $z=5$ and 600 samples, where it was still below 0.0005 . Running time is given in seconds. The running for the sampling algorithms only considers the time required to sample the points, prune the data set, and run the optimization, i.e. the time required to evaluate the computed solution on the entire data set (which vastly exceeds the given time bounds) is not included.
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## Conclusion and Open Questions

During this thesis, we studied the $(k, z)$-Clustering problem under several aspects.
In the first part, we answered our initial Question 1 from the introduction: we presented an algorithm that runs in near linear time, and computes a very good approximation to the optimum in spaces with bounded doubling dimension. For this, we developed techniques amenable to constrained version of the problem: we showed how to use them to build a differentially private algorithm, that has provable guarantee and is very efficient in practice.

In particular, we presented and used the notion of badly cut vertices for clustering problems. This allowed us to improve the standard quadtree and split-tree based approach in two ways: first, we reduce the number of portals necessary to a constant, and second, the approach can now work with squared distances. This raises the following (somewhat informal) questions:

- Open Question 1. Could we use the notion of badly cut for other problems? For instance, could we use it to get linear time approximation schemes for Traveling Salesperson Problem, Steiner Tree or Steiner Forest?

This would require a new way of dealing with the badly cut vertices, at it would be necessary to connect them nicely with the solution - the equivalent of opening the badly cut centers that we used in this thesis. There already exist near-linear time algorithms for TSP from Gottlieb [89], and for Steiner Tree and Steiner Forest from Bartal and Gottlieb [21]. Studying those through a notion of badly-cut may provide an alternative view on those problems, where split trees are the key tool - as in Euclidean spaces.

In the experiments of Chapter 4, we saw that the quadtree based approached worked surprisingly well. Instead of losing the huge polylogn factor that is promised by the theory, our algorithm is really competitive with the best (non-private) approach. The algorithm is obtained by embedding the input into a quadtree. The worst-case analysis of the distortion of that embedding is the source of the polylogn factor appearing in our theoretical approximation guarantee, that we do not observe in practice. Therefore, the quadtree seems to perform way better in real world instances than in the worstcase, which yields the following question:

- Open Question 2. Is there a beyond worst case analysis of distortion of the quadtree?

In the second part of the thesis, we provided several answers to Question 2, and presented ways of reducing the size of the input without changing much the structure of the problem - namely, all solution has cost preserved by our reductions. We present two new ways of constructing coreset: the first and main one, in Chapter 6, allows to construct coreset with near-optimal dependency in $k$, and in some cases in $\varepsilon^{-1}$ as well. Our construction applies in all spaces that admits small approximate centroid set (see 5.2), a geometric notion that express how much the set of candidate solutions can be discretized. The second construction, presented in Chapter 9, allows to construct coresets with a slightly suboptimal size. This construction can be used deterministically, and works in all spaces where the set of balls centered on $k$ distinct points has bounded VC-dimension. This simplifies a lot the previous construction described in Section 5.3: it is not necessary anymore to bound the scaled VC-dimension.

Those two constructions are very related: they extend the work of Chen [44], constructing coreset on a structured subset of the input (a ring, or a group of rings) instead of directly dealing with the full input, as in the work of Feldman and Langberg [76]. This may be the key for future improved coreset construction: find even more structured subset of the input, on which it is easier to sample a coreset.

As a second step, we show that the size of the coreset constructed in Chapter 7 is optimal in doubling metrics and general discrete spaces. This optimality shows essentially that the key part for constructing coreset is using concentration inequality for sums of independent random variables, such as Hoeffding's inequality or its generalizations. Indeed, Hoeffding's inequality is key in our coreset construction, and the lower bound relies precisely on its optimality.

However, this optimality does not carry over to other spaces: in Euclidean spaces, we presented a coreset of size $\widetilde{O}\left(k \varepsilon^{-4}\right)$ for $k$-median and $k$-means. With Vincent CohenAddad, Kasper Green Larsen and Chris Schwiegelshohn, we showed in [A8] a different tradeoff between $k$ and $\varepsilon^{-1}$, namely coresets of size $\widetilde{O}\left(k^{2} \varepsilon^{-2}\right)$, and we complemented this result with a lower bound of $\Omega\left(\tilde{\sigma}^{-2}\right)$. Put together, those result seems to show that the best coreset size should be $\widetilde{\Theta}\left(k \varepsilon^{-2}\right)$.

- Open Question 3. In Euclidean spaces, is it possible to construct coresets of size $\widetilde{O}\left(k \varepsilon^{-2}\right)$ ?

Answering this question would not only nicely close the problem of constructing coreset in Euclidean space, but also extend the link between coreset constructions and concentration inequalities: can we reduce Euclidean coreset to such inequalities, or is the dimension playing a crucial role preventing us from reaching the same dependency in $\varepsilon$ as in doubling and general metrics?

The techniques presented in this thesis (in Chapter 6 and Chapter 9) fall short of answering the question for the following reason. They proceed as follows: first construct a coreset of size dependent on the dimension, and then use dimension reduction techniques. It seems very unlikely to get coreset of size below $\Omega\left(k \varepsilon^{-4}\right)$ that way: one should loose an $\varepsilon^{-2}$ factor in the dimension reduction - as the dimension reduction lemmas are tight - and another one in the coreset - as otherwise, it would likely contradict the doubling dimension lower bound. Hence, it is probably necessary to proceed in one shot, and to use carefully the dimension reduction during the coreset construction (or at least, during the proof, as it is not necessary for the algorithm to perform a dimension reduction).

The other coreset construction we present in Chapter 9 gives a different method for constructing coreset. While the algorithm is efficient if allowing randomization, its deterministic implementation has an exponential dependency in $k$ and $\varepsilon^{-1}$. This is related to the construction of $\varepsilon$-nets and $\varepsilon$-set-approximation from the VC-dimension literature, for which no construction faster than the one we use (i.e., with a subexponential dependency in the VC dimension) is yet imaginable. We thus ask:

- Open Question 4. Is it possible to show that any deterministic coreset construction has running time exponential in $k$ and $\varepsilon^{-1}$ ?

In the particular Euclidean case, the complexity has an additional $n^{\varepsilon^{-O(z)}}$ dependency, due to the mere computation of a bicriteria solution, namely a solution with cost $(1+\varepsilon)$ time the optimal but using $O(k)$ centers. It seems this complexity is due to our poor understanding of the possible center's location in high dimensional Euclidean spaces. For instance, using a greedy algorithm that iteratively places a center at the best location would give an $(1+\varepsilon)$-approximation with $O(k \log (1 / \varepsilon))$ many centers - but we actually do not know how to implement this simple algorithm fast. This raises the question:

- Open Question 5. In Euclidean space, given a current solution $\mathcal{S}$, is it possible to find efficiently the best possible location of an additional new center?

Answering this question would probably help in other settings. For instance, under the differential privacy constraint, one of the key part of current algorithms (ours from Chapter 4, but also [17] and [87]) is to compute a set of candidate center, privately. Understanding better the possible location of centers would therefore probably impact our knowledge on differentially private clustering.

In the final chapter of this thesis, we studied algorithm for computing the power mean of a dataset, namely the optimal center for $(1, z)$-clustering. This is motivated by modeling questions: when is the median, or the mean, useful to analyze a dataset? The same interrogations also apply for the power mean, $k$-median, $k$-means and $(k, z)$ clustering: when are those objectives helpful to recover a ground-truth clustering of the input dataset? We provided in the introduction tentative explanations, but those objectives are not always perfectly suited. We therefore conclude this thesis with the broad question:

- Open Question 6. Is it possible to characterize precisely instances where the optimal $(k, z)$-clustering corresponds to a "natural" clustering of the dataset?
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[^0]:    ${ }^{1}$ INSEE is the French national institute for statistics and economical studies.

[^1]:    ${ }^{2}$ the condition roughly state that points in two separate clusters must be far away compared to the variance within each cluster.

[^2]:    ${ }^{3}$ This catch phrase comes from Feldman, Schmidt and Sohler [78].
    ${ }^{4}$ For that to define a metric, the weights have to be monotonous, in the sense that the weight of a node is smaller than the weight of its parent.

[^3]:    ${ }^{5}$ This is due to the fact that distances are only preserved on average. If two points at distance 1 have probability $1 / n$ to be at distance $n$ in the split tree, and probability $1-1 / n$ to be at distance 1 , then their distance is on average 2 while their average squared distance is $n+1+1 / n$.

[^4]:    ${ }^{6}$ This additive error is actually too large, but we will consider it satisfactory for sake of simplicity in this introduction.

[^5]:    ${ }^{1}$ The doubling dimension of a metric space is the logarithm of the number of balls of radius $R / 2$ required to cover any ball of radius $R$, see Definition 3.8. In particular, $d$-dimensional Euclidean Spaces have doubling dimension $d$ (up to constants).

[^6]:    ${ }^{2}$ Note that $\varepsilon$ is not part of the input: the complexity can be $n^{f(\varepsilon)}$.

[^7]:    ${ }^{1}$ In the Euclidean case, one can discretize the region simply by taking an $\varepsilon^{2} 2^{-4-\tau(\varepsilon, d, z)} D$-net, which has size $\varepsilon^{-2} 2^{O(\tau(\varepsilon, d, z))}$.

[^8]:    ${ }^{1}$ We note here that this technique has already been used in prior work for private clustering [17] to find a $\tilde{O}(n)$-sized set of candidate centers, to then run a polynomial time local search algorithm. In contrast, we use this structure to directly compute a solution.

[^9]:    ${ }^{2}$ Another standard way of defining quadtree is to have $2^{d}$-regular trees, and to split along the $d$-dimensions at each step. We are more comfortable working with binary trees, which allows for a simpler dynamic program.

[^10]:    ${ }^{3}$ We note that a more careful and intricate implementation of the dynamic program that requires only $O(d)$ rounds can be achieved. We decided to chose simplicity rather than saving one log factor.

[^11]:    ${ }^{4}$ For instance, the centralizing machine can sample as set $R$ of $\mu_{1}$ points from $\{1, \ldots,|P|\}$. Then, if machine $i$ stores $n_{i}$ points from $P$, it computes a uniform sample $R \cap\left(\sum_{j<i} n_{i}, \sum_{j \leq i} n_{i}\right]$ many points. The union of those sample is uniform.

[^12]:    ${ }^{6}$ Note that this definition of badly-cut is slightly different from that of Chapter 3.

[^13]:    ${ }^{7}$ Although the algorithm is stated only for $k$-median, its adaptation to $k$-means is straightforward using Lemma 1.2.

[^14]:    ${ }^{8}$ https://ai.googleblog.com/2021/10/practical-differentially-private.html

[^15]:    ${ }^{9}$ Private communication with the authors of [87] confirmed that there is no practical implementation of this algorithm available.

[^16]:    ${ }^{1}$ To be more precise, Feldman et al. [78] consider weighted distances: not simply points at distance $R$ to $\mathcal{S}$, but the points whose weighted distance is at most $R:\left\{p: \operatorname{dist}(p, \mathcal{S}) \leq w_{p} R\right\}$. In Chapter 9 , we generalize their result to the case where the weights are 1 .

[^17]:    ${ }^{2}$ Obtaining similar probabilistic outcomes over different architectures, computers, programming languages is a challenge.
    ${ }^{3}$ Recall that a Las Vegas algorithm returns a solution in expected polynomial time, whereas a Monte Carlo algorithm only returns a solution with a small probability of failure.

[^18]:    ${ }^{1}$ A linear dependency on $k$ can be achieved using a different analysis, see [76, 100] for examples. This approach does not seem to generalize to arbitrary metrics.

[^19]:    ${ }^{2}$ Note that this is essentially importance sampling, as each point in a cluster $\tilde{C}_{i}$ have cost roughly equal to the average. We chose this different distribution for simplicity in our proofs.

[^20]:    ${ }^{3}$ We define $L_{\mathcal{S}}$ to contain only huge clusters but not all of them in order to relate the cost of solutions from the approximate centroid set $\mathbb{C}$ to the cost of any solution, as it will become clear in Section 6.3.7.

[^21]:    ${ }^{1}$ In the statement of [15], the third item is slightly different. To recover our statement from theirs, take $P_{A}=A$ when $|A|=O(t)$.

[^22]:    ${ }^{2}$ When $q_{3}$ is unspecified, $\tilde{d}^{2}\left(q_{1}, q_{3}, q_{4}\right)=\top$ when $\frac{1}{\varepsilon} \cdot\left(\operatorname{dist}_{i}\left(q_{1}, q_{4}\right)+\operatorname{dist}\left(q_{4}, \mathcal{A}\right)\right)<\operatorname{dist}_{i}\left(q_{1}, s\right)$, and $\tilde{d}^{2}\left(q_{1}, q_{3}, q_{4}\right)=\perp$ otherwise. When $q_{4}$ is unspecified, $\tilde{d}^{2}\left(q_{1}, q_{3}, q_{4}\right)=\top$ when $\operatorname{dist}_{i}\left(q_{1}, s\right)<$ $\varepsilon \cdot\left(\operatorname{dist}_{i}\left(q_{1}, q_{3}\right)+\operatorname{dist}\left(q_{3}, \mathcal{A}\right)\right)$, and $\tilde{d}^{2}\left(q_{1}, q_{3}, q_{4}\right)=\perp$ otherwise.

[^23]:    ${ }^{3}$ See the paper by Larsen and Nelson for a matching lower bound [116]

[^24]:    ${ }^{1}$ In the VC-dimension literature, this is usually called an $\varepsilon^{\prime}$-approximation, but we already use this terminology for the cost of solutions.

[^25]:    ${ }^{2}$ Gupta and Tangwongsan showed a $5 z$-approximation for the objective $\left(\sum \operatorname{dist}(p, S)^{z}\right)^{1 / z}$ where there are at most $n$ possible center locations. This leads to a $(10 z)^{z}$-approximation in our case, enforcing centers to be located at input point, as moving a center to its closest input point at most doubles the distance from a point to its closest center.

[^26]:    ${ }^{3}$ Recall that a $\varepsilon$-cover of a set $S$ is a set of points $N$ such that for an $x \in S$, we have some $y \in N$ with $\|x-y\| \leq \varepsilon$.

[^27]:    ${ }^{4}$ The bounds in the literature are often stated for a generalization known as the weighted function space induced by $k$-clustering in Euclidean spaces, which is necessary for coreset constructions based on importance sampling. In this chapter, we show how to use uniform sampling instead, which allows us to use Theorem 9.21 as a black box.

[^28]:    ${ }^{5}$ Formally, they show the result for $k=1$. Braverman et al. [32] showed that extending the result to any $k$ loses a $k \log k$ factor.

[^29]:    ${ }^{6}$ Any solution with $O(k)$ clusters and cost $O(\mathrm{OPT})$ can be actually used for this step, in order to have a faster algorithm.

[^30]:    ${ }^{7}$ this distance is somewhat arbitrarily picked in order to simplify the proof.

[^31]:    ${ }^{1}$ To see this, we place $n-1$ points at 0 and one point with probability $1 / 2$ at 1 and with probability $1 / 2$ at 0 . Any $2-\varepsilon$ approximation can distinguish between the two cases, but this clearly requires us to query $\Omega(n)$ points.

[^32]:    ${ }^{2}$ For the special case of the mean, Inaba et al. [102] observed that $O\left(\varepsilon^{-2}\right)$ samples are nevertheless sufficient.

