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Abstract

Abstract

S ince the invention of the first photon counting sensors, several technological breakthroughs
have been made in the field of photon counting imaging systems. The invention of Single Photon
Avalanche Diode (SPAD) sensors particularly marked in the 2000s as these sensors are priced
lower and show much better performances in terms of noise and detection efficiency compared to
previous technologies. Several SPAD characteristics were subsequently improved by the scientific
community, including RGB-D (red, green, blue, depth) alignment, timing resolution, dynamic
range and pixel-level processing, allowing SPAD sensors to be used in a wide range of emerging
applications. Among all these applications, 3D imaging through the use of direct time-of-flight
(D-ToF) SPAD sensors, as opposed to indirect time-of-flight (I-ToF), will be developed in this
PhD thesis.

In spite of the discovery of new achievements such as the scaling of technology nodes and 3D
integration, technical hurdles to SPAD development (i.e., better spatial resolution [1], greater reli-
ability in all conditions [2, 3] and achieving a more compact form [4]), limiting its ability to grow
and massively penetrate the 3D imaging market in comparison to other 3D sensing technology.
Indeed, compared to competing 3D sensing technologies, spatial resolution is actually one of the
main challenges in the recent development of SPAD D-ToF sensors, as well as robustness to noise
in outdoor conditions. In fact, the high spatial resolution inevitably leads to output data that ex-
ceeds the capacity of existing data transfer technologies and requires too much memory area at the
pixel level due to an unfortunate coupling between the spatial and temporal resolution of SPAD-
based cameras. Regarding the spatial resolution issue, the scientific community agrees that the
time correlated single photon counting (TCSPC) format itself remains the main bottleneck. There-
fore, several state-of-the-art (SoA) works are underway, either to avoid the use of TCSPC based
imaging system [5] or to implement design architecture tricks in order to circumvent the TCSPC
data format problem reducing the data storage [6, 7] and the data rate [8] requirements. However,
some of TCSPC data format implementation tricks have been performed at the expense of other
SPAD performances such as acquisition frequency, background illumination robustness, spatial
resolution and temporal resolution [7, 9]. On the other hand, regarding noisy reconstruction arti-
facts, SoA works introduce canonical Bayesian inference [10,11] and deep learning (DL) [12,13]
algorithmic approaches to remotely and accurately process TCSPC data in complex SPAD oper-
ating mode (e.g., in outdoor conditions). The drawbacks of these works are that it only focuses on
low photon flux operating mode, neglecting other SPAD configurations with pile-up effect, hard-
ware defaults and constraints.

After a quick overview of the 3D imaging field and a presentation of the SoA works, this thesis
first studies the physical process of generating generic, full-frame raw data from a SPAD sensor.
This "pseudo-realistic" data generation process was necessary due to the lack of available SPAD
raw data and the inaccessibility of a SPAD sensor. Besides providing a clear understanding of
the impact of the physical parameters on the ToF histograms, this study allows to identify statisti-
cal models, not clearly defined by the scientific community, that fit the TCSPC SPAD-based data
measurements. In fact, the phase-type (PH) distribution mixture model is the statistical models
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that accurately describes the distribution of raw data for general SPAD operating modes. How-
ever, in some SPAD operating modes, the PH model can be approximated by a mixture model of
Gaussian-uniform distributions or sparse model as considered in some SoA works. These model
approximations, at the first glance, appears easier to process than the standard PH distribution
mixture model which will be exploited to simplify the computational process for the consideration
of material constraints. Therefore, this manuscript will address several SPAD operating modes,
both SoA and non-SoA, leading to various related TCSPC statistical model description and ap-
proximation.

As a result of this study, a customized Bayesian inference approach has been first developed
dealing with the non-convex optimization problems of PH distributions mixture model function.
The approach consists of a customized Genetic Expectation-Maximization (c-GEM) algorithm,
designed on the basis of an appropriate combination of mathematical tools.

Thereupon, as the initial idea was to completely rethink the canonical TCSPC data acquisi-
tion process due to the large amount of data required, a designed hardware implementation was
proposed based on the sequential computation and encoding of statistical parameters, namely, 2
stage expectation maximization (EM) algorithm. However, due to the non-convex optimization
function of the phase-type distribution mixture model, the 2-stage expectation maximization (EM)
algorithm was limited to the SPAD sensor operating mode which provides TCSPC data in the
shape of Gaussian-uniform distributions. Under similar SPAD configurations, this solution for
online peak detection with its register transfer level (RTL) hardware implementation demonstrates
a reduction of the pixel pitch while reaching a superior depth reconstruction accuracy compared
to previous works. In addition, compared to SoA works, CO-EM output parameters additionally
allow for a direct estimation of the albedo and the Signal to Background Ratio (SBR).
The second alternative representation to the canonical TCSPC data is based on the use of the com-
pressive sensing (CS) paradigm in the temporal domain in order to reduce the data throughput and
pixel pitch of SPAD sensors. Unlike, SoA works which by studying the CS technique in the spatial
domain only reduces the data rate [14], our approach consists in a pixel-wise CS in the time do-
main using an in-pixel Cellular Automaton. This was first developed for a specific mode of SPAD
operation yielding temporally sparse TCSPC data, in combination with custom regression analy-
sis reconstruction. And it does not suffer from loss of information in the event of a convergence
problem as the CO-EM does. The proposed acquisition method allows to reach a reconstruction
performance similar to most recent SPAD architecture tricks with an estimated pitch reduction of
more than 25% and extends the number of peaks to be detected.
The last chapter of this thesis presents two deep learning models to fully exploit the potential of
CS by reconstructing both depth and intensity maps. For this purpose, a first deep learning model
based on low photon counts SPAD data has been developed to introduce the deep learning recon-
struction algorithm combined with the CS TCSPC data through the use of a learned compression
pattern layer, which operates a learned projection into a smaller latent representation space. Sub-
sequently, the embedding layer is replaced by the presented earlier hardware implementation CS
scheme, allowing to relax the hardware constraints on the SPAD sensor. The CS scheme firstly
reduces the number of memory samples and the number of bits per sample, thus reducing the pixel
pitch by using a shuffled cellular automaton (SCA). Secondly, it allows to get out of the restricted
mode of operation at low photon flux and thus improving multimodal reconstructions. On the
other hand, the second model developed aims to get rid of the sparsity constraint and to provide
efficient multimodal and super-resolution reconstructions, thus extending the use of the CS to all
the operating modes of SPAD sensors.
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Resume

Résumé

D epuis l’invention des premiers capteurs de comptage de photons, plusieurs avancées tech-
nologiques ont été réalisées dans le domaine des systèmes d’imagerie à comptage de photons.
Ces avancées ont été particulièrement marquées dans les années 2000 par l’invention des cap-
teurs à avalanche à photon unique (SPAD pour Single Photon Avalanche Diode). En plus d’être
intéressant en termes de coûts, ce nouveau capteur présente de bien meilleures performances en
termes de bruit et d’efficacité de détection photonique. Ces premières avancées ont mené la com-
munauté scientifique à améliorer d’autres caractéristiques telles que celle de l’alignement RVB-P
(rouge, vert, bleu, profondeur), la résolution temporelle, la dynamique des mesures et l’intégration
de traitement au niveau du pixel afin d’étendre l’utilisation des capteurs SPAD à un large éven-
tail d’applications émergentes. Parmis les nouvelles applications visées, l’imagerie 3D à travers
l’utilisation de capteur SPAD à temps de vol direct (D-ToF, par opposition à temps de vol indirect
(I-ToF)) va être développée dans ces travaux.

Les principales limitations de ce type de capteur pour l’imagerie 3D sont d’une part la résolu-
tion spatiale, car la tendance actuelle pousse à l’utilisation des capteurs SPAD nécessitant toujours
une plus haute résolution spatiale [1] et temporelle. Or, ceci conduit inévitablement à un flux de
données de sortie qui dépassent la capacité des technologies de transfert de données existantes et
nécessitent une trop grande surface mémoire au niveau du pixel [4]. D’autre part, l’imagerie 3D
implique des modes de fonctionnements bruités (e.g., conditions de fonctionnements extérieures)
par rapport à des applications antérieures telle que l’imagerie médicale, rendant les mesures moins
fiables [2, 3].

Par conséquent, par rapport aux technologies de détection 3D concurrentes (imagerie stéréo-
scopique par exemple), l’attractivité du capteur SPAD dans ce domaine applicatif reste limitée.

Pour améliorer la résolution spatiale, la communauté scientifique s’accorde à dire que le for-
mat des données de comptage de photon corrélé dans le temps (TCSPC pour Time Correlated
Single Photon Counting) est contraignant. C’est pourquoi plusieurs travaux de l’état de l’art ten-
tent d’éviter l’utilisation de ce format de données [5], ou alors tentent de mettre en œuvre des
astuces d’architecture de conception [6–8]. Cependant, la plupart des astuces d’architecture pro-
posées par l’état de l’art ont été réalisées au détriment d’autres caractéristiques du SPAD telles que
la fréquence d’acquisition, la robustesse de l’éclairage de fond et la résolution temporelle [7, 9].
D’autre part, pour traiter avec précision et fiabilité les données du capteur SPAD certains travaux
de l’état de l’art introduisent des approches algorithmiques d’inférence bayésienne [10, 11] et
d’apprentissage profond [12, 13]. Les inconvénients de ces travaux sont qu’ils ne portent que sur
le mode de fonctionnement à faible flux photonique, et ne tiennent pas compte du phénomène
physique, appelé en anglais « Pileup effect », qui correspond à l’empilement de plusieurs évène-
ments dans le temps.

Une présentation contextuelle du vaste monde de l’imagerie 3D ainsi que des travaux de l’état
de l’art permettra d’introduire ces travaux de thèse.
Du fait de l’inaccessibilité à des données SPAD brut ou un capteur SPAD, l’étude physique du
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processus de génération des données a été rendue nécessaire, conduisant au dévelopement d’un
outil de simulation générant des données "pseudo-réalistes". Le modèle de simulation développé
rassemble de multiples caractéristiques physiques (albédo de la scène, profondeur des objets, effi-
cacité photonique du capteur SPAD, puissance laser etc.) impactant la nature des données statis-
tiques, donnant lieu à des modèles descriptifs plus ou moins simple à traiter du point de vue
algorithmique.
Par suite, deux analyses statistiques permettront d’envisager des reconstructions de profondeur et
de luminance.

La première analyse est une approche Bayésienne traitant du problème d’optimisation non-
convexe des données statistiques du capteurs SPAD. La méthode développée consiste en un algo-
rithme d’espérance-maximisation couplé avec une heuristique “génétique” (GC-EM), conçu sur la
base d’une combinaison appropriée d’outils mathématiques.
Dans l’optique d’améliorer le schéma d’acquisition initial type TCSPC, une approximation de
l’analyse statistique a été réalisée limitant le capteur SPAD à un mode de fonctionnement asyn-
chrone. Ceci a permis de développer un schéma d’acquisition CO-EM basée sur le calcul et
l’encodage séquentiel des paramètres statistiques. Cette solution permet de réduire le pas pixels
tout en atteignant une précision de reconstruction en profondeur supérieure à celle des travaux de
l’état de l’art. De plus, les paramètres de sortie du CO-EM permettent une estimation directe du
rapport signal à bruit, de la profondeur et l’albédo de la scène mesurée.
Une seconde alternative d’amélioration du schéma d’acquisition des données TCSPC, est basée
sur l’utilisation d’une technique d’acquisition compressive (CS pour compressive sensing) dans
le domaine temporel permettant de réduire le débit ainsi que le pas pixel des capteurs SPAD. Par
opposition à l’état de l’art tel que [14] qui en étudiant la technique d’acquisition compressive dans
le domaine spatial ne réduit que le débit de données et contraint fortement le système optique.
L’approche proposée consiste en un schéma d’acquisition compressive basé sur l’utilisation d’un
automate cellulaire (CA pour cellular automaton) proche pixel combiné à une méthode de régres-
sion personnalisée pour la reconstruction. Cette méthode présente comme avantage d’être sans
perte d’information contrairement au schéma d’acquisition CO-EM pouvant rencontré des prob-
lèmes de convergence et ainsi entraîner des pertes d’informations. Cependant, cette solution ne
se limite qu’à un mode de fonctionnement du capteur SPAD spécifique respectant les propriétés
fondamentales du CS (parcimonie et échantillonnage incohérent).

Le dernier chapitre de cette thèse présente deux modèles d’apprentissage profond permettant
d’exploiter pleinement le potentiel du CS en reconstruisant à la fois des cartes de profondeur et
d’intensité. Pour cela, un premier modèle d’apprentissage profond basé sur des données SPAD
à faible flux photonique a été développé afin d’introduire l’acquisition comprimée des données
TCSPC combiné à un algorithme de reconstruction d’apprentissage profond. Ce modèle se com-
pare aux méthodes de l’état de l’art en intégrant une couche opérant une projection apprise dans
un espace de représentation latent plus petit. Par suite, cette couche est remplacée par un schéma
CS d’implémentation matérielle, permettant de relâcher en pratique les contraintes matérielles sur
le capteur SPAD. Le schéma CS réduit dans un premier temps le nombre de point mémoire et le
nombre de bits par point, réduisant ainsi le pas pixel. Et dans un deuxième temps, il permet de
sortir du mode de fonctionnement restreint à faible flux photonique et ainsi améliorer les recon-
structions multimodales. D’un autre coté, le second modèle développé tente de s’affranchir de la
contrainte de parcimonie et de fournir des reconstructions multimodales et super-résolues perfor-
mantes, étendant ainsi l’utilisation du CS à tous les modes de fonctionnement de SPAD.
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“As we transition imaging to widely available high resolution sin-
gle photon cameras, we are likely in for more surprises. Light is
made up of photons. Light detection is a Poisson process. Light
and light intensity are derived quantities that are based on ensem-
ble averages over a large number of photons. It is reasonable to
assume that detection and processing methods that are based on
the classical concept of flux are sub-optimal. The full potential of
single photon capture and processing is therefore not yet known.
I am hoping for more positive surprises.”

Image Sensors World blog post
by Prof. Andreas Velten

from University of Wisconsin-Madison (August 24, 2022) 1
Introduction

This chapter introduces single-photon avalanche diode (SPAD) im-
age sensors to the vast world of 3D imaging. It reviews the entire 3D
imaging market, involving stereoscopic disparity map, Depth from
focus, structured light, time of flight, interferometry technologies.
Pros and cons of these several 3D optical imaging technologies are
provided, with a particular focus on time-of-flight (ToF) imaging sen-
sors based on photon counting systems. A brief introduction to the
history of single photon counting (SPC) image sensors from the early
1900s to nowadays is presented with a description of the main char-
acteristics of SPC sensors. Then, an invitation to the 3D imaging
field is presented, with a growing interest in SPAD sensors. This one
has already and will in the near future revolutionize the use of SPC
sensors. However, some SPAD limitations are emerging. Therefore,
we will review some interesting proposals of different implementa-
tions of the SPAD sensor developed by the scientific community to
overcome some of the remaining limitations of SPAD. In conclusion,
this chapter will provide the outline of this manuscript briefly detail-
ing the concepts covered in each chapter.
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1.1. ToF techniques in the 3D imaging and sensing ecosystem

1.1 ToF techniques in the 3D imaging and sensing ecosystem

1.1.1 An invitation to 3D imaging

Nowadays, 3D imaging with highly accurate depth measurements is a current requirement for
many industrial and consumer applications. To address this demand, many market players offer
a remarkable variety of 3D imaging sensors based on various sensing and processing techniques,
subdivided into two groups i.e., passive and active optical sensing techniques, as shown in Fig.
1.1.

Figure 1.1: Optical Depth Sensing Techniques

Among the passive optical depth sensing techniques, numerous techniques exist with particu-
lar specifications and key features. For example, the stereo disparity map mimics the human eyes
by capturing images of the same object from various cameras separated by a known and calibrated
distance. Note that the stereo disparity map techniques can also be used with a single moving
camera instead, knowing the transformation in 3D space between two or more successive image
captures (e.g., using accelerometers and/or SLAM techniques [15]). It mimics the human eyes
by analyzing all captured images to interpret the displacements between key features (i.e., shapes
and 2D positions). Known as a feature-matching problem, the study of the disparity map between
the images finally allows to obtain the depth point projection. Disregarding nonrigid effects such
as specularities, and transparencies, the stereo disparity map still has to deal with occlusions as
written in Tab. 1.1 due to depth discontinuities and the lack of texture in images. Always among
passive optical depth sensing techniques, "depth from focus" (DfF) [16] estimates depth points
of a scene from a set of two or more images from the same point of view obtained by changing
the focal setting or the image plane axial position of the camera. In the same vein, "depth from
defocus" (DfdF) [17] consists in measuring the amount of blurring which depends solely on the
distance to the surface of exact focus and the characteristics of the lens system on a single image.
By measuring the blurring at a given point in the image, it is possible to compute the distance to
the corresponding point in the scene. However, DfdF suffers from ambiguity in depth estimation
due to the camera depth of field, and needs a scene model and an explicit calibration between
blur level and depth value as written in Tab. 1.1. Based on focus techniques, phase detection
auto-focusing (PDAF) [18] is also a camera with photodiodes that are physically masked such that
light from only one side of the lens reaches the photodiode. This allows providing two images
on a single image sensor with phase difference (clearly define on [18]) which determine the focus
point. PDAF is a great system for capturing fast objects but is a complex process and needs to be
aligned properly cf., Tab. 1.1. Hence, its use only for the estimation of the focal plane. Other-
wise, there also exists the light field (LF) which consists in measuring the intensity of light and
also precising the direction of each ray from the scene given by the five-dimensional plenoptic
function [19]. This technique allows to measure fast moving objects that exceed depth from focus
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capabilities [20]. While LF technique is restricted in terms of spatial resolution (i.e., trade-off
between spatial and temporal resolution) and is also subject to optical pixel vignetting effects cf.,
Tab. 1.1.

On the other hand, active optical depth sensing techniques are generally used for accurate
depth estimation at the expense of an illumination device. A wide variety of active optical depth
sensing techniques were investigated differing in their spectral band or operating principle. For
example, structured light (SL) [21] consists of projecting a known infrared pattern –generally ir-
regular grids– onto a scene and analyzing its deformation to calculate the 3D surface information
of the scene. Among active imaging methods there also exists, interferometry extracting depth
information from the interference of superimposed waves or ToF imaging. Optical interferometry
(OI) [22] provides sensitive metrology capabilities but is usually used in a controlled system envi-
ronment.

Considering this vast 3D imaging ecosystem (see [23, 24] for more details), this manuscript
focused on the preferred choices for measurements at longer ranges over the last decades, namely
ToF imaging techniques, using light pulses or continuous waves. Indeed, the use of ToF imag-
ing techniques has been generalized for many applications in recent years [25] and seems to have
many advantages for 3D imaging, such as its high depth accuracy, its wide dynamic range mea-
surements, its low cost, its robustness in low light conditions, its integration in CMOS technology
and processing capabilities. This family of active optical depth sensors, also known as Light De-
tection And Ranging (LiDAR), consists in estimating depth by illuminating an object with a laser
beam and then detecting the reflected light with a photodetector.

Figure 1.2: Scanner camera (left) and Flash camera (right)

Two antagonist setups can be developed: a scanner or flash camera as illustrated in Fig. 1.2.
Raster scanning LiDAR is combined with a scanning system, which is generally composed of
a rotating mirror. This allows when using a single axis rotating mirror and employing several
vertical laser beams to provide a 360◦ point-cloud. Alternatively, there exists flash ToF LiDAR by
employing an optical system that diverges the light of a single emitter such that the entire scene
of interest is illuminated and the reflected light goes to a two-dimensional array of photodetectors,
namely a ToF depth camera. The main difference between a flash LiDAR camera and a scanning
LiDAR device is that there is no need of a mechanical scanning mechanism [26], e.g., a rotating
mirror [27] or a beam steering [28]. A significant advantage to do without scanning is that each
photodetector in the direct time-of-flight (D-ToF) 3D flash cameras is exposed to the optical signal
for a long period with time measurement consistency. In doing so, the various noise effects are
reduced in two ways, by eliminating mechanical misalignments and non-linearity effects in order
to acquire a large number of laser cycles. Beyond the fact that two possible setups have been
developed, there are above all three operating principles of ToF sensors, indirect continuous-wave
time-of-flight (I-ToF), Frequency-Modulated Continuous Wave (FMCW) and D-ToF.
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1.1.2 Principle description of Frequency-Modulated Continuous Wave, Indirect
and Direct Time-of-Flight LiDAR

Figure 1.3: Operating principle of a FMCW, I-ToF and D-ToF lidars

FMCW sensors An emerging technology, namely FMCW LiDAR for frequency-modulated
continuous wave LiDAR [29] can measure distance by repeatedly linearly chirping frequency of
the continuous laser beam as illustrated in Fig. 1.3. Once the measured signal is returned to the
receiver, a coherent detector mixes the measured signal with the local oscillator and measures the
frequency shift, ∆ f . These frequency differences allow estimating the distance d from the prior
knowledge of the chirp speeds, i.e., d = c|∆t|

2 = c|∆ f |
2 d( f )

d(t)

. Where c refers to the speed of light, ∆t to the

measured time shift, ∆ f to the measured frequency shift and d( f )
d(t) to the frequency shift per unit of

time. Further processing extracts the Doppler shift to estimate the object’s velocity relatively to
the sensor. The main disadvantages of this technology concern the alignment of the corresponding
RGB-D images and its processing cost as written in Tab. 1.1.

I-ToF sensors Alternatively, the continuous-wave I-ToF consists in emitting an amplitude-modulated
light signal onto a scene and then receiving it. Once the signal is received, a phase-shift due to
the round trip of the light signal can be measured in order to estimate depth. Each pixel cell inde-
pendently performs demodulation of the received signal by digitally counting incoming photons
integrated during specific time gating windows, given by reference clock(s) synchronized with
the emitted signal. This operation process, namely time-gated single photon counting (TGSPC),
can be performed sequentially or simultaneously with multiple reference phase-shifted clocks in
case of multiple counters. In doing so, it can measure its phase delay as well as its amplitude
and offset (background illumination). Note, that the received signal is attenuated because of the
object’s albedo, distance and background illumination. I-ToF Multi-tap is one of the I-ToF im-
plementations using amplitude modulation and multi-tap pixels [30]. This technology is powerful
and cost-effective but suffers from a limited temporal resolution.

D-ToF sensors Otherwise, pulsed-light D-ToF sensors are composed of a laser source emitter fir-
ing out ultra-short pulses of light that once reflected onto an object can be detected by the combined
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receiver which is an array of photodiodes with time-to-digital converters (TDCs). The D-ToF mea-
surement thus consists in measuring the round trip time of the laser light pulse, τToF and deduces
the measured distance d, i.e., d = cτToF

2 (cf., Fig. 1.3). Different technologies can exploit D-ToF
imaging with pros and cons such as D-ToF MCT-APD for direct time-of-flight mercury-cadmium-
telluride avalanche photodiode [31] and D-ToF SPAD for Single Photon Avalanche Diode [32].
Because of the physical constraints imposed by the measurement technique and the early stage
development of advanced IC technology, D-ToF sensors have been highly limited up to now in
terms of spatial resolution, power consumption and processing cost cf., Tab. 1.1.

6



1.1.ToF
techniques

in
the

3D
im

aging
and

sensing
ecosystem

SL D-ToF MCT-APD D-ToF SPAD I-ToF Multi-tap Stereo PDAF DfF DfdF FMCW OI

Active imaging yes yes yes yes no no no no yes yes

Spatial Res. + + − + + + − − n/a −−−

Max range − +++ ++ + − − −− −− + −

Depth Res. ++ + ++ + − − −− −− ++ +++

FPS + ++ ++ + + + −− + − +

Optics −− + ++ + ++ ++ ++ ++ ++ −−

System size − − ++ + −− +++ + + +++ −−

BOM (price) ++ −− + ++ − ++ ++ +++ − −−

RGB-D alignment + − ++ ++ − + + + −− −−

Processing − ++ + + − − − −− + −−

System pwr. − −− − − + ++ + + − −

Applications
smartphone/ military/ smartphone/ smartphones/ moving object/ automotive biological

metrology spatial robotics tiny robotics focus/ robotics semiconductor

Advantages
spatial dynamic temporal cost-effective Optical acquisition speed depth

resolution range resolution technology frequency measurements accuracy

Disadvantages
occlusions/ noise spatial power depth depth reliability vignetting

specularity level resolution consumption of field resolution

Tableau 1.1: Qualitative, subjective comparison of light-based depth sensing systems.
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1.2 Evolution of single photon photodetectors

ToF has been a research topic for several years, during which researchers have developed
different types of single photon ToF sensors for a wide range of applications, based on various
technologies or physical mechanisms. Here, it is detailed the evolution and the state of the art of
the main existing single photon detectors and their advantages and disadvantages.

1.2.1 Photomultipliers: PMTs

The Photomultiplier tube (PMT) was invented in the early 1900s and was until 1980, the only
detector of very low intensity photon flux on the market [33]. The device consisted of a source of
primary photoelectrons (photocathode), an electron focusing (optics or magnets) and a multistage
of secondary electron emitters (dynodes) with a certain coefficient (cf., Fig. 1.4). Each subse-
quent dynode is supplied with higher electrical potential in comparison with preceding dynode
from high voltage power supply. In doing so, the photoelectrons produced by the illumination of
the photocathode are accelerated to the first dynode by tearing off more numerous but less ener-
getic secondary electrons from its surface, also accelerated to the next emitter by tearing off more
numerous secondary electrons again and so on until they reach the anode. The arrival of these
electrons on the anode creates a brief current pulse, which is the detection of a photon.

Figure 1.4: Typical photomultiplier tube (PMT) from [34]

The main characteristics of PMT are manifold. Firstly, PMT has a very large sensing area.
Secondly, it also has a very high gain in creating a huge number of electrons per incident photon
(∼ 106) with a very low counting rate in the dark thanks to its low noise properties. Finally, its
ultra-fast transit time (i.e., the time between the illumination and the moment of the pulse on the
anode) reflects an excellent timing resolution. However, the photomultiplier suffers from several
drawbacks, mainly a high supply voltage that goes from a few hundred volts to several thousand
volts. In addition, the PMT is a heavy detector and very sensitive to the magnetic field.

1.2.2 Electron Multiplying Charged Coupled Devices: EMCCDs

The Electron Multiplying Charged Coupled Device (EMCCD) was launched on the market in the
early 1990s by e2v [35]. These sensors were an important innovation in imaging that effectively
reduced the relative noise of the readout circuit, by the amplification of the electrons captured
from the signal before it passed to the reading phase. This is performed thanks to the use of
two additional reading registers compared to the conventional CCD technology, a conventional
register and the register dedicated to the multiplication of electrons (cf., Fig. 1.5). High voltages
are applied to the additional register so that the electrons acquire sufficient energy for additional
electrons to be released by the ionization impact process. This gain step allows multiplication of
the signal without adding extra noise with factors of the order of 103.
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Figure 1.5: Typical electron-multiplying charge-coupled device (EMCCD) from [36]

The main advantages of EMCCDs sensors are its high quantum efficiency and accurate sensi-
tivity to single photon detection. However, the main disadvantage is the high power consumption
especially for low intensity levels.

1.2.3 Photon Avalanche diodes: APDs

An avalanche photodiode (APD) [37] is a highly sensitive semiconductor photodiode detector
invented in the 90’s based on semiconductor photodetectors. The functioning principle to detect
photons in low photon flux consists of an internal gain of a junction by applying a strong bias
voltage in reverse cf., Fig. 1.7. In general, the APDs consist in structures based on a p− n or
p− i−n junctions (cf., Fig. 1.6). In linear mode i.e., with a reverse bias voltage high enough but
slightly below the breakdown voltage, the photodiode can be used to obtain a linear response as
a function of incident photon flux intensity. When a photon is absorbed in its depletion zone, it
creates a pair of electron hole (photo-generated carriers) that are accelerated and then create other
electron-hole pairs by ionizing impact which will in turn form others (In a way, this mechanism
can be regarded as the semiconductor analog of PMT).

Figure 1.6: Typical avalanche photodiode (APD) from [38]

APDs have the main advantages of being wavelength selective photodetectors which is very
interesting for example for fiber optic transmission systems [39]. However, this photo-detector
APD has two disadvantages regarding the temporal jitter (temporal resolution), because the APD
requires a few photon arrivals for its avalanche detection leading to uncertainty on the arrival time
of the photon, considering that the arrival of photons follows a Poisson distribution. The second
major drawback comes from the low signal to noise ratio of the photodiode itself.
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Figure 1.7: Current-voltage relationship of a p-n diode with respect to applied bias voltage.

1.2.4 Single Photon Avalanche diodes: SPADs

Single Photon Avalanche diode (SPAD) is a specific fully depleted photodiode that is reverse-
biased as an APD but beyond the breakdown voltage in a steady state namely Geiger mode cf.,
Fig. 1.7. In doing so, a single photon absorbed in the photosensitive region is enough to trigger
diode avalanche by ionizing impact in the crystal lattice. This single free carrier absorbed in the
photosensitive region is accelerated by the electric field and leads to a series of impact ioniza-
tion processes, resulting in a self-sustained avalanche and a consequent high current through the
device. This current is stopped and the voltage across the diode is returned to its steady state,
i.e., at a voltage above the breakdown thanks to a resistive circuit namely the quenching circuit.
This key operation requires appropriate electronics capable of detecting the increase in avalanche
current, generating a pulse at the output in synchronization with the change in current, stopping
the avalanche by lowering the bias below the breakdown voltage, returning the bias above the
breakdown voltage to make it operational again. The quenching circuit influences many charac-
terization parameters of the SPAD, like its Jitter [40], Afterpulsing [41], Fill factor [42], power
consumption [43], optical crosstalk [44] detailed in Chap. 2. Generally speaking, this SPAD oper-
ating mode allows a very high photon detection efficiency justifying its used in applications where
single-photon sensitivity, along with high timing resolution, is required.

(a) Typical reachthrough single photon
avalanche diode (SPAD) from [45]

(b) Typical planar single photon avalanche
diode (SPAD) from [46]

Figure 1.8: Typical single photon avalanche diode (SPAD) implementations

On the description side of the design implementation, two different implementations of SPADs
exist, reachthrough (cf., Fig. 1.8a) or planar SPAD (cf., Fig. 1.8b). Reachthrough structures maxi-
mize the absorption probability and show a quantum efficiency of 30% at 500 nm and 70% at 700
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nm, thanks to the large absorption region substrate. In the first structure –namely reachthrough
SPAD– proposed by McIntyre [46], a customized technology was used with an ultra-low doped
p-silicon substrate specially developed to generate the reachthrough avalanche photodiodes. How-
ever, this thick depletion region induces a Jitter higher than 300 ps and requires a bias voltage
between 300 and 400 V in combination with specialized circuits to dissipate the excess power,
making it very expensive [40].

The main difference between the planar structure and the reachthrough structure is the reduc-
tion of the surface of the absorbing zone and the use of a guard ring. Planar SPAD topology allows
to obtain better performances, such as jitter reduction due to small junction diameters, reduction of
dead time due to small junction capacities, reduced power consumption due to narrower depletion
zone and thus lower bias voltages and reduced detection probability. Furthermore, the CMOS pro-
cess allows the on-chip integration of the photodiode readout circuits, but unfortunately implies a
low fill factor because of the combination of on-chip integration of the photodiode and its circuitry.

1.3 Mass adoption of SPAD D-ToF sensors

As SPAD technology has matured, a range of biophotonic applications requiring nanosecond
timing resolution have been explored, such as fluorescence lifetime imaging microscopy (FLIM),
time-resolved Raman spectroscopy, and positron emission tomography (PET). Indeed, despite a
high dark count rate [47], SPAD sensors are of choice due to their temporal resolution (picosecond
time resolution), single-photon sensitivity, on-chip histogram generation process and, especially
for FLIM technology. Nevertheless, for most of these biophotonics applications, the current tech-
nology development trend is to increase sensitivity especially in the red/ near-infrared (NIR) re-
gions [48, 49], increase timing resolution [50, 51] and data compression while obtaining compact
systems.

Figure 1.9: LiDAR for automotive technology roadmap [52]

Similarly, global technology companies are actively investing into research and development
for the next generation of optical 3D imaging sensors that will make the autonomous driving expe-
rience truly possible. These sensors are for indoor and outdoor detection applications in addition
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to sensing devices such as automotive cameras and millimeter wave radar. One current investment
trend in 3D optical imaging is focused on the SPAD-based ToF sensor cf., Fig. 1.9, which is
expected to play a key role in future technologies for high temporal resolution. In addition to its
value for high-precision detection, the SPAD-based ToF sensor is also an asset for road condition
recognition (i.e., the location and shape of objects such as cars and pedestrians).

Figure 1.10: Evolution of front and rear 3D sensing camera modules in smartphones [53]

Finally, one last but not least, smartphones account for 70% of the total demand of image
sensors, which is the largest [53]. Smartphones market is still expected to grow by over 25% [53]
because of the emergence of 3D imaging and detection technologies. Indeed, since the early
2010s, some 3D optical image sensing techniques have been used in smartphone features such as
AutoFocus2 [54] which is based on autofocusing technique. But, the introduction of the Lenovo
PHAB 2 Pro in 2016 and the iPhone X in September 2017 changed the way of 3D sensing and
set the technology and use-case standard for 3D sensing in the consumer space. Consequently, the
main smartphone manufacturers, such as Samsung, LG, Huawei, OPPO, and Vivo, are engaged in
a technical race to come up with the best 3D image sensors whatever the technology used. It is
worth mentioning that SPAD-based ToF is less complex than structured light sensors from a soft-
ware perspective. In addition, the optical system of the SPAD-based ToF sensor simply consists
of a Vertical Cavity Surface Emitting Laser (VCSEL) with a diffuser placed on top, whereas the
SL requires a complex optical or electrical pattern generator [55]. Regardless of its cost advan-
tage, the SPAD-based ToF sensor system is much easier to calibrate and is more robust to outdoor
light conditions. All these key features for all the previously mentioned applications, completely
changed the future role of SPAD-based TOF sensing modules, leading to the diversification of its
use cases from photography to augmented reality.

1.4 Description of SPAD D-ToF Topologies

The widespread use of SPAD in many applications involves different SPAD architectures for
various 3D imaging features. For example, Fig. 1.11 illustrates one possible sensor topology
composed of 256× 256 SPAD integrated into a 3D-stacked 90nm. The sensor bottom tier is
composed of a 64× 64 matrix of 4× 4 SPADs at 9.18µm SPAD pixel pitch sharing electronic
circuitry for a total of 36.72µm grouped pixel pitch. The memory/processing/control electronics
circuitry is composed of 16× 14 bit counter array with 8 I/O operating at 100 MHz. [6] is one
sensor topology among others. And several variants of SPAD imagers with respect to image sensor
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format, acquisition scheme, time correlator and processing block architectures, time correlator
techniques and post-processing techniques will be detailed in the following subsections.

Figure 1.11: Sensor architecture showing the pixel layout on the bottom tier (left) and the SPAD
layout on the top tier (right) from [6]

1.4.1 D-ToF image sensor formats

First, SPAD D-ToF image sensors can vary in the number of pixels and their arrangement in the
focal plane, by the additional use of a digital micromirror device, or even by the number of pro-
cessing readout channels. Actually, three different SPAD D-ToF sensor arrangements are clearly
identified, single-point sensors, line sensors and array sensors.

First, let’s introduce a line sensor which is only composed of a single row of pixels. This image
sensor format is commonly used in raster scan LiDAR in 3D imaging applications. The function-
ing principle is based on the use of a scanning system e.g., rotating mirror on which the receiver
and the emitter are mounted or a beam steering, in order to scan one-point at a time horizontally.
Consequently, "column pixels" sensor format generally shares time correlation, processing and
readout blocks.

The other two image sensor formats are more typically used in LiDAR flash cameras. Single-
point sensors are mostly composed of one photodetector [56]. It can also be composed of more
photodetectors [57] but with a single readout stream of photon events. In this case, each digital
output channel is combined with a tree XOR in order to correctly filter photon events. By doing
this, even if the detector samples are independent, they are all sampled and processed as coming
from one pixel. Sometimes, the use of a digital micromirror device (DMD) is introduced for the
spatial modulation in time of the photodetectors activation [58] allowing a possible future spatial
demodulation and thus a zero or almost zero spatial resolution loss.

Otherwise, the development of array sensor formats is composed of columns and rows of
independent pixels. This image sensor format commonly used for LiDAR flash cameras provides
consistent spatial resolution by using an optical lens in front of the emitter to illuminate the entire
scene with a single image readout instead of a scanning system. Some works implement a cluster
of photodetectors in a single pixel, namely macro pixel allowing to improve the photon count rate
and thus diminishing dark count rate effect [9]. This further allows to optimize pixel fill factor by
mutualizing pixel electronics that is to say processing and memory units.
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1.4.2 Time correlator variants

Once a photon arrival generates a charge carrier, this voltage drop is correlated in time with the help
of a time correlator in the typical case of D-ToF. There exists various timing circuitry with high
temporal resolution such as time to amplitude converter (TAC) [59] and time to digital converters
(TDC) [60].

Time-to-Amplitude Converter

A TAC [59] consists of a capacity that charges during the time interval from the arrival of the
reflected light signal to the synchronization signal of the emitter source. At the end of the integra-
tion, the amplitude of the sampled voltage is equivalent to the measured time. This voltage can
be then read out in its analogue form, but is usually sampled by an analogue-to-digital converter
(ADC) at the pixel level or on-chip to avoid adding more noise to the measurement during the
readout process. Although its performance decreases when achieving higher sample rate due to
mismatches (i.e., offset and gain) and non-linearity leading to sample-time errors [61]. The ad-
vantage of TACs over their digital counterparts is their area. However, the gap is being gradually
closed by increasingly smaller CMOS digital technology nodes, which encourage the adoption of
the TDC as the circuit block of choice for photon timing applications.

Time-to-Digital Converter

TDC consists in being first triggered to start timing by the periodic reference synchronization
signal from the emitter and triggered a second time to stop timing by the occurrence of a photon
event. However, the timing convention that inverse start and stop triggers, is rather used to improve
the power consumption and data bandwidth performance of the system (i.e., only trigger on a valid
photon event). The measured time difference is directly mapped to a binary encoding (e.g., one-
hot encoding). TDCs are commonly used in D-ToF cameras at the expense of TACs since TDCs
provide a shorter conversion time and are less sensitive to temperature or voltage variations. Four
main topologies of TDCs integrated into ToF image sensor architectures have been identified,
Flash TDC [60], Vernier Delay line TDC [62], Pulse-Shrinking Delay Line TDC [63] and Gated
ring Oscillator TDC [64]. Flash TDC [60] architecture is the most popular due to its simplicity,
low latency and reliability. The resolution of the flash TDC is equal to the delay (τi) and the length
of the delay line (N) defined "commonly" the required dynamic range.

Figure 1.12: Flash Time to Digital Converter illustration

Because the resolution of the classical delay line TDC is limited by the cell delay (τi). The
second example, namely the Vernier Delay Line TDC [62] enhances the TDC resolution beyond
the cell delay in introducing two delay lines, start and stop lines and using the gate delay as a
time unit. A start signal is propagated through the first delay line with τ1 delays and a stop signal
propagates through the second delay line with τ2 delays where τ1 < τ2, with a flip-flop at each
corresponding pair of cell delays where the stop signal is clocking the flip-flop at each stage.
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The measurement is completed when STOP overtakes the START signal in steps of resolution
(∆tdelay = τ1− τ2, for more details see [65]).

Figure 1.13: Vernier Time to Digital Converter illustration

However, the Vernier delay line TDC requires more silicon area due to the doubling of the
number of delay lines compared to the Flash TDC. The simplest way, in terms of silicon area,
to measure time as a Vernier TDC delay line is to use a shrunk delay loop with a counter. This
method can be implemented in different ways but the concept named Pulse-Shrinking Delay Line
TDC [63], simply consists in having all buffers in the delay line (τ1 in Fig. 1.14) except one (τ2
in Fig. 1.14) with equal rising and falling times. The shrinkage will operate at each loop iteration
until the pulse vanishes. The number of cycles taken to vanish the signal is proportional to the
time measurement, Gated ring Oscillator TDC [64].

Figure 1.14: Gated Ring Oscillator Time to Digital Converter illustration

1.4.3 Timing unit architecture

There is a wide variety of possible time correlator (as presented above) and processing block ar-
chitectures (presented in the following sub section), single block, column-parallel block, column-
dynamic block reallocation and per-pixel bloc (see Fig. 1.15). All these architectures have their
pros and cons depending on the image sensor format. For example, single block is naturally the
most relevant architecture allowing higher active pixel area as illustrated in Fig. 1.15a. However,
this architecture requires the use of a TDC with a high conversion rate in order to timestamp ev-
ery event provided by the SPAD array. On the contrary, a column-parallel architecture provides
a shared column unit. Therefore, rows of pixels are sequentially processed (cf., Fig. 1.15b). The
limitation of this architecture is the same as for single block architecture because a single row may
be processed at a time, which might impose long delays to process the whole array. The column-
dynamic block reallocation (cf., Fig. 1.15c) is more relevant in a way that several processing
blocks are available for each column and are dynamically assigned to column pixels. Depending
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on the image sensor format, a per-pixel unit block may be interesting since all pixels get their own
processing units and no more photon events are ignored because of the absence of available pro-
cessing units. Before the recent development of advanced 3D stacked technologies, the processing
unit was generally placed in the peripheral circuitry of the active pixel area therefore reducing the
fill factor cf., Fig. 1.15d. Thanks to the development of advanced 3D stacked technologies, the
integration of processing units is now possible below the active pixel area in order to maximize
the fill factor so as the processing unit performance as illustrated in Fig. 1.15e. Some other works
customized the per-pixel unit block architecture. For example, [66] replaces the TDC-per-SPAD
canonical architecture with a shared TDC, thus optimizing the use of the pixel area in spite of
inducing a spatial resolution reduction as illustrated in Fig. 1.15.

(a) Single block
(b) Column-parallel block chan-
nel

(c) Column-dynamic block real-
location

(d) Per-pixel bloc 2D CMOS (e) Per-pixel bloc 3D-IC

Figure 1.15: Architecture of temporal correlation or processing channels in an image sensor.

1.4.4 Memory unit/ IO pads architecture

There exists two main groups of SPAD architectures, one based on time gating single photon
counting (TGSPC) [67, 68] approach cf., Tab. 1.3 and the other based on time correlated single
photon counting (TCSPC) [6,69] approach cf., Tab. 1.2. For TGSPC approach, there is almost no
processing, memory and readout electronics in the pixel, since no time correlator or even on-chip
memory are used. Although this approach reduces complexity and pixel pitch, it is limited by the
long measurement time and is hardly applicable to 3D imaging.
Otherwise, for the TCSPC approach, after the conversion of the photon carrier detection into a
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timestamp measurement (through the use of a time correlator as presented above), this time stamp
value or time of flight (ToF) needs to be stored for later statistical analysis. For example, it sim-
ply consists in finding the time when the most photons hit the SPAD sensor because of the syn-
chronized laser pulsed-light for depth estimation. To do this, the ToF sequences must be stored,
but these are too large to be stored at the pixel level. That is why, ToF values are stored in the
corresponding time bins of a histogram. However, the histogram memory blocks also remain a
challenge due to the amount of the local storage required for the ToF histograms. To illustrate this
point, let us take the example of a 10-bit coded ToF value, the one-hot encoded histogram would
be composed of 1024 bins providing measurements with a resolution of 1cm for a depth range of
10m. In order to acquire a relevant distribution of ToF values, each bin needs its own counter with
a sufficient bit-width (e.g., 10bit). The memory required by each pixel is then 10kb. Furthermore,
the crucial issue of the sensor data throughput arises. Let’s take the example of a VGA pixel ma-
trix (640×480), which already requires more than 3Gb per frame. For a frame rate of 30fps, this
would imply a 92Gb/s chip data throughput. So, even assuming high-speed chip I/O pads capable
of 300Mb/s, the TCSPC solution would require more than 300 pads.

Besides technology trends which allow the removal of the memory/processing/control elec-
tronics from the sensor’s focal plane, we review in the literature several unconventional system
designs to overcome SPAD limitations. For example, to optimize the processing of SPAD data two
methods consist in dividing the histogram construction into subparts if the speed of acquisition is
not a concern, namely the Partitioned inter-frame Histogram and the Folded/Shifted inter-frame
Histogram as illustrated in Fig. 1.16 with the description of an architecture with only 16 counters.

Figure 1.16: Pixel sharing architecture from [6]

Partitioned inter-frame Histogram (PiFH)

This implementation is straightforward, since it sequentially builds complete histograms in a par-
titioned manner and then requires only comparing every highest peak location of each partial
histogram in order to find the peak location (see Fig. 1.17). In taking the example of a 10-bit ToF
pixel counter with a 8-bit coded ToF value for the partial histogram, we therefore obtain 210−8 = 4
partitions. In doing this, it replaces the build of the histogram of 210 = 1024 bins by 4 sequential
partial histograms of 28 = 256 bins. Physical memory is thus 4× reduced in comparison to the
complete histogramming by using the same memory footprint per partial histogram and building it
sequentially in time. This approach unfortunately reduces the acquisition frequency of the sensor
since it requires more photons to be acquired for all sub-histograms.

Folded/Shifted inter-frame Histogram (FiFH/SiFH)

This approach is based on building two or more histograms with various binning in time for all the
sequential histograms. Let’s take the example of a complete histogram of n bins. The time binning

17



Chapter 1. Introduction

Figure 1.17: Partition histogramming from [70]

depends on the number of steps of histograms built (s) that is to say equal to s
√

n. For a folded
inter-frame histogram in typically two steps, each sub histogram will thus be composed of 2

log2(n)
2

bins. The first histogram will have a binning of 2
√

n while the second histogram will have no bin-
ning but a dynamic range equivalent to the bin size of the first histogram. In other words, the first
histogram corresponds to the most significant bits (MSB) and the second the least significant bits
(LSB). In comparison to the complete histogramming method, the memory footprint is decreased
by a factor of 2

log2(n)
2 (e.g., for 10 bits ToF pixel value with a 5 bits coded ToF value for the folded

histogram). One of the major drawbacks of this approach is related to the noise floor of the most
significant bit histogram and of the least significant bit that are larger than the complete histogram
noise floor. Regarding the least signifiant bit histograms, this results from the noise folding, i.e.,
the cumulative sum of all the bins modulo s

√
n that are equal (the smaller the number of bins of

representation, the higher the folding order). To address this issue, [71] proposes ”Shifted inter-
frame Histogram” (SiFH) to filter the second histogram using the estimated result from the first,
to increase the Signal to Background Ratio.

Figure 1.18: Folded inter frame histogramming from [70]

Fig. 1.18 illustrates another operating mode, where the MSB histogram is 3-bit histograms
and detects the peak with a boarder error around 255 bins (complete histograms of 211 bins).
The second histogram (i.e., LSB histogram) is thus built from the 8 less siginficant bits, i.e., a
histogram size of 28 bins.
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1.4.5 SPAD activation time dependent

In conventional ToF cameras, the pulse laser and SPAD sensor are temporally synchronized. How-
ever, due to the peculiar histogram formation process, the SPAD cameras cannot operate reliably
under ambient light (e.g., sunlight in outdoor conditions). Indeed, the early arriving ambient pho-
tons prevent the SPAD from measuring the signal (laser) photons that may arrive at a later time
bin of the histogram. This nonlinear distortion, the pileup effect, distorts the histogram mea-
surements towards earlier time bins, as shown in Fig. 1.19. Reliably locating the laser pulse is
consequently challenging and usually results in large depth errors. Therefore, an asynchronous
acquisition method has been proposed by [72]. This consists in decoupling the SPAD on/off times
from the laser cycles by allowing the SPAD acquisition windows to have arbitrary start times with
respect to the laser pulses. As for the SPAD cycle, it is defined as the duration between the SPAD
activation and the photon detection (or following SPAD activation time). SPAD listening windows
misalignment is operated with various shifts in order to spread out the noise effect while mitigat-
ing the pile-up effect [73]. This method typically enables a reduction of the digital dynamic range
related to histogram bin counters and thus lowers pixel memory requirements. Nevertheless, since
the TDC is triggered to start timing by the periodic reference asynchronization, this method im-
plies a higher power consumption. In addition, this can only be used for specific SPAD operating
systems working with a single photon-per-pulse detection.

Figure 1.19: Asynchronous acquisition scheme from [72]

1.5 Limitations of SPAD D-ToF

Since the invention of SPAD sensors in 2003 [32], most of their key characteristics have been
particularly improved, namely RGB-D alignment, timing resolution, dynamic range and pixel-
level processing. For instance, one of the first SPAD D-ToF sensor arrays [74] was simply mul-
tiplexed to an external TDC IC. This was limiting in terms of acquisition time because of the
sequential pixel measurements. Moreover, the SPAD array design was not scalable to a high res-
olution sensor, which is necessary for the 3D imaging application. Various works qualitatively
compares depth map sensing technologies with respect to each system feature and typically high-
lights that spatial resolution and power consumption remain one of the main issues related to
SPAD D-ToF sensors [75]. Since then, the current trend is to design larger SPAD arrays [76] to
address the mass industry requiring high-performance sensing solutions (e.g., for advanced driver-
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assistance systems [77]) and to be competitive against alternative depth sensing approaches (e.g.,
stereoscopic disparity maps (Stereo) [78]). The first step forward after was to integrate the timing
circuits on the same silicon die as the SPAD sensors, which allows for parallel measurements for
a higher degree of scalability and thus shorter acquisition time [79]. These sensor-level improve-
ments successfully extended the use of SPADs to a wide range of emerging applications such as
medical imaging [80], astronomical imaging [81], lidars [82] and light communication [31].

Although offering a competitive depth accuracy of a few ps and slightly higher spatial reso-
lution, D-ToF still faces considerable hardware constraints which limit higher acquisition frame
rate and higher image formats (i.e., number of pixels) with a reduced pixel pitch. To illustrate
this point, Tabs. 1.3 and 1.2 shows the performance metrics for the recent SPAD ToF imaging
sensor arrays. It highlights the trade-off between low complexity to achieve high fill factor with a
reduced pixel pitch and a high level of parallelism to achieve low acquisition times. Several actors
like STmicroelectronics (ST), École Polytechnique Fédérale de Lausanne (EPFL), Fondazione
Bruno Kessler (FBK), Adaps Photonics Company (APC), Xidian University, Ulsan University,
Sony, Canon and Panasonic have made many efforts to go beyond the limits of standard SPAD
development, creating large-format SPAD cameras combined with time gating (cf., Tab. 1.3) or
time-to-digital converters (TDCs) on chip (cf., Tab. 1.2). Actually, to the best of our knowledge,
we have reported three ways to improve the fill factor of a smart SPAD ToF pixel: 3D-stacking,
microlensing and reducing the per-pixel complexity. Microlensing is a technique used to improve
the effective fill factor of SPAD arrays by redirecting photons away from dead zone (e.g., elec-
tronic circuitry) within the pixel and toward the active area of the SPAD. Let’s take the example
of [83] which increased the fill factor from 13% to 40% with microlensing (cf. Tab. 1.2). However,
this approach does not result in a compact system since it does not reduce the pixel pitch either.

Alternatively, the use of advanced IC technology, including 3D-stacking (3D-IC) [25] firstly
enabled to increase overall performances, reducing power consumption at a smaller footprint
than traditional 2D-IC [6, 84, 85]. For example 3D-stacking allows the integration of backside-
illuminated SPADs on the top tier, and control/processing/readout electronics on the bottom tier
[6,84,86,87]. The 3D-stacking further enables the implementation of two different process nodes
for the SPAD photodiodes and electronics circuitry optimizing SPAD process (as proposed by [6]
allowing more complex per-pixel circuitry).

Even if 3D stacking seems very relevant, first of all in terms of power consumption, the gain
in pixel pitch and thus the maximum size of the SPAD array is not yet sufficient. The key for a
larger image sensor remains the pixel pitch related to the amount of functionality per pixel. There-
fore, several researchers in the scientific community have implemented hardware implementation
tricks to reduce the electronic circuits per pixel, such as TDC sharing [6, 69, 87] or partial his-
togramming [6, 85, 88, 89]. For example, [6] proposed five different operating modes based on an
histogramming TCSPC-based approach but in a block of 4×4 SPADs connected to an advanced
functionality pixel circuitry. However, in larger SPAD arrays, massively parallel data processing
must be addressed, requiring a large number of memories for pixel-level histogramming [85, 87].
Because the memory area is especially challenging, a coarse-to-fine historamming approach was
implemented by [6,85,89]. [88] even proposed a dichotomic processing methods which consists in
sequentially shrunk by half the temporal resolution of analysis with the used of Up/Down counters
(UDC) at the expense of image acquisition frequency.

Another processing methods have been further investigated, such as time gating approach [86],
requiring less in-pixel processing, memory and readout electronics. This approach is typically
used to reduce dark noise, as well as to reduce the pixel pitch and the amount of memory re-
quired per pixel with the 1b pixel counter. However, this approach is limited by the extended
measurement time due to the large number of counts required for each gate window shift and by

20



1.5. Limitations of SPAD D-ToF

the generation of the gated window cf., Tab. 1.3.

Actually, to the best of our knowledge, even though TDC-based approach enables precise pho-
ton arrival time stamping. The TCSPC-based approach is not suited for scaling because of large
circuitry requirements, since it practically consists in detecting incident photons and storing all the
measured arrival times in a large histogram in order to estimate the statistical distribution over a
large number of pulse periods. This operating mode unfortunately involves a large amount of raw
data associated with each depth map. From this premise, this manuscript focuses on alleviating
the TCSPC imaging mode by proposing alternatives of canonical acquisition systems. This
technical challenge is further complicated by the fact that, depending on the incident photon flux,
the collected histogram may include a majority of photon arrival times due to the ambient light
and not laser pulses, making the extraction of information more difficult as the ratio of photons
coming from the active light source and those from Background Illumination (BI) could be very
low (lower than 1%) [70].
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[6] [87] [84] [83] [88] [89] [85]

University ST FBK Sony ST Ulsan FBK APC

Techno. 90nm 3D-BSI 40nm 3D-BSI 90nm 3D-BSI 40m CMOS 110nm CMOS 110nm CMOS 65nm 3D

Time architecture GRO TWC+TDC TDC Gated RO TDC+UDC RO TDC

Array size 64x64 320x240 189x600 192×128 80x60 64x64 240x160

Pixel Pitch (µm) 36.72 12.5 10 18.4x9.2 75 48 16

Fill Factor (%) 51 21 27.4 42 10.4 12.9 49.7

Range (m) 50 4.4/2.2 300 40 45 8.2/1200 30

Temporal Res. (ps) 35/560 200/300 1000 33 500 250-10000 97.65

Sensor Spec. Shared TDC microlensing In-Pixel Histogram Shared Mem.

Number of SPAD per pixel 16 16 9/16 1 6 4 64

Number of TDC 4096 4800 384 24 576 4800 4096 600

TDC depth 14-b 5-b 12-b 12-b 7-b/6-b 16-b/13-b 10-b

Memory Ripple Counters SRAM SRAM Ripple Counters UDC Counters SRAM

On-chip mem. (kb) 896 1800 9108 196 86 65 2450

Architecture Reconfigurable Partial Histogram Full Histogram Digital Calibration Partial Histogramming

Fps 30 - 760 30 20 18.6k 30 25 20

Power consumption (mW) 77.6 <1500 - 140 1500 205.7 90

Tableau 1.2: Survey of major SPAD D-ToF sensor developments.
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[67] [68] [90] [5] [91] [76] [92]

University ST ST Fraunhofer IMS EPFL ST Canon/EPFL MOTIE South Korea

Method 1-bit I-ToF 1-bit I-ToF cw-I-ToF 1-bit I-ToF I-ToF 1-bit scan. win. Analog I-ToF

Techno. 130nm 40nm CMOS 0.35µm CMOS 180nm CMOS 40 nm 0.18 µm 110 µm

Array size 320x240 256x256 64x32 512x512 128x128 1024x1000 64x64

Pixel pitch (µm) 8 16 150 16.38 40x20 9.4 32

Fill factor (%) 26.8 61 3.14 10.5 13 7 17.3

Pixel counters 1-b 1-b 3x9-b 1-b 2x16-b 1-b 1x analog

Range (m) 0.6 60 20 15 3 1.6 40

Fps 130k 100k 33k 97.7k 500 24k 90

Power consumption (mW) 69 - 50 26.7-700 185 284 20

Tableau 1.3: Survey of major SPAD I-ToF sensor developments.
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1.6 Thesis Structure

This section will present all contributions from each chapter as illustrated in Fig. 1.20.

Figure 1.20: Schematic description of our contributions. Where d and τττr refer to modality recon-
structions, which are respectively depth and luminance.

Chapter 2 This chapter will firstly present system-level characteristics illustrated on the left side
of the Fig. 1.20, namely “Optical Model” (i.e., the sensor, the laser and the radiometric character-
isations of the active imaging system). Since no SPAD sensors were available during this thesis, a
physic-based analytical model has been developed for generating physically-plausible SPAD raw
data, h, used to evaluate our on-chip/remote processing methods. Secondly, the theoretical study
of the statistics distributions of h from the time correlated single photon counting (TCSPC) single
photon avalanche diode (SPAD) based imaging system is presented. This study gave various inter-
pretations on the nature of the statistical data and the mixture probability distribution functions as
a function of the 3D imaging system configurations (e.g., depth range measurements, background
illumination, laser pulse width, time resolution) leading to several solutions based on Expectation-
Maximization Algorithm in Chap. 4, Chap. 5, Compressive Sensing combined with regularization
algorithm in Chap. 6 or Deep Learning Algorithm in Chap. 7.

Chapter 3 Before presenting all on-chip and remote processing solutions in order to overcome
SPAD limitations, which are, as you know background noise robustness and TCSPC data format
memory requirement, this chapter presents a quick overview of the compressive sensing (CS),
expectation maximization (EM) algorithm, deep learning (DL) background and image super-
resolution algorithm. It starts with the presentation of the Expectation-Maximization algorithm
with its variants, giving basic mathematical tools for understanding Chap. 4 and Chap. 5. The
second section of this chapter presents the key theoretical concepts of CS, then presents the main
problem statements of the CS recovery methods and ends with state-of-the-art (SoA) implemented
algorithms in order to give all the keys to understand the solutions proposed in Chap. 6 and Chap.
7. The third section of this chapter presents the deep learning field for image reconstruction, which
appears to be a very powerful algorithmic tool. This section will briefly introduce the mathemati-
cal background behind the success of deep learning for computer vision tasks and will finish with
the presentation of the main deep learning topology, the Convolutional Neural Networks (CNN)
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(used in Chap. 7). Finally, the last section presents various techniques that enable to virtually
increase the resolution of an imaging system, namely image super-resolution, which inspired the
proposed solution reported in Chap. 7.3.

Chapter 4 This chapter presents a remote processing method (cf., Fig. 1.20) which consists in
estimating the depth map, d, and luminance map, τττr, from the estimation of the 4 latent parame-
ters of each truncated-Shifted Erlang (E ) distribution of a mixture model, only from an observed
draw of the process distribution in the shape of a time-of-arrival histogram, h. In contrast to SoA
approaches, the proposed solution aims to explore the high photon count synchronous SPAD oper-
ating mode which cope with the short range 3D imaging (i.e., few meters under high background
illumination). To address this highly non-convex problem, a customized nested Expectation-
Maximization algorithm (c-EM) has been designed based on a proper combination of Maximum
Likelihood Estimation, Moments Matching, Parametric Imputation and support estimation via
Variable Neighborhood Search. Furthermore, a Genetic search with a statistical test has been
added on top in order to handle the order selection in mixture model and to ease parameters esti-
mation without being stuck into a local minimum. This complex processing method does not allow
for its pixel level integration, so we propose to continue to the next chapter with other system level
configurations enabling on-chip processing.

Chapter 5 Aiming at replacing TCSPC system at pixel level, the proposed solution in this
chapter only considers the high photon counts asynchronous SPAD operating mode resulting
in Gaussian-Uniform statistical SPAD data model approximation, commonly considered in SoA
works. The proposed algorithm is performed by a 2-stage Expectation Maximization (EM) al-
gorithm for online peak detection with its Register Transfer Level hardware implementation (cf.,
on-chip CO-EM block in Fig. 1.20). This online estimator consists in sequentially computing the
statistical parameters that directly encode the latent spatial distance d and albedo τττr information of
the illuminated scene. This proposed solution allows for a reduction of the pixel pitch by around
40 % while improving depth reconstruction accuracy in comparison to SoA acquisition methods.

Chapter 6 One major drawback of the efficient statistical compression method proposed in
Chap. 5 is related to the inability to remotely correct depth misestimation because of SPAD raw
data information loss since statistical parameters estimated don’t fit to h. This chapter conse-
quently explores another way to effectively overcome the TCSPC data format problem, in the
high photon counts asynchronous SPAD operating mode with a sparse SPAD data model (i.e.,
short light pulse more or less equivalent to the histogram bins of duration). The second proposed
TCSPC alternative is based on pixel-wise CS with its implementation using an in-pixel Cellu-
lar Automaton (cf., on-chip ΦΦΦ and Bi-objective histogram reconstruction blocks in Fig. 1.20).
It demonstrates its effectiveness in terms of probability of the correct histogram peak detection
while extending capabilities to multi-peak detection. From the hardware point of view, examples
of digital logic syntheses are also reported, namely for silicon area reduction and comparison with
existing designs. According to all the detailed results, the proposed approach paves the way to
alternative acquisition schemes reducing the dimensionality of the data without limiting the ex-
traction of information. Indeed, the point is that this approach does not limit the remote interpre-
tation of the collected data to a simple peak detector but allows for understanding more complex
underlying information, for example using deep learning tools as proposed in the next chapter.

Chapter 7 The last chapter of this thesis presents two deep learning models to fully exploit the
potential of CS by reconstructing both depth and intensity maps in all SPAD operating modes (cf.,
Multimodal DL block in Fig. 1.20). A first deep learning model designed to process low photon
counts SPAD data (long range imaging system model which neglects noise photon counts pileup
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effect and the hardware limitations of the SPAD sensor imaging system) has been developed to
introduce multimodal reconstructions. From the topology point of view, a specific compression
pattern layer operates a learned projection into a smaller latent representation space. Subsequently,
the learned compression pattern layer is replaced by a data agnostic hardware-compliant imple-
mentation CS scheme, allowing to relax the hardware constraints on the SPAD sensor. The CS
scheme firstly reduces the number of memory points and the number of bits per point, thus reduc-
ing the pixel pitch by using a cellular automaton (CA) as presented in Chap. 6. This finally allows
to get out of the restricted mode of operation at low photon counts and thus improving multimodal
reconstructions. On the other hand, the second model developed aims to get rid of the sparsity
constraint and to provide super-resolution reconstructions, thus extending the use of the CS to all
the operating modes of SPAD (e.g., non sparse SPAD raw data, SPAD pixels sharing electronic
circuitry).
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2
A Physics-based analytical Model of TCSPC data

In active 3D imaging based on a Time Correlated Single Photon
Counting (TCSPC) system, photons “of interest” measured with Sin-
gle Photon Avalanche Diodes (SPADs) are often mixed with high
background photon noise. This low Signal-to-Background ratio
(SBR) makes the reconstruction of luminance and depth maps diffi-
cult since the depth information is then deduced by analyzing the sta-
tistical distributions of the photon arrival times. This chapter starts
with the introduction of the receiver and transmitter properties, such
as the distance range measurements, the probability detection effi-
ciency, the sensor dead time, the crosstalk. As a second step, the
radiometric characterization of the active imaging system, i.e., phys-
ical phenomena related to the environment of use, is provided. This
chapter then presents the physic-based analytical model for D-ToF
sensor. This model aims to simulate pseudo realistic TCSPC SPAD
raw data by taking into account physical phenomena related to the
SPAD/LASER characteristics and to the scene during the light pulse
propagation and reflection. Finally, we determine the density func-
tions that describe the statistical distribution of the photon arrival
times. This analysis will allow us to further understand the nature of
the statistical data according to the operating mode of the SPAD D-
ToF sensor and to generate synthetic SPAD raw data that will later
be used to evaluate our acquisition/reconstruction methods.
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Chapter 2. A Physics-based analytical Model of TCSPC data

2.1 Characterization of single photon ToF sensor visions

The importance of accurate modeling of SPAD sensor data is threefold. First, it gives us the
possibility to generate pseudo-realistic SPAD data. Second, it allows us to understand the interac-
tions between all the three device components of the imaging system: the transceiver, the receiver
and the environment. Third, a system-level understanding of the ToF vision system helps to deter-
mine the advantage of one topology over another depending on the intended application. Before
introducing the TCSPC-based SPAD simulation model, a brief list of system-level analysis prop-
erties is provided. The correlation between these properties unfortunately leads to trade-offs in
SPAD performance and various modeling of the SPAD raw data distribution.

2.1.1 Properties of SPAD sensor

• Distance range is usually expressed as a distance or time value and is preliminary defined
by the timing electronics. However, the measurable distance range essentially depends on
the transmitter power and on the optical specifications because of the signal-to-noise ratio
impact.

• Spatial resolution describes the number of pixels in the 2D dimension of the sensor focal
plane.

• Frame rate is the rate at which a depth image is provided by the depth camera. The value
is expressed in frames per second (fps). This parameter defines, for a pre-determined pulse
period time, the number of pulse laser acquisition period per frame and thus determines the
quantity of photons contained in the statistical representation of photon arrival times.

• Quantum efficiency (QE) is the percent of photons effectively converted to charge carriers.
It is thus defined as the ratio between the number of charge carriers detected and the incident
photon flux. The QE properties stands for the SPAD sensitivity which is heavily dependent
on the wavelength of the incident light because of physical properties of semiconductors.

• Fill Factor (FF) is the ratio between the photodiode active surface of the pixel and the
total surface of the pixel. A photon quantity loss can be observed when timing and periph-
eral electronics are integrated in-pixel. But it can be bypassed, by an appropriate use of
microlens on top of each pixel to redirect the light back to the photodetector.

FF = 100·Sactive/Spixel (2.1)

• Photon Detection Efficiency (PDE) defines the probability that an incident photon ab-
sorbed by the photodetector triggers an avalanche as a function of the ratio of the size of the
photosensitive region to the total surface of the photodetector. PDE depends on the bias of
the avalanche photodiode and is wavelength-dependent, since the PDE is derived by the QE
previously defined (TP stands for trigerring probability) [44].

PDE = QE ·T P ·FF (2.2)
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• Dead Time (DT) is the time following an avalanche while the SPAD is unable to detect
another photon. This dead time [93, 94] refers to the time that the SPAD is maintained with
a polarization below the avalanche voltage of the junction. It is thus mainly related to the
quenching time [45]. This parameter causes specific distortions of the histogram distribu-
tions cf., sec. 2.3.

• Dark count rate (DCR) stands for thermally-generated carriers that trigger the avalanche
process. Indeed, it is still possible to observe output pulses when the SPAD is completely
into the dark. The resulting average number of counts per second is called dark count rate
(DCR) and defines the self-detector noise. This parameter is a function of temperature and
bias voltage via Shockley Read Hall theory [95]. From a statistical point of view, this pro-
cess of generating false detections follows a uniform distribution and with a high DCR value
can completely corrupt the photon arrival time distributions.

• Afterpulsing stands for another noise effect triggering the avalanche process right after
photon-generated carriers. Indeed, carriers photogenerated during an avalanche that were
captured in traps in the multiplication region can be randomly released later and can po-
tentially re-trigger an avalanche correlated in time with the original pulse. The afterpulsing
effect [41] is correlated to the avalanche history, i.e., the higher the avalanche rate, the
greater the afterpulsing effect (non-Markovian property). Note that afterpulsing is a param-
eter strongly related to the dead time of the photodiode because the carriers caught in the
deep traps have a higher probability of being released before the photodiode is biased above
the breakdown voltage again [46].

• Photon timing jitter corresponds to the time uncertainty to determine the photon arrival
time. The measurement uncertainty of a photon’s arrival is caused by the statistical varia-
tion in the detection mechanism within the SPAD. The detection mechanism uncertainty can
be due to a depth of absorption of photons, a diffusion time to the active p-n junction, the
build up statistics of the avalanche, the jitter of the detection and timing circuitry. For more
details please refer to [40] which presents an analytic modeling method for SPAD timing
jitter prediction.

• Cross Talk is a phenomenon by which a signal detected on one pixel creates an undesired
effect on another neighbor pixel. There exists two kinds of cross talk. First, the Optical
cross talk stands for released photons during the avalanche due to electroluminescence that
cause avalanches and thus generate spurious pulses in the neighboring area. Secondly, an
electrical crosstalk is the fact that an absorbed photons beyond the p-n junction deep in the
substrate generates carriers diffusing in the neighboring pixels.

2.1.2 Radiometric characterisation

• Solid angle is commonly noticed ω and is the area of the projection of the object onto the
centered unit sphere. The solid angle is typically used to estimate the radiance of a light
source by dividing the irradiance by the solid angle value. The smaller the solid angle of
divergence the higher the brightness of the laser, which increases the signal-to-noise ratio,
but reduces the spatial illumination.

• Inverse-square law states that a given physical quantity is inversely proportional to the
square of the distance traveled by the light source. Indeed, if we consider an isotropic point
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source, then by definition, this source will radiate in all directions with the same intensity.
Consequently, a sensor located at a distance d from the source will capture a fraction of the
energy I which represents the ratio between the surface of the sensor s and the imaginary
sphere whose center is the source and whose radius is d, i.e., I = s

4πd2 .

• Pulse durations of ultrafast lasers can be interpreted as a plane wave with a Gaussian
envelope that localizes the pulse in space and time. Generally, the laser pulse is composed
of a narrow bandwidth which oscillates and travels independently, inducing group delay
dispersion (GDD) across the operational bandwidth, called chromatic dispersion. This pulse
broadening artifacts of an optical component can simply result from the dispersion of its
parts, from interference effects or from geometric effects [96] and impacts the physical
quantity measurement accuracy.

• Backscatter of waves in physical space:

– Specular: the reflection of the beam by the object is said to be specular when the
reflecting surface behaves like a mirror. The angle of incidence is identical to the angle
of reflection and the incident and reflected rays are contained in planes perpendicular
to the reflecting surface thanks to the Snell-Descartes laws. Specular reflections can be
used in reflecting telescopes, but for LiDARs near visible light wavelengths, specular
reflection is rare, except for reflection from interface with liquid surfaces.

– Diffuse: the reflection is called diffuse when the light ray is absorbed by the surface
of the object and a fraction of the ray is retransmitted in all directions of space with an
equal amplitude. When the object is perfectly diffusing, it is said to be Lambertian.

LR =
ρ

π
× I (2.3)

where ρ is the albedo of the surface, I is the illumination at the point W/m2, and LR is
the reflected luminance.

Most of the issues in radiometry can be understood using geometrical optics or wave notions,
but in this thesis, we also consider the particle behaviour of light based on the quantum theory [97].
The quantum theory of light was proposed by Einstein [98], which states that light travels in
bundles of energy, and each bundle is known as a photon. Each photon carries a quantity of
energy equal to the product of the frequency of vibration of that photon and Planck’s constant cf.,
Eq. 2.4.

E = hν (2.4)

The study of light in this thesis according to statistics focuses on the supposedly Poissonian
regimes statistical distributions [99].

2.2 Pseudo-realistic SPAD - TCSPC simulation model

Once having introduced the properties of the system-level of a TCSPC-based SPAD vision
system, the following sections will detail the developed end-to-end simulation model deeply in-
spired by the work presented in [9]. Firstly, let us consider only direct illumination and neglect
the global illumination (i.e., due to inter-reflections between objects of the scene) because of its
second-order impact. The direct illumination of the scene towards the sensor is thus from the
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2.2. Pseudo-realistic SPAD - TCSPC simulation model

Figure 2.1: SPAD Operation System Overview: direct time-of-flight measurement (D-ToF) of a
light pulse reflected by a target using a TCSPC system.

reflection of two light sources, which are the laser source (with power Ps [W]), and the ambient
light (with intensity Pa [W/m2]). For the sake of relevance, several configurations are considered
regarding the average ambient light, Pa. For an indoor scene, ambient light illumination is of the
order of 5 to 35klux (Pa < 350W/m2) while being between 50 and 100klux (Pa < 1050W/m2) for
an outdoor scene. Besides, we denote PAS the solar radiation integrated over the laser-illuminated
surface,

PAS = Pa ·As = Pa ·4d2 · tan
(

θH

2

)
· tan

(
θV

2

)
, (2.5)

where d is the distance to the object and θV , θH are the aperture angles of the laser. We assume
that the illumination of the scene by the laser is uniform due to the invariance of the electric field
in the orthogonal plane to the direction of wave propagation. Therefore the pixel-wise light power
related to the laser pulse reflection is estimated as,

P∗s = Ps ·τr ·
2
π

(
Dlens

2d

)2

·τo ·δbw
FF ·PDP

H·W
. (2.6)

And the pixel-wise light power due to ambient light,

P∗a = PAS ·τr ·
2
π

(
Dlens

2d

)2

·τo ·δbw
FF ·PDP

H·W
. (2.7)

Dlens and τo are the optical parameters determining the diameter of the lens and the efficiency
of the optics. The integral of the light power knowing the efficiency of the bandpass filter along
all wavelengths is approximated by δbw (where the background illumination (BI) power density
is supposed uniform). Note that the laser pulse power reflected to the SPAD is subject to an
inverse square law (i.e., inversely proportional to the square of the distance d) whereas BI is
independent to this (simplification of d while expanding PAS in Eq. 2.7). A pixel Fill Factor (FF),
a pixel array size (H×W) and a probability of photon detection (PDP) need to be defined too, as
described in [100]. Despite the invariance of the scattering intensity related to the solid angle of
the reflecting object (specular reflectance [101] is not considered), the reflectance intensity level of
each object of the scene may still vary as illustrated by different shades of gray in the Fig. 2.1. For
our simulation framework –which is not strictly following laws of physics– the albedo τr (for the
considered spectral band) is modeled as the luminance component, Y, of its related RGB image.
From those light powers, P∗ (P∗s , P∗a ), photon rates, R (Rs, Ra) are estimated,
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R =
λP∗

hc
, (2.8)

where the Planck constant h allows to relate the energy of a photon to its frequency f = c
λ

.
For each pixel-wise photon flux, inter-photon waiting times {x[i]}i∈N respect the memoryless

property, i.e., the time between two successive photons is exponentially distributed and indepen-
dent to an arbitrary starting time ω ≥ 0 [102],

P(X > ω + x|X > ω) = P(X > x), (2.9)

P(X > x) = exp(−Rx). (2.10)

In order to further simulate SPAD measurements, we first aim at generating synthetic random
inter-photon arrival time samples {x[i]}i∈N. To this end, we performed a Monte Carlo sampling
strategy using an exponential random number generator with a rate parameter equal to the photon
flux R. Let us denote {t[i]}i∈N the theoretical photon arrival time sequences for a unique light
source,

t[i] = t[i−1]+ x[i]. (2.11)

{t f
a [i]}i∈N, {t f

s [i]}i∈N and {t f
dcr[i]}i∈N are thus representing the sequences of the three main con-

tributors: BI, laser signal and dark count rate (DCR) at inter-frame f . Note that one specificity of
SPADs is that they are reverse-biased at a higher voltage than the breakdown voltage (i.e., Geiger
Mode [103]), thus a single charge carrier can trigger a self-sustaining avalanche. This operating
mode implies a said "Dead Time" (Dt) [104], that corresponds to the SPAD quenching time to be
raised again above breakdown voltage to detect another photon. Measured SPAD photon arrival
times sequences {tSPAD[i]}i∈N regardless inter-frame f , thus cannot be the straightforward con-
catenation of the three sequences. This is actually performed by an iterative process sequentially
keeping the first arrival time and then removing photons arrivals from the three sequences that are
between tSPAD[i] and tSPAD[i]+Dt (see Alg. 1). Consequently, all arrival times in every inter-frame
are at least one Dt apart. Note that the number of inter-frames is equal to the ratio between the
sensor frame rate and the laser repetition rate, ⌊ f ps

Fe ⌋.

Algorithm 1: Generation of synthetic SPAD measurements from simulated sequences
of photon time arrivals, for three independent light sources

1 for f = 1 : ⌊ f ps
Fe ⌋ do

2 while min(t f
a , t f

s , t f
dcr)<

1
Fe do

3 tSPAD[i]← min(t f
a , t f

s , t f
dcr)

4 t f
a ← t f

a \{∀ j, t f
a [ j]≤ tSPAD[i]+Dt}

5 t f
s ← t f

s \{∀ j, t f
s [ j]≤ tSPAD[i]+Dt}

6 t f
dcr← t f

dcr \{∀ j, t f
dcr[ j]≤ tSPAD[i]+Dt}

7 i++

8 end
9 end

10 h← hist(tSPAD)

In addition, other sensor defaults such as afterpulsing [41], or crosstalk [105] are not consid-
ered because of their low influence. Fig. 2.2 illustrates simulated SPAD histograms, h, of tSPAD

under typical scene conditions. Contrary to the SPAD model depicted in [12], our proposed model
therefore provides more complex data without neglecting Dt that induces histogram distortions
(e.g., pile-up effect and rebounds as illustrated in Fig. 2.2). The histograms generated this way
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correlate well with the ones reported in the paper [106], especially for a configuration with a wide
laser pulse width and a high BI.

(a) Pa = 50W/m2 BI.

(b) Pa = 1050W/m2 BI.

Figure 2.2: Per-pixel Time-of-Flight histograms with a low BI (a) and a high BI (b), for three
different object distances (5m, 15m and 20m). The laser Pulse Width is of 5ns while the bin width
is of 260ps and the SPAD Dt equals to 27ns.

2.3 Photons statistics

Figure 2.3: Loss system overview.

The main goal in a photon-efficient reconstruction algorithm is to distinguish the different
light sources by the corresponding statistical distributions they imply in the photon arrival times
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process. This section aims at properly modeling the unknown “stored photons” process. For a
deep system-level analysis, the TCSPC SPAD-based imaging system is considered as a queueing
loss model [107]. Where photon arrivals are the customers, generated from the Poisson process
property of photons emitted by a light source [108]; SPAD sensors refer to the servers with a
constant service process time “Dead Time”; and “stored photons” (in a TOF histogram) refer to
the departure process. Due to the multiplicity of light sources, as well as their intermittence, the
photon arrival times process will instead be considered as being constructed from a Piecewise
Constant Poisson Process (PCPP) composed of C Poisson intensity levels (i.e., C intermittent light
sources as illustrated in Fig. 2.3). Furthermore, the “stored photons” can be interpreted in two
ways. That is to say, when the “stored photons” come from several SPAD sensors set up in par-
allel periodically as illustrated by nodes in Fig. 2.3. Otherwise, when the “stored photons” come
from a single SPAD sensor –in the considered case where TCSPC SPAD-based imaging system is
a periodic photon counting sequence measurement (cf., Fig. 4.3)–.

Mathematically speaking, we seek to prove that a PCPP of C Poisson intensity levels can be
decomposed into C Poisson sub-processes with various finite time supports [109] (i.e., the indepen-
dence and identical distribution, i.i.d., of enumerated arrivals M(x) over a period of time x > 0 as
written in Eq. 2.12). The joint Probability Mass Function (PMF) Poisson counting sub-processes
conditioned on the number of arrivals of the Poisson process M(x) = M can be expressed in two
ways as depicted in Eq. 2.12. It can be either noted as a multinomial distribution or using the con-
ditional Bayes Rule notation. Note that each Poisson counting sub-process indices c, Mc(x) =Mc,
has its own probability denoted πc =

Mc
M .

P(M1(x) = M1, ...,MC(x) = MC|M(x) = M )

=
M !

∏
C
c=1 Mc!

C

∏
c=1

π
Mc
c

=
P(M1(x) = M1, ...,MC(x) = MC)

P(M(x) = M )

(2.12)

Then, combining these two formulations while moving up the original Poisson process PMF
term leads to Eq. 2.13.

P(M(x) = M ) =
(λx)M e(−λx)

M !
(2.13)

It finally shows that the joint PMF ∀c, Mc(x) can be defined as the product of all subdivided
Poisson processes PMF with corresponding intensity parameter λc(x) = πcλ (x) as detailed in Eq.
2.14.

P(M1(x) = M1, ...,MC(x) = MC)

=
(λx)M e−(λx)

M !
M !

∏
C
c=1 Mc!

C

∏
c=1

π
Mc
c

=
(λx)∑

C
c=1 Mc e−(∑

C
c=1 πcλx)

M !
M !

∏
C
c=1 Mc!

C

∏
c=1

π
Mc
c

=
∏

C
c=1 (λx)Mc e−(πcλx)

∏
C
c=1 Mc!

C

∏
c=1

π
Mc
c

=
C

∏
c=1

P(Mc(x) = Mc)

(2.14)
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Based on the Poisson process stationary and independent increments property [110] and the
above demonstration of superposition property of the independent Poisson (sub)processes [111,
112], we can state that the “stored photons” process distribution is, just as the photon arrival times
process (input of the loss system illustrated in Fig. 2.3), a piecewise uniform temporal distribution
of the event. Unfortunately, the servers of the equivalent queueing loss system involve Poisson
process time dependence due to a constant service process –i.e., the SPAD “Dead Time” denoted
τ–. This so-called “Dead Time” actually corresponds to the time duration following an avalanche
during which the SPAD device is unable to detect another photon. Therefore, the “stored photons”
must be considered using the generalized problem of the Poisson process characterization in terms
of a time-correlated counting process with the phase-type distribution (PH) which results from the
convolution of the probability densities of the events [113] (output of the loss system illustrated
in Fig. 2.3). For example, the probability distribution of the sum of two or more independent
random variables can be viewed as the convolution of their individual distributions. The Erlang-k
Probability Distribution Function (PDF) is the one that properly models the sum of k independent
random exponential inter-arrival times i.e., Zk = X1 +X2 + ...+Xk in the typical case of a system
of one or more inter-related Poisson processes occurring in phases [114], as written in Eq. 2.15.

P(Zk = zk) = P

[
k

∑
j=1

X j

]

=
∫ zk

0

∫ x1

0
...
∫ xk−1

0
λ e−λ (zk−x1)

... λ e−λ (xk−1−xk) λ e−λ (xk) dxk ... dx1

=
λ kzk−1

k e−λ zk

(k−1) !

(2.15)

Without photon detection loss, the time distribution of events with this notation still converges
to a uniform distribution by summing the Erlang-k phases from k = 0 to k→∞. However, because
of the service time τ , the queuing loss system considered here implies that events occurring during
the service time (i.e., generated by a previous event zk i.e., ∀ k ∈ {1, ...,N}, [zk;zk + τ]) are less
likely to be observed by the system due to its congestion. Since then, “stored photons” shows
a time shift τ between two sequential photon arrival times, zk and zk+1. The Erlang-k PDFs are
consequently shifted by (k−1)τ revising the Eq. 2.15 to the Eq. 2.16 and implying a non-uniform
time distribution of events if summing the Erlang-k phases from k = 0 to k→ ∞.

P(Zk = zk) = P

[
k

∑
j=1

((k−1)τ +X j)

]

=
∫ zk−(k−1)τ

0

∫ x1+τ

τ

...
∫ xk−1+τ

(k−1)τ
λ e−λ (zk−x1−(k−1)τ)

... λ e−λ (xk−1−xk+τ)
λ e−λ (xk−(k−1)τ) dxk ... dx1

=
λ k(zk−α)k−1 e−λ (zk−α)

(k−1) !
, where α = (k−1)τ

(2.16)

An additional parameter β refers to the ending time of the server measurements or of the in-
put Poisson process. Indeed, the superposition of Poisson sub-processes does not occur in phase
since the laser pulse light source admits a time dependent starting and ending points respectively
denoted α and β , which yields to an additional Truncated-Shifted property of the Erlang-k (E ).
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2.4 Conclusion

This chapter presents an end-to-end simulation model in order to generate more physically-
plausible SPAD data and to better control the SPAD parameters having an impact on the shape
of the measured histogram. The resulting measured photon statistics of such an imaging system
has been clearly modeled as a Truncated Shifted Hyper Erlang Distribution E . This allows us to
carefully select the detector and transmitter parameters to provide specific shape of histograms
(cf. Fig. 2.4). Such as the choice of the laser pulse width in terms of histogram bins that match
with the application requirements and the combined reconstruction method (cf., Tab. 2.1). The
asynchronous acquisition method from [72] has also been carefully exploited in this thesis allow-
ing to mitigate the pile-up effect and to consider the uniform distribution of photons coming from
background illumination with the Gaussian distribution of photons coming from laser pulse illu-
mination. Once the "stored photons" process distribution is properly defined, the remainder of this
manuscript presents various solutions for the estimation of intensity-depth maps.
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2.4.C
onclusion

Parameters Chap. 4 Chap. 5 Chap. 6 Chap. 7.2 Chap. 7.3

Max range (m) 25 2 - 20 50 3 25

Laser

Repetition rate, Fe (MHz) 12 150 - 15 6 12 12

Wavelength, λ (nm) 780 671 671 780 780

Pulse Width, PW (ns) 5 0.1 0.1 1 5

Environnent
Background light, Pa (W/m2) 50 - 1050 50 - 1050 50 - 1050 50 - 1050 50 - 1050

Object reflectivity, τr 1/256 - 1 1/256 - 1 1/256 - 1 1/256 - 1 1/256 - 1

Photon Detection Probability, PDP 0.4 0.4 0.4 0.4 0.4

Fill Factor, FF 0.7 0.7 0.7 0.7 0.7

SPAD

Dead Time, Dt (ns) 27 10 10 27 27

TDC dynamic range, N 1-320 1-1024 1-1024 1-256 1-320

TDC Resolution, (N×Fe)−1 (ps) 260 10 260 78 6 - 60

Synchronous Yes No No No yes

Photon counts 103−104 104 103−104 103−104 100 - 103

Mixture Mixture Sparse/ Mixture

of of Mixture of

Related Truncated Gaussian of Truncated

TCSPC distribution - - Sparse Gaussian -

modeling Shifted Uniform - Shifted

Erlang Uniform Erlang

distributions distributions distributions distributions

Tableau 2.1: This table reports all simulation parameters in this manuscript.
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Figure 2.4: TCSPC distribution modeling assumptions throughout this manuscript.
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3
Signal processing background

This chapter provides an overview of the signal processing core tech-
niques involved in the work of this thesis. The chapter is divided
into four sections. The first section deals with the Expectation-
Maximization algorithmic approaches with a short introduction to
clarify the definition of this method. This section will also present ex-
tensions, such as its stochastic approximation in order to reduce the
computational cost of the E-step. The additional use of imputation
method to obtain an unbiased convergence and the online version to
reduce the EM algorithmic complexity will be also introduced. The
second section discusses the theoretical background of compressive
sensing (CS) and its related reconstruction algorithm. Only the ba-
sics will be presented for a better understanding of the underlying
tools used in the following chapters. The third part of this chapter
presents the deep learning field for image reconstruction, which ap-
pears to be a very powerful algorithmic tool. This section will briefly
introduce the mathematical background behind the success of deep
learning and will finish with the presentation of the main deep learn-
ing topology, the convolutional neural networks (CNN). Finally, the
last section presents various remote processing techniques that in-
crease the resolution of an imaging system.
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Chapter 3. Signal processing background

3.1 Expectation-Maximization algorithmic background

3.1.1 General Statement of the EM Algorithm

Most of the real word data observations are the function of underlying parameters. For exam-
ple, the phenotype as observed data is a function of the underlying unobserved gene pattern (the
genotype) [115]. In economics, quality of life is a latent variable that is inferred from observed
variables such as wealth, employment, environment, physical and mental health. Let us therefore
consider the observed data, x, as a function of a statistical distribution model, f (x;θ), composed
of one or more distribution with latent parameters. In this regard, the EM algorithm is a partially
non-Bayesian maximum likelihood method. Its purpose is to find the (local) maximum likelihood
parameters, θ , of this statistical distribution model, f (x;θ), namely mixture of distribution. But it
cannot be solved directly since we do not know sample responsibility (∆i,k in Eq. 3.2). In fact, the
idea behind the EM algorithm is that, even though we do not know x, knowledge of the underlying
distribution f (x;θ) can be used to determine an estimate for the parameters θ . This is done by
first estimating the underlying data, then using these data to update our estimate of the parameter.
This is repeated until convergence. A simple EM algorithm task would be the maximum likeli-
hood estimation (MLE) of the parameter, θ , of a signal composed of only one distribution, like the
mean, µ , and the standard deviation, σ , of a Gaussian distribution only using the sample and under
statistical priors. In order to generalize the problem, the mixture distribution is, mathematically
speaking, defined as a weighted sum of K distributions:

f (x;Θ) =
K

∑
k=1

wkgk(x;θk) (3.1)

where gk denotes the density function, wk the value of the associated weight and θk its parame-
ters. To introduce the method, let first consider we have the prior knowledge about the distribution
from which a sample with size n, i.e., x1, ....xn, has been independently randomly drawn without
prior knowledge of the distribution parameters. Because, the random variables are considered in-
dependent and identically distributed (i.i.d.) i.e., xi

iid∼ fX(xi;θ) and considering the Bayes Rule,
the likelihood function can be expressed as written in Eq. 3.2.

L(Θ|x1, ...,xN) =
fX(x1, ...xN |Θ)w(Θ)

fX(x1, ...,xN)

= f (x1, ...xN ;Θ)

= Π
N
i=1 f (xi;Θ)

= Π
N
i=1

K

∑
k=1

∆i,kwkgk(xi;θk)

(3.2)

For convenience, in most cases, the log-likelihood is used instead of the likelihood as written
in Eq. 3.3 where ∆i,k is equal to zero ∀ i ∈ RN except for only one component (i.e., for one value
of k, ∆i,k is equal to one).

l(Θ|x1, ...,xN) = log(L(Θ|x1, ...,xN)) =
n

∑
i=1

log f (xi,Θ)

=
N

∑
i=1

log
K

∑
k=1

∆i,kwkgk(xi;θk)

=
N

∑
i=1

K

∑
k=1

∆i,k logwkgk(xi;θk)

(3.3)
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As mentioned above, the data can not be fully observable and the MLE approach can thus
not be directly applied hence the use of the EM algorithm proposed by Arthur Dempster [116].
Therefore, the "objective function" noted Q(Θ|x1, ...,xN) of the EM algorithm is restated (cf., Eq.
3.4) with sample responsibility ∆i,k.

Q(Θ|x1, ...,xN) =
N

∑
i=1

K

∑
k=1

E[∆i,k|X ,Θ] logwkgk(xi;θk) (3.4)

The EM algorithm is an iterative algorithm with two major steps: an Expectation step esti-
mating sample responsibility (∆i,k), followed by a Maximization step aiming at finding the best
parameters maximizing the objective function with the updated value of the responsibility. Ac-
cording to the Bayes rule [117], we can then define the E step as follows:

E[∆i|X ,Θ] =
ŵkgk(xi; θ̂k)

∑
K
k=1 ŵkgk(xi; θ̂k)

(3.5)

The M step then aims to find parameter Θ which maximizes Q(Θ|x1, ...,xN) cf., Eq. 3.6.

Θ̂ = argmax
Θ

Q(Θ|x1, ...,xN) (3.6)

To do so, the ML estimate of the parameter is obtained by taking the derivative of Q(Θ|x1, ...,xN)
with respect to Θ, equal to zero, and solving it for Θ.

∇ΘQ(Θ̂|x1, ...,xN) = 0 (3.7)

where,

∇Θ =



∂

∂θ1
∂

∂θ2
...
∂

∂θr


(3.8)

This yields to the new parameter estimate Θk+1 where k refers to the algorithm iteration index.
These two steps (Expectation and Maximization step) are repeated until convergence.

3.1.2 Online EM Algorithms variants

In the case of large datasets, the standard EM algorithm is very expensive in time and memory
computing due to the need to have the entire dataset available at each iteration of the algorithm.
The scientific community has advanced the online variants of the EM algorithm making possible
the estimation of the latent distribution model parameters without the need to store all the data.
The online estimation means that the data must be run through only once, making the iteration
index value identical to the observation index i and strongly requiring that observations data are
independent and identically distributed (i.i.d.) for its proper functioning. For a clear understanding
of the variants, let firstly introduce the Lange work late 90’s [118], who proposed to replace the
M step by a Newton update based on some regularity condition, i.e., θk musts to be twice differ-
entiable. This Newton update modification results in the following recursion of the maximization
step:

θ̂k+1 = θ̂k + γk+1[J(Y ; θ̂k)]
−1

N

∑
i=1

E
θ̂k
[∇θ log f (xi; θ̂k)|Yi] (3.9)

45



Chapter 3. Signal processing background

where γk+1 refers to the step size update and J(Y ; θ̂k) refers to the negative of the second
derivative of the log-likelihood function i.e., the Hessian matrix. Note that if γk+1 = 1, Eq. 3.9
is locally equivalent to the EM convergence algorithm. In fact, γk+1 is rather selected for linear
searches to ensure that the likelihood is actually increased at each iteration. Moreover, to avoid
numerical problems because J(Y ; θ̂k) is not necessarily a positive definite matrix, a well known
modification of the Newton recursion consists in replacing J(Y ; θ̂k) by the Fisher Information
Matrix associated to a complete observation cf., Eq. 3.10.

I(θ̂k)
def
=−E

θ̂k
[∇2

θ log f (X ; θ̂k)] (3.10)

Based on Eq. 3.9, the first online parameter estimation process was finally proposed by Tit-
terington (1984) [119] with the use of stochastic approximation version of the modified gradient
recursion:

θ̂i+1 = θ̂i + γi+1I−1(θ̂i)∇θ logg(xi+1; θ̂i) (3.11)

where γi+1 is a decreasing sequence of positive step sizes. The use of the online EM algorithm
can be recommended in the case of large sample sizes with the possibility of batch training [119].

3.1.3 Stochastic & Classified EM algorithm variants

A second variant of the EM algorithm is the Classified EM (CEM) algorithm corresponding to
an iterative clustering algorithm that computes the maximum likelihood estimates of θk and si-
multaneously finds the classification. This algorithm has been designed to overcome one of the
fundamental limitations of the standard EM algorithm, which is its slow convergence. This ex-
tension shows a close similarity with the K-means algorithm since, the EM algorithm makes a
“soft” assignment based on the posterior probabilities, the K-means algorithm performs a “hard”
assignment of data points to clusters (as a CEM). In fact, the CEM can be regarded as a canonical
EM algorithm with a classification step between the E-step and the M-step using a maximum a
posteriori principle [120]. By doing this, we obtain a hard assignment of data points to clusters,
just as in the K-means, so that the responsibility in Eq. 3.5 is equal to 1 or 0. Each data point is
thereby assigned to the Gaussian having the closest mean. The canonical EM re-estimation Eq.
3.7 thus reduces to simpler operation, such as in the particular context of Gaussian mixtures the
mean parameter is simply equal to the mean of all of the data points and not a weighted sum of the
data points. From this, we can derive an online CEM algorithm by applying the Robbins-Monro
procedure [121] to the problem of finding roots of the regression function 3.12 given by setting its
derivative with respect to the mean parameter to zero.

J =
N

∑
i=1

K

∑
k=1

ri,k∥xi−µk∥2 (3.12)

This leads to a second online update function for each data point xi:

µ
new
k = µ

old
k +ηi

(
xi−µ

old
k

)
(3.13)

where η is the learning rate parameter, which can decrease monotonically, logarithmically and
even stochastically as more as data points are considered.

On the other hand, the Stochastic version of the EM algorithm (SEM) has been proposed by
Celeux and Diebolt late 80’s [122] to address EM limitations related to its strong dependence on
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the initialization and its convergence to saddle-points. The SEM algorithm incorporates a stochas-
tic step between the E-step and the M-step of the EM algorithm, which consists in randomly
assigning to each xi a posterior probability. This refers, in a way, to the principle of random impu-
tation since it generates a complete sample by drawing it randomly from the posterior distribution.

3.1.4 Implementations of the EM algorithm

For the design of high-performance, low-power EM algorithm circuits and systems, approximate
computing has emerged as a new paradigm. One of the main challenges of approximate computing
is to ensure quality of approximate computations [123]. A variety of approximation strategies
has been identified as relevant in the literature, such as precision scaling [124], voltage scaling
[125], operations approximation [126, 127], memoization [128], loop perforation [129], skipping
operation [130], but only some of them will be presented as follows:

• Precision scaling , as its name suggests, refers to the accurate selection of the data word
length (i.e., input or intermediate values) in order to reduce the memory and computing
requirements.

• Operation approximation is based on hardware-friendly operation like logarithmic ap-
proximation [131] leading to piecewise linear approximation. For example, a floating-point
division can be approximately computed by a subtraction operation. Which can be then
refined with an error compensation lookup table.

• Memoization is an optimization technique which consists in storing the results of com-
putationally intensive functions for multiple inputs and returning the cached result for the
corresponding input. The interest of this technique can be even more important at the cost
of a possible approximation of the calculations if the results are reused several times for
a similar combination of functions and inputs. The input/output matching matrix, called a
lookup table, is interesting for its speed, but depending on how many input/output matching
are stored, it can require a huge amount of memory.

After presenting the basics of the EM algorithm on which two of our contributions are based
in Chap. 4 and Chap. 5, we present in the next section the theoretical background of compressive
sensing (CS).

3.2 Compressive Sensing Background

3.2.1 Theory of compressed data acquisition

In the world of the Internet of Things, recent technology devices face an increasing amount of
information coming from various type of sensors. These high quantity of information need to be
primarily sensed, transmitted and processed, requiring power, data processing, large bandwidths
for data communications and large storage memory systems. Traditional sensing/sampling meth-
ods used were based on the Nyquist-Shannon sampling theory [132] which establishes that, for
a continuous-time signal of finite bandwidth (i.e., zero outside of a finite region of frequencies
with the possibility to use an antialiasing low-pass filter to “bandlimit” the signal not naturally
bandlimited) the sampling rate must be at least twice as large as the bandwidth. For example, in
the field of data conversion, standard analog-to-digital converter (ADC) [133] are sampling sig-
nal inputs at or above the Nyquist sampling rate. This signal processing pipeline (i.e., detection,
transmission, processing) encounters an unavoidable bottleneck for storage and detection due to
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the high dimensionality of the data. Therefore, the Compressive Sensing (CS) emerged as a power-
ful hardware-friendly framework for sensing and compressing data simultaneously and completely
rethought the signal processing pipeline. The CS theory [134] states that sparse signals (cf., x∈Rn

in Eq. 3.14) can be identically recovered from a small set of compressed measurements collected
(cf., y ∈Rm in Eq. 3.14, such that m << n) based on non-adaptative linear projections, ΦΦΦ ∈Rm×n

as written in Eq. 3.14.

y = ΦΦΦx (3.14)

This signal-independent dimensionality reduction raises important questions about the possi-
bility of existing methods to approximate x from compression measurements y. Admittedly, the
process of recovering x from y is ill-posed in general because ΦΦΦ becomes an overcomplete dictio-
nary instead of a basis. In fact, thanks to the CS, signal recovery is possible for a wider class of
signal models. To make this possible, CS theory takes advantage of three fundamental premises,
namely the sparsity of the signal, the incoherent sampling, and the restricted isometry property
(RIP).

Sparsity CS relies on the small impact of small coefficients in a “sparse domain”, after sparsifi-
cation of the signal thanks to a transform operation (e.g., Discrete Fourier Transform (DFT) [135],
Discrete Cosine Transform (DCT) [136] or Discrete Wavelet Transform (DWT) [137]), and thus
the possibility to remove them without major loss of information. In the strict sense of the word, a
vector s is said k-sparse in an orthonormal basis Ψ ∈ Rn×n if ∥s∥0 = k << n (i.e., all except k en-
tries of s are equal to 0). Mathematically speaking, s is a sparse vector expanded in an orthonormal
basis, ΨΨΨ, as follows:

x = ΨΨΨs (3.15)

In the literature, s is commonly considered “almost sparse” (in other words, “compressible”)
in the sense that high magnitudes of s are few compared to others. That is to say, when considering
sk resulting from the inverse projection in an orthonormal basis, ΨΨΨ, of x only with the k largest
values of s and the rest set to 0. We can assume that a large fraction of the coefficients of s can
thus be removed, and that s is compressible if ∥s− sk∥2 ≈ 0 with ∥sk∥0 = k << n.

Incoherence The second CS fundamental is the coherence of the ΨΨΨ and ΦΦΦ matrices. For the
proper functioning of CS, a low coherence is requested. The coherence between the sensing
matrix ΦΦΦ and the "sparsifying matrix" ΨΨΨ is described in Eq. 3.16 and measures the largest cross-
correlation between any two elements of ΦΦΦ and ΨΨΨ.

µ(ΦΦΦ,ΨΨΨ) =
√

n · max
1≤k, j≤n

∥ΦΦΦk,ΨΨΨ j∥ (3.16)

To comply with this property, random matrices are commonly used since they are largely
incoherent with any fixed basis ΨΨΨ [138]. Indeed, by selecting the linear mapping ΦΦΦ randomly, we
can asset with high probability that the coherence between ΦΦΦ and ΨΨΨ is about

√
2log(n) [134]. For

more details and explanation of incoherence property please refer to [139].

Restricted Isometry Property Another key notion to evaluate the robustness of a sensing matrix
and ensure the success of signal recovery in the context of CS has been introduced by [140],
namely Restricted Isometry Property (RIP).

(1−δS)∥s∥2
2 ≤ ∥ΦΦΦs∥2

2 ≤ (1+δS)∥s∥2
2 (3.17)
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The matrix ΦΦΦ obeys the RIP of order K (i.e., for all K-sparse vectors s) if there exists a δK ∈
[0,1[ for the Eq. 3.17. The RIP is all the more respected if δk is close to 0 which is desired. The
RIP plays a major role to deal with noisy measurements and guarantee a stable embedding [134].
Even though some fundamentals premises allow to facilitate signal recovery e.g., by neglecting
the impact of noise on the quality recovery, the CS based systems can be limited by the processing
complexity related to the signal recovery compared to the classical approach (cf., Subsec. 6.1.3)
as well as the generation of the sensing matrix at the sensor level (cf., Subsec. 3.2.3).

3.2.2 Recovery Algorithms

In the context of CS, sparsity is exploited as a prior knowledge in order to overcome the ill-posed
problem when k < m << n and recover the original signal x from the compressed signal y. The
optimization problem consists in finding the sparsest signal ŝ in the sparsity basis ΨΨΨ as written in
Eq. 3.18:

xr = argmin
x
∥ΨΨΨT x∥0 w.r.t. y = ΦΦΦx (3.18)

Several greedy methods solve this optimization problem in a step-by-step fashion such as
Orthogonal Matching Pursuit (OMP) [141]. These signal recovery methods are advantageously
combined with a threshold variant for a custom selection of the sparsity level of the estimated
signal cf., Eq. 3.19.

xr = argmin
x
∥y−ΦΦΦx∥2

2 w.r.t. ∥ΨΨΨT x∥0 ≤ K̂ (3.19)

Even though greedy algorithms are simple to implement and highly consistent with the theo-
retical prerequisites for sparse signal recovery, the drawback of this optimization problem is that
it is NP-hard. An alternative solution is to approximate the l0 minimization problem by an other
mathematical optimization problem of the form:

xr = argmin
x
∥ΨΨΨT x∥q w.r.t. y = ΦΦΦx (3.20)

since ∥x∥q approaches ∥x∥0 as q→ 0. If q= 1, this relaxation allows to solve a l1 minimization
problem which is more easily manageable, namely using the Basis Pursuit (BP) algorithm [142].
However, the current limitation of this approach depends on a certain condition expressed by the
sparsity level. If we assume that the coefficient sequence s of x in the basis ΨΨΨ is S-sparse, then
the recovery via l1 minimization is in a proven way exact. Otherwise, considering the noisy data
(where z is an error term):

y = ΦΦΦΨΨΨx+ z, (3.21)

it’s preferred to use the l1 minimization with relaxed constraints for reconstruction as written
in Eq. 3.22. This regression analysis method – namely least absolute shrinkage and selection
operator (lasso) – was firstly proposed by [143] and consists in adding a penalized least squares
method with an l1 penalty on the regression coefficients.

xr = argmin
x
∥ΨΨΨT x∥1 w.r.t. ∥y−ΦΦΦx∥2

2 ≤ ε (3.22)

This mathematical optimization problem can be equivalently expressed by using its augmented
Lagrangian [144] form:

xr = argmin
x
∥ΨΨΨT x∥1 +λ∥y−ΦΦΦx∥2

2. (3.23)

where λ is an inner regularization parameter controlling the importance of the fidelity term,
in other words the trade-off between the sparsity level and the noise level. The least absolute

49



Chapter 3. Signal processing background

shrinkage and selection operator (lasso) has shown success in many applications and through a
variety of developed algorithms from convex analysis and optimization theory, such as coordinate
descent [145], subgradient methods [146], least-angle regression (LARS) [147] and proximal gra-
dient methods [148]. However, the lasso has encountered limitations in some scenarios, hence
the recent development of extensions. These extensions or alternative methods can be represented
generally by two cost functions. One corresponds to the fidelity term FT (x,y) and the second to
the regularization operator Op(x) as written in Eq. 3.24 where the Op(x) function can describe
ridge, spatial collaboration or many other possible regularization operators as presented in this
survey of l1 regression [149].

xr = argmin
x

Op(x)+FT (x,y). (3.24)

For example, alternatively to the lasso, the Dantzig selector [150] also aims at recovering the
true sparsity pattern but under various fidelity term. Indeed, the main difference is that the Dantzig
selector regularizes the sum of absolute coefficients ∥ΨΨΨT x∥1 with ∥ΦΦΦT (y−ΦΦΦx)∥∞ whereas the
lasso fidelity term regularization FT (x,y) is the residual sum of squares cf., Eq. 3.23. The Dantzig
selector shows that it is more robust against measurement errors, especially quantization errors,
thereby making it well suited for some practical applications.

In addition, note that the lasso gives a sparse solution with the use of one l1 normalization
penalty term [151] (the solution saturates). To avoid solution saturation in the presence of pre-
dictors correlation, the Elastic-Net [152] can include more predictors into the model by relaxing
the regularization operator Op(x) with a ridge penalty term as written in Eq. 3.25 added to the
standard lasso optimization problem.

xr = argmin
x
∥ΨΨΨT x∥1 +λ1∥y−ΦΦΦx∥2

2 +λ2∥ΨΨΨT x∥2
2. (3.25)

By going even further, for particular optimization problems namely grouping effect, which
consists in including all the highly correlated variables in groups as presented in [152], custom
algorithms have been developed as surveyed in [149] such as group lasso [153] or composite ab-
solute penalties [154].

3.2.3 Implementations of compressive sensing for imaging

CS implementation is a non negligible point of study since its interest is to limit the acquisition
of high dimensional data. The concept from a high level perspective of CS methods is to be able
to reconstruct image from randomized measurements, which reduces the dimensionality of the
data. This is true even though the reconstruction process involves time-consuming iterative opti-
mization. Therefore, hardware implementations of CS for imaging typically consist of randomly
activating pixels within a group and their weighted sum within that same group. Several ways
to implement CS have been explored for a wide variety of imaging sensor, e.g., hyperspectral
imaging [155], ToF imaging [156], Magnetic Resonance Imaging [157], as well as Multispectral
imaging [158]. Among all these types of imaging sensors, we identify two main classes for the
randomization of pixel measurements, the optical and on-chip implementations.

CS optical implementations

CS optical implementation approaches can perform basically the CS linear measurements and op-
erate at the optical level in different fashion allowing to save energy for the photo-transducer and
the analog-to-digital conversion level.
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One implementation, so called Single Pixel Camera (SPC), is composed of a single photodiode
combined with a Digital Micromirror Device (DMD) to sequentially capture CS measurements,
i.e., image capture with random spatial selection. This DMD is electronically controlled to trans-
mit or not the incident light towards the photodiode for each micromirror. One of the major
drawback related to the use of this approach is the need of a bulky DMD that can be a limitation
for embedded systems [159, 160] and involving optical issues.
Otherwise, almost equivalent to SPC, coded aperture differs from its composition of a 2D pho-
todiode array which allows to parallelize the CS over each pixel [161–163], e.g., for temporal
acquisition/compression.

CS on-chip implementations

Due to significant advances in complementary metal oxide semiconductor (CMOS) technology,
the implementation of CS on the focal plane of CMOS sensors is preferred in terms of cost,
robustness and stability. For some applications such as embedded applications, the electrical im-
plementation of CS also avoids the use of a CS optical system that results in a large camera size
due to the optical design. Recall that, the disadvantage of the canonical approach of first sam-
pling according to the Nyquist-Shannon theorem, converting to a digital representation using an
analog-to-digital converter (ADC), and then compressing using a compression standard is that all
of the digital values must be stored and then summed together with pseudo-random weights to
perform the CS measurement. Thereupon in order to reduce memory usage and instead of de-
tecting the entire image and then removing redundant information during the compression step;
the other chosen solution is to collect only the necessary amount of information by performing
random projections. These random projections can be applied to the pixels in two different ways
in terms of ASIC design: on-focal plane implementations and end-of-column implementations.

On-focal plane CMOS implementations may involve the use of in-pixel memories or digital
circuits for the random generator as detailed in [164–166]. These implementations are composed
of a finite state machine, linear feedback shift registers (or any Pseudo Random Generator, e.g.,
based on a Cellular Automaton) and analog processing unit, allowing either the in-pixel real-time
convolution or the application of random coefficients over the entire array. For example, [167]
presents one of possible on-focal plane implementations based on the projection of the image onto
a separable 2-D basis and the measurement of the corresponding expansion coefficients. This im-
plementation consists in using a combination of focal-plane processing performed directly in the
pixels (reducing its intrinsic performances), and an analog vector–matrix multiplier to perform
computation before the analog-to-digital conversion occurs.

In case of layout restrictions, having individual access to each pixel is impractical for a large
array sensor. To tackle this issue, [168] introduced the first end-of-column implementation using
a standard pixel architecture, rolling shutter readout and a block matrix transform method. The
CS measurement is performed by a compressed sensing multiplexer over 16× 16 pixel blocks at
the analog to digital conversion level. Furthermore, a random scrambling is performed at the input
of each 1st order incremental Σ∆ ADC allowing a random pixels per-column parallel selection,
summation and conversion (i.e., concept of CS-Σ∆ presented in [169]). Thereupon, [170] demon-
strated the interest of using a high order Σ∆ ADCs instead of a 1st order due to the need of a high
oversampling ratio to ensure a proper conversion. Otherwise, [171] presents a novel current-based
CS thanks to the Kirchhoff law [172] image sensor without acting on the classical pixel design,
as well as the overall sensor architecture. The main change is that HDR is enabled thanks to a
specific time diagrams of the control signals and a nondestructive column-based readout. Fur-
thermore, an advanced extension has been proposed by [173] which consists in a compact CMOS
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Image Sensor (CIS) architecture enabling embedded object recognition facilitated by a dedicated
end-of-column Compressive Sensing (CS). However, the CS approach generally involves in most
of the use cases unwanted artifacts due to the reduced dimensionality of the support and the par-
allelization of the measurements. The following section provides the mathematical foundation
of the algorithmic approach, namely the deep learning algorithm as a method for efficient signal
processing reconstruction.

3.3 Deep learning Background

Deep learning belongs to the broad field of machine learning, which is “the science and engi-
neering of creating machines that can improve its performance for targeted applications by accu-
mulating knowledge through experience”, according to John MacCarthy [174]. Machine Learning
(ML) seems to offer state-of-the-art accuracy and even better accuracy, where traditional signal
processing methods have shown some limitations. For this reason, the signal processing commu-
nity has been interested over time in integrating these new methods into the solution of a wide
variety of signal processing problems. This has led to the fast development of ML which offers
new possibilities to develop predictive models for reconstruction [175], classification [176] and
segmentation [177] for computer vision applications.

3.3.1 Deep neural networks (DNNs)

Deep Neural networks takes its form or functionality from the human brain analysis. In fact, the
brain is composed of approximately 86 billion neurons themselves composed of axons, acting as
the output component of the signal, and dendrites, acting as the input component of the signal. The
connection between the neurons through the axon and the dendrite called synapse are about 1014,
leading to a huge system with complex interaction networks. From this neuron’s computation in-
spiration, deep neural networks (DNNs) are composed of layers that are themselves composed of
activation functions, f () often referring in a way to neurons, and learned weights, wi, j somehow
referring to the synapses. The mathematical formulation of one layer is written in Eq. 3.26. Layer
cascading involves weighted sums from the inputs or one or more "hidden layers", whereupon it
is commonly accepted that we can speak of a DNN when it has more than three layers.

yi = f

(
N

∑
i=1

wi, j× xi +b

)
(3.26)

Actually, DNNs are able to learn high-level nonlinear features with high degree of abstraction
because of the similarity of its functioning with that of the human brain. Let’s take the example
of visual data processing. The DNN takes as input the pixels of an image, on which, through each
layer, it performs an extraction analysis of various features. Then, the combination of the features
between all the layers allows the detection of an object in case the DNN is trained for that task.
Indeed, just like the human brain a learning phase is necessary, this process optimizes features
extraction using networks parameters (i.e., weights (wi, j) and biases b) for various tasks following
a certain training paradigm (i.e., learning strategy):

• one called supervised learning when all the training samples are labeled [178],

• another is called unsupervised learning, i.e., without labellisation of the training samples
[179],
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• a third one, namely semi-supervised learning, consists of a mixture of supervised and unsu-
pervised [180].

Furthermore, there exists various optimization algorithms for optimizing network parame-
ters [181, 182]. The gradient descent process [183] is one of the basic optimization processes
which consists in updating the weights with the use of a weighted gradient of the loss relative to
each weight. In other words, this consists in calculating the partial derivative of the loss function,
noticed L in Eq. 3.27, with respect to each weight (wi, j), cf. Eq. 3.28. The computation of the
partial derivatives of the gradient is performed through a process namely backpropagation which
is iteratively performed backward from the last layer by the chain rule [184] (with α called the
learning rate).

L(W ) =
1
N

N

∑
i

L( f (
N

∑
j=1

wi, j× xi +b),yi) (3.27)

wt+1
i, j = wt

i, j−α

(
∂L(W )

∂wi, j

)
(3.28)

The gradient descent process is the basic optimization process that works well for convex
functions but is only efficient for relatively small datasets. Several other optimization algorithms,
each with its own advantages and disadvantages have been further implemented. For example,
stochastic gradient [185] allows faster computation at the expense of slower convergence. Al-
ternatively, the Root Mean Square Propagation (RMSprop) [186] is an adaptive gradient descent
process, where the square of the gradients are accumulated for maintaining a moving average of
the squared gradients of each weight. The second RMSprop insight is that it divides the gradi-
ent by the root of this average. Adam optimization [187] is a stochastic gradient descent method
based on adaptive moments estimation of first-order and second-order. Its advantages are numer-
ous, like computationally efficient, little memory requirements, appropriate for problems with very
noisy and/or sparse gradients. Even though research has been conducted to define the optimiza-
tion method that outperforms others for a specific task [183], the scientific community admits that
there is no general method for all problems.

These optimization processes indicate weight update changes, and is repeated iteratively in
order to reduce the overall loss function that can take several forms (e.g., Mean Squared Er-
ror (MSE) [188], l2 normalization [189, 190], Kullback Leibler (KL) Divergence [191], Hinge
loss [192]). The choice of the loss function depends on the problem task. For example, the MSE
loss function is commonly used for regression and consists in computing the mean of squares er-
rors between labels and predictions. It implies that large errors between ground truths (or labels)
and predictions will be significantly more penalized than small errors. Instead, hinge loss func-
tions are often used for training classifiers because it includes a penalty according to a margin
(as SVM do [193]) from the classification boundaries. Finally, the KL loss function is suited for
probability distribution prediction (or Generative Adversarial Network (GAN)) since it estimates
the difference between two probability distributions (the observed and the targeted).

Note that the training, evaluation and test steps are therefore based on the used of three dataset
xtrain, xval and xtest for which there is jointly an associated ground truth dataset or labels ytrain,
yval and ytest . The train datasets (xtrain,ytrain) are used to train the model, that is to say optimize
weights and biases of the DNN. While, the validation datasets (xval,yval) are used to track overfit-
ting issues during the training stage. This frequent evaluation thus allows to fine-tune the model
hyperparameters. Once the model is completely trained, the test datasets (xtest ,ytest) are used to
provide a performance estimation of a final model fit, on data that were not taken into account
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during the training stage.

Focusing on computer vision application, Deep Neural Network (DNN) architectures are split
into two groups, which differ in form: feedforward and recurrent. This section presents only the
prominent feedforward DNN type of layer i.e., the convolutional layer. The origin of the CNN
architecture comes from the "Neocognitron" introduced by Fukushima [194] in early 80’s based
on the hierarchical receptive field model of the visual cortex of Hubel and Wiesel [195]. The
CNNs have found their final name in the work of Waibel et al. [196] with weights shared among
temporal receptive fields and back propagation training for phoneme recognition and in the work
of LeCun et al. [197] on a practical CNN architecture for optical character recognition (OCR).
CNNs consist in a shared-weight structure of the convolutional filters that translate along input
features maps (ifmaps) resulting in each point of the weighted sum of all input channels by the
related weight value of the filter, i.e., the output feature map (ofmap) cf., Fig. 3.1.

Figure 3.1: Dimensionality of convolutions. (a) 2-D convolution in traditional image processing.
(b) High dimensional convolutions in CNNs from [198].

Convolutions are generally followed by a nonlinear function applying a element wise activa-
tion to feature maps in order to introduce nonlinearity into the CNN. Various conventional non-
linear functions exist such as sigmoid, hyperbolic tangent, rectified linear unit (ReLU) as well as
leaky ReLU and exponential LU, as reported in [199]. Optional layers can be also applied then,
like pooling layers and normalization layers. Pooling layers consist in reducing spatial resolution
to each channel separately by replacing small neighborhoods in a feature map. This makes the
neural network robust and invariant to local distortions while reducing its dimensionality. On the
other hand, normalization layers control the feature maps data distribution, by normalizing the
distributions of the input data, e.g., so that their sum is equal to one or they have a zero mean and
a unit standard deviation. CNNs were originally designed to be used in image recognition and
processing. They differ from each other in many ways, as for the list of the most famous CNN
architectures, AlexNet [200], VGGNet [201], and ResNet [202].
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3D Convolutional Neural Networks (3D CNNs) can be considered as the extension of 2D
CNNs for image recognition to the convolutional neural networks for spatio-temporal image
recognition e.g., video or 3D imaging application. The third dimension in the 3D CNNs is gener-
ally the temporal dimension, and allows the extraction of spatio-temporal features through the use
of a 3D kernel moving along the three dimensions for a better capture of dependencies. These 3D
CNNs provide competitive results on offline processing video for gesture recognition tasks where
2D images are stacked in a temporal dimension [203, 204], as well as for online video processing
even if restricted with the requirement to process a spatio-temporal block at a time [205]. Another
use case where 3D CNNs work well and that we mainly consider in this thesis is 3D imaging like
medical imaging [206] or LiDAR imaging [12], involving raw spatio-temporal data such as point
clouds. In this context, DNNs algorithms have been explored for multimodal reconstructions from
SPAD raw data in Chap. 7. In addition, another class of techniques, presented in the next section,
was considered in the typical use of SPAD raw data processing to improve their spatial resolution.

3.4 Image Super Resolution

Image Super Resolution (SR) methods consist in recovering high resolution (HR) images from
low resolution (LR) images. This process of recovering is highly relevant to enhance the resolu-
tion of images in computer vision for a wide variety of applications [207, 208]. In the context of
the TCSPC SPAD image sensor, SR techniques would overcome the hardware limitations in terms
of spatial resolution of the image sensor, by performing either spatial separation of sources from a
group of physical pixels or virtual spatial separation of sources. In this section, we have identified
some traditional algorithms based on interpolation and deep learning based oversampling methods.

3.4.1 Interpolation-based upsampling

Image interpolation-based upsampling stands for three main interpolation-based methods, namely
the nearest-neighbor interpolation [209], the bilinear interpolation [210] and the bicubic inter-
polation [211]. The nearest-neighbor interpolation is the most naive approach and consists in
selecting the only value of the nearest pixel for every pixel position to be interpolated. However,
this approach unfortunately produces poor SR results. Alternatively, bilinear interpolation con-
sists in performing a quadratic interpolation i.e., linear interpolation on the two axes of the image,
functions of the two nearest neighbors in each direction. Finally, bicubic interpolation [212] con-
sists similarly to the Bilinear interpolation performing cubic interpolation on each of the two axes
functions of the four nearest neighbors in each direction. This approach, if process speed is not an
issue, provides smoother surface results with fewer artifacts. One of the main drawbacks of these
interpolation-based upsampling methods is that they can amplify noise measurements or lead to
blurred results, as the image scaling is only based on a single image, hence the use of DL-based
upsampling methods instead.

3.4.2 Deep Learning-based SR

SoA works have proposed a variety of super resolution deep learning-based models, trained with
both LR images and corresponding HR images. The differences between all these works are nu-
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merous, based on various frameworks, upsampling methods, network design. Without focusing
on the network design (i.e., upsampling methods position in the topology), an overview of the dif-
ferent DL-based upsampling layers and other DL-based methods for performing SR is provided.

Transposed Convolution Layer [213], also called a deconvolution layer [214], increases the
resolution of the image by first expanding the image with inserted zeros and then performing the
convolution. For example, with a kernel size of 3×3, a stride equal to 1 and padding equal to 1,
the input is upsampled by a factor of 2. This operation is the opposite transformation of a normal
convolution i.e., aims to predict possible input from the output feature maps. However, because of
zero inserted and overlapping pixels, this layer can create a checkerboard-like pattern.

Sub-pixel Layer [215] instead consists in generating several channels with standard convolution
and then reshaping such that the number of channels are reduced and the image size increased. For
example, let’s take the example of the 2D input image size of h×w× c. The convolution layers
provide an output feature map of h×w× s2c, yielding to a possible scaling of the image output
size of sh× sw×c after reorganisation of the tensor data. This approach has the main drawback of
having artifacts on the edges of objects in the images since some pixels share the same receptive
fields.

DL-based Fusion method is a common way to improve the resolution and quality of temporal
(or depth) information when being associated to high resolution color images. The fusion method
can be performed in various ways. For example, [216] proposed to fuse multiple slightly moved
depth measurements into one depth map with the use of a bilateral regularization. Otherwise, [217]
also proposed to fuse the intensity information of an additional sensor with the depth value of ToF.
The fusion is performed by an iterative refinement process of bilateral filtering of a depth volume
and an RGB image. Although these methods provide high quality depth results, their performance
depends on a complex calibration process and the use of additional sensors.

3.5 Conclusion

Throughout this chapter is provided a brief description of the four fields of signal processing
methods that are Compressive Sensing, Expectation Maximization algorithms, Deep Learning
and Image Super Resolution methods. All these methods of signal processing presented allow
to improve the performances of reconstructions of the measured physical quantities, either by
improving the spatial resolution, or the temporal resolution. In the context of TCSPC SPAD-
based 3D imaging, some of these methods were employed in different ways, as will be further
detailed in the SoA subsection of each chapter.
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4
Time distribution modeling for piecewise-constant

Poisson process rate

In active 3D imaging based on a Time Correlated Single Pho-
ton Counting (TCSPC) system, photons "of interest" measured with
Single Photon Avalanche Diodes (SPADs) are often mixed with
high background noise. This low Signal-to-Background ratio (SBR)
makes the reconstruction of albedo and depth maps difficult. State-
of-the-art (SoA) works relying on Bayesian approaches [10, 11] or
Deep Learning (DL) [12, 218] usually study the restrictive case of
low-photon counts mode of operation. On the contrary, this chapter
aims to consider the high photon counts operating mode, where the
SPAD "Dead Time" and laser pulse are spread over a large number
of bins of the Time-of-Flight (ToF) histogram (cf. Fig. 4.1) relaxing
system-level constraints such as ultra short laser pulse at shallow
depths and photon detection probability of SPAD (resulting in pile-
up effect). A new method is then proposed to estimate pixel parame-
ters from such a ToF histogram in which the photon arrival times is
assumed to follow a truncated-Shifted Erlang (E ) distribution. The
underlying algorithmic task presented in this chapter consists in esti-
mating 4 latent parameters of each E distribution of a mixture model,
only from an observed draw of the process distribution in the shape of
a ToF histogram. To solve the highly non-convex nature of this prob-
lem, a customized nested Expectation-Maximization algorithm (c-
EM) has been designed based on a proper combination of Maximum
Likelihood Estimation, Moments Matching, Parametric Imputation
and support estimation via Variable Neighborhood Search. The pro-
posed framework was successfully evaluated with synthetically gen-
erated data leading to accurate depth reconstructions under 0.03 m
RMSE and albedo reconstructions over 15dB PSNRs.
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4.1 Related works

4.1.1 Non-stationary Poisson process parameters inference

Non-stationary Poisson process (NSPP) well describes most of service systems subject to time
varying arrival rates, and has been intensively studied in the litterature. For example, nonpara-
metric solutions have been developed for inferring NSPP parameters such as Auto Regressive
Integrated Moving Average (ARIMA) [219], and Neural Networks (NN) [220]. However, these
solutions are suitable for linear and non-stationary signals without high Poisson rates discontinu-
ities. That is why, [221] proposes to introduce the Taylor’s fluctuation scaling effect into the State
Space Model with the Particle Filter to handle high discontinuities issues. Otherwise, for the same
purpose, [222] aims at constructing a table of the inverse cumulative arrival rate function in order
to decompose the NSPP into constant Poisson sub-processes. The disadvantage of these meth-
ods is that they are unattractive when systems involve high dimensional data with harsh memory
constraints (e.g., 3D imaging system when using a TCSPC system [223]). To relax the memory
constraints, [224] proposes statistical analysis instead of analyzing the sequence leading to more
complex analysis.

4.1.2 State-of-the-art on statistical tools involved

In this section, we report an Expectation-Maximization (EM) algorithm ideally suited to problems
of this sort i.e., for Time Correlated Counting Process, and also when direct access to the data is
only possible in its discrete distribution format or when some data are missing. Some additional
mathematical tools are also presented like stochastic and genetic-based optimization methods, and
order of the mixture model estimation methods.

Expectation-Maximization algorithm

The Expectation-Maximization algorithm [116] is partially non-Bayesian algorithm for estimating
the parameters of mixture of distributions. This method has been first introduced by [225] for
estimating the parameters of time distribution of events generated by a Poisson process (i.e., Phase-
type (PH) distribution of fixed order). Although many improvements have been developed during
the last few years, in order to fit more phases [226] and to overcome the truncated data issue
[227]. Aside from [228], which is a Bayesian approach to quantify non-stationary Poisson process
inputs uncertainty using Gaussian process. The inference of the time distribution of a queuing
system [226] outputs with a PCPP input via an appropriate PH distributions has not yet been fully
addressed due to the high complexity of the model.

Stochastic optimization extensions

Local convergence can be encountered using a standard EM algorithm to infer Phase-type dis-
tribution (PH) parameters. To find a global optimum, greedy algorithms may be used with ran-
dom restart initialization of several local search methods (e.g., hill climbing algorithms [229]).
Otherwise, [230] reports EM extensions to overcome local convergence without excessively in-
creasing the computational complexity of the algorithm. For example, the Stochastic Expectation
Maximization (SEM) method, relies on the stochastic imputation principle. In case of erratic
behavior of SEM, a variant has been developed: Simulated Annealing (SA) Expectation Maxi-
mization [231, 232]. This SA variant consists in weighting the update values of the EM and SEM
methods with a slow decrease in the probability of accepting worse solutions as the solution space
is explored. However, this may not always be sufficient for highly nonlinear objective functions.
The proposed method therefore uses additional metaheuristic methods from combinatorial opti-
mization that generate a good solution into a finite set of solutions (e.g., the Genetic Algorithm
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(GA) [233,234]). The proposed approach has been inspired by the natural selection process which
consists in selecting the best solution among all the possibilities to create a new mutation for the
next iteration (“generation”).

Order of the mixture model estimation

Besides estimating distribution parameters, an additional purpose is to evaluate the number of
components in the sample distribution. The order selection in the mixture model has a direct im-
pact on the convergence of the EM algorithm. Among all state-of-the-art solutions [235], two
main techniques have been chosen for minimizing the number of components and finding the best
convergence model. First, the information criteria technique, is based on the bias-corrected likeli-
hood by adding a negative term to the likelihood function in order to penalize the model fit (e.g.,
the Akaike criterion (AIC) [236], the Bayesian Information Criterion (BIC) [231]). Otherwise,
the Likelihood ratio test technique consists in starting with a small number of components in the
mixture model in order to converge to the adequate number of components using likelihood ratio
test function, like a chi-square test.

Incomplete data analysis

Finally, queuing systems can suffer from incomplete data of three types as surveyed in [237]. Fo-
cusing on the Missing Not At Random (MNAR) incompleteness type which disrupts EM algorithm
convergence, [238] proposes an algorithm for multivariate time series model estimation in combin-
ing a SEM algorithm with a Markov Chain Monte Carlo. As of now, the most common technique
in combination with an EM algorithm, is the imputation method as presented in [239–241] which
consists in substituting incomplete values using various imputation methods. Classic imputations
refer to cold-deck [242] (i.e., static imputation) and hot-deck [243] (i.e., dynamic imputation)
where the unobserved values are individually substituted making the algorithm computationally
intensive. Regression imputation [244] will be not considered in this work due to non-parametric
censored data. The chosen imputation method refers to the mean substitution [245], avoiding any
bias estimation of the EM algorithm for density function tending to infinity.

4.2 c-EM for a Mixture of truncated-Shifted Erlangs

The objective, through the use of a mixture of E , is to estimate the number of PCPP intensity
levels and finds their boundary locations with the use of the corresponding time index of each
variation, α and β . Considering that the PCPP is composed of C Poisson intensity levels being
the superposition of C independent Poisson arrival sub-processes [109], the number of compo-
nents of the mixture distribution is equal to S, i.e., the amount C of rate change multiplied by the
ratio of measurement period time over the service time (i.e., S = ∑

C
c=1Card(Gc) commonly with

Card(Gc)≤ 2 in the typical TCSPC use case). This gives the following mixture model mE :

mE (z;ΘΘΘ) =
S

∑
s=1

πs
λ ks

s (z−αs)
ks−1 e−λs(z−αs)

(ks−1) !
1z∈[αs,βs], (4.1)

where πs corresponds to the weight of the sth phase and ΘΘΘ is the concatenation of S different set
of parameters θθθ

T
s = [λs,ks,αs,βs]. λs, ks, αs and βs respectively stand for the intensity parameter,

the shape parameter, the starting and the ending times of the sth phase.
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Algorithm 2: c-EM algorithm to fit E

Data: h ∈ NB

Result: Estimated parameter Θ̂ΘΘ from its random initialization
// E-step (section 4.2.1)

1 for s← 1 to S do
2 γ̂b,s← hb

πsE (b;θ̂θθ s)

∑
S
j=1 π jE (b;θ̂θθ j)

,b ∈ {1,2, ...,B}

3 end
// M-Step (section 4.2.2)

4 for s← 1 to S do

5 λ̂s← ksπ̂s

µ̂
(obs)
s +µ̂

(cens)
s

, π̂s←
∑

β̂s
b=1 γ̂b,s

Ec(θ̂θθ s)
6

α̂s←

 α̂s− εs, if DKL(ĥ∥h)≥ DKL(ĥεs∥h)

µ̂s−
√

ksv̂s, otherwise.

7 β̂s← α̂s−
W−1

(
( 1

e )
(ks−1)

(ρs−1)
)
+(ks−1)

λ̂s

8 end

4.2.1 Histogram-based expectation (E-step)

In our typical use case, we state that the collected data, z ∈ RN , can be depicted through an ap-
proximation of its E distribution, the measured histogram h. Indeed, all the observation times
values are counted onto a series of time-intervals, which results in an histogram of the observa-
tions. Although losing the information provided by the observation sequences for the parameters
estimation, storing and processing only the histogram makes the inference problem more tractable
both in terms of memory requirements and computing resources. Therefore, the time series of
size N are sampled through the observations distribution only, i.e., h ∈ NB, with bins indexed
b ∈ {1, ...,B} and bin width Bw. For notation simplification, αs and βs will now define αs =

⌊
αs
Bw

⌋
and βs =

⌊
βs
Bw

⌋
, i.e., bin-quantized shift and censoring times. The truncated-Shifted Erlang PDF E

in Eq. 4.1 is thus revised here:

E (b;θθθ s) = πs
λ ks

s (b−αs)
ks−1 e−λs(b−αs)

(ks−1) !
1b∈[αs,βs]. (4.2)

Due to its better tractability, the “log-likelihood” optimization trick is preferred (cf. Eq. 4.3).

l(ΘΘΘ|h) =
B

∑
b=1

hb

∑
i=1

ln

(
S

∑
s=1

δb,i,sπsE (b;θθθ s)

)

=
B

∑
b=1

S

∑
s=1

γb,s ln(πsE (b;θθθ s))

(4.3)

Following this notation, δb,i,s is defined as equal to 1 if and only if the corresponding sample
belongs to the sth phase, and 0 otherwise. It advantageously allows to move the summation over
s outside the logarithm into the logarithm in order to rewrite the log-likelihood function while
introducing γb,s. Note that hb represents the measured bin value of h at index b and γb,s =∑

hb
i=1 δb,i,s

refers to the total amount of events occurring at time bin b for the phase s. Moreover, γb,s variables
are latent, in the sense that they are not directly observed, justifying the use of the EM algorithm
rather than regular Maximum Likelihood Estimation (MLE).
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4.2.2 Combination of optimization methods (M-step)

Note that, [246,247] already derived an EM type of algorithm for PH distributions under truncated
data. However, an EM algorithm is not straightforwardly compatible in the case of mE (b;ΘΘΘ)
because PH random variables do not have the same sampling space, especially due to the shift
parameter α̂s. Therefore, this chapter presents parameter estimation variants in order to overcome
this issue.

Erlang weight, π̂s

Firstly, to avoid a bias on the weight estimation obtained by simply adding the corresponding es-
timated values (E-step), as written in Eq. 4.4.

π̂s =
∑

B
b=1 γ̂b,s

∑
S
s=1 ∑

B
b=1 γ̂b,s

(4.4)

The truncated time parameter βs needs to be “removed” from π̂s calculation. To do so, π̂s can
be inferred thanks to the Cumulative Distribution Function (CDF) Ec

(
θ̂θθ s

)
as written in Eq. 4.5

which normalizes the estimated values only over the interval of distribution support, defined as
[α̂s, β̂s].

π̂s =
∑

B
b=1 γ̂b,s

Ec

(
θ̂θθ s

) =
∑

B
b=1 γ̂b,s

1−∑
ks−1
j=0

e−λ̂s(β̂s−α̂s)(λ̂s(β̂s−α̂s))
j

j !

(4.5)

Erlang intensities, λ̂s

The standard MLE of the Erlang intensities would be:

λ̂s =
ksπ̂s

µ̂s− α̂s
=

ksπ̂s

µ̂
(obs)
s + µ̂

(cens)
s

=
ksπ̂s

∑
∞

b=α̂s+1 γ̂b,s(b− α̂s)
. (4.6)

where µs refers to the first moment estimation. However, a proxy problem is rather considered
here because the zeroing truncation of γ̂b,s over the interval [[β̂s,+∞]] corrupts the estimation of
λ̂s. Thus, a Parametric Imputation (PI) is used to infer the first moment of the truncated samples,

µ̂
(cens)
s , in addition to the first moment of observed samples, µ̂

(obs)
s = ∑

β̂s
b=α̂s+1 γ̂b,s(b− α̂s) (cf. Alg.

2-line 5). Indeed, assuming that λ̂s remains the same before and after censoring, the calculation of
µ̂
(cens)
s can be performed using the standard unshifted Erlang distribution integral (cf., Eq. 4.7).

µ̂
(cens)
s = π̂s

∫
∞

β̂s

bE (b; θ̂θθ s)db

= π̂s

∫
∞

β̂s

b
λ̂ ks

s (b− α̂s)
ks−1 e−λ̂s(b−α̂s)

(ks−1) !
db

= π̂s
ks

λ̂s

∫
∞

β̂s

λ̂ ks+1
s (b− α̂s)

ks e−λ̂s(b−α̂s)

ks !
db

= π̂s
ks

λ̂s

ks

∑
j=0

e−λ̂s(β̂s−α̂s)
(

λ̂s(β̂s− α̂s)
) j

j !

(4.7)
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Erlang shift, α̂s

A Moment Method (MM) [248] combined with a custom Variable Neighborhood Search (VNS)
[249] is introduced here to properly estimate α̂s while bypassing the intractability of the standard
log-likelihood maximization formulation. First, considering the Shifted-Erlang distribution func-
tion E , and defining the latent equivalent variance v̂s for an untruncated Erlang distribution as a
sum of two independent random variables (respectively consisting in observed and truncated data),
we then have µ̂s = µ̂

(obs)
s + µ̂

(cens)
s + α̂s as well as v̂s = v̂(obs)

s + v̂(cens)
s and we can therefore define

the following update rule for α̂s,

α̂s = µ̂s−
√

ks

(
v̂(obs)

s + v̂(cens)
s

)
. (4.8)

The empirical estimation of the variance for the observed data is then obtained using the
König-Huygens theorem [110]:

v̂(obs)
s =

β̂s

∑
b=α̂s+1

γ̂b,s(b− α̂s)
2−
(

µ̂
(obs)
s

)2
. (4.9)

On the other hand, v̂(cens)
s is estimated using the standard unshifted Erlang distribution integral.

v̂(cens)
s = η−

(
µ̂
(cens)
s

)2
, (4.10)

where η is computed using Eq. 4.11:

η = π̂s

∫
∞

β̂s

b2E (b; θ̂θθ s)db

= π̂s

∫
∞

β̂s

b2 λ̂ ks
s (b− α̂s)

ks−1 e−λ̂s(b−α̂s)

(ks−1) !
db

= π̂s
ks(ks +1)

λ̂ 2
s

∫
∞

β̂s

λ̂ ks+2
s (b− α̂s)

ks+1 e−λ̂s(b−α̂s)

(ks +1) !
db

= π̂s
(ks +1)ks

λ̂ 2
s

ks+1

∑
j=0

e−λ̂s(β̂s−α̂s)
(

λ̂s(β̂s− α̂s)
) j

j !
.

(4.11)

However, if α̂s overpasses the latent value αs, bins that are observed but overruled by the c-
EM (i.e., bBw < α̂s) cannot contribute to reduce the value of α̂s. It motivated the introduction of a
VNS, randomly drawing a step back variable εs that follows an exponential decay rate of variance
given by the MM update value (Eq. 4.12). The drawn value giving the lowest distance using the
Kullback–Leibler divergence, DKL() [250] is then selected, cf., Alg. 2-line 6.

εs ∼ Exp
(

µ̂
(obs)
s + µ̂

(cens)
s −

√
ksv̂s

)
(4.12)

Erlang right-truncation, β̂s

Instead of using a likelihood function of the truncated data which is not tractable in our case [251],
we propose to find the value β̂s for which the numerical calculation of the CDF on the interval
[α̂s, β̂s] is equal to the following normalized analytical formulation:

1−
ks−1

∑
j=0

e−λ̂s(β̂s−α̂s)
(

λ̂s(β̂s− α̂s)
) j

j !
=

∑
B
b=1 γ̂b,s

π̂s
. (4.13)
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Unfortunately, this method fails as soon as β̂s < βs because the observed data belonging to
the sth E will be rejected on both terms, disabling an appropriate update of β̂s. In order to enable
stretching forwards β̂ββ , we propose to add a Laplace-windowed version of the residual distribution
(ĥb−hb) to the normalized numerical calculation term. Therefore, we define:

ρs =

∑
B
b=1 γ̂b,s

(
1+(ĥb−hb)

1√
(B−β̂s)

e
− 1√

(B−β̂s)
|b−β̂s|

)
π̂s

. (4.14)

To update β̂s, we then force the following equality:

1−
ks−1

∑
j=0

e−λ̂s(β̂s−α̂s)
(

λ̂s(β̂s− α̂s)
) j

j !
= ρs (4.15)

Solving Eq. 4.15 for β̂s thus leads to the Eq. of Alg. 2-line 6, ∀ks ∈ {1,2} without bias and
without unwanted local convergence of β̂s, where W−1 refers to the second principal branch of the
Lambert function [252].

4.3 Priors in c-EM facilitating global optimization

Even if we consider that the number of phases S is unknown, it is assumed to be the sum of the
number of sub-phases of each Poisson sub-processes (i.e., S = ∑

C
c=1Card(Gc) with Card(Gc) ∈

{1,2}). From this and based on some other prior knowledges described below, extensions to the
c-EM algorithm have been further developed to tackle the highly non-convex mixture parameters
estimation in combination with the order selection of this mixture model as written in Alg. 3.

4.3.1 Custom regularization

A custom regularization is introduced in a matter of mutually constraining the parameters opti-
mization of every E , under application-specific priors and in order to ease a faster convergence.
Firstly, E distributions describing the same Poisson sub-process c should have a common scale
parameter λλλ c, (i.e., ∀s ∈ Gc, λλλ s = λλλ c). Secondly, arrival times measured by one node of the
system are necessarily spaced by one service time (known) due to the previous arrivals (cf.,
DT ∈ {τ}Card(Gc) in Eq. 4.16). These equality constraints are relaxed by using l2 regulariza-

tion [253] terms ∥∆∆∆λ̂λλ
⊤
c ∥2

2 and ∥∆∆∆α̂αα
⊤
c −DT∥2

2 as reported in Eq. 4.16, with ∆∆∆ a differential opera-
tor. In addition, a ”low-pass filter” term weighted by a scaling parameter ζ is introduced to avoid

abrupt changes from one iteration to the next, this for both λ̂λλ
⊤
c and α̂αα

⊤
c .

λ̂λλ
⊤
c = argmin

λ̂λλ c

(ζ∥λ̂λλ
⊤
c − λ̂λλ

⊤(prev)
c ∥2

2 +∥∆∆∆λ̂λλ
⊤
c ∥2

2)

α̂αα
⊤
c = argmin

α̂ααc

(ζ∥α̂αα⊤c − α̂αα
⊤(prev)
c ∥2

2 +∥∆∆∆α̂αα
⊤
c −DT∥2

2)
(4.16)

4.3.2 Order selection of the mixture model

To properly estimate the order of the mixture model, an outer loop aims at identifying the number
of mixture groups, embedding the inner loop which estimates each mixture model parameters
until a stopping criterion is reached (i.e., the relative difference –between successive iterations–
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Algorithm 3: Genetic based c-EM (c-GEM) algorithm to fit a mixture of truncated
Shifted Erlang distribution

Data: h ∈ NB

Input: P,C,εd ,εKL,χ
2, χ̂2

Result: “Global” estimated parameter Θ̂ΘΘ
(1)

1 while χ̂2 > χ2 do
2 for p← 1 to P do
3 C←C+1

4 Θ̂ΘΘ
(p)
C =

[
λ̂λλ
⊤
C , π̂ππ

⊤
C , α̂αα

⊤
C , β̂ββ

⊤
C

]
5 end
6 while

(
∆ΘΘΘ

(1) > εd

)
×
(

D(1)
KL > εKL

)
do

7 for p← 1 to P do
// c-EM (Sec. 4.2):

8 α̂αα
(p), β̂ββ

(p)
, π̂ππ(p), λ̂λλ

(p)
← Alg. 2

// Regularization (Sec. 4.3.1):

9 λ̂λλ
(p)
c ← ζ λ̂λλ

(p)
c (∆∆∆⊤∆∆∆−ζ Id)

−1

10 α̂αα
(p)
c ← (∆∆∆⊤∆∆∆−ζ Id)

−1(∆∆∆⊤DT +ζ α̂αα
(p)
c )

11 end
// Genetic search (Sec. 4.3.2)

12 if Iterations == MaxIt then
// Selection

13 for p← 1 to P do
14 Θ̂ΘΘ

(p)← Sort
(

Θ̂ΘΘ

)
15 end

// Crossover and mutation

16 for p← ⌊P
2 ⌋+1 to P do

17 Θ̂ΘΘ
(p)← Θ̂ΘΘ

(P+1−p)

18 for s← 1 to S do
19 α̂

(p)
s

iid∼ Supp(max{ĥ(p)−h,0})
20 end
21 end
22 end

// Evaluation

23 for p← 1 to P do

24 D(p)
KL(ĥ

(p)∥h) = ∑
B
b=1 ĥ(p)

b log
(

ĥ(p)
b
hb

)
25 end
26 end

// Order selection (Sec. 4.3.2)

27 χ̂2 = ∑
B
b=1

(ĥ(1)b −hb)
2

hb

28 end
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of the parameter vectors values below εd = 10−7, and the relative difference of the Kullback-
Leibler [250] below εKL = 10−7 as written in Alg. 3). In practice, the outer loop iteratively adds
a new group of G phases in the mixture model depending on the result of a Chi-square test [254]
(with a confidence threshold of 0.95). Note that, the number of groups, C, is initialized to one with
an initialization of G phases per group.

In order to handle the high non-convexity of the problem, several runs (noticed P in Alg. 3) of
the c-EM with various parameters initialization are first evaluated using the Kullback-Leibler di-
vergence function (DKL()). Half of the resulting models with the lowest divergence are duplicated
and then mutated, as the natural selection step of an evolutionary algorithm [255] (cf., Alg. 3).
The mutation consists in a random draw of α̂s, ∀s ∈ S from the positive residual support function
(i.e., α̂s

iid∼ Supp(max{ĥ−h,0})).

4.4 Experimental results

4.4.1 Synthetic data trace fit, parametric estimation

Our genetic based c-EM (c-GEM) is first evaluated on 100 synthetic mE distributions with random
parameters ΘΘΘ; and with an order of mixture from 1 (C = 1, G = 1) to 8 (C = 4, G = 2). Typical
proper model fits are reported in Fig. 4.2 that even include groups with overlapping distribution
supports.
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Figure 4.2: c-EM estimations on synthetic histogram data.

Table 4.1 shows the average of parameters relative error obtained from the c-GEM algorithm
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h (%) λλλ (%) ααα (%) πππ (%) βββ (%)

C=1, G=1 0.7 0.5 0.0 0.8 0.0

C=1, G=2 1.2 0.7 0.0 0.7 0.0

C=2, G=1 0.3 2.8 1.0 2.1 0.0

C=2, G=2 0.4 5.9 0.6 4.9 0.2

C=3, G=1 0.1 7.2 1.8 12.0 3.8

C=3, G=2 0.1 17.2 2.4 15.8 2.0

C=4, G=1 0.1 25.1 5.0 26.2 7.7

C=4, G=2 0.1 25.6 5.9 30.6 4.5

Tableau 4.1: Parametric estimation performance of the proposed c-GEM on synthetic data, in
terms of the relative error (in %).

on the overall generated histogram database. We can observe that the relative error significantly
increases with the number of phases of the model but remains acceptable. The c-GEM may yet
unfortunately converge to a local minimum.It typically arises because the α̂s exploration has not
been performed properly, especially when several Poisson processes share very similar parameters
values, either it is the starting point, the ending point and/or the intensity parameter.

4.4.2 Real traffic traces, simulated SPAD data

A SPAD TCSPC simulation platform has been derived from the model described in [9,256] to pro-
vide “pseudo-realistic” pixel-wise histogram data from depth-luminance scenes of the Middlebury
dataset [257] as illustrated in Fig. 4.3. The estimation of the parameters of mE allows the extrac-
tion of multiple physical scene characteristics, such as depth inferred from the E shift position ααα

and the luminance from the E intensity parameter, λλλ . Figs. 4.4 and 4.5 report the histograms asso-
ciated to the color-framed pixels in the corresponding reconstructed depth and luminance images.
Note that all Poisson sub-processes refer to two illumination sources, the background illumination
and the laser as described in the model of [258]. In addition, because of the identification of 4
photon flux variations involved by the laser pulse, the background light distribution is somehow
subdivided into 4 parts (i.e., before, during, after the laser pulse, and after the “Dead Time” cf.,
Figs. 4.4 and 4.5).

The joint reconstructions using our proposed algorithm are shown in Fig. 4.6. Depth-luminance
reconstruction accuracy for the considered scene has been respectively estimated to 0.03m root
mean square error (RMSE) and 24dB peak signal to noise ratio (PSNR). Tab. 7.4 reports a com-
parison with respect to prior works of [10] and [11] that respectively exhibit a 0.9m and 1.28m
RMSE (depth) and a 16.2dB PSNR and 13.2dB PSNR (luminance) under 0.10 SBR. [10, 11] ac-
tually fail due to their inappropriate model neglecting the pile-up effect which has been taken
into account for our simulations. Indeed, these techniques were specifically designed for uni-
form time-correlated Poisson noise, an irrelevant assumption in case of pile-up. More specifically,
regarding [10, 11] depth reconstruction under low SBR, the accumulation of photon counts com-
pletely hides the background object (due to the inverse square law of photons quantity). Indeed,
it unfortunately leads to shorter distance detection, explaining the detection of many foreground
objects (i.e., dark pixels in Fig. 4.6). In addition, incorrect modeling of the temporal distribu-
tion of the number of photon arrival times from the laser pulse itself (i.e., exponential distribution
poorly modeled by a Gaussian distribution) inevitably leads to an offset error in the estimation of
the mean as observed in rows 1, 2, 3 and columns 2, 3 of Fig. 4.6, for example for the estimation
of the teapot depth. Moreover, [10, 11] reconstruction algorithms based on the uniform-Gaussian
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Figure 4.3: SPAD system overview.

model are not able to correctly estimate the luminance map because they do not take into account,
in their Gaussian distribution model, the exponential rate parameter that encodes the luminance
information with respect to our physically-plausible model.

Instead, despite of the considered complex histogram model, our EM algorithm provides high
fidelity depth-luminance reconstruction under various SBRs using the appropriate distribution
model and an efficient genetic-based expectation-maximization (c-GEM) method to properly man-
age non-convex issues. Regarding our depth reconstruction performance, the RMSE metric is not
truly representative between each of our reconstructions under different noise levels because of
salt-and-pepper like noise (i.e., sparsely occurring white and black pixels). In addition, lumi-
nance reconstruction is more complex under high SBR (less photon noise) since it is estimated
from the decaying shapes of the background illumination photon counts as well as the laser pulse
photon counts. Compared to [259, 260] works, our model includes a shift estimator, ααα that ad-
vantageously enables the proposed pixel-wise algorithm which appears to be compatible with the
specific problem of depth-luminance reconstruction from TCSPC data. In addition, better recon-
struction performances –for a concrete deployment of the algorithm– could be achieved taking
advantage of a spatial collaboration, such as using any spatial regularization technique as Total
Variation [10].

Intensity (PSNR in dB) Depth (RMSE in m)

SBR Shin [10] Rapp [11] Our Shin [10] Rapp [11] Our

0.31 17.07 11.26 29.98 0.50 0.47 0.03

0.10 16.17 13.16 24.10 0.88 1.28 0.03

0.06 15.49 14.09 14.23 0.94 1.38 0.03

Tableau 4.2: Quantitative comparisons of average depth-luminance reconstructions of the Mid-
dlebury dataset [257] under various SBR and from the optimal photon regime of each methods
(i.e., low photon counts for [10, 11] and high photon counts for our custom c-GEM algorithm.
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PSNR=48.73 dB

PSNR=24.83 dB

Figure 4.4: Depth-Luminance estimation from 2 ·104 photons ToF samples size. Note that third
and forth image rows correspond to the pixels histograms surrounded in color in the upper image
reconstructions.
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PSNR=39.18 dB

PSNR=23.34 dB

Figure 4.5: Depth-Luminance estimation from 5 ·103 photons ToF samples size. Note that third
and forth image rows correspond to the pixels histograms surrounded in color in the upper image
reconstructions.
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Figure 4.6: Depth-luminance reconstructions. Note that the 2nd and 3rd column reconstructions
are under low photon counts (i.e., 100−500 photons ToF samples size) since they were designed
for these typical photon regimes and do not work in the high photon regimes. While the fourth
column reconsctructions are under high photon counts (i.e., 5 ·103 photons ToF samples size).
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4.5 Conclusion

This chapter focused on the statistical analysis of time distribution output by complex queue-
ing systems, involving PCPP inputs. The extension of the EM algorithm for fitting mixtures of
right truncated Shifted Erlang (mE ) probability distribution functions has been thus introduced.
Although estimating such a model involves high computational complexity of the algorithms, the
benefit of the high parametrization enabled by mE is that it provides a general model of Phase-type
distribution (PH) with very flexible shapes for numerous real use cases. In order to accurately es-
timate the number of phases in the mixture distribution model as well as the 4 latent parameters of
each component, a custom genetic based Expectation-Maximization (c-GEM) algorithm has been
proposed. The core algorithmic inner loop implements a set of tools such as Maximum Likelihood
Estimation [261], Moments Matching [262], Parametric Imputation [263] and Variable Neighbor-
hood Search [264]. An outer loop additionally aims at inferring the number of model components
thanks to a Genetic search approach [265] based on iterative statistical tests.

Besides providing high accuracy of depth-luminance reconstructions under various SBRs, the
proposed algorithm has the advantage of being compatible with a wide range of complex models,
for instance involving the detection of multiple object reflections, for super-resolution imaging
or enabling multi illumination sources classifications (e.g., SPAD sensors sharing memory and
electronics circuitry). This parametric estimation of the PH mixture model has been shown to be
relevant in the context of a specific TCSPC imaging system (long laser pulses with a large Dead
Time). But the arrival process assumptions seem to span a fairly broad class, so several other
settings can be addressed e.g., phone calls arriving [266], patient arriving to the hospital [267],
portfolio credit risk [268]. Unfortunately, because the synchronous SPAD operating mode implies
complex processing method, in a view to replace TCSPC system at pixel level, the following
proposed solution in chapter 5 only consider the high photon counts asynchronous SPAD operating
mode resulting in Gaussian-Uniform statistical SPAD data model.
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5
Expectation-Maximization Algorithm and

Hardware Co-design

157
Time-Correlated Single Photon Counting (TCSPC) sensors based on
the combination of Single Photon Avalanche Diodes (SPADs), Time
to Digital Converters (TDCs) and histogram-builders have become
a standard for depth imaging using a direct Time of Flight (D-ToF)
sensing. However, one of the main bottleneck of this working mode
is intrinsically due to the large amount of data required to gener-
ate pixelwise ToF histograms. Therefore, aiming at replacing TC-
SPC system at pixel level, the proposed solution in this chapter ini-
tially considers only the high photon counts asynchronous SPAD op-
erating mode, resulting in Gaussian-Uniform statistical SPAD data
model (cf. Fig. 5.1). Consequently, to overcome this limitation, in
contrast to Chap. 4, a simpler 2-stage Expectation Maximization
(EM) algorithm for online peak detection with its Register Transfer
Level hardware implementation is proposed. Based on the signal
processing background provided in Chap. 3.1, the online estimator
consists in sequentially computing the statistical parameters that di-
rectly encode the latent spatial distance and intensity information of
the illuminated scene. The evaluation on synthetic data demonstrates
that with a compression ratio of 0.4%, our approach can efficiently
reduce the pixel pitch by around 40% without sacrificing timing res-
olution compared to prior works.
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Figure 5.1: TCSPC distribution modeling assumptions throughout this chapter.

76



5.1. Summary of existing SPAD sensing methods

5.1 Summary of existing SPAD sensing methods

Unconventional SPAD TCSPC readout architectures emerge to cap the overall amount of data.
For instance, [70] introduces ”Folded inter-frame Histogram” (FiFH) which consists in building
two smaller histograms, one representing the most significant bits (i.e., a coarse temporal resolu-
tion) while the other is for the less significant bits (i.e., a fine temporal resolution). Otherwise, [71]
even proposes ”Shifted inter-frame Histogram” (SiFH) to filter the second histogram using the
estimated result from the first, to increase the Signal to Background Ratio (SBR) and thus the
accuracy of depth estimation. Likewise, [269] implements an in-pixel zoom histogramming TDC
architecture inspired by dichotomy partitioning where the bin equivalent duration is thus sequen-
tially shrunk by half. Unfortunately, these methods imply a per-pixel complex SPAD scheduling
while discarding most of the information except the peak position.

Even though peak detection is the most commonly used approach to retrieve depth informa-
tion [270], advanced statistical tools have been proposed to improve system performances (e.g.,
Gaussian fit methods [271]). Parametric estimation techniques have been developed to extract
relevant features or even to reduce data throughput. Indeed, SPAD sensors intrinsically provide
multimodal information while the scene characteristics shape the measured ToF histogram. Doing
this, [10, 93, 272–274] present various reconstruction methods to estimate depth and reflectivity
from SPAD raw data using a maximum likelihood problem definition, working under low and
high flux. Recently, [8] even proposed a histogram compression framework via a sketching ap-
proach [275]. Although these algorithms provide good reconstructions, they still require either
the full data histogram building or the entire photon arrival sequence storage. Therefore, when it
comes to embedded systems, this approach remains highly challenging due to its computational
complexity and large memory requirements.

EM algorithms have already been proposed with hardware implementations for high-performance
and energy-efficient designs of circuits and systems. For example in background identification,
[276] proposed an implemented version of the EM algorithm that allows a fast initialization of the
background model and also performs real-time background identification on high definition video
sequences. The proposed approach relies first of all on the precise selection of the word length of
the signals for each parameter while minimizing the error induced in the algorithm. Secondly, the
standard mixture model algorithm implementation from Open source Computer Vision software
library (OpenCV) involves the use of nonlinear functions. Since the nonlinear operations would be
too complex, the common technique to reduce the logic for the nonlinear computations is the use
of look-up tables directly stored in ROM circuits. In the same manner, [277] proposed an imple-
mented version of the EM algorithm for pattern recognition involving a compromise between the
requirements of high performance, real-time processing and hardware resources. The performance
optimization in these application use cases is achieved by using a serial-parallel architecture, an
efficient pipelining strategy, and a piecewise linear function to replace the most critical operations
of the classifier, which is the exponential calculations. Unfortunately, these methods are not di-
rectly applicable to TCSPC sensors due to sequential data acquisition and not on a single image.
In this chapter, we thus propose hardware implementation tricks for a 2-stage online EM algorithm
dedicated to TCSPC SPAD data.
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5.2 TCSPC imaging, system-level considerations

D-ToF sensing strategy consists in measuring the propagation time of a light pulse, emitted by
a transceiver (i.e., LASER), and then received by a synchronized receiver (i.e., SPAD). Thanks to
a high frequency Time-to-Digital Converter, every ToF ρi ∈ [1,n] with i ∈ [1, I] is stored in a ToF
histogram, where the number of photon arrivals over each measured time period is accumulated in
the corresponding bin of the histogram, h, as depicted in Fig. 5.2 (a).

(a) TCSPC baseline (straightforward approach)

(b) Classified Online-Expectation Maximization CO-EM (ours)

Figure 5.2: System-level views of baseline (a) and our variant (b).

To solve the on-chip memory issues, we propose to use a latent representation of the histogram,
avoiding the need of an embedded full-scale histogram builder. The proposed method is thus based
on a mixture model of distributions that provides a proper statistical representation of the collected
ToF data with only a few parameters. Note that, this distribution of the observations may be cor-
rupted by non-linear distortions (i.e., the pile-up effect), but it can be efficiently bypassed thanks
to an asynchronous SPAD control [72], regardless of the operating mode at low or high photon
flux. In other words, temporally misaligning SPAD measurements windows smooths out pile-up
distortions due to the Poisson ToF generation process [278]. Eq. 5.1 defines the considered mix-
ture model as the weighted sum of a uniform distribution U due to the background illumination
(πu-weighted) and a normal distribution N due to the signal of interest (πg-weighted).

P∼N (µ, σ
2, πg)+U (πu) (5.1)

Thanks to this model, the statistical distribution of the random ToF variable P can be described
by only 4 parameters (µ,σ ,πg,πu), leading to an equivalent measurement ratio of 0.4% for n=1024
(i.e., Compression Ratio, CR= 4

n when considering a unique data coding). The following sections
address the problem of estimating these 4 parameters during the acquisition, in order to efficiently
replace the storage of histograms and its related hardware dedicated resources.
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5.3 EM algorithm co-optimization

5.3.1 From real-valued responsability to bilevel classifier

The Expectation-Maximization (EM) algorithm [116] is now a canonical approach for estimating
the parameters of density mixture models. It consists in maximizing a likelihood function asso-
ciated to the observed data with respect to the model. The EM algorithm alternates between the
E-step that computes the expectation over the conditional distribution of the latent data given the
observations and the M-step that maximizes the likelihood function for the considered mixture
(e.g., Eq. 5.1). The main constraints of an offline EM algorithm are related to the large data obser-
vations requirement (i.e., full ToF histogram in our case) and its high computational complexity.
To overcome these major drawbacks, an online version of the EM algorithm has been developed,
consisting in inspecting each value of the dataset only once instead of computing the entire dataset
multiple times. The parameters of the mixture model are thus updated for each new sample of the
measured ToF in the proposed Alg. 4. Furthermore, a ”classified” version has been considered to
firstly enhance the convergence rate and secondly facilitate the hardware implementation. Indeed,
working with a binary classification of the ToF, c∈ {0,1}, rather than floating points seems highly
appropriate for a hardware implementation. Furthermore, the expectation and classification steps
amount to finding intersection points of the density functions in the distribution Mixture Model
(see Fig. 5.2 (b)). This problem restatement enables a significant computation complexity re-
duction by only solving the equality N (µ, σ2, πg) = U (πu), which provides the roots, namely
s1lw/up , denoting the lower and upper intersection points.

Algorithm 4: 4 pts mémoires: µ,σ ,k, i
// Initialization

1 k← I1, µ̂1← n
2 , σ̂1← n

16
// Pre-warming step

2 for i = 1 : I1 do
3 α(i)← 1

2⌈ 1
2 ln2(i)⌉

4 µ̂i+1← µ̂i +α(i)(ρi− µ̂i)

5 end
6 for i = I1 : I2 do

// Expectation Step

7 ζ ← Scaler (i,k, σ̂i)
8 s1up/lw ← µ̂i+1±ζ σ̂i+1

9 s2up/lw ← µ̂i+1±
⌈

ζ

2

⌉
σ̂i+1

10 c←Classi f ier
(

ρi|s1up/lw ,s2up/lw

)
// Maximization Step

11 k← k+(c ̸= 0)
12 α(k)← c

2⌈ 1
2 ln2(k)⌉

13 σ̂i+1← σ̂i +α(k− I1)(|ρi− µ̂i|− σ̂i)

14 µ̂i+1← µ̂i +α(k)(ρi− µ̂i)

15 end

ToF ρi being within the interval [s1lw ,s1up ] (c=1) are thus classified as signal photon ToF. If not,
it is classified as noise (c=0). However, it appears that this 2-class scheme degrades the overall EM
performance. We consequently proposed a bilevel classification strategy, using a second threshold
pair (S=2). This second threshold pair is defined by dividing the sigma-scaling ζ by a factor of 2;
allowing for a compromise between a 2-class classification and the real-valued class responsibility
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(cf. Eq. 5.2).

s1lw/up = µ̂i±ζ σ̂i,

s2lw/up = µ̂i±
ζ

2
σ̂i,

with ζ =

√
4ln(2) log2

(
πgn

σ
√

2ππu

)
.

(5.2)

The final classification-related step thus provides the coarse discrete quantization of the density
function weights c according to the Classi f ier() function, as described in Eq. 5.3.

Classi f ier (ρi) =


2 if ρi ∈ [s2lw ,s2up ],

1 if ρi ∈ [s1lw ,s1up ],

0 , otherwise.

(5.3)

5.3.2 Parameters updates via Maximum Likelihood estimation

The proposition of a Classified Online EM algorithm (CO-EM) constitutes a recursive rewriting
of the computation from which the statistical parameters can be calculated in a numerically stable
fashion. Once a photon arrival is defined as coming from background illumination or laser pulse
(i.e., classification results c), the parameters of the related distribution (i.e., uniform or normal)
are directly updated. Based on the Welford’s online algorithm, parameters update functions are
equivalent to a first-order Infinite Impulse Response (IIR) filter with an evolving α(k) coefficient,
as written in Eq. 5.4. Note that Ri denotes the residual updates equal to ρi+1− µ̂i and (ρi+1−
µ̂i)

2− σ̂i respectively when θ̂i+1 refers to µ̂i+1 and when θ̂i+1 refers to σ̂i+1 (cf., line 13 and 14 in
Alg. 4).

θ̂i+1 = θ̂i +α(k)Ri. (5.4)

The standard deviation estimate σ̂ is yet doubly biased, firstly by the misclassification of
the ToFs as in the estimation of the mean µ̂ , and secondly by the poor estimation of the mean.
Consequently, the choice of the filter coefficient update function is all the more critical. Therefore,
we follow the suggestion of [279] claiming that tuning the filter coefficients update function as
α(k) = c× k−0.5 enables a consistent online EM (with k the measurement index and c a scalar).

5.3.3 Pre-warming step to avoid algorithm degeneracies

The proper behavior of the EM algorithm highly depends on starting states and does not guarantee
to converge to a global optimum. To overcome local convergence issues, a variety of heuristic
or metaheuristic approaches exist. By concern of limited storage and computation complexity, a
pre-warming initialization step, based on the Circular Mean (CM) estimation method [280], has
been introduced in order to coarsely initialize µ̂ . This CM estimator consists in centering all ToF
measurements around the current estimation of µ̂ modulo the bounded support, [µ̂ − n

2 , µ̂ + n
2 ]

(note that during this step, every ToF is considered as signal of interest measurements). Doing
the CM instead of a standard mean estimation method thus makes the distribution of the noise
measurements unbounded and allows to refine the initialization of µ̂ without being biased by the
bounded nature of the ToF value support.
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5.4 CO-EM, a hardware-friendly architecture

Figure 5.3: Block diagram of the proposed CO-EM circuit.

One of the major challenges when implementing the CO-EM solution is related to operator
complexity. The integer approximation of the computation of floating-point operators seems to
be a good candidate for a tiny digital implementation. Therefore, we proposed hardware-friendly
piecewise constant functions to approximate the two complex operations that are the filter coeffi-
cient update function (Eq. 5.4) and the calculation of the threshold (Eq. 5.2).

5.4.1 Filter coefficient update function approximation

Since the filter coefficient update function is a division by a square root, only ceiling the square
root function would lead to a complex implementation with an unnecessary high precision of
approximation. Based on the square root notation in its logarithmic form (i.e.,

√
k = 2

log2(k)
2 ), the

approximation of Eq. 5.4 only consists of ceiling the logarithm plus one (operation denoted by
l2(k) ≈ log2(k)) and ceiling its division by two (cf., line 3 and 12 in Alg. 4). This amounts to a
simple bitshift of the residual Ri by the half position of the most significant bit of the ToF counter
k plus one as illustrated in Fig. 5.4.

Figure 5.4: Effects of square root division approximation for the filter coefficient update function.
The dotted line is for the exact inverse square root function and the solid line is for its proposed
piecewise constant approximation function.
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5.4.2 Threshold estimate approximation

The calculation of ζ is also based on the square root function but requires a higher precision than
a single coefficient to the power of two. Therefore, based on this notation,

√
x = x2−

1
2 log2(x)−1 +

2
1
2 log2(x)−1 and considering the limited dynamic range of x (ζ ∈ [1,5] in Eq. 5.2 so x ∈ [1,25]),

variations of 1
2 log2(x) can be approximated by its expectancy ( 1

2 log2(x) ≈ 2). To considerably
reduce the computational complexity, ζ is computed using the linear function in Eq. 5.5 being
illustrated in Fig. 5.5 for various SBR and σ̂ values. Note that SBR represents the ratio of the
amount of signal ToF measurements k over all ToF measurements i. To that end, a new set of con-
stants 1

2 , 1, b are defined instead of ln(2), ln(
√

2π), log2(n)). Moreover, the normalized weights
of the density functions πg =

kg
i and πu =

i−kg
i were simplified by removing normalization-related

computations.

Scaler
(
θ̂
)
=

⌈
b+7− l2(σ̂i)+ l2(k)− l2(i− k)

4

⌉
(5.5)

Figure 5.5: Effects of the approximated function Scaler() that corresponds to the region border
red lines displayed above while the gray gradient represents the Floating Point results of the exact
square root computations.

5.5 RTL synthesis and simulation results

The proposed CO-EM sensing strategy (cf. Fig. 5.3) has been evaluated on a synthetic dataset
simulating a single pixel response peak per scene. We chose the parameters of the simulation
model according to the ones reported in [6, 272]. Laser parameters are based on a 671-nm Pi-
coquant pulsed laser with a pulse duration of ≈ 100ps and a repetition rate of 150MHz, 15MHz
leading respectively to an hypothetical dynamic range of 2m and 20m. On the SPAD sensor side,
the number of time bins, n, was set to 1024 leading respectively to an hypothetical depth precision
of ≈ 2mm, 20mm and a time bin resolution of ≈ 6.5ps, 65.1ps. In order to only benchmark the
robustness of the proposed approach, the correlation between the SBR and the measured depth was
not taken into account. Doing this, the proposed sensing strategy can accommodate long depth
measurements (e.g., 100m) at 300 frames per second as well as shorter depth measurements at a
higher frame rate (e.g., 15000fps) with a SBR ranging from 0.05 to 0.5; which reflects sensing
conditions for high and low-noise scenes.

We then ran a Monte-carlo simulation with 1000 trials of stochastically drawn histograms
composed of I=10000 ToF measurements to evaluate and compare the performance of our 2-stage
EM approach (CR=0.4%) against state-of-the-art approaches i.e., histogram peak detector (Peak)
(n=1024, CR=100%), coarse to fine histogram (SiFH) [71] (n=32, CR=6.25%), folded histogram
(FiFH) [70] (n=32, CR=6.25%), CM estimator (CR=0.1%). The Compression Ratio (CR) refers
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to the size of the measurement vector (or the number of parameters) that allows for a complete
reconstruction of the histogram over the uncompressed TCSPC measurement vector size (i.e.,
n=1024 bins). The number of iterations of the pre-warming CM step was set to I1=2500, while
Tab. 5.1 reports results after 2500 additional CO-EM iterations.

Dyn. SBR

Previous works CO-EM (ours)

Peak CM
FiFH [70] SiFH [71] Float32 Int16

(m) B=8 B=16 B=8 B=16 S=1 S=2 S=1 S=2

20

0.5 0,60 17.6 7.31 3.32 1.71 0.67 0.41 0.44 0.36 0.34

0.1 0,83 54.8 7.78 5.07 3.39 0.91 23.3 0.50 18.4 0.47

0.05 0.93 82.2 10.4 6.45 5.68 1.09 26.0 0.88 24.9 0.51

2

0.5 3,37 17.4 13.06 13.1 7.58 3.92 2.13 1.82 1.79 1.51

0.1 5,17 53.5 13.04 12.7 5.97 5.72 32.8 2.69 23.3 2.27

0.05 6.78 83.7 14.85 13.1 15.28 7.43 41.2 8.12 33.8 8.17

Pitch (µm) 389 - 50.3 68.8 50.3 68.8 - - - 44.7

Tableau 5.1: Comparisons of several depth reconstruction methods under various SBR. Note all
results are reported as an average RMSE on binned data.

Hardware architectures presented in Fig. 5.2 were synthesized using SYNOPSYS® Design-
Compiler™ using a 40nm standard cell technology to obtain the area results reported in Tab.
5.1.For high SBRs, CO-EM outperforms even a standard peak detection, benefiting from inter-
bin collaborations (peak width larger than a bin) while reducing the pixel pitch by a large factor.
The CO-EM architecture –with an estimated pitch of 44.7µm and a CR of 0.4%– provides better
performance in terms of RMSE than all reported previous works allowing an estimated pixel pitch
reduction of around 35% compared to [70, 71] (with n=32 number of bins, and B=16 counter bit
width) and an estimated pixel pitch reduction of 10% even when B=8.

5.6 Conclusion

In this chapter, we proposed a novel 2-stage online EM algorithm to handle the major hard-
ware limitations causing a data storage bottleneck. Our approach introduces an online parameter
estimation instead of building the whole ToF pixel-wise histograms. To highlight the interest of
the proposed solution, quantitative results demonstrate a superior depth reconstruction accuracy
compared to previous works while enabling a reduction of the pixel pitch. In addition, compared
to [70] and [71], CO-EM outputs parameters allow for a direct estimation of the albedo and the
SBR, not only depth. The next chapter also addresses the problem related to the TCSPC data
involving large pixel pitch in other SPAD configurations through a completely different approach
based on compressive sensing theoretical background presented in Chap. 3.2.
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6
Histogram Compressive Sensing using Shuffled

Cellular Automata

The proposed approach in Chap. 5 may encountered some conver-
gence problem that can’t be fixed. Therefore, a conversion from high-
dimensional TCSPC data, h, to low-dimensional data in the form of
a vector in such a way that the two are semantically similar is pre-
sented based on compressive sensing. This chapter presents a pixel-
wise histogram CS scheme from its mathematical formulation to its
possible implementation using an in-pixel Cellular Automaton (CA),
replacing the counter-based TDC. In addition, we propose a dedi-
cated reconstruction algorithm to handle the specifics of TCSPC his-
tograms. In order to support reconstruction, numerical simulations
depending on SNR and number of measured ToF N have been con-
ducted and reported under various configurations. Note that, like
other unconventional TCSPC histogram acquisition strategies, our
CS scheme relaxes hardware memory constraints but at the cost of
a computationally intensive reconstruction. However, the point is
that this approach does not limit the remote interpretation of the col-
lected data to a simple peak detector but allows for understanding
more complex underlying information, for example using deep learn-
ing tools as it is claimed in Chap. 7.
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Figure 6.1: TCSPC distribution modeling assumptions throughout this chapter.
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6.1 ToF histogram Compressive Sensing

6.1.1 Histogram CS, underlying mathematics

Mathematically speaking, we denote the Compressive Sensing of a measured ToF histogram
h ∈ Nn as a linear projection using the matrix ΦΦΦ ∈ {−1,+1}m×n (Rademacher-like distribution
considered for its universality property), providing the CS measurement vector y ∈ Zm (Eq. 6.1).
Since the histogram is generated under the assumption of an asynchronous SPAD control [72], it
can be written as a sum of the signal of interest s and an independent identically distributed (i.i.d.)
Poisson noise vector ννν (without any kind of pile-up nor dead-time effects). Thanks to this model,
s is considered k-sparse (even 1-sparse if assuming a single laser reflection per pixel, cf. Fig. 6.1).

y = ΦΦΦh = ΦΦΦ(s+ννν) . (6.1)

From the sensor point-of-view, a raw D-ToF measurement v(ρρρ i) ∈ {1, ...,n} provided by a
TDC is a time index corresponding to a one-hot vector ρρρ i ∈ {0,1}

n for the ith ToF acquisition,
i ∈ {1, ...,N}. In order to actually build the pixel-wise histogram h, this vector ρρρ i only needs
to be summed over N TDC successive acquisitions thanks to its intrinsic position coding (i.e.,
h = ∑

N
i=1 ρρρ i). ρρρ i has a unique non-zero coefficient equal to 1 at the position v(ρρρ i) and knowing

that the multiplication by ΦΦΦ is distributive with respect to the addition; building y is equivalent to
calculating the sum over i of the columns Φv(ρρρ i)

of ΦΦΦ at v(ρρρ i) positions (cf. Eq. 6.2).

y = ΦΦΦ

N

∑
i=1

ρρρ i =
N

∑
i=1

Φv(ρρρ i)
(6.2)

It thus enables a direct acquisition of CS measurements without the need for an explicit repre-
sentation of h at any time, making the approach highly relevant in terms of hardware implemen-
tation. It means that the only requirement is to replace the one-hot encoding of the measured ToF
by a said "chaotic" encoding (i.e., the columns of ΦΦΦ, Φv(ρρρ i)

).

Figure 6.2: TCSPC D-ToF SPAD Operation System Overview with it CS-TCSPC counterpart
illustration.

6.1.2 On the use of Shuffled Cellular Automata

The main goal of this chapter is to demonstrate that an on-the-fly compressive acquisition of
SPAD time-of-flight histogram can be performed using a basic Cellular Automaton replacing the
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commonly used TDC plus one-hot encoding. A binary CA is composed of a finite number of cells
that have a single binary state at each cell and discrete time step. For a regular Elementary CA
(ECA), each cell state only depends on a logic rule taking as inputs the previous states of the cell
itself and its two neighbors. The main advantage of CAs is that a complex global behavior can be
obtained using only very few digital logic gates. Since the CA is dedicated to the generation of
a pseudo-random sequence, a slight modification has been made to the structure of the ECA rule
30. As depicted in Fig. 6.3, a simple routing for static shuffling is added to further increase the
statistical independence of the binary states produced.

Figure 6.3: Structure of a Shuffled Cellular Automaton (SCA).

As presented in Fig. 6.4 and according to Eq. 6.2, the construction of the histogram h can
thus be formally replaced by the direct construction of a CS measurement vector y. This way, the
number of clock cycles between the laser shot and the SPAD trigger (i.e., ToF index) is equal to
the previously denoted v(ρρρ i) and the state vector of the SCA is considered to be equal to Φv(ρρρ i)

in
its signed representation.

(a) TCSPC baseline (straightforward approach)

(b) TCSPC histogram Compressive Sensing (ours)

Figure 6.4: System-level views of baseline (a) and its variant (b).
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The same way as a TDC starts counting from zeros, the SCA starts updating its states from the
initial state triggered by the laser shot and stops on the SPAD trigger. However, this deterministic
process (i.e., the state sequence (columns of ΦΦΦ) only depends on the logic rule, the shuffle map
and the initial states, see Fig. 6.3) requires a proper choice of Wolfram’s rule, the initialization and
the shuffle pattern, to ensure having the longest possible cycle to provide a full rank ΦΦΦ. Even if the
CS community mainly focused on the Class 3 cellular automaton rule 30 which exhibits a proper
chaotic behavior [281], using a shuffle stage does not imply any additional hardware component
(only based on CA cells interconnections) while improving the properties of the generated pseudo-
random vectors (see Fig. 6.5 for cell states (∼ΦΦΦ) and Fig. 6.6 for Gram matrices (∼ΦΦΦ

T
ΦΦΦ)).

(a) Rule 30 with canonical ini-
tialization.

(b) Rule 30 with random initial-
ization.

(c) Rule 30 SCA with random ini-
tialization.

Figure 6.5: Cell states for various CA configurations (∼ΦΦΦ).

(a) µM = 0.875,
µA = 0.1959

(b) µM = 0.75,
µA = 0.1956

(c) µM = 0.75,
µA = 0.1938

Figure 6.6: Normalized Gram matrix (∼ ΦΦΦ
T

ΦΦΦ with zero diagonal for proper rendering) of the
sensing matrices as presented in Fig. 6.5, where µM corresponds to mutual coherence and µA is
the average of the Gram matrix except the diagonal.

6.1.3 Bi-objective histogram reconstruction

On the decoder side, the signal to recover ĥ is considered to be a vector of non-negative values
composed of a reconstructed signal of interest ŝ and an estimated Poisson noise ν̂νν . In practice,
additional priors are used in the Algorithm 5 to reach better reconstruction performances rather
than a canonical CS approach. Firstly, ŝ is supposed to be sparse because of describing only the
ToF signal from laser pulses, leading to the standard ℓ1 regularization relaxation with parameter
αh ∈ R+. Secondly, due to the intrinsic nature of a histogram, the positivity constraint has been
added to ŝ and ν̂νν . Then, since Poisson noise is consequently projected in the compressed domain
in which the resulting noise distribution is almost a centered normal distribution [282], it makes
the standard CS denoising technique using a ℓ2 fidelity term applicable [283]. Finally, assum-
ing that ν̂νν is a Poisson noise with sufficient amplitude (i.e., close enough to a nonzero-centered
Gaussian-like distribution) two additional terms are added to the ν̂νν estimation. The first one (pa-
rameterized by βν ∈ R+) enforces the mean-variance equality and the other (parameterized by
αν ∈ R+) limits the excursion of ν̂νν around the estimated mean, using the following matrix opera-
tors E = [1/n; ...;1/n] ∈ R1×n, En = [ET ; ...;ET ] ∈ Rn×n, and In ∈ Rn×n the identity.
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Algorithm 5: Sparse-Poisson bi-objectives iterative reconstruction algorithm under pos-
itivity constraints.

1 while stopping criterion not reached do

2

ν̂νν = arg
ν̃νν

min∥Φ(ŝ+ ν̃νν)−y∥2
2

+αν∥(In−En)ν̃νν∥2
2

+βν∥E(ν̃νν ·2− ν̃νν)− (Eν̃νν) ·2∥2
2, ν̃νν ⪰ 0;

3 ŝ = arg
s̃

min∥Φ(s̃+ ν̂νν)−y∥2
2 +αh∥s̃∥1, s̃⪰ 0;

4 end
5 return ŝ, ν̂νν .

This algorithm only demonstrates the possibility of reconstruction from compressed TCSPC
histograms in the context of a high level of Poisson noise. However, to further improve recon-
struction performances, an alternative approach based on data-driven deep-learning could also be
investigated [284].

6.2 Hardware synthesis results

n\B 4 5 6 7 8 9 10 11 12 13 14

8 19.1 20.8 22.4 23.9 25.3 26.6 27.9 29.1 30.3 31.4 32.5

16 25.3 27.9 30.3 32.5 34.5 36.5 38.3 40.1 41.8 43.4 44.9

32 35.3 39.0 42.4 45.5 48.5 51.2 53.9 56.4 58.8 61.1 63.3

256 97.8 108 118 127 136 143 151 158 165 171 178

1024 194 216 235 253 270 286 301 316 329 342 355

Tableau 6.1: Equivalent pixel pitch (µm) required obtained from TCSPC baseline architecture
synthesis (Fig. 6.4 (a)).

m\B′ 4 5 6 7 8 9 10 11 12 13 14

8 15.3 19.9 22.0 23.9 25.6 27.3 28.8 30.3 31.6 33.0 34.3

16 21.6 28.1 31.1 33.7 36.1 38.5 40.7 42.8 44.8 46.7 48.6

32 30.4 39.7 43.8 47.6 51.1 54.4 57.5 60.5 63.3 66.0 68.6

Tableau 6.2: Equivalent pixel pitch (µm) required obtained from SCA architecture synthesis (Fig.
6.4 (b)).

Both hardware architectures in Fig. 6.4 were synthesized using SYNOPSYS® Design-Compiler™

over a 40nm standard cell technology to obtain the area results reported in Tab. 6.1 and Tab. 6.2.
For the sake of clarity, synthesis-estimated digital areas are given in equivalent pixel pitches (µm)
instead of areas (µm2). Our synthesis results are to be put in perspective against the exceedingly
well optimized design of [6] that presents a tiled full custom designed histogram builder with a
pitch of 36.72µm targeting 16 bins of B=14 bitwidth each. Those results which are obtained us-
ing an equivalent technology node show a size difference factor of 1.2 (i.e., 44.9µm for the same
configuration as in [6]). This gap would be bridged by redesigning our architecture using a full
custom design methodology with specific attention to area minimization. The main takeaway is
that the relative results between Tab. 6.1 and Tab. 6.2 demonstrate that SCA configurations im-
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ply a marginal size increase (lower than 10%) compared to an uncompressed TCSPC baseline
that explicitly builds a ToF histogram for the same number of measurements (i.e., m=n) and with
identical counters bitwidths (i.e., B=B’).

6.3 Simulated reconstruction results

6.3.1 ToF estimation under single laser reflection assumption

The proposed sensing strategy has been first evaluated for a single laser pulse per acquisition
period (i.e., ŝ is 1-sparse, see Fig. 6.7) in 9 configurations (250 stochastically drawn histograms
for each), for three D-ToF measurements quantity N (103 and 104) and three SNR (0.1, 0.02 and
0.005) that is defined as the ratio between the number of photons related to the signal and those
due to the noise.

(a) N=103, SNR=0.1 (b) N=104, SNR=0.005 (c) N=103, SNR=0.005

Figure 6.7: Illustrations of simulated histograms.

To compare our approach with a TCSPC baseline, FiFH [70] and SiFH [71], the silicon area
estimation was conducted using a standard digital design flow, intrinsically limiting its ability
to operate at a very high frequency (i.e., > 3GHz). To put in perspective our simulated D-ToF
histograms shown in Fig. 6.7 with n=1024bins, it results in a time bin resolution of ≈ 330ps with
a hypothetical depth range of 100m. Synthetic ToF measurements do not take into account the
correlation between the SNR and the measured depth since the goal here is to only bench the
robustness of the proposed approach.

Fig. 6.81 thus shows the reconstruction performance of the different methods investigated as
a function of the Compression Ratio (CR) which corresponds to a certain silicon area estimation
reported in Tab. 6.1 (purple for TCSPC baseline and orange for [70, 71]). The CR in Fig. 6.81

is related to the size of the measurement vector that allows a complete reconstruction of the his-
togram over the uncompressed TCSPC measurement vector size (i.e., n=1024 bins). Our CS TC-
SPC acquisition method was evaluated for various CRs corresponding to m=16,24,32,48,64,96.
While [70, 71] approaches were evaluated for a measurement vector size of n=32. Since, they
need two acquisition periods to estimate the full histogram (resulting in 64 measurements), the
related CR is only 6%. Due to a noise floor effect invalidating ĥ sparsity, the standard Lasso [286]
shows a low performance. Our Algorithm 5 yet succeeds to estimate the noise floor combining a
Lasso with a least-squares optimizer [287]. For the reported experimental setup, we set αh = 10−8,
αν = 10−4 and βν = 10−7 leading to less than 4 outer loop iterations with a stopping criterion set

1Erratum for paper [285]
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(a) N=104, B=B’=10 (b) N=104, B=B’=5

(c) N=103, B=B’=10 (d) N=103, B=B’=5

Figure 6.8: Peak detection success rate for a set of methods, SNRs, CRs and ToF measurements
numbers N.

to 10−4 on the absolute relative change (L1-norm) of the estimated signal ŝ. According to Eq.
6.2, Poisson noise is projected into the CS domain and its statistical distribution becomes Gaus-
sian and independent of signal strength [288]. This feature advantageously enables a reduction
of the number of bits B’ required to capture the information in y (without accuracy loss) despite
counter saturation issues that have been carefully taken into account in our testbench. Histogram
CS allows to reach a highly accurate reconstruction, while being able to reduce both the size of
measurement vectors and their bitwidths (B’=5), therefore reducing the total memory needed (act-
ing on the pixel pitch, cf. subsection 6.2). On the other hand, when decreasing the bitwidth (i.e.,
to B=5), we can see in Fig. 6.8 that [70,71] are significantly degraded. Tab. 6.31 highlights our CS
approach which provides a similar peak detection success rate to [71] (B=10) and higher than [70]
(B=10), with an estimated pitch reduction of 26%. It leads to a better performance at iso-surface
whatever noise level while being compatible with a multiple peak detection.

6.3.2 Extension to k-sparse latent histograms

As reported in Tab. 6.31, unlike prior works [70, 71], the proposed method is compatible with k-
sparse signals (e.g., multiple laser reflections detection) without any modification of the hardware
nor the reconstruction algorithm. Fig. 6.9 exhibits qualitative k-sparse reconstructions. Note that
it could provide a better information retrieval compared to a single peak detector, for example to
improve full-resolution depth reconstructions and feeding a possible super-resolution stage. Al-
though the off-sensor reconstruction is not the main contribution of this chapter, this work paves
the way to more advanced reconstruction methods [284], enabling an increase of the spatial reso-
lution allowed by our CS TCSPC sensing scheme (e.g., leading up to a 82% reduction in terms of
silicon area while sharing the hardware for a subgroup of 4 pixels).
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N SNR

Previous works CS-TCSPC (ours)

Peak FiFH [70] SiFH [71] m=32 m=16

B=5 B=10 B=5 B=10 B=5 B=10 B’=5 B’=10 B’=5 B’=10

103

0.1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

0.02 0.98 1.00 0.43 0.51 0.63 0.90 0.79 0.81 0.40 0.45

0.005 0.26 0.57 0.01 0.02 0.04 0.11 0.09 0.11 0.02 0.02

104

0.1 1.00 1.00 0.02 1.00 0.04 1.00 1.00 1.00 1.00 1.00

0.02 1.00 1.00 0.01 0.95 0.01 0.99 1.00 1.00 0.97 0.99

0.005 1.00 1.00 0.01 0.30 0.01 0.67 0.55 0.55 0.36 0.37

Pitch (µm) 216 301 39.0 53.9 39.0 53.9 39.7 57.5 28.1 40.7

k-sparse Yes No No Yes

Tableau 6.3: Comparison of depth reconstruction methods in terms of reconstruction success rate,
pixel pitch estimation and k-sparse compatibility for multiple peak detection.

(a) k=2 (b) k=3 (c) k=4

Figure 6.9: k-sparse signals with SNR=0.1, N=104, m=64. Black is for original, red for recon-
structions.

6.4 Conclusion

CS TCSPC reduces the number of stored values and the number of bits per values, thereby re-
ducing the pixel pitch required for an in-pixel implementation. The proposed acquisition method
thus allows to reach a reconstruction performance similar to existing methods with an estimated
pitch reduction of 26%. In addition, by further taking advantage of signals’ structure assumptions,
unlike previous works, our approach is compatible with more complex signals (e.g., k-sparse),
opening the way to more advanced reconstruction/inference strategies (using deep learning tech-
niques [256, 289]). The next Chap. 7 will therefore introduce the use of CS in combination with
deep learning techniques allowing multimodal, super resolution reconstructions as well as to ex-
tend the use of CS to all SPAD configurations.
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The last chapter of this thesis presents two deep learning models
to fully exploit the potential of CS by reconstructing both depth and
intensity maps in all SPAD operating modes (cf. Fig. 7.1). A deep
learning model based on low photon counts SPAD data has been
firstly developed in order to fairly compared to SoA DL-based algo-
rithms. Our topology introduces a compression pattern layer which
operates a learned projection into a smaller latent representation
space. Subsequently, the hardware implementation of the DNN’s
compression pattern layer for pixel-wise compressive sensing (cf.,
Chap. 6) is introduced, extending the use of SPAD sensors to high
photon counts, as SPAD no longer suffers from hardware constraints
related to the amount of data. SoA processing methods [12, 13] and
SoA sensing methods [70, 71] are completely outperformed in high
photon counts at equivalent signal-to-background-ratio (SBR).
On the other hand, the second model developed aims to get rid of the
sparsity constraint and to provide efficient multimodal and super-
resolution reconstructions, thus extending the use of the CS to all
the SPAD operating modes (e.g.., synchronous) but without coun-
ters overshoot consideration. We propose a two-part deep generative
model (DGM) capable of inferring Super-Resolved depth maps and
normalized luminance images, independently from the average scene
BI. Our key contributions related to the DGM topology design are the
introduction of proper normalization layers with a learned pile-up
effect compensation, multidimensional-multiscale filtering and the
concatenation of Softmax-ReLU activation functions to capture both
peak-position and relative amplitude features. Numerically, depth
and luminance maps reconstructions of natural scenes respectively
reach more than 30dB and 25dB PSNRs for any CR higher than
2.5%.
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7.1 Summary of existing SPAD processing methods

Direct time-of-flight (D-ToF) sensors are now key devices for a wide range of imaging appli-
cations [31, 80, 82]. However, D-ToF measurements are subject to high level background noise
illumination which poses a great challenge for state-of-the-art computational reconstruction al-
gorithms for 3D imaging. To avoid noisy image reconstructions, traditional imaging algorithmic
methods based on pixel-wise maximum likelihood (ML) estimation are proposed [272]. In ad-
dition, several works have also added spatial constraints, such as introducing a total variation
(TV) regularization [10] or block-matching and 3-D filtering [290]. [11] even proposed an addi-
tional pixel-wise adaptive gating ML estimation method to discard photon detection times that fall
outside the gating interval. Furthermore, deep learning approaches that outperform by far prior
works [12, 13] recently succeed to achieve high reconstruction fidelity under extremely low pho-
ton counts and a very low Signal-to-Background noise ratio (SBR).

On the other hand, in addition to being highly relevant in terms of depth reconstructions accu-
racy, deep learning data processing methods will most likely play an important role in overcoming
SPAD hardware limitations (i.e., data throughput, data storage, photon detection efficiency). For
example, [218, 291–293] developed Deep Learning algorithms –namely image-guided depth up-
sampling– which consists in reconstructing a high resolution depth map from a full-scale RGB
frame combined with its associated low resolution depth map, thereby indirectly relaxing hard-
ware constraints. Besides, the Compressive Sensing (CS) strategy [294] has been investigated in
the context of SPAD imaging in combination with DL data processing methods, by the use of a spa-
tial light modulator (e.g., Digital micro-mirror device, DMD) in front of the sensor [14,295–297].
Unfortunately, optical-CS seems to be impractical for consumer electronics as long as they rely
on the use of bulky optical systems which makes the system sensitive to process and temperature
variations, while requiring complex calibrations.

7.2 Asynchronous CS-SPAD data as a latent space

7.2.1 Deep Neural Network topology

To improve the performance of TCSPC LiDAR systems, es- pecially under noisy measurements,
this paper proposes a Deep Neural Network model that aims at jointly inferring depth, D, and
intensity maps, T , from raw TCSPC SPAD data h. This topology is divided into modules; the
compression stage, the depth and intensity decoders, both providing multiple depth and intensity
initial reconstructions, and the multiscale filtering (MF) that adaptively tune the weights of each
reconstruction sub-channel. Last layers of this topology perform pixel- wise reconstructions se-
lections combined with residual skip connections among the depth and intensity decoders outputs
filtered by the MF module (i.e., respectively lower part and upper part of Fig. 7.9) which stack
several reconstructions from various filters, gathering both local, region-based information and
pixel-wise temporal information. Luminance/Intensity T reconstructions additionally rely on a
physical model with assumptions on frame-based normalization. Regarding the linear compres-
sion module (red block in Fig. 7.9), this layer converts high-dimensional TCSPC data to low-
dimensional data in the shape of a pixel-wise vector aiming at preserving semantic information.
In other words, this layer corresponds to a Conv2D1x1 in the sense of CNN, i.e., a pixel- wise
Fully Connected (FC) layer. Note that, this will be the layer considered as the CS layer in the next
sections.
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Figure 7.2: Deep Neural Network topology for depth-intensity reconstruction from compressed histograms.
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On the depth decoder side, to remove histogram scaling variability from one pixel to another,
this module first embeds a pixel-wise L normalization (dark gray block in Fig. 7.9). Then, “Gaus-
sian filters” in the temporal domain with various i radius, ranging from 0 to 14 (N.B. pulse width
is about 16 bins) is performed (yellow blocks in Fig. 7.9). A second filter, which is a per-pixel
cascaded temporal filter, is then applied (orange blocks in Fig. 1). In order to take advantage
of local temporal and spatial information simultaneously, 3D filters (Conv3D) are also cascaded
afterwards (deep orange blocks in Fig. 7.9). The LeakyReLU activation is used rather than the
canonical ReLU activation function in order to alleviate the “dying ReLU” problem. Every filter
then provides a depth estimation output thanks to the combination of a Softmax (gridded block in
Fig. 7.9) and a ramp layer (light gray block in Fig. 7.9) that act as a trainable peak detector (as
a softargmax [298] would do). Finally, three layers of Conv2D 3× 3 are used for an additional
refinement stage.

For the intensity decoder module, since the original temporal dimension is considered irrel-
evant for intensity reconstructions with respect to the induced complexity on the topology, an
average pooling (third-axis AP) layer (green block in Fig. 7.9) first reduces the scale of the input
tensor in the temporal axis. Then in the same way as the depth decoder module, several convo-
lutional layers are cascaded, each one providing intensity reconstructions that are concatenated in
order to provide a set of intensity reconstructions. Note that for a proper behaviour of the convo-
lutions, a custom 3D/2D padding has been implemented with a reflect padding instead of a zero
padding for all modules of our model.

MF modules both take as input the intensity and depth maps provided by the decoders. It
leverages local collaborations between pixels reconstructions through downscaling and then up-
scaling as a U-net structure [299] with an expanding coefficient value that relates to the number
of channels increase at each scale. These modules for depth and intensity reconstructions selec-
tion incorporate, Conv2D 3× 3 with a stride of 2× 2 for downscaling steps (orange blocks in
Fig. 7.9), and Conv2D 3× 3 with an 2× 2× 1 upsampling (US) (green blocks in Fig. 7.9). The
MF attention module for depth selection ends with two separate Conv2D1x1 layers, one with a
Softmax activation and the other with a Tanh activation respectively represented by a grid pattern
and a orange-black gradient (see Fig. 7.9). The output of the softmax enables to further control
the pixel-wise channel selection among the variety of depth reconstructions RD, through a pixel-
wise multiplication layer followed by a summation performed by a pixel-wise FC, providing the
selected reconstruction D. Besides, the output of the tanh activation function adds the depth re-
construction residual error to the selected reconstruction D. Instead, the MF attention module for
intensity estimation is terminated by three 1× 1 convolutional layers with tanh activation func-
tions, in order to estimate the number of photons per pixel from the laser source T1 and from the
background illumination source T2. In the same fashion as for the depth module, the second tanh
activation function performs the signal and noise photon number estimation residual error to be
added to the previous estimation T1 and T2 . An additional physically-driven layer is used for the
final intensity estimation (illustrated by the black block in Fig. 7.9) taking as input the depth esti-
mation D, the photons quantity estimated from laser pulse T1 and from background illumination T2
and the third convolutionnal layer outputs of the MF attention module. This black block embeds
the knowledge of physical laws (cf. Eq. 7.1 where J is a all-ones matrix) that govern the given
imaging measurement system dataset in the learning process (e.g., distance inverse-square law
and frame-based intensity normalization). Finally, the last convolutional layer with tanh activation
functions (denoted A) performs a pixel-wise selection of the intensity estimator from the weighted
sum of the background photon counts estimator or the laser pulse photon counts estimator. This
pixel-wise selection enables an accurate intensity reconstruction even when there is few photon
coming from the laser pulse due to the distance measurement inverse square law and conversely
when there is few photon coming from background illumination.

99



Chapter 7. Extended CS D-ToF imaging using deep learning

T = A⊙ T ′2
T ′2

+(J−A)⊙ T ′1
T ′1
⊙ D2

D2
. (7.1)

7.2.2 Experimental results using learned-compression pattern

To highlight the interest of the proposed solution, a quantitative benchmark has been conducted
on ”pseudo- realistic” SPAD raw data generated from the simulation model presented in [12]
with SPAD control asynchronicity. This simulation ToFs model encapsulates several physical
parameters such as the laser source power, distance inverse-square law, scene point brightness,
SPAD control asynchronicity, dark count rate [47] and background noise measurements [300].
The simulation model generates the SPAD TCSPC measurements train dataset from the NYU V2
dataset [301], and the test dataset from the Middlebury dataset [257]. To ensure a proper matching
between the train dataset and the test dataset, and to avoid unnecessary training for long range
depths, all images whose dynamic range is greater than the one of the test dataset have been re-
moved. In addtion, a data augmentation is performed, consisting in generating 12 samples of each
NYU image with a dynamic range below 3m under 12 SBRs (i.e., an average of 1, 2, 3, 5, 10 signal
photon counts and 2, 10, 50, 100 noise photon counts). The simulation model finally provides a
3D output data volume with the 2D pixel array resolution and a third axis of 256 values (i.e., a
time bin resolution of 80ps and a dynamic range of 20ns (6m)).

DNN using learned-compression pattern

This subsection therefore reports our proposed DNN performances in comparison to prior works
[10–13] without any further hardware considerations (i.e., considering an optimized learned-
compression pattern) and under low photon counts. For a fair comparison, our proposed DNN
and that of [12, 13] were trained with the same training data i.e., 64× 64× 256 tensors and sim-
ilarly to the original work, i.e., using PyTorch, with a batch size of 4, a random initialization, an
Adam optimizer [302], and a learning rate of 10−4 with a learning rate decay of 0.9 after each
epoch. Instead, our DNN was trained using TensorFlow2, with a batch size of 8 and a number of
epochs of 40 with a learning rate of 10−3 and a decay of 0.95 after each epoch, starting from the
10th epoch. Note that for a proper convergence of our model, the training process of our neural
network is performed in a 2-stage fashion so that the “Gaussian filters” and the ramps are made
trainable only during the second stage (i.e., 80 epochs in total). For the sake of simplicity, a Mean
Squared Error (MSE) loss has been used with the Adam optimizer for all experiments reported in
this paper. In order to limit the proposed DNN model size, γ is fixed to 1.5.

Even though the proposed DNN only achieves an average depth reconstructions root mean
square error (RMSE) of 0.0382 m, i.e., a similar accuracy to [12, 13] cf., Tab. 7.4. It provides
decent depth reconstructions (cf. Fig. 7.3) in compar- ison to [10] and [11] with respectively a
80% and 46% lower average depth RMSE for m = 256 (uncompressed case). With a compression
corresponding to m = 32, our method still improves the depth reconstruction performance by
respectively 69% and 18%, compared to [10, 11]. Note that, our method clearly outperforms [10,
11] for any SBR, except in the 2:10 SBR case. In addition, an acceptable intensity reconstruction
is obtained for m ≥ 16, especially when compared to prior works. These results pave the way to
possible data dimensionnality reduction through the use of a learned compression pattern (i.e., a
linear projection represented by the the red block in Fig. 7.9). Consequently, to reduce the pixel
pitch in practice, while enabling the high photon flux operating mode, we propose to implement
a data-agnostic linear projection in the name of a CS scheme, instead of a learned compression
pattern (cf. the following section).
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Figure 7.3: Intensity-Depth reconstructions for various SBR, reported with RMSE (in meters) and
PSNR (in dB) metrics. Note that, [12] does not provide any estimation of the intensity and under
the 1:100 SBR [10] and [11] completely fail for both tasks.
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Modality SBR Shin [10] Rapp [11] Peng [12] Yao [13]
ours

m=256 m=64 m=32 m=16 m=12 m=8

10 : 2 0.0570 0.0479 0.0198 0.0182 0.0159 0.0207 0.0204 0.0176 0.0186 0.0202

Depth 2 : 10 0.1906 0.0612 0.0494 0.0528 0.0596 0.0836 0.1016 0.0770 0.0893 0.1381

5 : 50 0.2502 0.0592 0.0264 0.0241 0.0311 0.0349 0.0454 0.0347 0.0371 0.0473

2 : 100 0.3188 0.0939 0.0308 0.0293 0.0357 0.0373 0.0482 0.0386 0.0394 0.0480

Avg 0.1849 0.0703 0.0335 0.0327 0.0382 0.0483 0.0586 0.0467 0.0509 0.0686

10 : 2 12.68 16.91 N/A N/A 19.96 21.54 20.52 20.28 20.38 20.70

Intensity 2 : 10 8.136 15.10 N/A N/A 24.63 27.31 28.52 10.59 14.10 17.87

5 : 50 8.708 15.95 N/A N/A 25.41 28.00 27.76 13.45 18.98 21.52

2 : 100 8.301 11.61 N/A N/A 21.27 22.64 20.82 20.74 20.08 21.05

Avg 9.322 14.90 N/A N/A 22.47 24.61 24.29 16.24 18.20 20.05

Tableau 7.1: Quantitative comparisons of several Intensity-Depth reconstruction methods under various SBR. Note that depth results are reported as an average
RMSE (m) and intensity results are reported as an average PSNR (in dB).
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DNN combined with data agnostic compressive sensing

This last section presents the CS design performances in comparison to existing, SPAD-optimized
sensing designs, i.e., the SiFH [71] and FiFH [70] methods. For the sake of fair comparisons, we
propose to replace the canonical argmax peak detection usually used for FiFH and SiFH by our
own DNN reconstruction algorithm in order to properly characterize the CS scheme itself, decor-
related from the effect of the reconstruction strategy. Note that one CS input channel is replaced
by a dummy photon counter. The proposed DNN model was therefore trained with FiFH [70],
SiFH [71] as well as with CS data inputs, in the same way as described in subsec. 7.2.2 , except
for the considered SBRs. The data augmentation here consists in the generation of 9 samples for
each image of the NYU dataset having a dynamic range below 3m (under 9 SBRs, i.e., an average
of 40, 80, 120, 200, 400 signal photon counts and 2000, 4000 noise photon counts).

SBR
Fifh [70] (m=16) Sifh [71] (m=16) CS (m=8) CS (m=16)

B=5 B=7 B=5 B=7 B=5 B=7 B=5 B=7

40 : 2000 0.40 0.04 0.33 0.03 0.08 0.09 0.05 0.05

40 : 4000 0.64 0.15 0.38 0.14 0.11 0.11 0.06 0.06

120 : 4000 0.62 0.14 0.38 0.12 0.07 0.05 0.03 0.04

Avg 0.51 0.09 0.34 0.07 0.07 0.06 0.03 0.04

Pitch (µm) 27.9 32.5 27.9 32.5 19.9 23.9 28.1 33.7

Tableau 7.2: Depth comparisons of several acquisition methods under various SBR, reported as
an average RMSE in m.

SBR
Fifh [70] (m=16) Sifh [71] (m=16) CS (m=8) CS (m=16)

B=5 B=7 B=5 B=7 B=5 B=7 B=5 B=7

40 : 2000 12.2 33.1 28.2 10.7 28.5 25.5 35.1 29.5

40 : 4000 10.7 20.6 27.5 12.6 27.1 26.5 37.4 30.6

120 : 4000 10.7 20.8 27.6 12.9 29.9 26.5 38.5 31.7

Avg 11.4 26.2 28.0 13.4 29.2 26.9 36.9 31.1

Pitch (µm) 27.9 32.5 27.9 32.5 19.9 23.9 28.1 33.7

Tableau 7.3: Intensity comparisons of several acquisition methods under various SBR, reported
as an average PSNR in dB.

In case of the absence of counter overflows, Tabs. 7.2 and 7.3 reports that FiFH and SiFH [70,
71] can outperform our solution in some conditions. However, considering a practical bit depth,
our proposed design shows better performances than [70, 71]. Even with same reconstruction
algorithm, histogram CS allows to reach a highly accurate reconstruction, while being able to
reduce both the size of measurement vectors and their bitwidths (B = 5), therefore reducing the
total memory needs (acting on the pixel pitch). On the other hand, when decreasing the bitwidth
(i.e., to B = 5), the performances of [70, 71] are significantly downgraded cf., Fig. 7.4 and Fig.
7.5 . These Tabs. also highlight that our CS approach provides a better depth estimation RMSE
compared to [70,71] (B = 7), with an estimated pitch reduction of 39%. It leads to the conclusion
that –in terms of depth estimation accuracy and for the considered configurations– our proposed
system improves by a 11× factor the depth RMSE at iso-surface (a pitch of 28µm) or a pixel
surface reduction by a 2× factor at iso-performance (a RMSE of 0.07m).
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Similar conclusions can be drawn when considering intensity reconstruction results.
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Figure 7.4: Intensity-Depth reconstructions under hardware constraints and high photon counts,
with counters bitwidth of B=7.
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Figure 7.5: Intensity-Depth reconstructions under hardware constraints with counters bitwidth of
B=5 and high photon counts.
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Figure 7.6: Intensity-Depth reconstructions. The 1st , 2nd , 3rd and 4th rows of depth and intensity
reconstructions are respectively under 1:100, 2:50, 1:100 and 1:50 SBR while the 2nd and 3rd

columns reconstructions are under low photon counts and the 4th and 5th columns reconstructions
are under high photon counts.
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Finally, Fig. 7.6 puts into perspectives the results with a learned-compression pattern under
low photon counts with the ones obtained using the proposed CS scheme, under high photon
counts. Although the SCA implementation highly constrains the measurement vector with a small
bitwidth of B = 5, counters do not much overflow even under high photon counts. Fig. 7.6 demon-
strates that the proposed DNN combined with the CS provides more accurate depth/intensity re-
constructions than the DNN topology integrating learned- compression pattern (if saturation issues
are not taken into consideration directly during the training stage).

7.3 Synchronous CS-SPAD data as a latent space

On the other hand, a second model aims to get rid of the sparsity constraint thus extending
the use of CS to synchronous SPAD operating modes. Furthermore, this second reconstruction
approach is straightforwardly compatible with intensity-depth maps SR when considering each
ToF histogram acquired by a pixel as being generated by a subgroup of latent pixels.

7.3.1 Pixel wise compressive sensing deep generative model

Data-driven topology design

Consistently with recent works introducing deep learning approaches [12], our depth reconstruc-
tion from SPAD-CS data y instead of the histogram h is also based on a specific deep learning
topology as illustrated in Fig. 7.7.

Figure 7.7: Deep Generative Model topology for pixel-wise depth reconstruction. Note that the
only difference between reconstruction from histogram inputs and from CS is the first Fully Con-
nected (FC) layer. Concat-H corresponds to horizontal concatenation and MP corresponds to
Max Pooling.

This topology is designed to reconstruct a single depth measurement per pixel, corresponding
to its related CS measurement vector y. Apart from being relevant to decompress CS data (i.e.,
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somehow inverting Φ), this DGM topology allows for a fair comparison between reconstructions
made from histogram data (H-DGM) and compressed histograms (CS-DGM). This said pixel-wise
CS-DGM embeds a Fully Connected (FC) first layer to map the input to the histogram dimension-
ality. This FC also intrinsically performs a bin weighting to feed the L∞ normalization, making the
topology more robust against the high histogram scaling variability due to pixel-to-pixel variable
reflectivities τr. Local bin filtering layers then enable the compensation of the residual pile-up
effect and facilitate the detection of specific waveforms (e.g., shaped laser pulses) whereas mul-
tiscale filtering allows to enforce local bin collaborations to efficiently perform denoising opera-
tions. Finally, the goal of the last layer is equivalent to a peak position detector as a Softargmax
would be [298]. Indeed, we noticed that a Softmax followed by a learned FC performs at least
at par, because of enabling more degrees of freedom during the training stage without implying
unwanted overfitting. In addition, concatenating the ReLU output with Softmax further improves
the reconstruction allowing the final projection to efficiently combine position and amplitude in-
formation. Note that FC, convolutional (Conv) and transpose convolutional (ConvT) layers are all
followed by the rectified linear unit (ReLU) activation function.

Pixel wise depth estimation results

(a) H-DGM (CR=100%) (b) CS-DGM (CR=10%)

(c) CS-DGM (CR=5%) (d) CS-DGM (CR=2.5%)

Figure 7.8: RMSE simulation results for 3D imaging at various Compression Ratio with a scale
indicator of the resolution and an indicator of the simulated TDC resolution (78mm).

Since the above reconstruction model –illustrated in Fig. 7.7– is a pixel-wise method, the use
of a realistic dataset with spatial correlation between pixels to validate our approach is not neces-
sary. Besides, we generate an unrealistic RGB-D train dataset with a random uniform generator,
in order to get a higher variability of depth-luminance combination and cover all the measurement
dynamic range. Knowing that the reconstruction method is pixel-wise, Signal-to-Background Ra-
tio (SBR) thus only depends on the BI. Indeed, the SBR variation results from the linear product
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of the object albedo, τ and the BI, Ps, as seen in Eq. 2.7 and in Eq. 2.6. We thus estimate the
depth root mean square error (RMSE) according to BI for various CR acquisition methods. Re-
sults reported in Fig. 7.8 were obtained by simulating multiple BI, Ps, over uniformly distributed
ToF values, d (i.e., 48× 64 depth measurements). Each pixel of this RMSE map corresponds to
the average error of an image reconstruction of 48× 64 pixels with the depth value and BI value
associated with it. Note that each pixel coordinate of the 50× 50 RMSE map corresponds to the
ground-truth depth at a certain BI level, where the x-axis step is of 0.4 m and the y-axis step is
of 21 W/m2. No matter what method is used (e.g., H-DGM method or the compressive sensing
methods), we can observe that pixel-wise noise appears for long distance objects in case of a low
SBR (cf. Fig. 7.8, the RMSE increases with both depth and BI). Fig. 7.8 shows how the per-
formance of compression-reconstruction methods are affected by changing the depth and the BI
compared to the uncompressed counterpart. Furthermore, since the RMSE for some BI-Distance
configurations is far below the simulated TDC resolution (78mm), it means that the proposed CS
acquisition system would allow an even greater temporal resolution, without the expense of addi-
tional memory. Indeed, the CS measurement vector y size is advantageously not correlated to the
temporal resolution. In other words, our CS acquisition system could benefit from higher TDC
clock frequency without any hardware extra constraints.

High photon flux Low photon flux

SBR CS-DGM H-DGM Rapp [11] Lindell [218] Peng [12]

(CR=10%)

0.2 0.0035 0.0091 0.0267 0.0295 0.0153

0.1 0.0056 0.0153 0.0359 0.0380 0.0185

0.04 0.0137 0.0377 0.0890 0.0748 0.0266

0.02 0.0402 0.0667 0.1163 0.2435 0.0328

Tableau 7.4: Quantitative comparisons of several depth reconstruction methods under various
SBR. Note all results are reported as an average RMSE (in meters). [218] uses RGB sensor fusion,
[11] refers to an unmixing algorithm from signal and noise sources while [12] uses a non-pixel-
wise neural network for depth reconstruction.

Despite the lack of state-of-the-art works using a similar SPAD sensor operating mode due
to its complex data post processing, we can still coarsely evaluate our proposed method. Indeed,
by combining works detailed in [72] (i.e., that mitigates pile-up effect distortions by temporally
misaligning SPAD measurement windows) with [9] (i.e., that takes advantage of photon arrivals
coincidence), we can derive an extension of our considered operating mode to be equivalent to the
one considered in [10]. Please note that these low photon flux imaging working modes still involve
a non-negligible footprint in the hardware implementation of the pixel design in comparison to our
CS acquisition method. Considering the restrictive case of a pixel-wise approach, Table 7.4 reports
the reconstruction RMSEs with respect to the pixel-related SBRs.

7.3.2 Two-part multimodal DGM

In this subsection, we propose to build a Deep Generative Model being trained to disambiguate
multiple modalities (luminance τr and depth d) from a latent space in the name of compressed
SPAD histograms y while being as insensitive as possible to BI. Our multimodal reconstruction
algorithm directly takes advantage of the deep learning framework presented in the previous sec-
tion. Our SPAD data model mainly takes into account the most relevant physical characteristics
denoted d and τr. The DGM topology presented in Fig. 7.9 therefore aims at jointly inferring d
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Figure 7.9: Deep Generative Model topology for depth-luminance reconstruction from com-
pressed histograms.
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and τr from y, for all pixels simultaneously. The Depth part of this topology (i.e., upper parts of
Fig. 7.9) slightly differs from the one reported in Fig. 7.7 by including a local spatial collabora-
tion during the multiscale filtering stage while using σP = 3 and P = 2 (σS = 1, S = 1) removing
the strict pixel-wise characteristic of the system. For the luminance part (i.e., lower parts of Fig.
7.9), the L∞ normalization is performed on the whole layer instead of being pixel-wise, in order
to compensate for the average intensity (i.e., frame-based) of the data, making the reconstruction
more robust against BI changes. In addition, this luminance part also takes as input the denoised
version of the histogram coming from the last part of the Depth DGM. The residual connection
between depth part output and y input advantageously enables the inference of τr even in case of
a small BI compensating the drawback of the direct inference that would only be performed using
y as input (which is highly efficient in case of a high BI).

7.3.3 Extension to Super-Resolution reconstructions

Figure 7.10: Examples of ToF histogram in super resolution. The first and second histograms
refer to the same object measurements (i.e., 5, 8, 10, 15 m) but with more BI for the second image.
The third plot is the ToF histogram of 5, 5, 10, 10m depth object measurements.

Several works have been conducted on the use of SR approaches in the SPAD context. For
example, [303] combines data acquisitions from the SPAD sensor with data from a standard CMOS
camera to improve the spatial resolution of the SPAD sensor. As we proposed for the multimodal
reconstruction from SPAD data (i.e., without any additional sensor), it is relevant to take advantage
of the intrinsic nature of the data to also perform SR, namely because SPAD imaging systems
suffer from a limited spatial resolution. Therefore, we decided to emulate each pixel as a group
of latent pixels, thus leading to the acquisition of shared histograms. It would theoretically enable
it to perform a finer mutual information retrieval compared to what would happen in case of a
simple averaging, this with more realistic synthetic data. However, it also implies histogram peaks
masking (i.e., short range pixels are ”shadowing” long range ones at the same albedo) which
makes the reconstruction more complex in practice. Fig. 7.10 illustrates simulated histograms
where 2× 2 neighbor pixels do not share the same input d (with uniform τr). Thanks to our
DGM topology preserving the overall description, to extend the DGM to SR we just added an
upsampling stage using σS = 2 and a stride S = 2, as described in Fig. 7.9. Note that even if
this SR reconstruction is not the main contribution of this work, it still demonstrates that our
framework is compatible with any deep learning SR techniques, with possible further extensions
to image-guided upsampling or pixel-shuffle [304].

7.3.4 Experimental setup

Multimodal and SR reconstructions with the NYU V2 dataset [301] for training, and Middle-
bury [257] for testing are presented in Fig. 7.12, Fig.7.13 and Fig. 7.14. Since Deep Learning
performances rely on the training dataset, we applied data augmentation on both datasets, namely
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to limit overfitting issues. It aids in training a model that better generalizes to the test dataset.
Indeed, a relevant data augmentation has been considered in order to provide a proper evaluation
of the 12 test scenes of Middlebury reconstructions under 7 different BIs. To that end, 3 samples
of each NYU image are generated (i.e., 1449 × 3 RGB-D images) with various BIs, randomly
drawn from 50 to 1050 W/m2.

(a) Depth distributions (b) Intensity distributions

Figure 7.11: Depth-Intensity distribution of values from images of train and test datasets (NYU V2
and Middlebury), before and after data augmentation (i.e., depth holes filling, scale normalization,
noise adding and re-quantization).

As depicted in Fig. 7.11, data preprocessing is performed on the original datasets to adapt
the depth range distribution and to properly handle the data quantization effects. To fix the depth
range distribution misalignment, we apply a data augmentation which consists in applying depth
values transformation to improve the generalization between training and test datasets over the
entire dynamic range. Since the NYU V2 depth information is quantized in a log-based fashion
with a limited number of bits, a log-scaled uniform quantization noise has been added to avoid any
unrealistic physical behavior that could limit the DGM performances by introducing reconstruc-
tion artifacts. The same correction has been applied to the Middlebury dataset but with uniform
noise ranging below the initial dataset quantization step. Note that Middlebury images also con-
tain depth holes that have been filled using a median-diffusion algorithm [305] [306]. Since all
datasets must have the same scene scale and in order to be consistent with the simulated TDC
resolution, the training and test datasets are similarly normalized (cf., Table 7.7) leading to an
equivalent depth quantization step of 78mm.

Finally, all images are subsampled (with border removal) to 48x64, or to 96x128 for low res-
olution (LR) and SR reconstruction test benches. Neural network models reported in this section
are all trained using TensorFlow2, with a batch size of 5 frames (3 in subsection 7.3.3) and with
an amount of 40 epochs using a specific learning scheduler (lr initialized to 0.001 then rescaled
each epoch by a factor of 0.85 after the first 20 epochs). Learning stages are performed thanks to
the Adam optimizer [302] using an output frame-based Mean Squared Error (MSE) loss function.

7.3.5 Experimental results

The operating mode extension from [9, 72] previously performed in section 7.3.1 for pixel-wise
depth reconstruction benchmark (cf. Tab. 7.4) does not yet allow for a fair and quantitative
comparison in the context of non pixel-wise reconstruction with previously mentioned works in
Tab. 7.4 (i.e., [11, 12, 218]). Indeed, these works do not consider the effects of the inverse-square
law (i.e., photons quantity inversely proportional to the square of the distance). Consequently, the

111



Chapter 7. Extended CS D-ToF imaging using deep learning

SBR variation between pixels depending on depth measurements is not taken into account. For
instance, under bright outdoor lighting conditions (Pa = 1050W/m2), the average SBR level of all
the Middlebury images is of 0.1, but the per-pixel SBR can vary from 0.0005 to 0.2. To roughly
put results in perspective, we must then consider that despite a modest average RMSE of 0.0380m
under 0.1 SBR, [218] starts from an average RMSE of 0.0295m under 0.2 SBR with a dramatic
decrease to an average RMSE of 1.3650m under 0.001 SBR. Therefore, a fair comparison with
our proposed multimodal reconstruction method (CS-DGM with CR=20%) under a 0.1 average
SBR that achieves an average RMSE of 0.24m, would be to consider a weighted ratio of average
RMSE results of [218] related to the pixel quantity ratio under a SBR level between 0.0005 and
0.2.

100 350 1050

CR=2.50% 34.00 33.64 30.67

CR=3.75% 36.14 35.16 32.72

CR=5.00% 38.71 37.58 34.15

CR=7.50% 40.76 40.14 36.95

CR=10.0% 42.31 40.73 37.02

CR=12.5% 40.35 39.19 36.14

CR=15.0% 41.56 40.85 38.75

CR=20.0% 46.38 43.18 40.01

H-DGM 48.72 47.47 43.40

H-Peak 31.51 31.75 29.28

Tableau 7.5: Average depth reconstructions PSNR (over the 12 test images of Middlebury), for
three Pa) (i.e., 100W/m2 in red, 350W/m2 in green and 1050W/m2 in blue). Horizontal dotted
lines are for Histogram based reconstruction (H-DGM). The horizontal dashed line (H-Peak) is for
a learned histogram filter combined with a peak detector after bin-wise re-weighting (≈ adapted
log-matched filter).

(a) GT 48×64 (b) H-DGM
(CR=100%)

(c) CS-DGM
(CR=20%)

(d) CS-DGM
(CR=2.5%)

(e) H-Peak
(CR=100%)

Figure 7.12: Depth reconstructions under a BI of Pa=1050W/m2. H-DGM refers to our histogram
based reconstruction and H-Peak is based on a learned histogram filter combined with a peak
detector after bin-wise re-weighting (≈ adapted log-matched filter).

Therefore, we quantitatively evaluate the histogram CS with uncompressed reconstruction
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100 350 1050

CR=2.50% 26.63 27.50 26.36

CR=3.75% 25.95 27.07 25.75

CR=5.00% 25.19 25.58 25.27

CR=7.50% 27.60 29.76 26.83

CR=10.0% 28.84 28.66 27.01

CR=12.5% 27.00 29.81 28.10

CR=15.0% 26.68 30.13 26.71

CR=20.0% 28.34 28.75 26.73

H-DGM 30.46 32.57 29.09

Tableau 7.6: Average intensity reconstructions PSNR (over the 12 test images of Middlebury), for
three Pa) (i.e., 100W/m2 in red, 350W/m2 in green and 1050W/m2 in blue). Horizontal dotted
lines are for Histogram based reconstruction (H-DGM).

(a) GT 48×64 (b) H-DGM
(CR=100%)

(c) CS-DGM
(CR=20%)

(d) CS-DGM
(CR=10%)

(e) CS-DGM
(CR=2.5%)

Figure 7.13: Intensity reconstructions under a BI of Pa = 1050W/m2. H-DGM refers to our
histogram based reconstruction.

baselines (see Tab. 7.5 and 7.6), which are firstly a simple peak detector performed after a learned
filter (i.e., H-Peak) performed on our ”pseudo-realistic” simulated raw histograms and secondly
our proposed DGM reconstruction performed on the same raw data, before performing CS (H-
DGM). The average reconstruction PSNR curves (cf. Tab. 7.5 and 7.6) are obtained using an
additional MSE loss function applied on the luminance part (5x more weighted). Compared to
the results of a pixel-wise depth-only reconstruction (cf. Fig. 7.8), this multimodal collaborative
reconstruction enables to further improve BI robustness, increasing the accuracy for depth estima-
tion (cf. Tab. 7.5), mostly for outdoor conditions even if implying a small degradation for a low Pa.
On the other hand, luminance reconstruction is optimally performed in case of indoor conditions
with the lights on, because both light sources (laser and BI) then participate in estimating τr.

In spite of a small degradation in comparison to the uncompressed counterpart (i.e., H-DGM),
the proposed collaborative reconstruction substantially outperforms H-Peak which is equivalent to
an adapted log-matched filter. Indeed, Fig. 7.12 shows noisy depth reconstructions in case of a low
reflection τr and long distance measurements d when using H-Peak whereas CS-DGM provides
robust reconstruction of low intensity signals and with a low CR of 2.5%. Nonetheless, note that

113



Chapter 7. Extended CS D-ToF imaging using deep learning

as reported in Tab. 7.6 and 7.5, the intensity-depth map reconstructions are significantly degraded
for a CR below 7.5%. Fig. 7.12 and Fig. 7.13 typically illustrates this, where most of the fine
details are lost in case of a CR of 2.5%.

PSNR=25.88 dB PSNR=27.39 dB PSNR=27.37 dB

PSNR=33.82 dB PSNR=34.47 dB PSNR=34.71 dB

PSNR=36.65 dB PSNR=37.49 dB PSNR=37.36 dB

PSNR=27.03 dB PSNR=28.45 dB PSNR=38.20 dB

PSNR=23.39 dB PSNR=23.06 dB PSNR=24.27 dB

PSNR=22.11 dB PSNR=21.90 dB PSNR=23.18 dB

PSNR=23.82 dB PSNR=23.52 dB PSNR=23.87 dB

High Res. (96×128)
(a) HR Ground Truth

Low Res. (48×64)
(b) LR Ground Truth

PSNR=23.33 dB
(c) [307]

SR=2×2, CR=100%

PSNR=23.91 dB
(d) Bicubic + H-DGM
SR=2×2, CR=100%

PSNR=21.15 dB
(e) SR-CS-DGM

SR=2×2, CR=5%

Figure 7.14: Intensity-Depth SR reconstructions under Pa=350W/m2.

Fig. 7.14 highlights the performance of the upsampling stage extension described in section
7.3.3, comparing our SR-CS-DGM reconstructions from 48× 64 CS ToF histograms (i.e., 5%
(M = 16)) with SR reconstructions using a residual dense network [307] and with SR reconstruc-
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tions using a bicubic interpolation (both performed on 48×64 intensity-depth map reconstructions
using H-DGM described in section 7.3.2). Reconstruction artifacts from both compressed and un-
compressed histograms (i.e., SR-CS-DGM, H-DGM with [307] and H-DGM with bicubic) are
yet visible (see Fig. 7.14, holes in circles row 1 and ears details row 4). These are likely due
to the combination of compression-related loss and background noise effects while long distance
pixel-level details at low-resolution scales are masked by foreground objects (i.e., with a higher
contribution to low-resolved pixel-shared histograms). We can also observe ringing artifacts on
reconstructions using [307] (see Fig. 7.14 col. 3) so as to blur artifacts when using a bicubic inter-
polation (see Fig. 7.14 col. 4), while both artifacts are mitigated using our SR extension achieving
a better accuracy in terms of PSNR even at an extreme CR of 5%.

7.4 Conclusion

The first part of this chapter introduces a Deep Neural Network (DNN) integrating a learned-
compression pattern layer in order to demonstrate a possible input data reduction without too much
depth/intensity information loss for future data agnostic compressive sensing replacing hardware
TCSPC sensing design. In the typical state-of-the-art (SoA) low photon counts SPAD operating
mode, this study provides promising results with an average RMSE depth reconstruction loss of
only 0.016 m and an average PSNR intensity reconstruction increase of 10 dB in comparison to
the best performing SoA.

Subsequently, a Compressive Sensing (CS) hardware implementation scheme replacing the
DNN learned-compression pattern layer is proposed which allows to relax hardware constraints
on the SPAD sensor. The CS design consequently reduces the number of memory words and the
number of bits per words, thereby reducing the pixel pitch required for an in-pixel implementation
with the use of a pixel-wise shuffled Cellular Automaton (CA). Based on the same reconstruction
algorithm, the proposed acquisition method thus allows higher reconstruction performance to ex-
isting sensing methods [70, 71] with an estimated pitch reduction of approximately 40%. Finally,
the CS scheme avoids counters overshoot even at high photon counts, which, in combination with
the proposed DNN, provides a higher reconstruction accuracy than the best-in-class remote pro-
cessing work that limits its mode of operation to low photon counts.

The second neural network topology aims to get rid of the sparsity constraint thus extending
the use of CS to all SPAD operating modes. From the topology view point, a pixel-wise/layer-wise
L∞ normalization layer is applied in order to make the reconstruction as robust as possible against
background illumination variations. Implementing depth-luminance DGM interconnections with
two types of activation functions also enables a considerable improvement in reconstruction ac-
curacy as well as making the reconstruction less sensitive to background illumination changes.
Numerical results for multimodal sensing show that even for a compression using only 32 CS
measurements, the proposed topology enables an average PSNR depth reconstruction loss of only
7dB, while its luminance counterpart is less than 3dB for background illumination levels up to
1050 W/m2.

In addition, the second part of this chapter demonstrates that this in-pixel histogram CS can
be combined with a super-resolved multimodal reconstruction thanks to a dedicated DGM variant,
even under the most challenging signal processing conditions, such as in the case of high photon
flux that leads to distortion of the incident temporal waveform due to non-linearities in the image
formation model. Even though these results are preliminary, disambiguating local ToF informa-
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tion collected by SPAD pixels paves the way for even higher resolved images from D-ToF type of
sensors. Future work to improve SR reconstructions could include pixel-shuffle [304] with deac-
tivatable skip connections [308].

Finally, since this chapter is centered on specific deep generative models, the use case treated
is limited to an intensity/depth map reconstruction. However the proposed histogram CS scheme
is based on a universal sensing matrix, so it should in principle be compatible with a wide range of
applications (e.g., gesture recognition, object detection, NLOS, FLIM). Note that reconstruction
models are assumed to be performed remotely and can therefore be replaced by other specific
reconstruction algorithms. Yet, it can advantageously be implemented in-sensor depending on the
application use case and available computing resources. However, it appears that deep learning
is efficient and generic enough for latent parameter estimation based on compressed data. As
a result, assuming that SPAD histogram data is structurally shaped and admits a small set of
latent variables, our proposed CS scheme –in combination with a properly designed deep learning
model– should be taken into consideration to relax sensor hardware constraints.
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Conclusion

This thesis explored new acquisition and processing methods based on Expectation-Maximization
(EM) algorithm, Compressive Sensing (CS) and Deep Learning (DL) algorithm for SPAD-based
TCSPC imaging systems. All these algorithmic co-design solutions address two of the main chal-
lenges in the development of SPAD D-ToF sensors: spatial resolution limited by the amount of
data to store and transfer, robustness to noise related to the new application which is 3D imaging in
outdoor conditions. As written in Tab. 7.7, several modes of SPAD operation, resulting in various
histograms distribution model, are discussed in this manuscript. due to the wide variability of the
SPAD sensor application framework, e.g.. biological, semiconductor, spatial, automotive etc.

Chap. 4 Chap. 5 Chap. 6 Chap. 7.2 Chap. 7.3

Mixture Mixture Sparse/ Mixture

of of Mixture of

Related Truncated Gaussian of Truncated

TCSPC distribution - - Sparse Gaussian -

modeling Shifted Uniform - Shifted

Erlang Uniform Erlang

distributions distributions distributions distributions

Photon counts High High High Low and High High

Compression ratio 100% 0.4% 1% - 10% 2.5% - 20% 6% - 20%

Pixel pitch (µm) ∅ (∼ 355) 44.7 39 - 53.9 20 - 28 ∅ (∼ 28)

Overshoot consideration No Yes Yes Yes No

Multimodal reconstruction Yes No No Yes Yes

Super-resolution reconstruction No No No No Yes

Depth accuracy
0.03 m 0.41 - 3 m 0.5 - 0.9 % 0.038 - 0.068 m 30 - 40 dB

(RMSE) (RMSE) (Success rate) (RMSE) (PSNR)

Albedo accuracy
>15 dB ∅ ∅ 24.61 - 16.24 dB >25dB

(PSNR) (PSNR) (PSNR)

Tableau 7.7: This table reports all the reconstruction performances and contributions of this
manuscript.

• Time distribution modeling for piecewise-constant Poisson process rate (Chapter 4):
This chapter focused on the reliability of the 3D reconstruction taking into account the draw-
backs of SPAD sensors (in worst case) such as the dead time involving the pile-up effect in a
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synchronous working mode and considering the high photon flux mode of operation. These
considerations are generally neglected in the literature due to the complexity of the statis-
tical analysis of the time distribution of the outputs of such a queueing system with PCPP
inputs. Although estimating parameters of such a model involves high computational com-
plexity of the algorithms. The benefit of the high parametrization of mE is that it provides
a general model of Phase-type distribution (PH) for numerous and various real use cases. A
custom genetic based Expectation-Maximization (c-GEM) algorithm has been proposed to
accurately estimate the number of phases in the mixture distribution model as well as the 4
latent parameters of each component. Even though, this problem statement has been shown
to be relevant in the context of a specific TCSPC imaging system, the proposed algorithm
has the advantage of being compatible with a broad class of complex model, for instance
with other SPAD configurations, involving the detection of multiple object reflections or
enabling multi-illumination sources rejections. Although the proposed approach takes into
account a wide range of application parameters and a robust noise filtering method, all these
considerations do not allow a pixel-level hardware implementation of the proposed solution.

• Expectation-Maximization Algorithm and Hardware Co-design (Chapter 5): Instead,
this chapter addressed the major hardware limitations caused by a “data deluge” and the
inherent data throughput bottleneck. This is done in focusing on the high photon counts
asynchronous SPAD operating mode, resulting in a simpler regression model, in the form
of a Gaussian-Uniform statistical SPAD data model, than that considered in Chap. 4. Then,
we proposed an online parameter estimation instead of building the whole ToF pixel-wise
histograms. To highlight the proposed solution, quantitative results demonstrate a superior
depth reconstruction accuracy compared to previous works while enabling a reduction of
the pixel pitch. In addition, compared to existing sensing approaches [70] and [71], CO-EM
outputs parameters allow for a direct estimation of the albedo and the SBR, not only depth.
However, when the algorithm may encounter convergence problems, in such case the SPAD
raw data is definitely lost since parameters do not fit to the latent SPAD measurement his-
tograms. For a concrete deployment of the algorithm, remote filtering could be achieved,
since the CO-EM is pixelwise, taking advantage of a spatial collaboration, such as using any
spatial regularization technique as Total Variation.

• Histogram Compressive Sensing using Shuffled Cellular Automata (Chapter 6): There-
fore, this chapter also proposes an alternative to the conventional TCSPC data but based on
compressive sensing theory, limiting information loss compared to solution presented in
Chap. 5 in case of convergence problem. The proposed solution CS TCSPC reduces the
number of stored values and the number of bits per values, thereby reducing the pixel pitch
required for an in-pixel implementation by using an in-pixel Cellular Automaton. We no-
ticed that similar reconstruction performance to existing methods with an estimated pitch
reduction of 26%, compared to alternative most advanced SoA for TCSPC compressing,
are reached with this acquisition method. This approach is also able to take advantage of
signals’ structure assumptions with more complex signals through the use of more advanced
reconstruction strategies.

• Extended CS D-ToF imaging using deep learning for super resolution and multimodal
reconstructions (Chapter 7): This last chapter aims at extending the use of the compres-
sive sensing (CS) approach to various SPAD operating modes. Because, low photon regimes
have been considered as a general assumption in the previous literature, suitable for long
range imaging systems (over a range of several kilometers), thus neglecting noise photon
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counts pileup effect and the hardware limitations of the SPAD sensor imaging system. We
thus consider this low photon regimes in order to be able to address both long and short
range measurement in combination with our proposed CS scheme. To do so, a Deep Neural
Network (DNN) integrating a learned-compression pattern layer is introduced in the first
part of this chapter. In this typical state-of-the-art (SoA) low photon counts SPAD operating
mode, the proposed DNN provides promising results with an average RMSE depth recon-
struction loss of only 0.016 m and an average PSNR intensity reconstruction increase of 10
dB in comparison to the best performing SoA DL-based works. Because, the low photon
operating mode is chosen by default in the literature due to the hardware constraints im-
posed by the SPAD sensor. High photon regimes are rather considered when the CS scheme
based on the pixel-wise shuffled cellular automaton replaces the learning embedding. The
evaluation of the proposed approach was done in two parts. A first evaluation validated the
CS acquisition scheme in comparison to existing sensing methods [70, 71], resulting in an
estimated pitch reduction of 39%. The second evaluation states that the CS scheme avoids
counters overshoot even at high photon counts. Which what in combination with the pro-
posed DNN, provides a higher reconstruction accuracy than the SoA works that currently
limit its mode of operation to low photon counts.

The second constraint on the SPAD sensor operating mode is its asynchronization for sparse
regression models of the data histograms. This may imply a high power consumption,
a complex electronic circuitry and one photon-per-pulse detection functioning limitation.
Therefore, the proposed second neural network topology aims to get rid of the sparsity con-
straint thus extending the use of CS to all SPAD operating modes. This second topology
design provides promising numerical results for multimodal sensing which show that even
for a compression using only 32 CS measurements, the proposed topology enables an av-
erage PSNR depth reconstruction loss of only 7dB, while its luminance counterpart is less
than 3dB for background illumination levels up to 1050 W/m2. Moreover, it is compatible
with super-resolved multimodal reconstruction thanks to a dedicated DGM variant, even
under the most challenging signal processing conditions.

Despite good progress for the hardware limitations of SPAD sensors with the proposed varia-
tional Bayesian algorithm, compressive sensing, and deep learning algorithm, there is still much
to explore to improve these solutions. An immediate continuity of the study of these algorithm-
hardware enablers would be to jointly take advantage of the benefits of each of the CO-EM and CS
solutions. This can be achieved by arranging the smart pixels based on CO-EM and CS processing
methods alternately on the rows and columns of the sensor array. The used remote processing
algorithm therefore benefits locally from two different forms of data acquisition, enhancing sensor
performance in any operating mode. Due to the fact that the CO-EM method is more efficient
when the laser pulse is spread over more than one bins, and conversely for the CS method.

Finally, to overcome one of the major limitations of high-quality RGB-D imaging systems,
i.e., online calibration and alignment, the canonical Bayer BGGR color filter pattern could be
replaced in the future by an RGB-IR pattern with a CO-EM or CS-based smart pixel behind the
IR filter.
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Eric W. Moore, Jake VanderPlas, Denis Laxalde, Josef Perktold, Robert Cimrman, Ian Hen-
riksen, E. A. Quintero, Charles R. Harris, Anne M. Archibald, Antônio H. Ribeiro, Fabian
Pedregosa, Paul van Mulbregt, and SciPy 1.0 Contributors. SciPy 1.0: Fundamental Algo-
rithms for Scientific Computing in Python. Nature Methods, 17:261–272, 2020.

[288] Daniel J. McDonald and Cosma Rohilla Shalizi. Rademacher complexity of stationary
sequences. arXiv:1106.0730 [cs, stat], June 2011. arXiv: 1106.0730.

[289] Li Tian, Guorui Li, and Cong Wang. A data reconstruction algorithm based on neural
network for compressed sensing. In 2017 Fifth International Conference on Advanced
Cloud and Big Data (CBD), pages 291–295. IEEE, 2017.

[290] Kostadin Dabov, Alessandro Foi, Vladimir Katkovnik, and Karen Egiazarian. Image de-
noising by sparse 3-d transform-domain collaborative filtering. IEEE Transactions on Im-
age Processing, 16(8):2080–2095, 2007.

[291] Tak-Wai Hui, Chen Change Loy, and Xiaoou Tang. Depth Map Super-Resolution by Deep
Multi-Scale Guidance. In Computer Vision – ECCV 2016, Lecture Notes in Computer
Science, pages 353–369. Springer, Cham, October 2016.

[292] D. Ferstl, C. Reinbacher, R. Ranftl, M. Ruether, and H. Bischof. Image Guided Depth
Upsampling Using Anisotropic Total Generalized Variation. In 2013 IEEE International
Conference on Computer Vision, pages 993–1000, December 2013.

[293] Alice Ruget, Stephen McLaughlin, Robert K. Henderson, Istvan Gyongy, Abderrahim Hal-
imi, and Jonathan Leach. Robust super-resolution depth imaging via a multi-feature fusion
deep network. arXiv.org, November 2020.

[294] E. J. Candes and M. B. Wakin. An Introduction To Compressive Sampling. IEEE Signal
Processing Magazine, 25(2):21–30, March 2008.

[295] A. Colaço, A. Kirmani, G. A. Howland, J. C. Howell, and V. K. Goyal. Compressive
depth map acquisition using a single photon-counting detector: Parametric signal process-
ing meets sparsity. In 2012 IEEE Conference on Computer Vision and Pattern Recognition,
pages 96–102, June 2012. ISSN: 1063-6919.

[296] Gregory A. Howland, Daniel J. Lum, Matthew R. Ware, and John C. Howell. Photon
counting compressive depth mapping. Optics Express, 21(20):23822–23837, October 2013.

XX



Bibliography

[297] A. Farina, A. Farina, A. Candeo, A. Dalla Mora, A. Bassi, A. Bassi, R. Lussana, F. Villa,
G. Valentini, G. Valentini, S. Arridge, C. D’Andrea, and C. D’Andrea. Novel time-resolved
camera based on compressed sensing. Optics Express, 27(22):31889–31899, October 2019.

[298] Zhanghao Sun, David B. Lindell, Olav Solgaard, and Gordon Wetzstein. SPADnet:
deep RGB-SPAD sensor fusion assisted by monocular depth estimation. Optics Express,
28(10):14948–14962, May 2020.

[299] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for
biomedical image segmentation. In International Conference on Medical image computing
and computer-assisted intervention, pages 234–241. Springer, 2015.

[300] S. Jahromi, J. Jansson, P. Keränen, and J. Kostamovaara. A 32 × 128 SPAD-257 TDC
Receiver IC for Pulsed TOF Solid-State 3-D Imaging. IEEE Journal of Solid-State Circuits,
55(7):1960–1970, July 2020.

[301] Nathan Silberman, Derek Hoiem, Pushmeet Kohli, and Rob Fergus. Indoor Segmentation
and Support Inference from RGBD Images. In Computer Vision – ECCV 2012, Lecture
Notes in Computer Science, pages 746–760. Springer, Berlin, Heidelberg, October 2012.

[302] Diederik P. Kingma and Jimmy Ba. Adam: A Method for Stochastic Optimization.
arXiv.org, December 2014.

[303] C. Callenberg, A. Lyons, D. den Brok, A. Fatima, A. Turpin, V. Zickus, L. Machesky,
J. Whitelaw, D. Faccio, and M. B. Hullin. Super-resolution time-resolved imaging using
computational sensor fusion. Scientific Reports, 11(1):1–8, January 2021.

[304] C. Du, H. Zewei, S. Anshun, Y. Jiangxin, C. Yanlong, C. Yanpeng, T. Siliang, and M. Y.
Yang. Orientation-Aware Deep Neural Network for Real Image Super-Resolution. In 2019
IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW),
pages 1944–1953, June 2019.

[305] Rajkumar L. Biradar and Vinayadatt V. Kohir. A novel image inpainting technique based
on median diffusion. Sadhana, 38(4):621–644, August 2013.

[306] N. Yang, Y. Kim, and R. Park. Depth hole filling using the depth distribution of neighboring
regions of depth holes in the Kinect sensor. In 2012 IEEE International Conference on Sig-
nal Processing, Communication and Computing (ICSPCC 2012), pages 658–661, August
2012.

[307] Yulun Zhang, Yapeng Tian, Yu Kong, Bineng Zhong, and Yun Fu. Residual dense network
for image super-resolution. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), June 2018.

[308] V. Fernández Abrevaya, A. Boukhayma, P. H. S. Torr, and E. Boyer. Cross-Modal Deep
Face Normals With Deactivable Skip Connections. In 2020 IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), pages 4978–4988, June 2020.

XXI





List of Figures

1.1 Optical Depth Sensing Techniques . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Scanner camera (left) and Flash camera (right) . . . . . . . . . . . . . . . . . . . 4
1.3 Operating principle of a FMCW, I-ToF and D-ToF lidars . . . . . . . . . . . . . 5
1.4 Typical photomultiplier tube (PMT) from [34] . . . . . . . . . . . . . . . . . . . 8
1.5 Typical electron-multiplying charge-coupled device (EMCCD) from [36] . . . . 9
1.6 Typical avalanche photodiode (APD) from [38] . . . . . . . . . . . . . . . . . . 9
1.7 Current-voltage relationship of a p-n diode with respect to applied bias voltage. . 10
1.8 Typical single photon avalanche diode (SPAD) implementations . . . . . . . . . 10
1.9 LiDAR for automotive technology roadmap [52] . . . . . . . . . . . . . . . . . . 11
1.10 Evolution of front and rear 3D sensing camera modules in smartphones [53] . . . 12
1.11 Sensor architecture showing the pixel layout on the bottom tier (left) and the SPAD

layout on the top tier (right) from [6] . . . . . . . . . . . . . . . . . . . . . . . . 13
1.12 Flash Time to Digital Converter illustration . . . . . . . . . . . . . . . . . . . . 14
1.13 Vernier Time to Digital Converter illustration . . . . . . . . . . . . . . . . . . . 15
1.14 Gated Ring Oscillator Time to Digital Converter illustration . . . . . . . . . . . . 15
1.15 Architecture of temporal correlation or processing channels in an image sensor. . 16
1.16 Pixel sharing architecture from [6] . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.17 Partition histogramming from [70] . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.18 Folded inter frame histogramming from [70] . . . . . . . . . . . . . . . . . . . . 18
1.19 Asynchronous acquisition scheme from [72] . . . . . . . . . . . . . . . . . . . . 19
1.20 Schematic description of our contributions. Where d and τττr refer to modality

reconstructions, which are respectively depth and luminance. . . . . . . . . . . . 24

2.1 SPAD Operation System Overview: direct time-of-flight measurement (D-ToF) of
a light pulse reflected by a target using a TCSPC system. . . . . . . . . . . . . . 33

2.2 Per-pixel Time-of-Flight histograms with a low BI (a) and a high BI (b), for three
different object distances (5m, 15m and 20m). The laser Pulse Width is of 5ns
while the bin width is of 260ps and the SPAD Dt equals to 27ns. . . . . . . . . . 35

2.3 Loss system overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 TCSPC distribution modeling assumptions throughout this manuscript. . . . . . . 40

3.1 Dimensionality of convolutions. (a) 2-D convolution in traditional image process-
ing. (b) High dimensional convolutions in CNNs from [198]. . . . . . . . . . . . 54

4.1 TCSPC distribution modeling assumptions throughout this chapter. . 59
4.2 c-EM estimations on synthetic histogram data. . . . . . . . . . . . . . . . . . . . 67
4.3 SPAD system overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 Depth-Luminance estimation from 2·104 photons ToF samples size. Note that

third and forth image rows correspond to the pixels histograms surrounded in color
in the upper image reconstructions. . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.5 Depth-Luminance estimation from 5·103 photons ToF samples size. Note that
third and forth image rows correspond to the pixels histograms surrounded in color
in the upper image reconstructions. . . . . . . . . . . . . . . . . . . . . . . . . . 71

XXIII



List of figures

4.6 Depth-luminance reconstructions. Note that the 2nd and 3rd column reconstruc-
tions are under low photon counts (i.e., 100−500 photons ToF samples size) since
they were designed for these typical photon regimes and do not work in the high
photon regimes. While the fourth column reconsctructions are under high photon
counts (i.e., 5 ·103 photons ToF samples size). . . . . . . . . . . . . . . . . . . . 72

5.1 TCSPC distribution modeling assumptions throughout this chapter. . 76
5.2 System-level views of baseline (a) and our variant (b). . . . . . . . . . . . . . . . 78
5.3 Block diagram of the proposed CO-EM circuit. . . . . . . . . . . . . . . . . . . 81
5.4 Effects of square root division approximation for the filter coefficient update func-

tion. The dotted line is for the exact inverse square root function and the solid line
is for its proposed piecewise constant approximation function. . . . . . . . . . . 81

5.5 Effects of the approximated function Scaler() that corresponds to the region bor-
der red lines displayed above while the gray gradient represents the Floating Point
results of the exact square root computations. . . . . . . . . . . . . . . . . . . . 82

6.1 TCSPC distribution modeling assumptions throughout this chapter. . 86
6.2 TCSPC D-ToF SPAD Operation System Overview with it CS-TCSPC counterpart

illustration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.3 Structure of a Shuffled Cellular Automaton (SCA). . . . . . . . . . . . . . . . . 88
6.4 System-level views of baseline (a) and its variant (b). . . . . . . . . . . . . . . . 88
6.5 Cell states for various CA configurations (∼ΦΦΦ). . . . . . . . . . . . . . . . . . . 89
6.6 Normalized Gram matrix (∼ ΦΦΦ

T
ΦΦΦ with zero diagonal for proper rendering) of

the sensing matrices as presented in Fig. 6.5, where µM corresponds to mutual
coherence and µA is the average of the Gram matrix except the diagonal. . . . . . 89

6.7 Illustrations of simulated histograms. . . . . . . . . . . . . . . . . . . . . . . . . 91
6.8 Peak detection success rate for a set of methods, SNRs, CRs and ToF measure-

ments numbers N. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.9 k-sparse signals with SNR=0.1, N=104, m=64. Black is for original, red for re-

constructions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.1 TCSPC distribution modeling assumptions throughout this chapter. . 96
7.2 Deep Neural Network topology for depth-intensity reconstruction from compressed

histograms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.3 Intensity-Depth reconstructions for various SBR, reported with RMSE (in meters)

and PSNR (in dB) metrics. Note that, [12] does not provide any estimation of the
intensity and under the 1:100 SBR [10] and [11] completely fail for both tasks. . 101

7.4 Intensity-Depth reconstructions under hardware constraints and high photon counts,
with counters bitwidth of B=7. . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7.5 Intensity-Depth reconstructions under hardware constraints with counters bitwidth
of B=5 and high photon counts. . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7.6 Intensity-Depth reconstructions. The 1st , 2nd , 3rd and 4th rows of depth and inten-
sity reconstructions are respectively under 1:100, 2:50, 1:100 and 1:50 SBR while
the 2nd and 3rd columns reconstructions are under low photon counts and the 4th

and 5th columns reconstructions are under high photon counts. . . . . . . . . . . 105
7.7 Deep Generative Model topology for pixel-wise depth reconstruction. Note that

the only difference between reconstruction from histogram inputs and from CS is
the first Fully Connected (FC) layer. Concat-H corresponds to horizontal concate-
nation and MP corresponds to Max Pooling. . . . . . . . . . . . . . . . . . . . . 106

7.8 RMSE simulation results for 3D imaging at various Compression Ratio with a
scale indicator of the resolution and an indicator of the simulated TDC resolution
(78mm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

XXIV



List of figures

7.9 Deep Generative Model topology for depth-luminance reconstruction from com-
pressed histograms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7.10 Examples of ToF histogram in super resolution. The first and second histograms
refer to the same object measurements (i.e., 5, 8, 10, 15 m) but with more BI for
the second image. The third plot is the ToF histogram of 5, 5, 10, 10m depth object
measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

7.11 Depth-Intensity distribution of values from images of train and test datasets (NYU
V2 and Middlebury), before and after data augmentation (i.e., depth holes filling,
scale normalization, noise adding and re-quantization). . . . . . . . . . . . . . . 111

7.12 Depth reconstructions under a BI of Pa=1050W/m2. H-DGM refers to our his-
togram based reconstruction and H-Peak is based on a learned histogram filter
combined with a peak detector after bin-wise re-weighting (≈ adapted log-matched
filter). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

7.13 Intensity reconstructions under a BI of Pa = 1050W/m2. H-DGM refers to our
histogram based reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . . 113

7.14 Intensity-Depth SR reconstructions under Pa=350W/m2. . . . . . . . . . . . . . 114

XXV





List of Tables

1.1 Qualitative, subjective comparison of light-based depth sensing systems. . . . . . 7
1.2 Survey of major SPAD D-ToF sensor developments. . . . . . . . . . . . . . . . . 22
1.3 Survey of major SPAD I-ToF sensor developments. . . . . . . . . . . . . . . . . 23

2.1 This table reports all simulation parameters in this manuscript. . . . . . . . . . . 39

4.1 Parametric estimation performance of the proposed c-GEM on synthetic data, in
terms of the relative error (in %). . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2 Quantitative comparisons of average depth-luminance reconstructions of the Mid-
dlebury dataset [257] under various SBR and from the optimal photon regime of
each methods (i.e., low photon counts for [10, 11] and high photon counts for our
custom c-GEM algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.1 Comparisons of several depth reconstruction methods under various SBR. Note
all results are reported as an average RMSE on binned data. . . . . . . . . . . . . 83

6.1 Equivalent pixel pitch (µm) required obtained from TCSPC baseline architecture
synthesis (Fig. 6.4 (a)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.2 Equivalent pixel pitch (µm) required obtained from SCA architecture synthesis
(Fig. 6.4 (b)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.3 Comparison of depth reconstruction methods in terms of reconstruction success
rate, pixel pitch estimation and k-sparse compatibility for multiple peak detection. 93

7.1 Quantitative comparisons of several Intensity-Depth reconstruction methods under
various SBR. Note that depth results are reported as an average RMSE (m) and
intensity results are reported as an average PSNR (in dB). . . . . . . . . . . . . . 102

7.2 Depth comparisons of several acquisition methods under various SBR, reported as
an average RMSE in m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7.3 Intensity comparisons of several acquisition methods under various SBR, reported
as an average PSNR in dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7.4 Quantitative comparisons of several depth reconstruction methods under various
SBR. Note all results are reported as an average RMSE (in meters). [218] uses
RGB sensor fusion, [11] refers to an unmixing algorithm from signal and noise
sources while [12] uses a non-pixel-wise neural network for depth reconstruction. 108

7.5 Average depth reconstructions PSNR (over the 12 test images of Middlebury),
for three Pa) (i.e., 100W/m2 in red, 350W/m2 in green and 1050W/m2 in blue).
Horizontal dotted lines are for Histogram based reconstruction (H-DGM). The
horizontal dashed line (H-Peak) is for a learned histogram filter combined with a
peak detector after bin-wise re-weighting (≈ adapted log-matched filter). . . . . . 112

7.6 Average intensity reconstructions PSNR (over the 12 test images of Middlebury),
for three Pa) (i.e., 100W/m2 in red, 350W/m2 in green and 1050W/m2 in blue).
Horizontal dotted lines are for Histogram based reconstruction (H-DGM). . . . . 113

XXVII



List of tables

7.7 This table reports all the reconstruction performances and contributions of this
manuscript. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

XXVIII





From algorithm to hardware co-design
for multimodal information retrieval of
TCSPC data

Algorithme et co-conception matérielle pour l’analyse
multimodale de données TCSPC

Résumé

Depuis l’invention des premiers capteurs de comptage de photons, plusieurs
avancées technologiques ont été réalisées dans le domaine des systèmes
d’imagerie à comptage de photons notamment avec l’invention des capteurs à
avalanche à photon unique (SPAD pour single photon avalanche diode). Bien que
le SPAD soit devenu une technologie de pointe pour beaucoup d’utilisation, dans le
cadre applicatif spécifique de l’imagerie 3D, l’attractivité du capteur SPAD à temps
de vol direct (D-ToF pour direct time-of-flight) est moindre de part sa faible résolu-
tion spatiale et son niveau de bruit élevé dans des conditions de fonctionnement
extérieures. Un des leviers pour pallier ces limitations serait de résoudre le prob-
lème lié au format des données brut du capteur SPAD qui sont sous la forme de
comptage de photon corrélé dans le temps (TCSPC pour Time Correlated Single
Photon Counting). Deux grands axes de recherches ont été approfondis dans ce
sens. Un premier axe porte sur le développement de méthodes d’acquisitions et de
reconstructions alternatives basées sur des approches Bayésiennes, dans le but de
n’extraire que les informations latentes du modèle statistique des données TCSPC.
Tandis que le second axe porte sur le domaine de l’acquisition comprimée (CS pour
compressive sensing) combinée à des méthodes de régression personnalisée ou à
des algorithmes d’apprentissage profond pour la reconstruction.

Mots-clés : Capteur 3D, Comptage de photons uniques corrélés dans le
temps, Photodiodes à avalanche à photon unique, Analyse statistique, Acquisition
comprimée, Apprentissage profond

Abstract

Since the invention of the first photon counting sensors, several technological break-
throughs have been made in the field of photon counting imaging systems, notably
with the invention of single photon avalanche diode (SPAD). Even though SPAD
sensors became a key technology, the direct time-of-flight (D-ToF) SPAD sensor is
not really interesting for the 3D imaging application due to its low spatial resolution
and high noise level in outdoor operating conditions. These limitations are mainly
based on the format of the raw SPAD data being in the form of time correlated single
photon counts (TCSPC). Therefore, two research axes have been pursued in this
thesis in order to rethink the format of the raw SPAD data. The first axis consists in
developing alternative acquisition and reconstruction methods based on variational
Bayesian approaches, with the aim of extracting only latent information from the
statistical model of TCSPC data. While the second axis focuses on the compres-
sive sensing (CS) domain in combination with custom regression methods or deep
learning algorithms for reconstruction.

Keywords : 3D imaging, Time correlated single photon counting, Single
photon avalanche diode, Statistical signal processing, Compressive sensing, Deep
Learning
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