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Introduction

Those introductory considerations aim to present and motivate the general approach adopted in our
work.

The work presented in this thesis was initially motivated by the discrepancy between the impressive
performances of modern neural networks and the lack of applications to scientific problems for which
data abounds. Focusing on evolution problems which are classically modelled through ordinary or
partial differential equations (O/PDEs) naturally brought us to consider the more general problem of
representing and learning such equations from raw data with neural networks. This was the inception
of the first part of our work.

The point of view considered in this first part has a natural counterpart: what about the dynamics
induced by the trajectories of the NN’s weights during training or by the trajectories of data points
within them during inference? Can they be usefully modelled? This question was the core of the
second part of our work and, while theoretical tools other than O/PDEs happened to be useful in our
analysis, our reasoning and intuition were fundamentally driven by considerations stemming from a
dynamical viewpoint.

In the following, we start by motivating the general philosophy of our work in studying phenomena
through the dynamical lens then provide more details for each of the two parts of this thesis.

0.1 From Static to Dynamic

Let us consider a certain system which is characterized by a certain number of information contained
in its state X. Let us also consider the set of all states S. Here, we will be mostly interested in how
this state varies over time, meaning that there is an additional temporal variable, which we often
consider in a finite time interval [0, 7, such that, at a given time ¢ € [0, 7], starting from the state X,
the studied system is characterized by its state X; = T;(X) € S.

In other words, the transition function 7} for a ¢t > 0 defines a transformation from S onto itself
which associates for a given state the corresponding one after ¢ units of time. In particular, this
means that, for ¢;,t, > 0, a state X becomes T}, (X) after ¢; units of time then, after another ¢, units,
becomes T3, (T3, (X)). Observing that, after ¢; + to units, X also becomes T}, 1+, (X), we have the
fundamental property:

E1+t2 = Tt2 © T;H = Tt1 © T;fz

One might endow S with more structure. For example, we could consider the states belonging to
a differentiable manifold, and assume that the trajectories (X;); = (7:(X)); are sufficiently regular.

This is quite natural as, in most cases, the system shouldn’t be able to "teleport" from one state to

another. We can then also characterize those trajectories by the tangent vectors % which belong to

the tangent space of S at X; by definition and, for a given trajectory, are only a function of X; which

we denote F’ which can thus be defined as F(X;) := 4%
In other words, under mild assumptions, F' along with the starting point of the trajectory

completely characterizes the trajectory of the system. Therefore, the transition equation

X = T,(Xo)



can also be replaced by

dX;

g =X
along with the initial condition X,. Then 7} can be recovered as the transformation induced by the
previous differential equation, which is also called the flow of the equation.

In particular, note that this last differential equation becomes a standard Ordinary Differential
Equation (ODE) whenever S is a subset of a finite dimensional vector space, in particular a subset of
R?; or, when S is an appropriate infinite dimensional space, a Partial Differential Equation (PDE)
instead.

The following chapters will be interested in learning and analyzing various equations of this form.
The objectives will be both to model real world phenomena and to study the dynamics induced by or
characterizing Deep Neural Networks. This means in practice that the time variable ¢ will designate
three distinct types of temporalities:

Data temporality This is the most natural notion of time as it refers to the time of a given "real
world" phenomenon, e.g. those studied in Chapters 2 and 3.

DNN inner temporality By definition, a DNN is the composition of a certain number N of
successive operations. Thus, for a given input z, we can consider the output after ¢ operations
x¢. By normalizing with N and considering the limit of infinitely deep networks, we recover a
continuous time in [0, 1]. This setting corresponds to that of Chapter 4.

Training temporality When training a DNN characterized by its parameters 6, those parameters
take various values 0; after ¢ training updates. When the number of updates becomes higher,
by normalizing with their total number, ¢ belongs to [0, 1] and we can consider the continuous
formulation of training. In particular, this makes the training time variable continuous. This
setting corresponds to Chapter 5.

After Chapter 1, which introduces the fundamental mathematical and algorithmic tools used in
following chapters, this thesis is organized in two parts:

e The first is about the principled construction of neural models for real world phenomena and
deals with the first temporality described above.

e The second is about studying the inner dynamics involved in training and using neural networks
and thus deals with the second and third temporalities described above.

The two following sections can serve as reading guides to those two parts.

0.2 Building Neural Models for Real World Dynamics

Deep Neural Networks have been used successfully in order to produce giant leaps in performance for
many standard learning tasks such as image classification, some speech and natural language related
tasks, etc.. However, although there exists a lot of similarities between those standard deep learning
domains and scientific modelling, the latter has specificities which make them extremely different
from the classical playground of deep learning. Let us present a few which are of particular relevance
to the work presented in this thesis.

e Many scientific models are concerned with the modeling of complex phenomena involving
spatio-temporal dynamics. This shares similarities with video and motion prediction [180, 73,
94], but the underlying phenomena are usually much more complex, involving time-evolving
multidimensional structures and observations at different spatio-temporal resolutions.



o Only raw observations are available and, in most scenarios, labels are not available. Many
such tasks suffer from indeterminacy issues and the objectives of the modelling of a given
phenomenon might depend on the specific application domain it is aimed at.

o The full state of the system itself is usually not observable so that observations only reflect some
partial or indirect knowledge on the true state values [45]: for example when studying ocean’s
circulation, variables contained in the system’s state such as surface temperature, salinity or
sea surface height are observable via satellite imaging, while subsurface variables characterizing
ocean dynamics are substantially much more difficult to observe.

o Extrapolation is not guaranteed since such problems are typically under-constrained, possibly
leading to models with high predictive performance on the training / test sets that do not
generalize well to new contexts.

o While there is an important body of existing models for any domain of interest, making them
collaborate with modern ML techniques is not always natural and can sometimes be quite
challenging.

Our broad goal in conducting this work has been to construct tractable and robust neural models
which are usable in realistic settings, close from practice. The general philosophy has been to consider
neurally parametrized equations of the form

dX,

ditt = Fy(X3)
where Fjy is a Neural Network which are then appropriately learned, through an instanciation of
the general algorithm presented in Section 1.3.1, and constrained in order to solve the defined task.
For each, we have tried to develop generic approaches along with theoretical and empirical analyses,
showing in particular that the methods we propose can be applied to different domains by evaluating
them on datasets generated by diverse dynamical systems.

More specifically, we present our work in two parts:

o In Chapter 2, we present our work in learning partially observable evolution differential equations.
For us, this was the start of our work with learning neural models for complex dynamical
systems and was also, more generally, one of the first approaches to do such learning from
raw high-dimensional data without prior knowledge of the studied system. We study the
indeterminacy issue stemming from this context, propose two settings to analyze it which we
evaluate with the incompressible Navier-Stokes equations. We finally test the limits of our
model in dealing with non stationary more complex systems, 3D data and unseen boundary
conditions.

o In Chapter 3, we delve further into constructing well-constrained neural models adapted to some
specific contexts and settings. We build two types of models specific to two different settings.
The first type of models aim to leverage existing expert domain knowledge on the studied
system in order to incorporate it optimally in the final neural model, leading to the APHYNITY
framework. For the second family of models, the goal is being able to learn better when given
non-i.i.d. data, thus leading to the first generic meta-learning framework for dynamical systems,
LEADS. For both approaches, we follow the same methodology by building them on principled
theoretical guarantees then evaluating them on a diverse set of differential equations, e.g. the
wave equation, reaction-diffusion equations, etc..

The work in this first part of the thesis lead to a number of presentations at international
conferences such as Climate Informatics (CI 2018 and 2019) and the International Meeting on Applied
Mathematics and Evolution (IMAME 2019) and to the following publications:
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o Learning Dynamical Systems from Partial Observations, I Ayed*, E de Bézenac*, A Pajot,
P Gallinari, ICASSP 2020;

o Modelling Spatiotemporal Dynamics from FEarth Observation Data with Neural Differential
Equations, I Ayed*, E de Bézenac*, A Pajot, P Gallinari, Springer’s Machine Learning Journal,

o FEP-Net: Learning Cardiac Electrophysiology Models for Physiology-based Constraints in Data-
Driven Predictions, I Ayed, N Cedilnik, P Gallinari, M Sermesant, FIMH 2019, Poster;

o EP-Net 2.0: Out-of-Domain Generalisation for Deep Learning Models of Cardiac Electrophysi-
ology, V Kashtanova, I Ayed, N Cedilnik, P Gallinari, M Sermesant, FIMH 2021, Poster;

o Augmenting Incomplete Physical Models with Deep Networks for Complex Dynamics Forecasting,
Y Yin*, J Dona*, V Le Guen*, E de Bézenac*, I Ayed*, P Gallinari, N Thome, ICLR 2021,
Oral presentation;

o Learning Dynamical Systems across Environments, Y Yin, I Ayed, E de Bézenac, P Gallinari,
NeurIPS 2021, Poster.

o Deep Learning for Model Correction in Cardiac Electrophysiological Imaging, V Kashtanova,
I Ayed, A Arrieula, M Potse, M Sermesant, MIDL 2022, Poster.

0.3 Analyzing the Dynamics of Deep Neural Networks

In Chapters 4 and 5, instead of using DNNs in order to learn real world dynamics, we are interested
in the inner dynamics of DNNs themselves for the more standard learning tasks they are traditionally
used for. We start by analysing the trajectories of data points within DNNs viewed as flows of ODEs.
We then study the training dynamics of the DNNs used in Generative Adversarial Networks (GANs)
in order to construct a theory more consistent with their empirical properties.

0.3.1 The Dynamics of Data Trajectories

Broadly speaking, Deep Neural Networks are infinitely expressive and have been shown, both
theoretically and in practice, to be able to learn almost any function, no matter how complex or
irregular. However, practice shows that, when used for standard tasks, they are also able to generalize
quite well which seems contradictory. Our goal here is, by studying the trajectories those models
induce on their input data, to characterize more precisely their hidden biases in order to understand
how and why they perform so well.

Let us consider a residual network which typically has updates of the form

Tiy1 = Ty + 1o ()

As remarked in [80], we can see it as a first order, explicit Euler discretization with time-step At =1
of the differential equation

dl’t

FI fat@t)

starting from an input xy as initial condition. By a reasoning similar to the one conducted in
Section 0.1, we can generalize this point of view to any neurally parametrized transformation of a
data point zy. By definition, a DNN being a composition of transformations, if we denote Tfi such
that z; = Ti@" (x0), we can always see them from the alternative differential viewpoint. The output of
a DNN then becomes the endpoint of a trajectory parametrized with a differential equation of the
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form above. Note that this is also the point of view proposed in [50] which suggest creating neural
architectures by parametrizing ODE solvers.

Starting from this point of view, our aim will be to study the trajectories of data-points and thus
the overall transformation induced for the corresponding data distribution under ODEs and PDEs of
the form above. The questions we ask are then the following

o How can we characterize, empirically and theoretically, the trajectories induced by DNNs which
are successfully trained to accomplish the tasks they were designed for?

o Can we use this characterization to construct better performing, more robust models?

In our work, we show that (successfully) trained DNNs can be characterized as solutions to a
variational problem inspired from the Optimal Transport problem. Our objective in the ensuing
experiments is then both to show that this characterization does describe the implicit biases of
DNNs as trained by practitioners but also that expliciting those biases can help us in constructing
more robust and more flexible neural models for various tasks, in particular through the examples of
Unsupervised Domain Translation such as solved in [295] and standard image classification tasks.

This part of our work lead to the following publications and preprints:

o A Principle of Least Action for the Training of Neural Networks, S Karkar*, I Ayed*, E de Bézenac™,
P Gallinari, ECML 2020, Runner-up to Best student paper award;

o CycleGAN Through the Lens of (Dynamical) Optimal Transport, E de Bézenac*, T Ayed*,
P Gallinari, ECML 2021;

o Block-wise Training of Residual Networks via the Minimizing Movement Scheme, Skander
Karkar, Ibrahim Ayed, Emmanuel de Bézenac, Patrick Gallinari, preprint.

0.3.2 The Training Dynamics of Neural Networks

While the previous section was interested in characterizing the behavior of DNNs once trained and
the class of functions they tend to approximate, here we consider the training part of the process and
how it affects the learned functions. Our main goal is still the same: gain a better understanding of
the implications of common practices and choices within a sound theoretical and empirical framework.

Our point of entry is similar to the one considered in the previous section. Consider the typical,
simplified, gradient update of a DNN:

9t+1 =0, — 77v£(f€t)

where 0; represents the weights of the DNN after ¢ training steps, n the learning rate and £ is the
minimized loss. While this obviously glosses over some aspects of actually used learning methods,
such as stochasticity and momentum modification, it is still quite representative of how DNNs are
learned and is, for our purpose, a good enough learning procedure approximation. One can then
naturally consider its continuous version:

% = _V‘C(fet)

dt
The trajectories induced by this ODE on weights (6;), translates into trajectories on the parametrized
functions (fy,); which are the main object of our study here.
More specifically, we focus in this part of our work on the training dynamics of DNNs learned
with generic GAN losses. Our objectives are the following:

 characterize the shortcomings of standard GAN analysis;



e build a sound theoretical framework which can account for common practices and empirical
observations;

« confront those theoretical considerations to practice with practical experiments on standard
generation tasks.

The work conducted here was accepted for publication at ICML 2022:

o A Neural Tangent Kernel Perspective of GANs, J-Y Franceschi*, E de Bézenac*, I Ayed*,
P Gallinari, ICML 2022.
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Chapter 1

A general framework for learning
differential equations

This chapter presents the formal setting as well as the theoretical tools used throughout this PhD
work. We start by describing the general assumptions defining our context then propose a formulation
of the adjoint gradient equation which grounds most algorithms presented later in this work, along
with a proof as well as corollary robustness and stability results.

1.1 General Setting and Notations

This section gives a general account of the philosophy followed in the next chapters of this work.
The objective of many learning tasks, whether they are about forecasting or classification, is to

learn a function transforming its input data in a meaningful, useful way as defined by the task at
hand.

The key idea here is the following: we aim to learn those transformations of input data as operators
defined by the flow of an Ordinary Differential Equation (ODE) in finite or infinite dimensional spaces
and parametrized through their differential term.

More precisely, we will study equations of the form:

dX;
— =F(X 1.1
ar ~ FX (1)

where:
« X is a vector-valued function defined over a finite interval [0, T';
o fort e [0,7], X; lies:

— either in an adequate subspace of R?, which makes eq. 1.1 a standard ODE,

— or is a vector-valued function of space X;(-) of adequate regularity, defined over a compact
subset of R*, where k is generally taken to be 2 or 3, thus covering many spatio-temporal
PDEs of interest (such as the different variants of the Navier-Stokes equations or spatial
reaction-diffusion equations);

o F'is the function driving the evolution of the system.

In other words, the main idea here is to parametrize the differential equation with an Fy, generally
a Neural Network architecture, making it of the form:
dx?
dt

= FH(XtH) (1.2)
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and then to find a  such that the induced trajectories X{ and / or the final X% transform the input
in a satisfactory manner w.r.t. the task being considered. Note that the dependence on 6 is only
through the choice of Fy. This is reminiscent of Optimal Control problems but here the control
functions are the parameters of the learned differential term and are not time-varying.

Thus, the algorithms developped in the coming chapters of this thesis will be mainly derived of an
optimisation problem of the form:

mmlemzze E(DO,D>0)EDataset |:\7(D>07X67D07 F)}

0,Dq

dX,
subject to cft = Fy(XPP),

X070 = go(Dy)

where:

e gy is an additional function which is useful, in some contexts, to construct adequate initial
conditions from the initial data Dy and will be taken equal to identity whenever such a
transformation is not necessary;

e Dy is the initial, input data in the handled task, which nature depends on the context and can
be a sequence of observations or a proxy of the initial state as in Chapter 2 or an appropriate
initial state!;

e D.g is the data which is to be fit, thus defining the task at hand, and can be a sequence of
future observations as in Chapter 2, class labels as in Chapter 4, etc.;

e J is the cost function to be minimized thus quantifying the objective of the learning task and
can be a classification loss, a squared error w.r.t. future observations, etc..

« X%Do is the solution induced by parameters § and initial data D.

In subsequent chapters, we will take J of the form:

J(Dso, X, F) = a/OTj(Xt7 (Dso)e)dt + Bjr(Xr, Dso) +yR(F) (1.4)

where, generally:

« 7 ensures the fit of the trajectories to the available supervision data as in Chapters 2 and 3;
» jr allows to impose a condition over the final state X as in Chapter 4;

e R can be used to regularize or constrain F' as in Chapter 3.

The following chapters will show that this broad formulation can encapsulate various tasks as
diverse as forecasting, classification or parameter identification for physical systems. However, many
aspects are still to be considered in order to transform eq. 1.3 into a practical algorithm.

Apart from those specific to each task which will be tackled later on, we will devote our attention,
for the remainder of this chapter, to two general questions:

o How to deal with the cases where X, is a function of space, which induces ODEs in infinite
dimensional spaces, e.g. for many PDEs?

o How to conduct gradient learning for eq. 1.37

Those questions are considered in the next two section: the first in Section 1.2 and the second in
Sectionl.3.

'In which case gy can be the identity function.
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1.2 On Infinite Dimensional ODEs

In our case, the question is about the settings where X, is a function, generally of a space variable x.
Indeed, in this case, even computing Fy(X;(-)) can be challenging, let alone computing gradients.

Many possibilities exist to solve this issue.

The first one is to build a parametrized function Fjy which can directly act on the function X;.
This has for example been done in [158] or [173]. It is however important to note that this point
of view also involves a discretization at some point, albeit maybe not in the original input space of
the X;s, e.g. if the mapping is represented in the Fourier space the discretization can be done in the
latter.

Our choice, given the equations we have considered and the nature of the data we used, is to make
use of the discretization of data.

Indeed, in our datasets, X} is often given as a tensor, e.g. in the 2-dimensional case {(X;(Ziaz, Yjay))i }iji
where (7, j) are the indexes of the discretized spatial points and [ indexes the vector values of the
function.

This means that, when F'(X;) only depends on first or second order spatial derivatives of X, a
reasonable approximation to those derivatives can be computed with those discrete values by using,
for each spatial coordinate (x,y), only neighbouring values of X;(z,y) via a finite differences scheme.
In other words, we can write:

F(Xt)(xa y) ~ Fdiscrete(Xt<x) y): {Xt(l’/a y/)}(ﬂc’,y’)EN(r,y))

This means that, by appropriately including convolutions in the parametrization of Fjy, we can ensure
its ability to approximate F'. More precisely, whenever we have had to deal with such cases, we have
chosen to parametrize F' as a variant of a Convolutional Neural Network.

Let us also note that another possibility would be to manually construct a dictionary of approxima-
tions to the spatial derivatives at different orders. This has been adopted in the works of [230, 44, 168|
for example. However, while doing so might usefully constrain the learning problem, as one can focus
on learning the relevant dynamics, such approaches have many shortcomings:

o the experiments we show in the following chapters show that such restrictions are not necessary
in our data regimes;

o such restrictions can provide the learning network with a less optimal representation of the
necessary spatial information, typically worse than what it can unsupervisedly learn;

e being able to decide a priori which spatial derivatives are necessary and with which numerical
schemes to compute them supposes a greater level of supervision than we want to, as our
objective is to consider purely data-driven methods in most settings for the learning of Fj.

1.3 Calculating the Gradient

This section introduces a general formulation of the adjoint equation. This result is the central
theoretical foundation of most algorithms presented later in the thesis as it allows us to use gradient
descent methods for? eq. 1.3.

The formulation presented here is adapted to our context of neural models. We also discuss the
two possible discretizations of the adjoint equation as well as the stability and robustness of the
resulting gradient.

2Note that several variants of it have been widely known in the literature across many domains.
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1.3.1 The Adjoint State Equation

A few additional notations and assumptions In what follows, all considered functions are
supposed to be twice continuously differentiable in all variables and we will use the notation 0, f(u)
to denote the differential of f with respect to u at wug i.e.:

fug + du) = f(ug) + Ouf(ug) - du + o(ou)

By hypothesis, we consider this differential operator to be continuous.
Moreover, when X, is a function of space X;(x), we will assume it is in the Hilbert space

(Cz(Q), (-, >) where €2 is a compact subspace of R* and (-, ) is the inner product of L?(€2). When
the X;s are vectors of R, (-,-) is taken as the standard euclidean inner product of R?.

Statement and proof eq.1.3 is clearly intractable in general and we will use gradient descent
algorithms to solve it. In order to do so, we need to compute the gradient of the cost functional

J under the given constraints, i.e. the differential of § — EpJ (D, X?, Fy). However, this implies
0

calculating ——, which is often computationally demanding, as it implies solving dim(6) forward
equations, the latter being high in our case. The adjoint state method avoids those costly computations
by considering the Lagrangian formulation of the constrained optimization problem. A standard
calculation extended here to our setting gives the expression stated in the following theorem. Here, we
omit data-dependance both in the expression of the loss function and by not taking the expectation
for simplification purposes: indeed in the practical case of a discrete dataset, this expectation reduces
to a discrete weighted sum.

Note that while the technique of the proof is standard as it follows those for other, close, versions
of the adjoint state equation [50], the result is still specific to our formulation which is, to the best of
our knowledge, unique to this work.

Theorem 1.1 (Adjoint State Equation)

Suppose we have a loss function of the form:

TF) =a [ jX)dt + Bjr(Xr) + ¥R(F) (15)

where, for ease of notation, the data dependance is omitted.
Then we have:

T
0y T - 00 = — /0 (N0 Fo(X7) - 66) dt — (Mo, Dogo - 06) +10rR(EFy) - (9gFy - 66) (1.6)

or, written in terms of the gradient vector:

vaj_(— [ <At, b >dt—<xo, aei>+v<vFR<Fe>, a@ﬁ,>)' (17)

Here, ) is solution of :
dA
ditt:At')\t—i—Bt (18)

solved backwards, starting with Ay = —8V xjr(X4), and where :
Ar = —(0x Fp(X7))*

and
B, = aVxj(X?)

where M* denotes the adjoint operator of the linear operator M.

Proof:

14



Step 1 Let us define :

T dX;
LA = X F) + [ (0 G = Fa(Xy) ) dt

+ (1, Xo — g0)
As, for any 6, X? satisfies the constraints by definition, we can now write :
VO, N 1, L(XO N 1, 0) = T(XY, Fy)
which gives :
VA, 11,0, 0pL(X% N, 1,0) = 0T (X, Fy)

Let us fix € and a variation 46.

Straightforward calculus gives us:
T
06T (X°, Fy) - 66 = a/o Oxj(X[)- (09 X! - 60)dt + BOxjr(XT) - (09X T - 30) +1Op R(Fp) - (9 Fy - 60)
Moreover, because dxj(X{) and Oxjr(X%) are continuous linear operators w.r.t. (-,-) Riesz representation
theorem allows us to represent them with their gradients so that:
Oxj(X0) - (9 X - 60) = (Vxj(X]),0pX{ - 30)
and

Oxjr(X$) - (99X - 60) = (Vxjr(X4), 00 XF - 30)

Step 2 We also have, by definition:
X049 — X9 4 9,X7 - 660 + 0(50)
and, for any X and any 0.X:
Fp(X +6X) = Fp(X) + 0x Fy(X) - 6X + 0(6X)
and:
Fyis0(X) = Fp(X) + 0pFp(X) - 60 + 0(00)
so that:
Fyys0(X{ %) = Fp(X{T0) + 0p Fy(X{°7) - 60 + 0(60)
Then, because F' is twice continuously differentiable:
Do Fp(X{+0%) = 09 Fy (X[ + 0y X[ - 60+ 0(30) )
= O9Fy(X]) + Ox 0o Fp(X{) - X[ - 66
+ 0(00)
and:
Fy(X{%) = Fy (X + 09 X{ - 00+ 0(30) )
= Fp(X?) + Ox Fo(X7) - 09 X7 - 66 + 0(66)
Moreover, as all differential operators below are continuous by hypothesis, we have that:
|(Ox D Fa(XY) - 95X0 - 56) - 801|< 0 DpFu (XD 180X (1561
so that:
Fyys0(X/ )

= Fy(X{) + (0x Fy(X]) - 09 X{ + By Fy(X{)) - 50 + 0(30)
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Step 3 We now calculate the derivative of L:
0L - 60 = 89j(X9 F,g <00 + / </\t,89 - 00 — 8_)(F9(Xt ) (89Xt9 . (59) — 8@F9(Xf) . (5(9> dt
+ <M, e X — 3ege>

0 dx) dox}
By the Schwarz theorem, as X is twice continuously differentiable in (¢, #), we have that —— ——- = t

a0, dt — dt 06;
dx? d

_ X@
T <00 = dtae 66

Integrating by parts, we get:

/OT </\t, 9, Xt 59> dt = Az, 0pX%-50) — (X0, pXG - 50)

@
d\,
—/0 <dt 9y X0 - 60>dt

Putting all this together and arranging it, we get:

for all 7 so that 9yp———

a,
dt

+ (90 X% - 60, Ap + BV xjr (X)) + (1 = Do, DX )

T
ag,c-aez/

<89Xf .80, —
0

— Ox Fy( X))\ + avxj(Xf)> dt

T
_ /0 (M. pFo(X[) - 86 At — (11, Dogs) + 10 R(Ey) - (9yF - )

Note that the adjoint (9x Fy(X?))* does exist because, by the regularity of Fy, this is a bounded linear
operator.
Step 4 We can now define:
Ay = —(0xFy(X]))*
and
B = aVxj(X{)
and, recalling that A can be freely chosen, impose that A is solution of:

d)\;
— = A\ + B
a tAt + Dy

with final condition A\ = -8V x jT(X%). We also choose 1 = Ag so that, finally, we have:
T
OpL - 60 = — / (i, Do Fp(X{) - 60) dt — (No, Byg - 66) + 10w R(Fy) - (9gFy - 60)
0
This means that we can write:
T OFy(X?) 09y 0Fy
== A S 204 _ ) -

which concludes the proof. O
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1.3.2 Properties of the Adjoint Equation

In this section, we derive some properties of the adjoint equation of Theorem 1.1. More specifically,
we show that any perturbation of the forward pass solving for X yields an error for the gradient
which is uniformly bounded by the magnitude of the perturbation.

Below, we keep the same notations as in the statement and proof of Theorem 1.1.

Let us start by stating a version of the Gronwall lemma:

Lemma 1.1 (Gronwall)

Let u be solution to:

d
% = aquuy + By

with up = 0. Then:

T T T s
fudl< [Uglds + [ [T ldrlaslexp ([ llaldr) ds

We can then prove a first stability result for the gradient calculated by the adjoint method:
Proposition 1.1 (Stability of the gradient)
L Under the hypothesis in theorem 1.1, \ is defined and bounded over [0, T]. Consequently, Va7 is
a

Iso well-defined and bounded.

Proof: Using the lemma above, we have, using the same notations as in Theorem 1.1, that:

T T T s
vt Il [ IBdds+ [ [ 1B drlAdess ([ Addr ) ds

Moreover, by hypothesis, t — 0x Fy(X{) and t — Vxj(X?) are continuous over [0, 7] is compact so that
A and B have bounded norms over this closed interval. Combining this fact with the inequality above
gives us the boundedness of A. Finally, gg and 0gFy are continuous as well so that Vg7 is also bounded.

O

This is a minimal requirement for the descent algorithm we use to be meaningful: The solution of the
adjoint equation has to be well-defined and the gradient has to be stable enough.

In the following, we denote | f||cc= SUp; e, 1)<l f (£, )| for any function defined over [0, 77 x €.
This notation is also used when considering a tuple-valued function by taking the maximum over all
scalars of the tuple. -

Consider a perturbed solution X of the equation driven by Fy. The perturbation can typically be
due to numerical approximation errors. While this perturbation necessarily entails a modification of
the underlying gradient, the result below shows that this modification is reasonable in our setting.

Proposition 1.2 (Robustness of the gradient)

Consider a compact neighbourhood V' of X. Then, for a perturbed solution X in V of the forward
equation, the corresponding perturbed adjoint A as well as the perturbed gradient Vo J verify:

1A= Alloo< M[IX = X o
and

IVoT = VT |l M[|X = Xl
where M and M’ do not depend on X.

Proof:
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Notations In the following, we will omit # in the notations as it is fixed and doesn’t play a role here.

Define A which is solution to the perturbed adjoint equation:

d ~ ~
— =AM+ B
a t* At + Dy
and XT = _BVX].T(XT)-
Moreover, define Amed which verifies the same equation as X with X?"d = —0OVxjr(Xr) = Ap.

Let us also define:

() — 3 jmod
and

@) = xmod _ )
and

e=A—A\

which means that:
€V o< BIVxjr(X7) = Vixir(Xr)exp | All oo T

and, because jr is sufficiently regular by hypothesis, we can put My = sup ey ||V jr(Hr)| so that:
€M [loo< M exp Al T | X7 = Xo[| < My exp | AllooTIIX = X||oo

On the other hand, we have:

de§2)

ar = ﬁte?) + (At — A + Et — By

Moreover:
Vt, || By — Bill= || Vxj(X:) — Vi (X))

As a function of ¢, the latter is, by hypothesis, continuous over the closed interval [0, 7] so that there
must be an s such that:

Wt || Be — Bel|< [[Vxj(Xs) = Vi (Xs)l|
Then, similarly to before, taking My = supgevy,iecfo,1] V37 (Hy)||, we have:
1B = Bill< M2|| X = X
Similarly, because F' is also twice continuously differentiable on X, there is M3 such that:

14 = Al < M3l X — X||o

Thus, taking 5; = (At — A\ + B; — B; and combining the inequalities above and the fact that A is
bounded, we have:

18u1< (M| Moo+ M) X — X]loe
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Moreover, taking a; = A,, and recalling that e&? ) = X?Od — Ap = 0, we can then apply the Gronwall
lemma and deduce:
1€ [loo < T (M| Alloot+M2)(1 + T| Al oexp T Alloo) | X = X [|oc
Finally, regrouping all terms:
[elloo< LI X — Xloo
where:

L= BMyexp | AlloT + T (Ms| Al ootMz) (14 T Al ocexp T| Al )

Perturbation of the gradient We have:

o T
Vo — Vo |l m?x/o

Regarding the first term:

T OFp(X. <~ OF(X T
/ A, p(Xe)\ X, 0 (Xt) dtg/

0 00; 00; 0
then, using the regularity of F', the Cauchy-Schwarz inequality, the boundedness of A and the previous
result for the perturbation on the adjoint, there exists M4 and M35 such that we have:

T OF(Xy) < OFy(Xy)
/0 <At’ gei >_<At’ gez- >

For the second term, we simply use the Cauchy-Schwarz inequality along with the previous result on the

00; 00; 00; d

<At7 OFp(Xy) aFg()?t)> N <At % aFg()?t)>

dt < (TMy| |+ MsL) | X — X |

adjoint:
5 9Ogs 999 o~
M — Aoy — )| < L||=Z X — X
(h0- 0. 503 < | %] - %)
Combining the two inequalities gives us the desired result. O

In other words, the gradient calculated through the adjoint method is robust in the sense that its
perturbation is linearly controlled by the magnitude of the perturbation.

Such perturbations have two generic sources: noise in the data, e.g. when relying on measurements,
and numerical errors when solving in time the forward equation.

However, it is also important to note that those results are essentially qualitative and that the
constants M, M which are derived in the proof could have high values, depending essentially on the
regularity of the different functions defining the cost and the exact parametric family of F'.

1.3.3 Approximate Solutions

Theorem 1.1 gives us a way to calculate, for a given value of 8, the gradient of the constrained
problem studied here which allows to construct gradient descent algorithms for it. However, solving
the forward and backward equations eq. 1.1 and eq. 1.8 isn’t generally straightforward. They do not
yield a closed form solution and approximations are necessary at some point in order to obtain a
tractable algorithm.

There are essentially two different ways to tackle this problem [107]: the differentiate-then-discretize
approach, and the discretize-then-differentiate approach®. Note that both approaches converge to the
result of Theorem 1.1 when the discretization step goes to zero.

3The differentiate-then-discretize method is also often referred to as the continuous adjoint method, and the
discretize-then-differentiate approach as the discrete adjoint method [245].
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Differentiate-then-discretize In this approach, both equations, forward and backward, are dis-
cretized using numerical schemes. More specifically:

1. forward and backward equations are derived;
2. adequate numerical schemes for both equations are chosen and used to solve them;
3. the gradient is calculated.

There are advantages to this method:

o Numerical schemes can be chosen independently for the two equations, taking their structure
into account if there is a need and tailoring numerical precision according to needs.

e Any numerical scheme can be chosen, including non-differentiable ones.

« As advocated in [50], it is even possible to make those choices automatically, using available
solvers.

» Existing legacy solvers can be used without any modification to the forward equation solver.

The main problem with this approach is its lack of stability and robustness. Indeed, regarding the
methodology adopted in [50], there are many studied such as [279, 90] which show that learning
those models is not easy. More generally, this shortcoming is actually well-known and goes beyond
neural parametric families. Indeed, it can yield inconsistent gradients of the cost functional 7 and
the discretization of the adjoint equation depends on the studied problem. It therefore must be
carefully selected and tuned [40] which cannot be done with black-box solvers and broad parametric
families. Moreover, with parametric families Fy as expressive as NNs which are used in this work, the
corresponding equations can greatly vary which makes it impossible to make principled and sound
choices.

Discretize-then-differentiate In this approach, a differentiable solver for the forward equations
is used. More specifically:

1. a differentiable solver for the forward equation is chosen;
2. the solution X? is computed and thus has a differentiable relation to 6 through the solver;

3. the gradient of J(X") can then be computed by using automatic differentiation through the
(differentiable) solver.

In other words, the optimization problem becomes of the form:
L. 6,Dq
mzmemzze E(DO,D>0)€Datasct [j(D>O> X 7F)}

subject to  Vt, X{P° = DiffSolve(Fy, X3P 1),
X0 = go(Do)

The shortcomings of this approach are obvious:
« Some forward equations might not be possible to solve with differentiable schemes.

o It isn’t obvious to make a principled choice for the solver, especially when the parametric family
of equations is large.
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o It isn’t always possible to use existing legacy solvers, e.g. when gradients cannot bederived
easily from them. This might be a problem for some applications, e.g. climate modelling.

However, it also has many strengths:
o It is quite straightforward to implement with existing tools, especially for NNs.

o When Fj is taken in an expressive enough parametric family, it can compensate for a lacking
numerical scheme (a striking example is shown in Chapter 3 with the APHYNITY model when
used with exact knowledge of the physics).

o Whenever the forward equation is well-approximated, the computed gradients are stable
and consistent as there is no need for further discretization. We have also shown through
Proposition 1.2 that those gradients are also robust to small perturbations of the computed
forward solution X.

Our choice Let us recall that, while the two methods are consistent and while both converge to
the equations derived in Theorem 1.1 when the discretization steps tend to zero, they do not yield
the same results in general. In other words, discretization and differentiation are not commutative.
Building on preliminary experiments as well as on existing litterature, our choice in the remainder of
this work was thus to choose the second approach. For all the systems studied in the following, it
proved more stable and the fact that we were limited to differentiable solvers was never limiting.
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PART A

Learning Differential Equations with
Neural Networks

This part deals with the construction of neural models for the study of real world phenomena. In its
first chapter, we describe a general framework for the setting where the state describing the evolution
of the system is only partially observable. In the second, we propose two general models which, by
adequately constraining the learning problem, are able to handle the case where prior knowledge is
available for the first and where the data is heterogeneous for the second.

Our main contributions are thus the following;:

o a general framework to learn neurally parametrized differential models in the partially observable
setting from raw observations;

e the APHYNITY model which allows to construct adaptive hybrid models merging existing
expert knowledge with a minimal data-driven, neurally parametrized augmentation;

o the LEADS model which learns jointly from non-i.i.d. data, generated by distinct dynamics;

« theoretical analysis whenever possible of the proposed approaches and related questions and
extensive experimentation with various dynamical systems.

23



24



Chapter 2

Learning Partially Observable Differential
Equations

This chapter considers the problem of learning neurally parametrized differential equations from data
representing raw partial observations. Its content covers that of the following publications!:

o Learning Dynamical Systems from Partial Observations, I Ayed*, E de Bézenac*, A Pajot,
P Gallinari, [CASSP 2020;

o Modelling Spatiotemporal Dynamics from Farth Observation Data with Neural Differential
Equations, I Ayed*, E de Bézenac*, A Pajot, P Gallinari, Springer’s Machine Learning Journal;

o EP-Net: Learning Cardiac Electrophysiology Models for Physiology-based Constraints in Data-
Driven Predictions, I Ayed, N Cedilnik, P Gallinari, M Sermesant, FIMH 2019, Poster;

e EP-Net 2.0: Out-of-Domain Generalisation for Deep Learning Models of Cardiac Electrophysi-
ology, V Kashtanova, I Ayed, N Cedilnik, P Gallinari, M Sermesant, FIMH 2021, Poster.

2.1 Introduction

We consider the task of learning spatio-temporal dynamics when observations are supposed to represent
partial information of the underlying system state and the dynamics governing the state evolution
are unknown. This is the general situation in most scientific modelling problems. We assume that
the unknown dynamics obey a set of differential equations with general form:

S P(X) (2.1)

Where X is the system state, considered here as a spatio-temporal vector field. Its value at time t is
denoted X,(z) € R4

Many phenomena studied in physics, computer vision, biology [186], geoscience [85], finance [278],
etc. obey a general equation of this form. For this reason, an extensive effort has been put into
crafting such equations, solving and overall gaining a better understanding of them. Generally, when
F is known, predicting and analyzing the dynamics of the system often amounts to using an adequate
numerical solver.

However, for many practical problems, F' may not be fully known, e.g. the relations between the
components of the state can be difficult to establish from first principles or even by phenomenological
modelling heuristics. With the availability of very large amounts of data captured via diverse sensors,

In particular, while the field has known many advancements since, the related work and cited papers as well as
baseline models in the experiments reflect its state at the time of their publication.
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of substantially improved computational infrastructure and techniques and the recent advances of
statistical methods,a data-driven paradigm for modeling dynamical systems where the state dynamics
is automatically discovered based on the observations has thus emerged and gained traction those last
few years [66, 5]. This is usually performed by considering an adequate class of admissible functions
{Fy} parametrized by 6, and looking for a # such that the solution X of :

dX,
= () (2.2)
fits the measured data.

However, there is a major drawback to this approach: for most real-world applications, the
variables describing the system are not fully visible to external sensors [46], e.g. when studying
ocean’s circulation, variables contained in the system’s state such as surface temperature or salinity
are observable via satellite imaging, while others subsurface variables are substantially more difficult
or costly to observe. In this case, the state is said to be partially observable. In other words, for most
real-world applications, the X variables describing the system are not fully visible to sensors and this
is the setting considered in this Chapter.

Instead, we assume that sequences of partial observations {(Y;);} are acquired on a regular spatial
grid, thus providing incomplete information about the unknown underlying process represented with
(full) state variables {(X;);}. We make the natural hypothesis that incomplete observations Y; can be
computed from the corresponding unknown state X;. In order to model the unknown spatio-temporal
dynamics, we will consider a class of admissible functions Fj implemented by deep convolutional
neural networks in order to take into account complex spatial dependencies and multi-scale behavior.
Our objective is then to learn parameters 6 capturing the dynamics of the system’s state from raw
data and then perform long-term forecasts without prior knowledge of the system.

More precisely, we start by constructing a general optimization program allowing to learn neural
differential models of partially observable systems (Section 2.3). We then propose two idealized
settings in order to gain a better understanding of the non-observed part of the reconstructed
state (Section 2.4). Experiments on the incompressible Navier-Stockes equations allow us to evaluate
our proposed framework and dive deeper into understanding its properties (Section 2.5). The last two
sections intend to go further by studying the limits of our modelling methodology: by applying it to
a more realistic context where the hypothesis underlying its formulation are not verified (Section 2.6),
by instanciating it on 3D data and by testing its extrapolation ability w.r.t. new, unseen boundary
conditions (Section 2.7).

To summarize, our main contributions are the following:

o We propose a framework for learning complex spatio-temporal dynamics in the challenging
partially observable, large size observation spaces context.

o We introduce two settings: the first relies only on observations while the second assumes that
a full initial state is available for each trajectory. For both, we analyze the learned state
representaions w.r.t. the canonical interpretable physical states.

o We demonstrate its performances and test its limits on three problems: the incompressible Navier
Stokes equations, the challenging and realistic Glorys2v4 dataset of Sea Surface Temperatures
and data from the Electro-Physiological modeeling of the heart.

Overall, the most promising aspect of our contributions is the fact that, when parametrized
and trained correctly, Neural Networks are able to learn realistic models of realistic dynamics with
reasonable amounts of data, even in the partially observable setting and without any prior knowledge
while exhibiting interesting robustness and extrapolation abilities.
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2.2 Related Work

The idea of leveraging ML methods in order to learn data-driven models of dynamical systems is not
new: [200] gives a thorough introduction to the closely related field of Nonlinear System Identification
while [66, 5] gives an early example of such endeavours. More recently, [230] and [293] used sparse
regression on a dictionary of differential terms to recover the underlying PDE. [81] construct a bilinear
network and use an architecture similar to finite difference schemes to learn fully observed dynamical
systems. [169] also carefully tailor the neural network architecture, based on the discretization
of different terms of the underlying PDE. In [219], they propose recovering the coefficients of the
differential terms by deriving the kernel of a Gaussian Process from a linearized form of the PDE.
Developping the so-called "Physically Informed Neural Networks" (known as PINNs) formalism, [218]
propose to learn data-driven solvers where the loss ensures that a known or parametrized differential
equations is verified while data representing initial and boundary conditions are fit by the learned
solutions, parametrized as Neural Networks. More generally, [276] propose a broader survey of ML in
physics-based modeling. Overall, in all of those approaches, we can generally see that either the form
of the PDE or the variable dependency are supposed to be known and that the context is often one
where the state is fully observed.

Related to our work, there is the field of data assimilation [170, 47], where one is interested in
using (partial) observations, in conjunction with the evolution model, supposed known, in order to
retrieve the canonical state. Typically, our constrained optimisation problem is similar to the one
posed in classical 4D-Var [47], where the constraint is the evolution equation of the state. Although
there have been work in data assimilation community where the evolution equation is only partially
known and some unknown forcing terms are estimated from the data [35], our work takes a more
data-driven approach, where we make no assumptions and use no prior knowledge of the underlying
evolution equation.

Recently, other approaches, combining ideas from data-assimilation and machine learning attempt
to tackle the problem of learning the system from partial observations. [201] learn an LSTM to forecast
Lorenz-63 system when only sparse acquisitions in time of the full state are available. However, these
methods evaluate themselves solely on the observed data, and do not consider the hidden states that
are predicted by the model. A more hybrid example is [69], corresponding to our PKnl baseline,
where they propose to learn a forecasting system in the partially observable case, where part of the
differential equation is known, and the other is approximated using data, which allows the network’s
hidden state to acquir a structure similar to that of the true hidden state.

There are quite a few modelling applications for ML. Recent developments include [134] which
perform change detection for satellite image time series using autoencoders, extreme weather event
detection considered in [215] and Convolutional LSTMs used in [241] for nowcasting. [136] is one of
the first papers constraining neural networks to be consistent with physics and using prior physical
knowledge for a prediction task, the application being lake temperature modeling. [265] makes use
of a super resolution convolutional neural network with multi-scale input channels for statistical
downscaling of climate variables. [208] also tackle the forecasting and assimilation of geophysical
fields and consider sea surface temperature as an application.

2.3 Learning the Dynamics of Partially Observable Systems

In this section, we formalize the setting we will be working on and cast it into an optimization problem
within the framework developed in the previous chapter.
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2.3.1 Partially Observable Systems: Hypothesis, General Setting and
Notations

The task considered in this chapter is about learning the dynamics of a given dynamical phenomenon
while assuming access only to partial measurements of the system’s state.
More formally, our hypothesis are the following:

« We have a dataset {Y®}; = 1...N corresponding to N sequences of observations. Here, Y}(i)
denote the available measurement at time [ from the ¢—th sample sequence, and Yl(;)l the
sub-sequence of observations from time [ to m. For simplicity, the superscript ) may be
omitted.

o There exists a stationary, deterministic and differentiable function H and a spatial vector field
X. satisfying equation eq. 2.1 such that H(X.) =Y.

Note that the state in this chapter is a spatial vector field which we study over a compact set
0, T] x 2, meaning that for (t,z) € [0,T] x  we have that X;(z) € R% Additionally, let us also note
that while we assume the existence of such a state function generating the observations, nothing is
assumed regarding its uniqueness.

Moreover, H represents the loss of information between the state X describing the evolution
system and observations Y. In particular, in our experiments, H will be a point-wise projection
operator but all general considerations would remain true in other contexts.

A first question is then whether it is always possible to reconstruct a state function X from the
observations, for any function H. This is clearly not the case in general: if H has a constant value for
all inputs for example. However, the Takens theorem, see [255] for the original statement and [227]
for a more recent version, states? that, for a dense set of observation functions #, there exists an
integer K such that Y; g1+ can be transformed into X;. In the following, we suppose that H is such
a function. In other words, there exists K and a function g such that X; = ¢g(Y;_x.1.4). In practice,
K is treated as a hyper-parameter of our models.

Another question regards the uniqueness of the state X. Indeed, H represents a loss of information
and is not injective which in particular means that it is not invertible. This implies that there
could exist many state representations which induce the same observations Y.?> Our experiments
are performed on simulated data, providing access to all the variables of the system, so that we will
denote by canonical state, the true state of the physical model i.e. the one used in the simulation,
which is not available for training in our context. Having access to this ground truth state will allow
us to measure how much of the ground truth state information has been learned by our model. Of
course, this analysis is performed here for the evaluation of the model and to understand its properties.
It is mostly not feasible in real situations where we have no access to state variables.

2.3.2 Optimization Problem

We want to learn a state representation and its evolution dynamics from sequences of partial
observations. A natural formulation as an optimization problem is then following:

mimemize E(v_ys1.0,Y1.7)€Dataset [J (Yip, H(X 9)1;T)}

dx?
subject to d—tt = Fy(X)D),

0
Xo = 9o(Y-k+10)
2We have voluntarily stated the theorem in loose terms as there are many versions of it in many different settings

and the involved technicalities are beyond the scope of the heuristical argument we present here.
3We give a more rigorous statement regarding the more particular situation of interest in this work in Section 2.4.

(2.3)
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where we take:

T

T (V)i (YVa):) = DIYi = Vi3 (2.4)

=1

where the L? norm is taken over the compact spatial domain 2 CA]Rd over which the vector fields
are defined here and where the dataset is a set of the form {(Y_(Zk)ﬂ, vy 0(1)7 ...,Yiﬁl))}i, where all
observations Y¥) are supposed to be generated through the same underlying dynamical system, with
different initial conditions. gy is a function to be learned and used for predicting an initial state X
from past observations Y ;. 1.0. This last dependency is omitted in the notation for ease of reading
but it should be emphasized that it exists nonetheless in general, except in trivial cases.

The difficulty and originality in our context stems from the combination of multiple factors: the
incomplete information setting, the complexity of the considered dynamics and the high-dimensional,
raw spatial data provided as observations. Classical non-linear system identification do not handle
this type of data [268]. Closer to us, neural differential equation solvers, e.g. [243, 217] or [50], all
assume having access to the full states and not only to incomplete observations as we do here.
(243, 217] furthermore assume that the form of the differential equation is known. Solving the problem
in Equation eq. 2.3 in this context requires a specific parametrization of the model: we choose Fj and
gp to be deep convolutional networks, which allows us to learn complex spatial differential operators
from data like advection or diffusion terms present in Navier-Stokes [231] unsupervisedly. The time
evolution is then obtained by solving the forward equation parametrized by Fjy.

While this model can (and will) be discretized, it is continuous in nature and can thus be related
to the equations used in standard physical models. Here, # is the variable controlling the learning
and contains the parameters for both F' and g.

2.3.3 Training and Inference Algorithms

The formulation clearly fits into the framework defined in Chapter 1 where we have taken:
o Dy as the sequence of past observations Y ;1.9 and D > 0 as future observations Yi.7;
e Jasineq.1.4 with a =1, =~ =0 and j as the squared L? loss over .

Thus, the optimization problem defined here can be solved using gradient descent methods as
discussed previously. In our case, Fj and gy are parameterized as neural networks but other parametric
families without any changes to the algorithm, the only constraint being differentiability with respect
to 6.

The (general) training algorithm adopted here is Algorithm 1 below.

For inference, the parameters being learnt and fixed, we simply calculate Xy = go(Y_g11.0) then
use it as an initial condition to solve the equation parametrized by Fj which gives us X; for any ¢.

2.4 Analyzing the Hidden Dynamics

In this section, we show that the optimization problem defined above is ill-posed and admits non-
canonical state representations as optimal solutions. We then outline two settings where we analyze
the induced state representation.

2.4.1 Learning An Ill-Posed Problem

For all of the following, we will consider the more specific (but still broad) situation where we take Y’
and X to be vector-valued spatio-temporal fields with values respectively in R and R? where [ < d,
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Algorithm 1: Training Procedure in (in the experiments)

Input: Training samples {(Y_j11.0), Yir}-
Guess initial parameters 6
while not converged do
Randomly select sample sequence {Y_j 1.0, Y11}
Xo < 90(Y_k+10)
for 1 <i:<[do
X; So@e()?i_l, Fy)
Y; — H(X;)
end for
Compute gradient of 7 ((Y;)1<i<i, (Yi)1<i<t)
Update # in the steepest descent direction
end while
Output: Learned parameters 6.

thus reflecting the loss of information through H. This last operator is taken as a linear projection.
Without loss of generality, we can thus consider Y to be constituted by the first [ components of X.

Given the remarks in Section 2.3.1, the following result shows that there is usually an infinite
number of solutions to the optimisation problem.

Proposition 2.1

If | < d and the unobserved part of the state is non trivial, the non-parametric version of the
optimization problem eq. 2.3 admits an infinite number of null loss solutions which are distinct
from canonical state representations.

Proof: Let us suppose we have an equation F' along with a state X perfectly fitting all observations so that
the loss is null and that we can write, because all observations are perfectly fit, X; = (Y3, Z;) where Z is
an R?-valued spatio-temporal field. We also write the R% to R? function F as (F(}), F(?)) so that we
have:

dX; (dYt dZ;

T S Ta ) = F(X0) = (FO X0, FO(X0)

Let ¢ be a smooth diffeomorphism of R4, meaning that it is a smooth invertible function with a smooth

inverse?, and let ¢3 X be defined as:

Vt, (04 X)e = (Y2, 0(Z1))
We then have:

do(Z, dz
MA) 0020 -2 = 0,0(2) FO(x0)
so that:
A(GX):

X0 _ o (4,x),)
where F? is defined by:
Foo) = (FO ((07:(x)).

070 (P<2> (<¢1>ﬁ<w>)) . F® (<¢>1>ﬁ<w>)>

4Smoothness may depend on the considered system but here we need it at least to be of class C? so that F'¢ can be
C? as needed for the gradient descent algorithm.
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with P(®) being the projection associating to a vector of R% the vector of its last d — [ components.

Moreover, ¢4 X fits all observations as H(¢3X) = H(X) by construction. Thus, ¢;X is also a null loss
solution. Finally, whenever ¢ is not the identity over the range of Z, which is for an infinite number of
transformations because by assumption the range of Z is non trivial, ¢4 X # X which gives us an infinite
number of null loss solutions.

By construction, the canonical state X" along with the canonical ODE which has generated the dataset
perfectly fits the observations and thus has a null loss. From this, we can thus generate an infinite number
of null loss solutions which are distinct from X" by the arguments above. O

Moreover, as a corollary, if the chosen parametric families are universal approximators, which is
true in our case, this means that we can obtain state representations which are non-canonical with
arbitrary low losses over observations. In other words, this result shows that solving the optimization
problem defining our model doesn’t necessarily leads to a state space that is physically interpretable,
even when observations are accurately forecasted.

However, this doesn’t tell us how the states actually learned via gradient descent with our neural
parametrization will look like.

In order to investigate this, in the following, we introduce two settings for analyzing the learned
hidden states and help understanding what information has been learned. As we show in Section 2.6,
the properties of those two settings can be useful when dealing with real world data.

2.4.2 Setting 1: Jointly Trained (JT) States

In this setting we fix the architectures of gy and Fy and train the model. The dataset used is only
composed of observations and is of the form
{(Y(QH, LY YT(Z))}Z-. The states learned in this setting will be referred to as Jointly Trained (JT)

states.

We can’t expect JT states to have any particular structure for its d — [ hidden components as we

don’t prescribe any in the loss nor in the formulation of the problem. However, two questions can
still be asked:

o Is this model able to learn dynamics which can generate accurate forecasts for the observations?

e Do the JT states contain the same information as canonical ones? In other words, can we
transform JT states into canonical ones?

Intuitively, any method which sucessfully forecasts observations up to arbitrary forecasting horizons
and for different initial conditions using some state representation should have stored the relevant
information into the learned state representation. The following proposition makes a more precise
statement of this intuition:

Proposition 2.2

There exists an invertible function e which transforms jointly learned states into canonical states.

Proof: Let X resp. X’T, be the canonical state, resp. the jointly learned state, which dynamics are
described by F® resp. F'T. Let & resp. ®T, denote the flow of the corresponding ODEs so that
D7y, resp. @g}}, is the value of the canonical state, resp. jointly learned state, at time ¢ if it was of value
X at time 0. Remember that ®;. is invertible at every ¢ for both states. Finally, let us denote S“", resp.
ST the space spanned by all canonical states, resp. jointly learned states.

By construction, there is a function e and an integer K such that X/T = e(Y;_g41,---,Y;). Then, if we
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denote by j the function:
52X e (M (@) 0)
H (@) 00) (X))
we have that:

vt, Xf]T = j(Xtcan)

Let us now suppose that two different canonical states, X and X’ are such that j(X) = j(X'). Then,
applying j then the flow ®JT then H, we see that those two states generate the same sequence of
observations, as, again by construction, we always have H (X ") = #(X’T). This means that the two
states are the same, as those are two canonical states generating the exact same sequences of observations.
Thus j is injective.

Moreover, all possible observations can be generated by canonical states by definition and thus for any
XtJT € ST there is a sequence of observations such that Xg]T = e(Yi_kAt+1, ..., Yz) and then taking the
corresponding canonical state Xf** we have that XjT = j(X"). Thus j is surjective. O

This implies that when a model is trained without any supervision or prior information about the
true states, it is still able to capture the information present in the canonical states.

2.4.3 Setting 2: Feeding in a Canonical Initial Condition

In this second setting, we inject some prior information to constrain the learned state space. There are
several ways to do that. One may for example add terms to the loss that reflect physical constraints,
constrain the parametrization of F' to follow some predefined dynamics, etc. However, all those
methods would be problem specific.

We chose here to inject prior information by prescribing an initial state with canonical structure
instead of using g as above. This comes at a cost: the algorithm now has to take a full state
as ingut for each sequence of observations. Thus, in this setting, the dataset used is of the form
{(Xél Y9 YT(Z))}i. This is an idealized setting since usually true state information will not be
available, but it is used here as a simple and generic way to inject prior information.’

There are also two main questions to ask in this setting:

o Are we still able to forecast accurately observations with this additional constraint? How does
it compare to the JT setting?

o How is the structure of the initial state transformed through time? Are the dynamics of the
hidden components of the state preserved by the prescription of the ground truth initial state?

A first fact is that, for the same reasons outlined in the proof of Proposition 2.1, there still are
infinitely many possible state representations which produce accurate forecasts for observations, even
when X is fed as an input to the model. The idea here is that if the evolution term F happens
to have a bias towards preserving structure, meaning that it would preserve through time the way
information is encoded canonically, as it is in X, then we could hope to keep the canonical structure
throughout state forecasts and thus learn unsupervisedly the hidden canonical dynamics. We will see
that this happens to be the case for the Navier-Stokes equations but is not necessarily a general fact.

5Note however that the number of needed states is roughly T times less than the number of observations. Thus,
this setting stays coherent with the spirit of our work.
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2.5 Experiments on the Navier-Stokes Equations

In this section, we present experiments conducted on simulations of the two-dimensional incompressible
Navier-Stokes equation. The dataset is the result of a simulation, thus giving us a controlled
environment for experimentation and giving us a way to test our model and its properties. Moreover,
those equations are fundamental for modeling transport phenomena in the atmosphere and in the
ocean including the data generated for the more complex Glorys2v4 experiment (Section 2.6).

2.5.1 A Short Reminder About the Navier-Stokes Equations

A modern and thorough presentation of the incompressible Navier-Stokes equations and the underlying
mathematical objects can be found in [93] for example.
Those equations are:

?;;—l—(wV)u:—vlf—l—g—l—VVZu

op (2.5)

—+(u-V)p=20

V-u=0

where V- is the divergence operator, u corresponds to the flow velocity vector, p to the pressure, and
p to the density.

The Navier-Stokes equations are not of the form of eq. 2.1 as we still have the pressure variable p

as well as the null divergence constraint. However, the Helmholz-Leray decomposition result [93],
states that for any vector field a, there exists b and ¢ such that:

a=Vb+c
and
V.c=0

Moreover, this pair is unique up to an additive constant for b. Thus, we can define a linear
operator P by:

P(a) =c¢

This operator is a continuous linear projector which is the identity for divergence-free vector fields
and vanishes for those deriving from a potential.

By applying P on the first line of eq. 2.5, we have, as u is divergence free from the third equation
and as g derives from a potential:

ou

5 = —P[(u - V)u] + vP(V?u)

where permuting derivation and PP is justified by the continuity of the operator®.
Thus, if u is solution to eq. 2.5, it is also a solution of :

ou 9
5 = —P[(u - Va)u] + vP(V<u)
P
o —(u-V)p

6One can use a finite difference approximation to show it for example.
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which is of the form of eq. 2.1.
Conversely, the solution of the above system is such that:

0
U = / a—? = /—P[(u V)] + vP(V2u)
which gives, by exchanging P and the integral” :

Ut:P

/ —(u-V)u+ I/V2u}

so that u is automatically of null divergence by definition of P. The two systems are thus equivalent.
In conclusion, we have:

Xz(Z),and Y =H(X)=p

Moreover, u is generally a two or three-dimensional spatial field while p is a scalar field.

2.5.2 Implementation and Dataset Details

Here, we give additional practical details regarding the Navier-Stokes experiments.

e The Dataset

We have produced 600 separate simulations with independently and randomly generated
initial conditions,® with the 2D spatial domain containing 64 x 64 points. The simulations were
conducted with At = 0.5s then subsampled 5 times. This means that the frames in the figures
and tables, both in the training supervision loss and during inference, are separated by 2.5s. The
total length was 50 time-steps per simulation. Regarding turbulence, the fluid has been chosen with
relatively low viscosity, close from the Euler equations in the velocity regime we sampled from, with a
Reynolds number of 10000.

We have taken 300 from those simulations to construct the training set, 200 for validation and 100
for test. In particular, this means that the sequences used in the test results we present and analyze
below are produced by initial conditions the model has never seen. For both settings, this gives
us a total of 15000 observations for the training set and 10000 for the test set. In setting 1, for the
restructuring of JT states experiment, we used 500 additional full states to train the transformation.
In setting 2, we use an additional 2500 full states for training and 1666 for testing where each full
state is the full initial state for a certain trajectory.’

As stated before, one also has to choose a training horizon T', to construct the used dataset of the
form {(Y_(Zk)ﬂ, LY YA, for setting 1 and
{(Xéi), l(i), ...,YT(i))}i for setting 2. We have treated T as a hyperparameter of the model and
have chosen it to be equal to 6. An important observation is that the higher T', the more memory
demanding the training will be and the more carefully the gradient descent has to be done, especially
at the first steps (by tuning the learning rate, scheduled sampling,...). However, we have observed
that models with higher horizons tend to generalize better and forecast more accurately for farther
time horizons, which makes sense as it makes the model take into account long term effects.

Another misconception to avoid is to confuse the training horizon 7" with the inference horizons
at test time: For example, a model which is trained for sequences with 7" = 6 can be very accurate
for longer time horizons as we show in the results below.

"To prove this, we can take a sum approximation to the integral and use again the linearity then the continuity of IP.
8For each, we have chosen a random location where we put a concentric density, as well as a random velocity field.
9This means in particular that the supervision loss is still only calculated w.r.t. observations.
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e Implementation

In practice, the cost functional 7 is estimated on a minibatch of sequences from the dataset
and optimized using stochastic gradient descent. Throughout all the experiments, Fy is a standard
residual network [115], with 2 downsampling layers, 6 residual blocks, and bilinear up-convolutions
instead of transposed convolutions.

In the experiments for setting 1, we parametrize gy as a Unet [229]. More precisely, we have used
a modified variant of the FlowNetS architecture of [77] with:

o three double convolution steps, each double step having a two-strided first convolution then a
one-strided second one, with all convolutions having kernels of size 3 and batch normalization;

e mnon linearities are Leaky ReLLU with parameter 0.1;

o the last two deconvolution steps are replaced with convolutions so that the desired number of
output channels is obtained (in our case, we start with four input channels and output two).

Note that all experiments were conducted with the same architectures, showing the genericity
of our approach: while adapting the parametrization can improve quantitative reults, it doesn’t
fundamentally alter our conclusions and shows that the cost of experimentation when developping a
model for a new dataset can be decreased.

To discretize the forward equation eq. 2.2 in time, we use a simple Euler scheme. Note that the
discretization step-size may differ from the actual time interval between consecutive observations
as defined by the simulations; in our case, we apply 3 Euler steps between two observations, 7.e.
ot = % x 2.5s. For the spatial discretization, we use the standard grid discretization induced by the
dataset. The weights of the residual network 6 are initialized using an orthogonal initialization. Our
model is trained using a scheduled sampling scheme with exponential decay, along with the Adam
optimizer, with a learning rate set to 1 x 107°. We use the Pytorch deep learning library [209].

e Baselines and Metrics
We compare our models to two different baselines:

PKnl Tt is a physics-informed deep learning model described in [69], where prior physical knowledge
is integrated: it uses an advection-diffusion equation to link the velocity with the observed
temperatures, and uses a neural network to estimate the velocities.

PRINN [271] Tt is a heavy-weight, state of the art model used for video prediction tasks. It is
based on a Spatiotemporal Convolutional LSTM that models spatial deformations and temporal
variations simultaneously.

We use a renormalized relative squared error as a metric for observations:

11 & IH X (@) = Yi(@)]l
TIQ%% ||Yk< Ik (2.6)

To evaluate the quality of the hidden states, we use cosine similarity between the model’s hidden
state and the true hidden state of the system?!?

1 & 1 (u! (@), v (x))
% 2 T

e

(2.7)

10The cosine similarity is relevant for the comparison with PKnlI: the norm of its hidden state may not correspond to
the ground truth norm.
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Ground Truth

Baseline: PredRNN

Figure 2.1: Forecasting the Navier Stokes equations 30 time-steps ahead with different models,
starting from a given initial condition. In this figure as well as in the following ones, the veloc-
ity field is represented using the Middlebury Color Code as implemented in the flowlib library
https://github.com/liruoteng/OpticalFlowToolkit /blob/master/lib /flowlib.py.

where the u’ are the horizontal and vertical components of the velocity field u

The cosine similarity is relevant for the comparison with PKnl: the norm of its hidden state may
not correspond to the ground truth norm.

For the velocity vector field representation, color represents the angle, and the intensity the
magnitude of the associated vectors. More specifically, we represent the velocity fields into an image
by using the Middlebury color code from the flowlib library (for which there is a code here:
https://github.com/liruoteng/OpticalFlowToolkit /blob/master/lib /flowlib.py).

2.5.3 Forecasting Observations

Table 2.1: Relative MSE 1 2, 527 S~ I @l for our model and different baselines, at different

zeN Yy (@)

temporal horizons on the Navier Stokes equations. Note that the Setting 2 model uses a full, true
initial state as Xy while the Setting 1 one only relies on observations.

MODEL T=5 T =10 T =50
OURS (SETTING 1) 0.152 0.243 0.650
OURS (SETTING 2) 0.118 0.180 0.483
PKNI [69] 0.194 0.221 0.752
PRNN [271] 0.170 0.227 0.719
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Figure 2.2: Setting 2: Forecasting the Navier Stokes equations, starting from a given initial condi-
tion (not shown here). We forecast 42 time-steps ahead and compare results with the ground truth
simulation.
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Figure 2.3: Setting 2: Forecasting the Navier Stokes equations, starting from a given initial condi-
tion (not shown here). We forecast 42 time-steps ahead and compare results with the ground truth
simulation.
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Figure 2.1 shows a sample of the predictions of our system over the test set for the Navier Stokes
equations for both settings 1 and 2. The good results it shows are confirmed by Table 2.1. Our model
is able to predict observations up to a long forecasting horizon (results are shown for up to 30 steps
in Figure 2.1 and 50 steps in Table 2.1), which means that it has managed to learn the dynamical
system. Note that for setting 2 in Figure 2.1, the initial states used at test time have never been seen
at training time which means that the optimization problem was solved correctly without over-fitting.
Moreover, the cost function is only calculated using observations which means full states are not used
for supervision, in accordance with our setting. An interesting remark is to observe that the jointly
trained model (setting 1) is slightly less accurate than the one given X, (setting 2), which makes
sense as this last algorithm is given a few additional full states when JT isn’t given any.

Visually, as can be seen in Figure 2.1 by looking at the small features of the observations, our
model manages to capture many details which are important to robust long term forecasts while the
PRNN model, which proves to be a strong baseline at the level of observations!! for the first few
steps, produces less sharp predictions which explains its worse performance when evaluated on long
term predictions. Additional samples shown in Figure 2.2 and Figure 2.3 confirm this observation.

2.5.4 Restructuring Jointly Trained States

Proposition 2.2 shows that there must exist a way to transform JT states into canonical ones, which
would make them more palatable and easier to interpret. In order to confirm this theoretical result
empirically, we did the following:

1. We took a small set of full canonical states from the Navier-Stokes dataset, corresponding to 10
sequences (to be compared to 300 sequences of observations used for training) and computed
the corresponding JT states.

2. We used it as a training set to learn the invertible transformation between JT states X’T and
canonical ones X", which boils down to a regression problem where we want to predict X"
from X771,

Figure 2.4 shows an example of the output from the transformation this transformation yields: it
allows us to transform the non-structured hidden states of the jointly trained model into interpretable
states corresponding to the canonical representation. From a quantitative point of view, after 5
predictions, the average cosine similarity over the whole test set goes from 0.192 in the jointly trained
representation to 0.582 when transformed. While this result is far from perfect!?, it still shows promise
and demonstrates that this approach could be applied in many cases to recover canonical states.

2.5.5 Imposing the Initial Condition Prescribes the Hidden Dynamics

Figure 2.1 shows that in setting 2, when we add a full initial state, our model is able to forecast not
only observations but also the dynamics of the hidden components of the state. This is a surprising
result: even though this model gets additional structured information at the input, there are still an
infinite number of ways to transport that information through time-steps and to store it into the
state representation. Table 2.2, shows the mean cosine similarity between target and predicted states
for our model in setting 2. This similarity is high (around 0.8) for short term prediction (5 steps) and
still substantial for long term prediction (around 0.5 for 50 steps). For comparison, we also indicate
in Table 2.2 the values obtained with the PKnl model.

1Tt doesn’t produce meaningful hidden states.
12In particular, the choice of the regression algorithm isn’t obvious and the size of the needed dataset will depend on
this choice as well as on the desired accuracy, as with any regression problem.
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Figure 2.4: Setting 1: Example of a sequence of hidden states transformed by the calculated conjugacy.

Table 2.2: Cosine similarity % >he ﬁ > e mm scores for our models and a baseline, at

different temporal horizons on the Navier Stokes equations.

MODEL T=5 T =10 T =50
OURS (SETTING 2) 0.798 0.679 0.483
PKNI 0.243 0.207 0.098

In order to see if this is a property of the particular architecture used here, we conduct a
series of ablation studies where we try to remove different components of the model and see how it
behaves (numerical results are shown in Table 2.3):

ResNet. Here we simply use a residual network, with the exact same architecture as the one used
to parameterize our model. The difference is that here we use it directly, not through an Euler solver.
The results are notably less accurate for observations but, more importantly, this model turns out to
be completely unable to forecast hidden states corresponding to the true ones. This shows that the
way our model is structured around a solver which takes into account the differential structure of the
studied problem is a strong regularizer.

ResNet no skip. This last argument may remind us that a residual network closely resembles
the non-uniform discretization of an ODE. Thus, this should help it perform well and explains the
relatively good results on observations for the ResNet and, by getting rid of the skip connections
while keeping all layers untouched, which leads to a CNN, the performance should worsen. This is
indeed what happens in our tests.

Unet. We tried using this other classical architecture, which is often used for regression problems,
with roughly the same number of parameters as in our parameterization. It proved to be weak against
our model for both observations and hidden states.

Ours, Modified H. Here, we seek to check whether our results depend of our particular choice of
‘H: we change it and make it project to the first dimension of the velocity field (instead of the density).
We use our model in setting 2 (we give Xy as input). The results, while slightly less good, are quite
robust to this change, considering that we haven’t changed the hyper-parameters of the model.
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Table 2.3: Ablation study for our model, at different temporal horizons on the Navier Stokes equations

MODEL T=5 T=10 T=50
MSE COSINE MSE COSINE MSE COSINE
OUuRs (SET. 2) 0.118 0.798 0.180 0.679 0.628 0.483
Ours, (SET. 2, MoD. H) 0.191 0.732 0.288 0.620 0.49 0.534
RESNET 0.288 0.604 0.391 0.333 0.73 0.032
UNET 0.659 0.069 0.692 0.028 0.84 0.023
RESNET NO SKIP 0.615 0.162 0.71 0.060 0.897 -0.04

e Discussion of the results

Those experiments lead us to the following conclusions:

o In the case of the Navier-Stokes equations, our model, with a simple solver for an equation
parametrized through a residual network, allows us to learn unsupervisedly the dynamics of the
hidden dynamics of the state.

o This result is robust to a change to the dimension H project onto.

o The fact that a solver is used, instead of a direct regression model, appears to be very important,
as comparisons to other standard powerful architectures show, even when the exact same
parametrizations are used.

However, this still doesn’t explain why this works for the hidden components, as the problem
is ill-posed nonetheless. We hypothesize that the architecture of the network used to parametrize
the equation is biased towards the preservation of the input code, which happens to be that of the
canonical state because X is fed into it.

We show in Chapter 4 that a similar kind of phenomenon is also empirically observed in other
learning tasks and delve further into the details of this phenomenon in Section 4.11.

In those first experiments, we have studied two separate settings with different levels of supervision
over the full state: Setting 1 supposes that none is available while Setting 2 allows to initialize with a
fully known state. However, in practice, systems of interest may present a hybrid setting, for example
with the availability of a proxy for a part of the unobserved part of the state. This is what the
following section is about as it will study an example of such a situation for a more complex, more
realistic dynamical system. Finally, the last section further studies the generalization of our model
with changes in boundary conditions.

2.6 Testing the Limits of the Model: Forecasting Ocean Cir-
culation Dynamics From Satellite Images

In this section, we use our model to study Sea Surface Temperatures dynamics as modeled by the
Glorys2v4 simulations. We assume access to a proxy for part of the hidden components of the state
for the initial condition which places us in a hybrid setting when compared to the two settings used
for Navier-Stokes equations. This allows us to leverage the properties of both while remaining in a
realistic context.

We first describe the realistic, state-of-the-art simulation of ocean circulation we used to form our
dataset. We then propose two instances of our model and compare them to standard baselines.
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2.6.1 The Glorys2v4 Dataset

The Glorys2v4 product is a reanalysis of the global Ocean (and the Sea Ice, not considered in this
work). The numerical ocean model is NEMOv3.1 [177] constrained by partial real observations of
Temperature, Salinity and Sea Level. Oceanic output variables of this model are daily means of
Temperature, Salinity, Currents, Sea Surface Height at a resolution of 1/4 degree horizontal resolution.

The NEMO model describes the ocean by the primitive equations (Navier-Stokes equations together
with an equation of states). Let (i, j, k) the 3D basis vectors, U the vector velocity, U = Uy, +wk (the
subscript h denotes the local horizontal vector, i.e. over the (i,j) plane), T" the potential temperature,
S the salinity, p the in situ density. The vector invariant form of the primitive equations in the (i, j, k)
vector system provides the following six equations (namely the momentum balance, the hydrostatic
equilibrium, the incompressibility equation, the heat and salt conservation equations and an equation
of state):

oUy,
ot
dp
9 = —pPg
VU=0
oT

—— = -V.(T DT + FT
5 V.(TU) + +

%f = —-V.(SU) + D® + F*

p=p(T,5,p)

where p is the in situ density, py is a reference density, p the pressure, f = 2Qk is the Coriolis
acceleration. DY, DT and D® are the parameterizations of small-scale physics for momentum,
temperature and salinity, and FU, FT and F* surface forcing terms.

As in Section 2.5, the divergence-free constraint can be enforced through the Leray operator.
Moreover, p is a function of other state variables so that the state can be written as:

1
_ {(U.V)U} [k x Uy = Vp+ DY 4 P
0

h

U
X=|P|and HX)=T
=|g| an (X)="T.
T
where T is the daily mean surface temperature derived from the instantaneous potential temperature
T in the model.
The level of supervision for the initial state here is hybrid when compared to the two settings
described in the previous sections: in addition to the temperature observations, it is possible to access

an estimation of the velocity field w,. We also assume that this access frequency is less than daily,
meaning that the situation is akin to Setting 2 described in the previous section.

2.6.2 Models

This dataset is much more challenging and represents a leap from the fully simulated one presented
before. One reason is obviously the high dimensionality of the system and the absence of a full state
as initial input to our system as we only have a proxy over the velocity field. A second one is the fact
that the neural network model is trained over sequences where only a local spatial region is observed
(see Figure 2.6) corresponding to fixed size zones of the ocean. The physical model, on the other
hand, simulates the dynamics over a larger area on the ocean. This means that informations from the
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neighboring areas beyond the fixed size zone is not available to the neural network. This makes the
dynamics for the coresponding zone non-stationary as boundary conditions are constantly shifting,
thus violating an assumption of our method and making it difficult to make long term forecasts with
a reasonable number of observations. We can hope for the dynamics to be locally stationary so that
the model can work well for a few steps.

In other words, the initial temperatures Ty (since we observe the temperatures, Yy = Tp) and
the proxy of the velocity field w, provided as initial input are insufficient to represent the full state.
Taking this fact into account, we build on the results obtained in the case of the Navier Stokes
equations and propose two variants of our model:

e Ours, which is the same as before in Setting 2, taking as initial state:

Yo
Xo = | wo
0

e Ours, with Estimation where we use past observations Y_k.q in order to infer the unknown
part of the initial state, similarly to what is done in the JT model:

Yo
Xo = g0 = Eg(Y_k.0,Wo) + | o (2.8)
0

Here, Ejy is an encoder neural network. Using it allows us to encode available information from the
observations Y_ k.o which is not contained in wq nor in Ty. For Ejp, we use the UNet architecture [229].

2.6.3 Results and Conclusions

We have used the same hyper-parameters to build and train our architectures as for the Navier-Stokes
simulations (described in Section 2.5.2). We also consider the same baselines. As a reviewer of the
paper corresponding to this work suggested, we also compute a persistence score which is produced
by simply considering a constant output corresponding to the initial value. This is meaningful as it
allows to evaluate the "memory" of the ocean over the timescales considered here.

Regarding the forecasting of observations, we can clearly see, as expected, from Figures 2.5 to 2.7
as well as Table 2.4 that this task is more challenging, with lower performances for all models when
compared to those obtained in the case of the Navier Stokes equations, even though we evaluate for
shorter time horizons. Nevertheless, the two variants of our model still perform better than the two
powerful Deep Learning baselines we test against, as well as against the persistence score which does
underperform all other baselines.

We also observe, from the cosine similarity results, that our models are still able to reproduce
some coherent dynamics for the hidden components of the state for which the initial condition was
given. Using an additional estimation, while lowering the accuracy for observations, also helps with
improving the cosine similarity for those dynamics. However, comparing to the persistence baseline
shows that our models are not really doing better than simply preserving the structure of the velocity
field.

This last fact is actually very interesting as it shows that the phenomenon we observed for the
Navier-Stokes equations is indeed specific to those. This will be investigated further in Section 4.11
of Chapter 4.
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Figure 2.5: Forecasting Sea Surface Temperatures 10 time-steps ahead with different models, starting
from a given initial condition.
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Figure 2.6: Forecasting Glorys2v4 10 time-steps ahead, starting from a given, full state, initial
condition (not shown here), wthout the estimation.



Table 2.4: Relative MSE and cosine similarity scores for our models and different baselines, at
different temporal horizons on the Glorys2v4 dataset. State estimation is not available for PRNN
which is based on a recurrent network, hence the crosses in the "cosine" columns

MODEL T=5 T=10
MSE COSINE MSE COSINE
PERSISTENCE 0.476 0.788 0.842 0.666
OURS 0.306 0.671 0.402 0.589
OURs, EsT. 0.364 0.718 0.490 0.670
PKNI 0.411 0.448 0.494 0.368
PRNN 0.423 XX 0.546 XX
BAl WEA WY WY W ; -y W > o |
AN RS A IR RS R es

Ground Truth

Sk S

Our Forecast

Figure 2.7: Forecasting Glorys2v4 10 time-steps ahead, starting from a given, full state, initial
condition (not shown here), without the estimation.

2.7 Testing the Limits of the Model: Learning in 3D and
Generalizing to Unseen Boundary Conditions for Car-
diac Electro-Physiology Equations

The work presented in this section has been conducted as a collaboration with the Computational
Cardiology team of Maxime Sermesant at Inria Epione.

Here, we study reaction-diffusion equations which are often used in the context of Cardiac
electrophysiology (EP) models. Those, while achieving good progress in simulating cardiac electrical
activity, have limited applicability in clinical contexts because of numerical issues and computational
times.

In this section, we show that our model can be applied to this context and, by doing so, explore
two new aspects: its usability beyond two-dimensional data and its ability to generalize to unseen
boundary conditions (which were considered fixed throughout the previous experiments).

2.7.1 Equations and Datasets: Electro-Physiological Modelling

Mathematical modelling of the cardiac cell has been an active research area for the last decades.
Cardiac electrophysiology models can accurately reproduce cardiac cells electrical behaviour. This
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Figure 2.8: Cardiac electrophysiology model simulation. (Left) v and h values along time for a given
point of the domain, (Right) spatial propagation of v at a given time point.

provides a mathematical framework to simulate cardiac activity, however it remains challenging to
achieve in 3D due to numerical issues and computational time. These difficulties become all the more
apparent when trying to personalise such model by matching patient data. This matching can also
be hampered by the approximations of the model.

Cardiac electrophysiology modelling offers a large variety in terms of model complexity. Here, we
used the Mitchell-Schaeffer model [187] which is a two variables model that has been successfully
used in patient-specific modelling [225]. The variable v represents the transmembrane potential while
the "gating" variable h controls the repolarisation:

v h?*(l—v) v

—=A _— - Jstim 2.9
8t vt Tin Tout * ! ( )
% _ T:L;e,l;, if U< Ugate (2 ]_0)
ot v ifo> Vgate .

Teclose

In order to use convolutional neural networks, it is much more efficient to work on a Cartesian
grid. To this end, a Lattice Boltzmann method was used to solve the EP model [222] for the data
used here.

Combining equations eq. 2.9 and eq. 2.10, the studied dynamical system can be written in the
form:

dX;

% = F(Xt)

as usual with X is a spatio-temporal three-dimensional vector field over compact spatial domain
) C R3. In this case, we thus have:

()

In other words, for any given time ¢ and point of the 3D domain (or 2D depending on the section)
x € Q, Xi(x) is a two-dimensional vector.

In practice, while the value of v can be measured, h is a hidden variable which is difficult to
estimate. Therefore, we put:

H(X) =wv

which makes our model a partially observed one, as only some parts of the full state can be directly
measured.
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Figure 2.9: Transmembrane potential ground-truth (top) and forecasted (bottom) for one slice of the
tissue slab. While only one slice is shown, prediction is conducted over the 3D

2.7.2 Learning with Three-Dimensional Data

We can now present our first experiments with those equations which are the first in a 3D domain.

e Practical details

Dataset The domain is a slab of cardiac tissue of size 25 x 25 x 5 mm?, which we will denote
0, discretised in voxels of 1 mm?. To initiate the propagation (Jyum), a current of 1 normalised
transmembrane potential unit was applied on a single voxel for 10 ms. The Mitchell-Schaeffer model
parameters are taken from the original paper, except hg which was set to 0.7. The simulation was
conducted for 300 ms, and stored every ms with a discrete time step of 0.1 ms. The simulation
database was created by stimulating the domain from every voxel. We therefore have 3 125 simulations
in the database. Let V and H be the complete solutions in space and time of these equations.

Implementation We conduct our experiments in the JT setting, 7.e. Setting 1 of Section 2.4.2.

Operator g is implemented as a three-dimensional U-Net inspired from [229] and modified with
25 filters at the initial stage. F' is implemented as a 3D Residual Network again inspired from [115]
with three-dimensional convolutions, two downsampling initial layers, three intermediary blocks and
an inner dimension of 24. In order to solve the forward equation, we use an explicit one-step Euler
scheme.

To construct a training dataset, we have randomly selected 500 simulations, temporally downsam-
pled three times where each slab is of size 25 x 25 x 5. A validation set of 300 simulations and a test
set of 200 were also randomly selected from the remaining simulations and down-sampled likewise.
Again, this means in particular that test and training simulations have different initial conditions so
that the model is tested with data it has never seen. Only the v variable was used as supervision and
we have taken a sequence of 4 observations as input to g and a training horizon of 8 time-steps.

The optimization over 6 uses the ADAM optimizer [140] with a learning rate of 1073. We also
use exponential scheduled sampling [34] with parameter 0.9999 during training and start with a
reweighted orthogonal initialization for the parameters of F'.

o Results

We present here results on the forecast over 8 time frames after assimilating the first 4 frames
(see Figure 2.9). We can observe very good agreement with the ground truth on this forecast,
which represents an important part of cardiac dynamics within this virtual slab of tissue, from early
depolarisation to full depolarisation.

Table 2.5 shows MSE results for our algorithm for different forecasting horizons. We can see
that up to a reasonable number of steps, here corresponding to 51 ms, our model does quite well.
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Table 2.5: Relative mean-squared error of normalised transmembrane potential per time-step for
different forecasting horizons.

Time 2 (6 ms) 5 (15 ms) 8 (24 ms) 11 (33 ms) 14 (42 ms) 17 (51 ms)

MSE 0.005 0.012 0.048 0.060 0.14 0.58

dddd slalsl

Figure 2.10: Example of transmembrane potential (yellow) propagation in the cardiac tissue slab in
absence (a) and presence (b) of scar tissue, through successive time steps.

Figure 2.9 visually confirms those numerical results.

It has to be noted that for such a cardiac model, predicting the propagation between time 10 and
60 ms on such a slab of tissue represents the whole depolarisation wave, which is the most important
part of cardiac electrophysiology dynamics.

Moreover, while this model was slower to train compared to those of previous experiments, the
inference with the trained weights is still very quick and does not require any recalibration which
paves the way for practical clinical applications of those results were confirmed on more realistic data.

One first step to do so would be to apply this model on hearts with damaged cardiac tissues. In
terms of the equations, this can be translated into boundary conditions with more complex geometries
which would be unseen on training time. This is the subject of the last part of this section.

2.7.3 Generalizing to Unseen Boundary Conditions

In this section, we study the behaviour of our learning model and its ability to generalize in unseen
contexts. More precisely, we want to know whether it is possible for it to generalize with domain
geometries and characteristics different from those contained in the training dataset.

In the particular context of Cardio-Electrophysiological modelling, this extrapolation ability is
paramount for the model to be applicable to hearts with scarred tissues.

e Description of the setting

Going back to the model presented in the previous section, we considered that the domain was a
homogeneous rectangular slab. Here, we consider diffusion in tissues with ischaemic (non conductive)
regions, denoted scars in the following. In clinical practice it is essential to be able to recognise and to
estimate the impact of scars because they are the main cause of cardiac arrhythmias. For example, in
Figure 2.10 we can clearly see the changes in the dynamics of the depolarisation wave in the presence
of scar tissue (black area). We also introduce in our simulations multiple onsets and colliding fronts,
as it is a classical situation in cardiac electrophysiology.

The focus is then to evaluate the ability of our model to generalise to unseen conditions. The
model is trained on simulated data corresponding to a relatively simple context (one type of scar, one
front and a set of several discrete conduction velocities) and its generalisation ability is evaluated on
more challenging contexts like more complex scars, multiple fronts and any real conduction velocity
sampled from a given interval. Figure 2.11 presents the general experimental setting used in the
manuscript.
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Sequence of first 4 input frames with: EP-Net 2.0 Model
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- any conduction velocity

on frames of:
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Figure 2.11: General setting used throughout the manuscript. Once trained, the EP-Net 2.0 model
takes as input a context consisting of a few (4 here) observations plus an indication of the scar area
(left), and forecasts the depolarization wave dynamics (right).

In practice this translates into a constraint corresponding to the presence of the scar:
Vt,Vr € Qgear, X¢(x) =0 (2.11)

where Q.. C € C R%and scars are considered here as binary masks for simplification.
This additional constraint thus gives us the following optimization problem

m””emlze EVGDatasetE(Vv H (Xe))

. dX,
subject to T Fy(Xy), (2.12)
XO = gO(V*k)v

(Xt)|Qscar = O
which is then enforced in practice using a modified loss:

‘C(‘/a ‘7) = Eobs(‘/a ‘7) + )\scar‘cscar(f/)a (213)

~ T ~ - T -
where: Lo (V. V) = [[Vi = VilPdt, Lo (V) = [ 1o, @ Vil %at

with © the element-wise product and A4, a hyper-parameter used to balance the losses.

e Practical details

Data collection. We generated 2D data frames using the Lattice Boltzmann method to solve the
EP model [223] on a Cartesian grid. The Mitchell-Schaeffer model parameters are taken as in the
original paper [188]: 7i;, = 0.3, Tour = 6, Topen = 120, Teose = 150, vgare = 0.13. The computational
domain represents a slab of cardiac tissue of size 24 x 24 mm? discretised with 1 mm? pixels. A
stimulation current was applied for 10 ms to initiate the propagation in selected pixels. We superposed
a mask with randomly generated rectangular area (with random size and position) of excluded domain
to simulate the cardiac scars. Training was performed with 5 different conduction velocities, each
corresponding to a given parameter of conductivity: o € {1,2,3,4,5}. The conductivity was applied
uniformly on whole cardiac slab except for the scar area in which there is 0 conductivity by definition
with a single value of o being used per simulation. The simulations were conducted for 30ms, with a
discrete time step of 0.1ms, and stored every 1ms. Then random sequences of 10 data frames were
extracted at different time points for training / validation data. Overall we have a database of 30000
training and 12000 validation samples.
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Training settings. The parameter A\, in the loss eq.2.13 was set to 0.1 and a learning rate
for ADAM optimiser was set to 1072. We use ResNet with 64 filters at the initial stage, three
downsampling initial layers and three intermediary blocks and start with a reweighted orthogonal
initialisation for its parameters. We also use exponential scheduled sampling [34] with parameter
0.9999 during training. We trained our model until full model convergence (about 5000 epochs). In
cach training (and validation) sequence we used the first 4 frames for initialisation, as input to gy,
and the rest as supervision with training horizon 6.

o Results

Tests were performed in two situations:

o the first with a scar and current distributions similar to the training set, which allows to test
our model in a context where there is an obstacle which is more difficult than the one in the
previous section;

o the second in a context where the training dataset is the same but with different scar geometries
and initial current onsets distributions in the test dataset thus allowing to test the model ability
to generalise to new situations.

Testing environment similar to the training one: scars of rectangular shape. Figure 2.12
illustrate the behaviour of our trained EP-Net 2.0 model in test conditions similar to the training
ones: rectangular scars with random size and position plus one onset only. The Figure 2.12a
shows the forecast over 9 time frames (9 ms) after assimilating the first 4 frames (not presented
in Figure 2.12a). We observe very good agreement with the ground truth on this forecast, which
represents an important part of cardiac dynamics within this virtual slab of tissue, from early
depolarisation to full depolarisation. Figure 2.12b shows that our model has a very good precision
on depolarization during more than 50 ms, an equilibrium state for the model, but cannot predict a
repolarisation (Figure 2.12c). However, this is to be expected as the training horizon was too short to
capture this phenomenon. Quantitative results provided in Table 2.6 for different forecasting horizons
T (6, 12 and 24 ms) show excellent performance, while the training time horizon was only 6 ms.

Generalisation ability: scars of various shapes and multiple onsets. The ability to extrapo-
late in new contexts is paramount since for example different patients will have different characteristics
and heart geometries. This lead us to perform two types of tests on our model, one with scars with
different shapes while training was conducted only with rectangular ones, and one with multiple
onsets while training considered only one.

Therefore, regarding different scar shapes, we evaluated our model with triangular, circular and
complex scars (see Figure 2.13). Table 2.6 shows that the model performs well on the different
shapes. The errors are slightly larger than for the rectangular scars used for training, but remains
satisfyingly low. They however increase for long term predictions (24 ms here). Figure 2.13 illustrates
the behaviour of the model for typical test sequences.

As for multiple onsets, the model shows good results for forecasting of multiple depolarisation
waves on one cardiac slab tissue (Figure 2.14), which is essential for ventricular tachycardia simulation.
As one can see from Table 2.7, relative mean-squared error is larger for multiple onsets than for one
onset but still acceptable.

Generalisation ability: various conduction velocities To estimate the ability of the model
to extrapolate to new conduction velocities of the cardiac tissue, we performed tests with various
cardiac slab conductivities . The tests have been performed with sigma values used for training
(0 € {1,2,3,4,5}), and sigma values sampled outside the training set.
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Table 2.6: Relative mean-squared error (MSE) of transmembrane potential forecasting in presence of
scars of various forms for different forecasting horizons (cardiac slab conductivity o = 2).

MSE (6 ms) MSE (12 ms) MSE (24 ms)

Rectangular shape 1.8 x 107 4.45 x 1074 6,8 x 1074
Triangular shape 3.1x 107 8 x 1074 1.36 x 1073
Circular shape 2.7 x 1074 8.2 x 1074 3.4 %1073
Complex shape 4.6 x 107* 1.9 x 1073 6.36 x 1073

Table 2.7: Relative mean-squared error (MSE) of potential forecasting in presence of multiple onsets
and scar of rectangular form for different forecasting horizons (cardiac slab conductivity o = 2).

MSE (6 ms) MSE (12 ms) MSE (24 ms)
One Onset 1.8 x 107* 4.45 x 1074 6,8 x 10~*
Multiple Onsets 4.7 x 1074 5.8 x 1074 6.9 x 1074

Table 2.8: Relative mean-squared error (MSE) of potential forecasting in presence of various conduction
velocities of cardiac slab and scar of rectangular form for different forecasting horizons.

MSE (6 ms)  MSE (12ms)  MSE (24 ms)

o=0.7 4.65 x 1074 3.95 x 1073 1,9 x 1072
o=2 1.8 x 107* 4.45 x 1074 6,8 x 10~*
c=25 3.5 x 1074 1.4 x 1073 1,6 x 1074
c=6 2 x 1073 4.7 %1073 3x 1073
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Figure 2.12: (a) Results of the trained model (9 ms of forecast, cardiac slab conductivity o = 2). (b,c)
Transmembrane potential graph at the leftmost upper point (0,0) and the rightmost bottom point
(23,23) in the slab with different forecasting horizons.

As shown in Figure 2.15, the model is still able to generalise to unseen conditions, such as scars
of various shapes and multiple onsets. Quantitative results provided in Table 2.8 shows that the
model achieves a good precision in forecasting depolarisation waves in cardiac tissue slabs for any
conductivity even when different from the values of the training dataset.

Limitations Although our approach can achieve compelling results in many cases, there are still
limitations. For example, as shown in Figure 2.16, our model does not work properly on thin scars
(thickness less than 2 pixels) and diffuses transmembrane potential through the scar.

Moreover, as observed before, the current model has been trained only to model depolarization of
the cardiac slab tissue and cannot predict its repolarisation (see Figure 2.12¢). This is left for future
work.

Finally, it is also important to recall that the dynamics studied here are simplified quite importantly
when compared to real data.

2.8 Discussion and Conclusion

In the machine learning community, the forecasting problem is often seen as learning a neural network
mapping consecutive states in time. By parametrizing directly the unknown differential equation,
this work takes an alternate approach and uses the neural network to express the rate of change
of the states instead. Our results, including the ablations, show that this is considerably simpler
for the network, and is in fact the natural way to model time varying processes. This would also
allow to accommodate irregularly acquired observations and could also allow interpolation between
observations.
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Figure 2.13: Results of the trained model on scar with circular (top three rows) and complex (bottom
three rows) shape (9 ms of forecast, cardiac slab conductivity o = 2).
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Figure 2.14: Results of the trained model with two stimulation currents applied on different pixels
and at different times (9 ms of forecast, cardiac slab conductivity o = 2).
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Figure 2.15: Results of the trained model on scar with circular shape and cardiac slab conductivity
o = 3.8 (top three rows), and on scar with triangular shape, two onsets and cardiac slab conductivity
o = 1.5 (bottom three rows).
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Figure 2.16: Results of the trained model on thin scar with circular shape.

Absolute

By placing our work in the partially observable context, we have faced the indeterminacy issue
of the hidden part of the state. This has led us to explore various ways of constraining the hidden
dynamics the extensive study of which then allows us to tackle more realistic settings such as the
forecasting of SST dynamics. It also opens up interesting directions for future exploration, including
in order to make hidden states more interpretable.

Among the limitations of this work, we have also restricted ourselves to a linear H, and it would be
interesting to see how our algorithms work for operators with a more complicated structure, including
operators which obstruct the state spatially. Moreover, we have restricted ourselves to the stationary
hypothesis while, as we can see through the Glorys2v4 example, real-world processes, when looked at
from a local point of view, typically when not all exterior forces are factored into the model, aren’t.
These are interesting directions for future work.

Overall, the proposed neural models we propose are surprisingly robust and versatile, allowing to
build powerful forecasting tools without prior knowledge of the dynamics. This should pave the way
for new methods for integrating prior physical knowledge, e.g. by imposing constraints directly on
the modeled evolution term. The following chapter explores two settings for doing so.
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Chapter 3

Improving Generalization and
Robustness for Neural Differential
Models of Dynamical Systems

In this chapter, we present two models, APHYNITY and LEADS, which can be seen as extensions of
the work presented in the previous chapter. They allow us to show, for two different settings and
corresponding tasks, that it is possible to improve substantially the neural modelling of differential
equations by constraining them accordingly.

The content of this chapter essentially covers the content of the corresponding two publications:

o Augmenting Incomplete Physical Models with Deep Networks for Complex Dynamics Forecasting,
Y Yin*, J Dona*, V Le Guen®, E de Bézenac*, I Ayed*, P Gallinari, N Thome, ICLR 2021,
Oral presentation;

o Learning Dynamical Systems across Environments, Y Yin, I Ayed, E de Bézenac, P Gallinari,
NeurIPS 2021, Poster.

An application of the APHYNITY framework to the Electro-Physiological modelling of heart
dynamics has also been conducted and, alhough it is not presented here, it can be found as

o Deep Learning for Model Correction in Cardiac Electrophysiological Imaging, V Kashtanova,
I Ayed, A Arrieula, M Potse, P Gallinari, M Sermesant, Poster, MIDL 2022.

3.1 Introduction

As shown in Chapter 2, data-driven approaches offer an interesting alternative and complement
to physical-based methods for modeling the dynamics of complex systems. They are particularly
promising in a wide range of settings: e.g. if the underlying dynamics are partially known or understood,
if the physical model is incomplete, inaccurate, or fails to adapt to different contexts, or if external
perturbation sources and forces are not modeled. The idea of deploying machine learning (ML)
to model complex dynamical systems picked momentum a few years ago, relying on recent deep
learning progresses and on the development of new methods targeting the evolution of temporal and
spatiotemporal systems [44, 69, 50, 169, 217] as well as the work we presented earlier in this manuscript.
It is already being applied in different scientific disciplines (see e.g. [276] for a recent survey) and
could help accelerate scientific discovery to address challenging domains such as climate [224] or
health [95].

This chapter is about extending an approach of the kind we presented in Chapter 2, in slightly
different contexts, in order to improve the extrapolation properties of the generic models presented
earlier. More specifically, we aim to see whether it is possible:
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e to use existing prior knowledge about a system in order to improve learning, both in terms of
forecasting accuracy and of parameter identification?

e to improve learning in cases where the data is not i.i.d. and is generated by distinct differential
equations with common characteristics?

In both cases, we want our model to go further than simply fitting a neural model to a dataset of
trajectories as we want to endow it with stronger properties. This obviously needs a more involved
approach and learning framework. After a section discussing general considerations common to both,
we present two general models answering those two questions: APHYNITY for the first and LEADS
for the second.

In the following, we will thus study dynamics of the general form introduced in Chapter 2, which
are driven by an equation of the form:

dX;
o= F(X) (3.1)
defined over a finite time interval [0, T'], where the state X is either vector-valued, i.e. we have X; € R?
for every ¢ (e.g. pendulum and Lotka-Volterra equations), or X, is a d-dimensional vector field over a
spatial domain Q C R*, with k € {2,3}, i.e. X;(z) € R? for every (t,z) € [0,T] x Q.
We assume access to a set of observed trajectories D = {X. : [0,T] — A |Vt € [0,T], &5+ = F(X,)},
where A is the set of X values (either R? or vector field). Notice in particular that the dataset here
is assumed to contain fully observable states, contrary to the previous chapter.

3.2 Preliminaries

This section discusses two important shared aspects of the optimization of the APHYNITY and
LEADS models presented in the following: our choice of supervising with losses on trajectories and
the way we solve the neurally parametrized optimization problems under constraints which define
both models using the general methodology presented in Section 1.3 of Chapter 1.

3.2.1 Trajectory-based Supervision

Contrary to the setting of Chapter 2 where only partial observations were available, in both of the
models presented in this chapter, we assume that full states are available for supervision. It woud
therefore be possible to retrieve the unknown F's driving the considered differential equations by
solving the regression problem where the target values are computed as finite difference approximations
of the actual derivative.

This is indeed a possibility which we chose not to follow as we opted for optimizing over trajectories
instead of derivatives. In other words, instead of computing derivatives over the dataset then regressing
over those values to find the function F', we try to find F' such that the trajectories it induces as
solutions fit correctly to the corresponding ones from the dataset. The following is a heuristic reasoning
explaining why this choice was done. It is confirmed by experiments as shown in the Ablation Study
conducted in Section 3.3.3.

More formally, let us consider the following optimization problem:

min Ex.p |L(X,X?)]
FeF

— 2
47 (3.2
dt

st. VgeZ, X{=gand Vt, = F(X7)
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where L is a loss over trajectories and Z is the domain of initial states. Here, X represents the solution
defined by F' which we want to be close from X which is the corresponding actual trajectory sampled
from the dataset.

In the continuous, non realistic, setting where the data is available at all times ¢, for many
reasonable losses L, one can find an appropriate loss L such that this problem is in fact equivalent to
the following one:

~ dX;
m  Exop |L(——, F(X 3.3
Fer Xpl(dt (t))] (3.3)
where the supervision is done directly over the derivatives %, obtained through finite-difference

schemes from the dataset D!.

However, in practice, data is only available at discrete times with a certain time resolution. While
eq. 3.3 is indeed equivalent to eq. 3.2 in the continuous setting, in the practical discrete one, error
does not propagate in the same way: For eq. 3.2 it is controlled over integrated trajectories while for
eq. 3.3 the supervision is over the approximate derivatives of the trajectories from the dataset. We
argue that the trajectory-based approach is more flexible and more robust for the following reasons:

e The use of finite differences schemes to estimate F' as is done in eq. 3.3 necessarily induces a
non-zero discretization error which is bounded below by the available temporal resolution.

o This discretization error is explosive in terms of divergence from the true trajectories.

This last point is quite important, especially when time sampling is sparse (even though we do observe

this adverse effect empirically in our experiments with relatively finely time-sampled trajectories).
The following gives a heuristical reasoning as to why this is the case. Let F' = F + € be the

function estimated from the sampled points with an error e such that [|¢[oc< . Denoting X the

corresponding trajectory generated by F , we then have, for all X € D:

d(X - X),

t
vt dt

= F(X,) — F(X,) — e(X;)

Integrating over a finite time interval [0, 7’| and using the triangular inequality as well as the mean
value inequality, supposing that F' has uniformly bounded spatial derivatives:

—~ t —~
vt € [0,7], I(X = Xnl< [V Fllo | 1, = X +at

which, using a variant of the Gronwall lemma, gives us the inequality:

~ «
X = Xloo< W(GXP(HVFHooT) - 1)

When « tends to 0, we do recover, as expected, the true trajectories X. However, as a is bounded
away from 0 by the available temporal resolution, this inequality gives a rough estimate of the way X
diverges from them, and it can be an equality in many cases. This exponential behaviour explains
our choice of a trajectory-based optimization and we do obtain better performing model in practice
with this approach.

'Here the initial conditions can be omitted as we find F directly from finite difference of the trajectory.
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3.2.2 Adaptively constrained optimization

Another common aspect to both models presented in the following sections of this chapter is that
we are solving constrained optimization problems, where we minimize a certain function over the
parametrized function while wanting this function to fit the trajectories from the studied dataset.

Considering a global trajectory loss L,,; and the loss being minimized is C,> we can formulate
the family of optimization problems we consider in the following simplified way:

min C(0
; (0)
dNX'f e
t. = F(X
s.t. Vi, & (X)),
‘Ctraj(e) — 0

There is no generic tool to solve this kind of optimization problem and, because of the constraint
over Lyq5, Theorem 1.1 of Chapter 1 doesn’t apply here. However, using this last result, it is possible
to use gradient descent for the relaxed version of this problem:

mg@'n L3(0) =C(0) + A\Lya;(0)

dx?
dt

This last form fits into the framework defined in Chapter 1 where we have taken:

st. Vi, = F'(X?)

o Dy as the initial state and D~ as the future states of the system;

e Jasineq.1.4 witha =X, =0,y =1 and j as the squared L? loss over .

Obviously, for a given value of A, this is not equivalent to the original problem. However, when A
increases, Ly,4;(6) should become closer to 0 and thus the constraint becomes approximately verified.

We could then simply choose a sufficiently high value for our purposes and solve the corresponding
problem. This is possible of course but, in general, solving the problem becomes harder with higher
values of A and there is a risk of not obtaining a good enough minimizer.

A solution is then to pick an increasing sequence ();); and then solve iteratively the problems
associated with losses £,,. This means that, for each ¢ > 1, we use the optimal 87, associated with
L), , as the initial § when solving the problem associated with £,,. This helps as, with increasing i,
each 07 should become closer to the target 6* so that solving the problem with a higher A;;; becomes
easier.

The remaining question is then about designing the increasing sequence (\;); which should increase
as fast as possible in order to have faster global convergence, in terms of the number of iterative
steps, but not too quickly so that the convergence of each step stays reasonably quick. It is of course
possible to handcraft such a sequence, e.g. by increasing the values linearly, exponentially, etc. but
we chose to update the value of A depending on the current value of £;,,;: when large, we can make
bigger increases as we are still far from satisfying the constraint; when small, the constraint is nearly
met so that we can and have to make smaller steps. This translates into an update of the form:

Ait1 = N + TLiraj (0ig1)

which is akin to a gradient ascent over the As.

In fact, this method we chose belongs to the broader family of Lagrange Multipliers Methods of
constrained optimization algorithms for which a good presentation can be found in [36].

In our case, while convergence is not guaranteed because of the non-convexity of our neural
parametrization, in practice, a few steps of increasing A were in general sufficient to obtain satisfying
solutions.

2C is often chosen as a norm over the parametrized F in our work.
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3.3 APHYNITY: Augmenting Physical Models with Deep
Networks for Complex Dynamics Forecasting

While purely data-driven approaches are arguably insufficient when modelling complex phenomena in
real world settings, as they ignore the wealth of scientific knwoledge available in the relevant fields,
so are standard physical models which tend to ignore some aspects when constructing the model in
order to obtain a tractable representation of the studied phenomenon.

In this section, we aim at leveraging prior dynamical ODE/PDE knowledge in situations where
this physical model is incomplete, i.e. unable to represent the whole complexity of observed data. In
order to do so, we introduce a principled learning framework to Augment incomplete PHYsical models
for ideNtIfying and forecasTing complex dYnamics (APHYNITY). The rationale of APHYNITY,
illustrated in Figure 3.1 on the pendulum problem, is to augment the physical model when—and only
when—it falls short.

In our framework, the dynamics are thus decomposed into two components: a physical component
accounting for the dynamics for which we have some prior knowledge, and a data-driven one accounting
for errors of the physical model. The learning problem is then carefully formulated such that the
physical model explains as much of the data as possible, while the data-driven component only
describes information that cannot be captured otherwise.

This allows to show that the decomposition exists and is unique under mild assumptions and
ensures some interpretability while benefiting generalization. Experiments made on three important
use cases, each representative of a different family of phenomena, i.e. reaction-diffusion equations,
wave equations and the non-linear damped pendulum, show that APHYNITY can efficiently leverage
approximate physical models to accurately forecast the evolution of the system and correctly identify
relevant physical parameters.

Our contributions are the following;:

o We introduce a simple yet principled framework for combining both approaches. We decompose
the data into a physical and a data-driven term such that the data-driven component only
models information that cannot be captured by the physical model. We provide existence and
uniqueness guarantees (Section 3.3.2) for the decomposition given mild conditions, and show
that this formulation ensures interpretability and benefits generalization.

o We propose an algorithm and demonstrate the generality of the approach on three use cases
(reaction-diffusion, wave equations and the pendulum) representative of different PDE fam-
ilies (parabolic, hyperbolic), having a wide spectrum of application domains, e.g. acoustics,
electromagnetism, chemistry, biology, physics (Section 3.3.3). We show that APHYNITY is
able to achieve performances close to complete physical models by augmenting incomplete
ones, both in terms of forecasting accuracy and physical parameter identification. In particular,
APHYNITY is robust both to cases where full knowledge is available (i.e. it doesn’t hurt when
it is unnecessary) and to cases where very little prior knowledge is available.

3.3.1 Related work

Modeling and forecasting complex dynamical systems is a major challenge in domains such as
environment and climate [228], health science [57], and in many industrial applications [262]. Model
Based (MB) approaches typically rely on partial or ordinary differential equations (PDE/ODE) and
stem from a deep understanding of the underlying physical phenomena. Machine learning (ML)
and deep learning methods are more prior agnostic yet have become state-of-the-art for several
spatio-temporal prediction tasks [242, 272, 207, 74] and connections have been drawn between deep
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Figure 3.1: Predicted dynamics for the damped pendulum vs. ground truth (GT) trajectories
% + wisind 4+ a9 = 0. We show that in (a) the data-driven approach [51] fails to properly learn
the dynamics due to the lack of training data, while in (b) an ideal pendulum cannot take friction
into account. The proposed APHYNITY shown in (c¢) augments the over-simplified physical model in
(b) with a data-driven component. APHYNITY improves both forecasting (MSE) and parameter
identification (Error Tj) compared to (b).

architectures and numerical ODE solvers, e.g. neural ODEs [51] and our work presented in previous
chapters.

The large majority of aforementioned MB/ML hybrid approaches assume that the physical model
adequately describes the observed dynamics. This assumption is, however, commonly violated in
practice. This may be due to various factors, e.g. idealized assumptions and difficulty to explain
processes from first principles [99], computational constraints prescribing a fine grain modeling of the
system [17], unknown external factors, forces and sources which are present [146].

Correction in data assimilation Prediction under approximate physical models has been tackled
by traditional statistical calibration techniques, which often rely on Bayesian methods [211]. Data
assimilation techniques, e.g. the Kalman filter [135, 26], 4D-var [63], prediction errors are modeled
probabilistically and a correction using observed data is applied after each prediction step. Similar
residual correction procedures are commonly used in robotics and optimal control [52, 157]. However,
these sequential (two-stage) procedures prevent the cooperation between prediction and correction.
Besides, in model-based reinforcement learning, model deficiencies are typically handled by considering
only short-term rollouts [130] or by model predictive control [195]. The originality of APHYNITY is
to leverage model-based prior knowledge by augmenting it with neurally parametrized dynamics. It
does so while ensuring optimal cooperation between the prior model and the augmentation.

Augmented physical models This task of combining physical models with machine learning
(gray-boz or hybrid modeling) was actually first explored from the 1990’s: [213, 260, 226] use neural
networks to predict the unknown parameters of physical models. The challenge of proper MB/ML
cooperation was already raised as a limitation of gray-box approaches but not addressed. Moreover
these methods were evaluated on specific applications with a residual targeted to the form of the
equation. In the last few years, there has been a renewed interest in deep hybrid models bridging data
assimilation techniques and machine learning to identify complex PDE parameters using cautiously
constrained forward model [44, 169]. [220, 244] use NNs as implicit methods for solving PDEs, [239]
learn spatial differences with a graph network, [264] introduce continuous convolutions for fluid
simulations, [70] learn the velocity field of an advection-diffusion system, [106, 53] enforce conservation
laws in the network architecture or in the loss function. Recently, some approaches have specifically
targeted the MB/ML cooperation. HybridNet [167] and PhICNet [233] both use data-driven networks
to learn additive perturbations or source terms to a given PDE. The former considers the favorable
context where the perturbations can be accessed, and the latter the special case of additive noise
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on the input. [269, 181] propose several empirical fusion strategies with deep neural networks but
lack theoretical groundings. PhyDNet [147] tackles augmentation in partially-observed settings, but
with specific recurrent architectures dedicated to video prediction. Crucially, all the aforementioned
approaches do not address the issues of uniqueness of the decomposition or of proper cooperation
for correct parameter identification. Besides, we found experimentally that this vanilla cooperation
is inferior to the APHYNITY learning scheme in terms of forecasting and parameter identification
performances (see experiments in Section 3.3.3). Designing a general method for combining MB and
ML approaches is still a widely open problem, and a clear problem formulation is lacking [224] and
our work aims to propose an approach bridging the gap between the two worlds.

3.3.2 The APHYNITY Model

In this section, the unknown F' has A as domain and we only assume that F' € F, with (F,|]|) a
normed vector space.

e Decomposing dynamics into physical and augmented terms

We consider in this work the common situation where incomplete information is available on the
dynamics. This available information is represented in our case in the form of a family of ODEs or
PDEs characterized by their temporal evolution F,, € F, C F. The core idea here is twofold:

o This set should represent the state-of-the-art scientific knowledge about the studied dynamics.
In other words, we know F,, contains a model which is quite close to the unknown F'.

e F, is small enough so that it is informative. In general, we assume that functions in F, are
characterised by a small number of parameters ¢,,.

The APHYNITY framework aims to leverage the knowledge of F, while mitigating the approxi-
mations induced by this simplified model through its combination with a data-driven component.
Indeed, F being a vector space, we can write:

F=F,+F,

where F,, € F, encodes the incomplete physical knowledge and F, € F is the data-driven augmentation
term complementing [7,. The incomplete physical prior is supposed to belong to a known parametric
family, but the physical parameters (e.g. propagation speed for the wave equation) are unknown and
need to be estimated from data. The parameters of both F,, and F, are estimated by fitting the
trajectories from D.

It can easily be seen that the decomposition I’ = F), + Fj, is in general not unique. For example, all
the dynamics could be captured by the F, component. This decomposition is thus ill-defined, which
hampers the interpretability and the extrapolation abilities of the model. In other words, one wants
the estimated parameters of £}, to be as close as possible to the true parameter values of the physical
model and F, to play only to act as a complement, so as to model only the information that cannot
be captured by the physical prior. In particular, when F' € F,, the data can be fully described by the
physical model, and in this case it is sensible to desire F, to be null; this is of central importance
in a setting where one wishes to identify physical quantities, and for the model to generalize and
extrapolate to new conditions. In the more general setting where the physical model is incomplete,
the action of F, on the dynamics, as measured through its norm, should be as small as possible.

This general idea is embedded in the following optimization problem:

dx
min | F || meu)VXEQWﬁ7%4&+EM&) (3.4)

Fp€F,, F eF d
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e Existence and uniqueness

A first key question is whether the minimum in eq. 3.4 is indeed well-defined, in other words
whether there always exists a decomposition with a minimal norm of F,. The answer actually depends
on the geometry of F,, and is formulated in the following proposition:

Proposition 3.1 (Existence of a minimizing pair)

L If F, is a proximinal set, there exists a decomposition minimizing eq. 3.11.

Proof: The idea is to reconstruct the full functional from the trajectories of D. By definition, A is the set
of points reached by trajectories in D so that:

A={zeR?|3X €D, 3, X; =z}

Then let us define a function FP in the following way: For a € A, we can find X. € D and tg such that
Xi, = a. Differentiating X at ¢y, which is possible by definition of D, we take:

dX,
PPl =g

t=to

For any (F), Fy) satisfying the constraint in eq. 3.4, we then have that (F, + F,)(a) = %\to = FP(a) for

all a € A. Conversely, any pair such that (F),, F,) € Fp x F and F, + F, = FP verifies the constraint.

Thus we have the equivalence between eq. 3.4 and the metric projection formulated as:

F?;lez%p |F? - B (3.5)

If F) is proximinal, the projection problem admits a solution which we denote Fy. Taking Fy = F D_ Fr,
we have that Fy + Fy = FP so that (F}, F}) verifies the constraint of eq.3.4. Moreover, if there is

(Fp, Fy) satisfying the constraint of eq. 3.4, we have that F), + F, = F D by what was shown above and
| Full= |FP — E,||> ||FP — F7|| by definition of Fy. This shows that (F};, F;y) is minimal. O

Proximinality is a mild condition which, as can be seen through the proof of the proposition,
cannot be weakened. It is a property verified by any boundedly compact set. In particular, it is
true for closed subsets of finite dimensional spaces. However, if only existence is guaranteed, while
forecasts would be expected to be accurate, non-uniqueness of the decomposition would hamper the
interpretability of £, and this would mean that the identified physical parameters are not uniquely
determined.

It is then natural to ask under which conditions solving problem eq. 3.4 leads to a unique
decomposition into a physical and a data-driven component. The following result provides guarantees
on the uniqueness of the decomposition with an additional albeit still quite mild condition.

Proposition 3.2 (Uniqueness of the minimizing pair)

If F, is a Chebyshev set, eq. 3.11 admits a unique minimizer. The F,, in this minimizer pair is
the metric projection of the unknown F' onto F,.

Proof: Going back to the proof of Proposition 3.1, if F,, is a Chebyshev set, by uniqueness of the projection,
if F}, # F) then |[F||> [|Fy|. Thus the minimal pair is unique. o

The Chebyshev assumption condition is strictly stronger than proximinality but is still quite mild
and is necessary. Indeed, in practice, many sets of interest are Chebyshev, including all closed convex
spaces in strict normed spaces and, if F = L? F, can be any closed convex set, including all finite
dimensional subspaces. In particular, all examples considered in the experiments are Chebyshev sets.

Propositions 3.3 and 3.2 provide, under mild conditions, the theoretical guarantees for the
APHYNITY formulation to infer the correct MB/ML decomposition, thus enabling us both to recover
the proper physical parameters of the system and to accurately forecast its future states.
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Reminder on proximinal and Chebyshev sets Let us start by defining proximinal and Cheby-
shev sets (those definitions are taken from [92]):

Definition 3.1
LA proziminal set of a normed space (E, ||-||) is a subset C C E such that every x € E admits at

least a nearest point in C.

Definition 3.2

A Chebysheuv set of a normed space (E, ||-||) is a subset C C E such that every x € FE admits a
unique nearest point in C.

Proximinality reduces to a compacity condition in finite dimensional spaces. In more general
spaces, it is a weaker condition: Boundedly compact sets verify this property for example. In Euclidean
spaces, Chebyshev sets are simply the closed convex subsets. The question of knowing whether it
is the case that all Chebyshev sets are closed convex sets in infinite dimensional Hilbert spaces is
still an open question. In general, there exists examples of non-convex Chebyshev sets, a famous one
being presented in [133] for a non-complete inner-product space.

Given the importance of this topic in approximation theory, finding necessary conditions for a
set to be Chebyshev and studying the properties of those sets have been the subject of many efforts.
Some of those properties are summarized below:

o The metric projection on a boundedly compact Chebyshev set is continuous.

o If the norm is strict, every closed convex space, and in particular any finite dimensional subspace,
is Chebyshev.

« In a Hilbert space, every closed convex set is Chebyshev.

e Solving APHYNITY with deep neural networks

In the following, both terms of the decomposition are parametrized and are denoted as Fpep and
FY%. Solving APHYNITY then amounts to estimating the parameters 6, and 6,,.

8, are the physical parameters and are typically low-dimensional, e.g. 2 or 3 in our experiments for
the considered physical models. For F,, we need sufficiently expressive models able to explore all of F:
we thus use deep neural networks, which have shown promising performances for the approximation
of differential equations [220, 18].

When learning the parameters of F]fp and % we have access to a finite dataset of trajectories

discretized with a given temporal resolution At: Dipain = {(X,ggt)0<k< |Z] H<i<n. Solving eq. 3.4
—"V=LAt -

requires estimating the state derivative % appearing in the constraint term. One solution is to

approximate this derivative using e.g. finite differences as in [44, 106, 65]. This numerical scheme
requires high space and time resolutions in the observation space in order to get reliable gradient
estimates. Furthermore it is often unstable, leading to explosive numerical errors as discussed earlier
in Section 3.2.1.

We propose instead to solve eq. 3.4 using an integral trajectory-based approach as argued before:
we compute X}, x, from an initial state on) using the current £ + F?* dynamics, then enforce the

constraint X, iaxo = Xiag- This leads to our final objective function on (6,,6,):

Fb|  subject to Vi,Vk:,)?,ggt = X,EZ (3.6)

min ’
01’)79(1

where )A(/,gzt = SolveODE(Xéi), Ff% 4+ Ff kAt) is the prediction at kAt of an ODE solver.
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Algorithm 2: APHYNITY
Initialization: \g > 0,7 > 0,75 > 0;
for epoch =1 : Nepoens do

for iter in 1 : Ny, do

for batch in 1: B do

9j+1 = 49]‘ —nV [)\jﬁtraj(gj) + ||Fa||}

end
end
Njt1 = Aj+ 72Lyai(0j11)

end

In our setting, where we consider situations for which Fpep only partially describes the physical
phenomenon, this coupled MB + ML formulation leads to different parameter estimates than using
the MB formulation alone.

As expected, our experiments show that using this formulation not only improves forecasting but
also leads to a better identification of the physical parameters 6, than when fitting the simplified
physical model Fpep alone. Indeed, with only an incomplete knowledge of the physics, the estimator for
0, is hindered by the non modelled dynamics. This aspect and others are explored in the experiments
of the following section 3.3.3.

e Parameter estimation in incomplete physical models

Classically, when a set F,, C F summarising the most important properties of a system is available,
this gives a simplified model of the true dynamics and the adopted problem is then to fit the trajectories
using this model as well as possible, solving:

min  Ex.pL(X?, X)
E,EF, 57
dx? = '
“ar = Fp(Xt )

st.  VgeZ, X{=gandWVt,
where L is a discrepancy measure between trajectories. Recall that X% is the result trajectory of
an ODE solver taking X as initial condition. In other words, we try to find a function F,, which
gives trajectories as close as possible to the ones from the dataset. While estimation of the function
becomes easier, there is then a residual part which is left unexplained and this can be a non negligible
issue in at least two ways:

o When F' &€ F,, the loss is strictly positive at the minimum. This means that reducing the space
of functions F, makes us lose in terms of accuracy.?

« The obtained function F,, might not even be the most meaningful function from F, as it would
try to capture phenomena which are not explainable with functions in F,, thus giving the
wrong bias to the calculated function. For example, if one is considering a dampened periodic
trajectory where only the period can be learned in F, but not the dampening, the estimated
period will account for the dampening and will thus be biased.

This is confirmed in Section 3.3.3: the incomplete physical models augmented with APHYNITY
get different and experimentally better physical identification results than the physical models alone.

3This is true in theory, although not necessarily in practice when F overfits a small dataset.
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Let us compare our approach with this one on the linearized damped pendulum to show how
estimates of physical parameters can differ. The equation is the following:

d26 9 dé
@ + w09 +a— = 0
We take the same notations as before and parametrize the simplified physical models as:

o x dé

p - —> (E,—GQ)

where a > 0 corresponds to w?. The corresponding solution for an initial state Xy, which we denote
X% can then written explicitly as:

07 = 0, cos \/at
Let us consider damped pendulum solutions X written as:
0, = Bpe ' cost

which corresponds to:

do do
= _9 =
g 20+ 5)

It is then easy to see that the estimate of a with the physical model alone can be obtained by
minimizing:

T
/ le™* cost — cos v/at|?
0

This expression depends on T'. Therefore, depending on the chosen time interval and the way the
integral is discretized, it will almost always give biased estimates. In other words, the estimated value
of a will not give us the solution ¢ — cost with the right frequency.
On the other hand, for a given a, in the APHYNITY framework, the residual must be equal to:
do
F': X w— (0,(a—2)0 —2—)
dt
in order to satisfy the fitting constraint. Here a corresponds to 1 + w? not to w? as in the simplified
case. Minimizing its norm, we obtain a = 2 which gives us the desired solution:

F:Xw—(

0, = pe "t cost

with the right period.

3.3.3 Experimental validation

We validate our approach on 3 classes of challenging physical dynamics: reaction-diffusion, wave
propagation, and the damped pendulum, representative of various application domains such as
chemistry, biology or ecology (for reaction-diffusion) and earth physic, acoustic, electromagnetism or
even neuro-biology (for waves equations).

The two first dynamics are described by PDEs and thus in practice should be learned from very
high-dimensional vectors, discretized from the original compact domain. This makes the learning
much more difficult than from the one-dimensional pendulum case. For each problem, we investigate
the cooperation between physical models of increasing complexity encoding incomplete knowledge of
the dynamics (denoted Incomplete physics in the following) and data-driven models. We show the
relevance of APHYNITY (denoted APHYNITY models) both in terms of forecasting accuracy and
physical parameter identification.
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e Fxperimental setting

We describe the three families of equations studied in the experiments. In all experiments,
F = L%*(A) where A is the set of all admissible states for each problem, and the £2 norm is computed
on Dyygin by: ||F|°~ X1 F (X @ |12 All considered sets of physical functionals F, are closed and
convex in F and thus are Chebyshev. In order to enable the evaluation on both prediction and
parameter identification, all our experiments are conducted on simulated datasets with known model
parameters. Each dataset has been simulated using an appropriate high-precision integration scheme
for the corresponding equation. All solver-based models take the first state X, as input and predict
the remaining time-steps by integrating F' through the same differentiable generic and common ODE
solver (4th order Runge-Kutta)*.

Reaction-diffusion equations The system is driven by a FitzHugh-Nagumo type PDE [141]

ou ov
— =aAu+ ; =
aAu + Ry (u,v; k), "

= bA
T bAv + R, (u,v)

where a and b are respectively the diffusion coefficients of v and v, A is the Laplace operator. The
local reaction terms are R, (u,v;k) = u —u® — k — v, Ry(u,v) = u —v. The state X = (u,v) is
defined over a compact rectangular domain € = [—1,1]? with periodic boundary conditions. 2 is
spatially discretized with a 32 x 32 2D uniform square mesh grid. The periodic boundary condition is
implemented with circular padding around the borders. A is systematically estimated with a 3 x 3
discrete Laplace operator.

Dataset Starting from a randomly sampled initial state X € [0, 1]2%32%32 we generate states by
integrating the true PDE with fixed a, b, and k (a =1 x 103,06 =5 x 1072,k =5 x 1073). We
simulate high time-resolution (dts, = 0.001) sequences with explicit finite difference method.
We then extract states every dtgata = 0.1 to construct our low time-resolution final dataset. We
set the time of the random initial states to t = —0.5 and the time horizon to ¢t = 2.5. 1920
sequences are generated, with 1600 for training/validation and 320 for test. We take the state
at t = 0 as X and predict the sequence until the horizon (equivalent to 25 time steps) in all
reaction-diffusion experiments.

Neural network architectures Our F, here is a 3-layer convolution network (ConvNet). The two
input channels are (u,v) and two output ones are (%, %). The purely data-driven Neural ODE
uses this ConvNet as its F'. The detailed architecture is provided in Table 3.2. The estimated

physical parameters 6, in F, are simply a trainable vector (a,b) € R% or (a,b, k) € R3.

Optimization hyperparameters We choose to apply the same hyperparameters for all the reaction-
diffusion experiments: Niter =1, g =1,7 =1 x 1073, 75 = 1 x 103,

The considered physical models are:

« Param PDE (a,b), with unknown (a, b) diffusion terms and without reaction terms: F, = {Fo"
(u,v) = (aAu, bAV) | @ > ayin > 0,0 > byin > 0};

 Param PDE (a,b,k), the full PDE with unknown parameters: F, = {F#"* : (u,v) —
(aAu + Ry, (u,v; k), bAv + Ry(u,v) | @ > amin > 0,0 > byin > 0,k > ki > 0}

4This integration scheme is then different from the one used for data generation, the rationale for this choice being
that when training a model one does not know how exactly the data has been generated.
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Damped wave equations The damped wave equation is defined by

Pw ow

where c is the wave speed and k is the damping coefficient. The state is X = (w, %—Z’). We consider a
compact spatial domain €2 represented as a 64 x 64 grid and discretize the Laplacian operator similarly.
A is implemented using a 5 x 5 discrete Laplace operator in simulation whereas in the experiment is
a 3 x 3 Laplace operator. Null Neumann boundary condition are imposed for generation.

Dataset dt was set to 0.001 to respect the Courant number and provide stable integration. The
simulation was integrated using a 4th order finite difference Runge-Kutta scheme for 300 steps
from an initial Gaussian state, i.e for all sequence at ¢t = 0, we have:

(e—20)%+(y—yp)?

w(z,y,t =0)=C x exp o2 (3.8)

The amplitude C' is fixed to 1, and (zg,yo) = (32, 32) to make the Gaussian curve centered for
all sequences. However, o is different for each sequence and uniformly sampled in [10, 100]. The
same 0t was used for train and test. All initial conditions are Gaussian with varying amplitudes.
250 sequences are generated, 200 are used for training while 50 are reserved as a test set. We
have ¢ = 330 and k = 50. As with the reaction diffusion case, the algorithm takes as input a
state X;, = (w, 4)(to) and predicts all states from to + 0t up to to + 254t.

Neural network architectures The neural network for F, is a 3-layer convolution neural network
with the same architecture as in Table 3.2. For F),, the parameter(s) to be estimated is either a

scalar ¢ € R, or a vector (¢, k) € Ri. Similarly, Neural ODE networks are built as presented in
Table 3.2.

Optimization hyperparameters We use the same hyperparameters for the experiments: Niter = 3, \g = 1,

The physical models are:

« Param PDE (c), without damping term: F, = {F} : (u,v) = (v,*Au) | ¢ € [¢, +00) with € >

0};

« Param PDE (c,k): F, = {FS" : (u,0) = (v,*Au—kv) | ¢, k € [e,+00) with € > 0}.

Table 3.1: Hyperparameters of the damped pendulum experiments.

Method Niter )\0 T1 T2
APHYNITY Hamiltonian 5 1 1 0.1
APHYNITY ParamODE (wy) 5 1 1 10
APHYNITY ParamODE (wy, \) 5 1000 1 100
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Table 3.2: ConvNet architecture in reaction-diffusion and wave equation experiments, used as
data-driven derivative operator in APHYNITY and Neural ODE [51].

Module Specification

2D Conv. 3 x 3 kernel, 2 input channels, 16 output channels, 1 pixel zero padding
2D Batch Norm. No average tracking

ReLU activation —

2D Conv. 3 x 3 kernel, 16 input channels, 16 output channels, 1 pixel zero padding
2D Batch Norm. No average tracking

ReLU activation —

2D Conv. 3 x 3 kernel, 16 input channels, 2 output channels, 1 pixel zero padding

Damped pendulum We consider the non-linear damped pendulum problem, governed by the
ODE

d?0 . de
@—l—wgsm9—l—aa =0
where 0(t) is the angle, wy = % is the proper pulsation (7j being the period) and « is the damping
coefficient. With the state X = (6, 9%), the ODE can be written as 43t = F(X,) with F : X —
(98, —wgsing — o).
Dataset For each train / validation / test split, we simulate a dataset with 25 trajectories of 40
timesteps (time interval [0, 20], timestep dt = 0.5) with fixed ODE coefficients (Ty = 12, = 0.2)
and varying initial conditions. The simulation integrator is Dormand-Prince Runge-Kutta
method of order (4)5 (DOPRI5, [75]). We also add a small amount of white gaussian noise
(0 =0.01) to the state. Note that our pendulum dataset is much more challenging than the
ideal frictionless pendulum considered in [106].

Neural network architectures We detail in Table 3.3 the neural architectures used for the damped
pendulum experiments. All data-driven augmentations for approximating the mapping X;
F(X,;) are implemented by multi-layer perceptrons (MLP) with 3 layers of 200 neurons and
ReLU activation functions (except at the last layer: linear activation). The Hamiltonian
[106, 261] is implemented by a MLP that takes the state X; and outputs a scalar estimation of
the Hamiltonian H of the system: the derivative is then computed by an in-graph gradient of

‘H with respect to the input: F(X;) = (a(ﬂ-/[dt)’ —%7;).

Optimization hyperparameters The hyperparameters of the APHYNITY optimization algorithm

(Niter, Ao, 71, T2) were cross-validated on the validation set and are shown in Table 3.1. All
models were trained with a maximum number of 5000 steps with early stopping.

The physical models are:

« Hamiltonian [106], a conservative approximation, with 7, = {7 : (u,v) — (9,H(u,v), =9, H(u,v)) | H «
H'(R*)}, H'(R?) is the first order Sobolev space.

« Param ODE (w), the frictionless pendulum: F, = {F**=%| wy € [¢, 4-00) with € > 0}
 Param ODE (wy, ), the full pendulum equation: F, = {F*%| wy, a € [¢, +00) with € > 0}.
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Table 3.3: Neural network architectures for the damped pendulum experiments. n/a corresponds to
non-applicable cases.

Method Physical model Data-driven model

Neural ODE n/a MLP (in=2, units=200, layers=3, out=2)
Hamiltonian MLP(in=2, units=200, layers=3, out=1) n/a

APHYNITY Hamiltonian MLP (in=2, units=200, layers=3, out=1) MLP (in=2, units=200, layers=3, out=2)
Param ODE (wy) 1 trainable parameter wy n/a

APHYNITY Param ODE (wy) 1 trainable parameter wq MLP(in=2, units=200, layers=3, out=2)
Param ODE (wy, o) 2 trainable parameters wg, A n/a

APHYNITY Param ODE (wy, «) 2 trainable parameters wg, A MLP(in=2, units=200, layers=3, out=2)

Baselines As purely data-driven baselines, we use Neural ODE [51] for the three problems and
PredRNN++ ([272], for reaction-diffusion only) which are competitive models for datasets generated
by differential equations and for spatio-temporal data. As MB/ML methods, in the ablations studies,
we compare for all problems, to the vanilla MB/ML cooperation scheme found in [269, 181]. We also
show results for True PDE/ODE, which corresponds to the equation for data simulation (which do
not lead to zero error due to the difference between simulation and training integration schemes). For
the pendulum, we compare to Hamiltonian neural networks [106, 261] and to the the deep Galerkin
method (DGM, [244]).

o Results

We analyze and discuss below the results obtained for the three datasets kind of dynamics. We
successively examine different evaluation or quality criteria. The conclusions are consistent for the
three problems, which allows us to highlight clear trends for all of them.

Forecasting accuracy The data-driven models do not perform well compared to True PDE/ODE
(all values are test errors expressed as log MSE): -4.6 for PredRNN++ vs. -9.17 for reaction-diffusion,
-2.51 vs. -5.24 for wave equation, and -2.84 vs. -8.44 for the pendulum in Table 3.4. The Deep
Galerkin method for the pendulum in complete physics DGM (wg, ), being constrained by the
equation, outperforms Neural ODE but is far inferior to APHYNITY models. In the incomplete
physics case, DGM (wy) fails to compensate for the missing information. The incomplete physical
models, Param PDE (a,b) for the reaction-diffusion, Param PDE (c) for the wave equation, and
Param ODE (wq) and Hamiltonian models for the damped pendulum, have even poorer performances
than purely data-driven ones, as can be expected since they ignore important dynamical components,
e.g. friction in the pendulum case. Using APHYNITY with these imperfect physical models greatly
improves forecasting accuracy in all cases, significantly outperforming purely data-driven models,
and reaching results often close to the accuracy of the true ODE, when APHYNITY and the true
ODE models are integrated with the same numerical scheme (which is different from the one used
for data generation, hence the non-null errors even for the true equations), e.g.-5.92 vs. -5.24 for
wave equation in Table 3.4. Thus APHYNITY is able to augment incomplete physical models with a
learned data-driven component as we wanted it to.

Physical parameter estimation Confirming the phenomenon mentioned in the introduction,
incomplete physical models can lead to bad estimates for the relevant physical parameters: an error
respectively up to 67.6% and 10.4% for parameters in the reaction-diffusion and wave equations, and
an error of more than 13% for parameters for the pendulum in Table 3.4. APHYNITY is able to
significantly improve physical parameters identification: down to 2.3% error for the reaction-diffusion,
0.3% for the wave equation, and 4% for the pendulum. This validates the fact that augmenting a
simple physical model to compensate its approximations is not only beneficial for prediction, but also
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Table 3.4: Forecasting and identification results on the (a) reaction-diffusion, (b) wave equation, and
(c) damped pendulum datasets. We set for (a) a = 1 x 1073,b = 5 x 1073,k = 5 x 1073, for (b)
¢ =330, k =50 and for (c) Ty = 6, o = 0.2 as true parameters. log MSEs are computed respectively
over 25, 25, and 40 predicted time-steps. %Err param. averages the results when several physical
parameters are present. For each level of incorporated physical knowledge, equivalent best results
according to a Student t-test are shown in bold. n/a corresponds to non-applicable cases.

Dataset Method log MSE %Err param. || F,|?
Data. Neural ODE -3.7640.02 n/a n/a
driven PredRNN++ -4.60+0.01 n/a n/a
" imeompiete  Param PDE (a, b) -1.2640.02 67.6 n/a
Reaction- physics APHYNITY Param PDE (a, b) -5.10+0.21 2.3 67
diffusion
Param PDE (a,b, k) -9.34+0.20 0.17 n/a
Compiete APHYNITY Param PDF (a,b, k) -9.3540.02 | 009 ... L5e6
physics True PDE -8.8140.05 n/a n/a
APHYNITY True PDE -9.17+0.02 n/a 1.4e-7
Data-driven ~ Neural ODE -2.5140.29 n/a n/a
mcomplete  Param PDE (c) 0.5140.07 10.4 n/a
(b) physics APHYNITY Param PDE (c) -4.64+0.25 0.31 71.
Wave
equa- Param PDE (c, k) -4.68+0.55 1.38 n/a
Comptere APHYNITY Param PDE (c,k)  -6.09+0.28 | 070 454
physics True PDE -4.66+0.30 n/a n/a
APHYNITY True PDE -5.2440.45 n/a 0.14
Data-driven ~ Neural ODE -2.8440.70 n/a n/a
Hamiltonian -0.354+0.10 n/a n/a
APHYNITY Hamiltonian _ -8.97+1.20 nfa 623
Dabed feompiete " Param ODE (wp) 20.14+0.10 13.2 n/a
pendu- Deep Galerkin Method (wy) -3.10+0.40 22.1 n/a
APHYNITY Param ODE (wy) -7.86+0.60 4.0 132
Param ODE (wy, o) -8.28+0.40 0.45 n/a
Deep Galerkin Method (wp, c) -3.14+0.40 7.1 n/a
prosies . APHYNITY Param ODE (wp, o) -8.31+£0.30 1 0.39 85
True ODE -8.58+0.20 n/a n/a
APHYNITY True ODE -8.44+0.20 n/a 2.3

helps to limit errors for parameter identification when dynamical models do not fit data well. This is
crucial for interpretability and explainability of the estimates.

Flexibility and Robustness When applied to complete physical models, APHYNITY does not
degrade accuracy, contrary to a vanilla cooperation scheme (see ablations below). This is due to
the least action principle of our approach: when the physical knowledge is sufficient for properly
predicting the observed dynamics, the model learns to ignore the data-driven augmentation. This is
shown by the norm of the trained neural net component F,, which is reported in Table 3.4 last column:
as expected, ||F,||* diminishes as the complexity of the corresponding physical model increases, and,
relative to incomplete models, the norm becomes very small for complete physical models (for example
in the pendulum experiments, we have || F,||= 8.5 for the APHYNITY model to be compared with
132 and 623 for the incomplete models). Thus, we see that the norm of Fj, is a good indication of how
imperfect the physical models F,, are. It highlights the flexibility of APHYNITY to successfully adapt
to very different levels of prior knowledge. Note also that APHYNITY sometimes slightly improves
over the true ODE, as it compensates the error introduced by different numerical integration methods
for data simulation and training without overfitting.
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Figure 3.2: Comparison of predictions of two components u (top) and v (bottom) of the reaction-
diffusion system. Note that ¢t = 4 is largely beyond the dataset horizon (¢ = 2.5).
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Figure 3.3: Comparison between the prediction of APHYNITY when c is estimated and Neural ODE
for the damped wave equation. Note that t + 32, last column for (a, b, ¢) is already beyond the
training time horizon (¢ + 25), showing the consistency of APHYNITY method.

Qualitative visualizations Results in Figure 3.2 for reaction-diffusion show that the incomplete
diffusion parametric PDE in Figure 3.2(a) is unable to properly match ground truth simulations: the
behavior of the two components in Figure 3.2(a) is reduced to simple independent diffusions due to
the lack of interaction terms between u and v. By using APHYNITY in Figure 3.2(b)the formation
of patterns is similar to the ground truth. This confirms that F, can learn the reaction terms and
improve prediction quality. In F igure 3.3, we see for the wave equation that the data-driven Neural
ODE model fails at approx1mat1ng as the forecast horizon increases: it misses crucial details for the
second component ‘37 dw which makes the forecast diverge. APHYNITY incorporates a Laplacian term
as well as the data—drlven F, thus capturing the damping phenomenon and succeeding in maintaining
physically sound results for long term forecasts, unlike Neural ODE.

We give further visual illustrations to demonstrate how the estimation of parameters in incomplete
physical models is improved with APHYNITY. For the reaction-diffusion equation, we show that
the incomplete parametric PDE underestimates both diffusion coefficients. The difference is visually
recognizable between the poorly estimated diffusion (Fig. 3.4(a)) and the true one (Fig. 3.4(c)) while
APHYNITY gives a good estimation of those diffusion parameters as shown in Fig. 3.4(b).

Ablation study We conduct ablation studies® to validate the importance of the APHYNITY
augmentation as implemented in the previous experiments compared to a naive strategy consisting in
learning F' = F, + F, without taking care on the quality of the decomposition, to validate trajectory-

based learning and the adaptive optimization scheme. Those three ablations are presented in Tables
3.5 and 3.6:

o Ablation to vanilla MB/ML cooperation: In Table 3.5, we consider the ablation case with
the vanilla augmentation scheme found in [147, 269, 181}, which does not present any proper

SReviewers for the NeurIPS 2020 and ICLR 2021 conferences are to be thanked for this section as they helped by
suggesting the ablations we conducted.
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Figure 3.4: Diffusion predictions using coefficient learned with (a) incomplete physical model Param
PDE (a,b) and (b) APHYNITY-augmented Param PDE(a,b), compared with the (c) true diffusion

decomposition guarantee. We observe that the APHYNITY cooperation scheme outperforms
this vanilla scheme in all case, both in terms of forecasting performances (e.g. log MSE= -0.35
vs. -3.97 for the Hamiltonian in the pendulum case) and parameter identification (e.g. Err
Param=8.4% vs. 2.3 for Param PDE (a, b for reaction-diffusion). It confirms the crucial benefits
of APHYNITY’s principled decomposition scheme.

 derivative supervision: In Table 3.6 F, + F, is trained with supervision over approximated
derivatives on ground truth trajectory, as performed in [106, 65]. More precisely, APHYNITY’s
Lyaj is here replaced with Lyeiy = |95t — F(X,)|| as in eq. 3.3, where %t is approximated by

finite differences on X;.

« non-adaptive optim.: In Table 3.6 in which we train APHYNITY by minimizing || F,|| without
the adaptive optimization of A shown in Algorithm 2. This case is equivalent to A = 1,75 = 0.

Those results highlight the importance to use a principled adaptive optimization algorithm: for
example in the reaction-diffusion case, log MSE= -4.55 vs. -5.10 for Param PDE (a,b). Finally, when
the supervision occurs on the derivative, both forecasting and parameter identification results are
systematically lower than with APHYNITY’s trajectory based approach: for example, log MSE=-1.16
vs. -4.64 for Param PDE (c¢) in the wave equation.

Extension to varying dynamics across the dataset We also tested APHYNITY in a setting
where the parameters determining the equation defining the dataset vary from one trajectory to
another. In order to build a meaningful model, we used an encoder (with varying architectures
depending on the experiment) to determine, from an initial sequence of a few states, a value of those
parameters characterising the sequence. Results show that APHYNITY accommodates well to this
setting, with similar trends as those reported in this section.®

o Reaction-diffusion systems with varying diffusion parameters Here, the only varying parameters
are diffusion coefficients, i.e. individual a and b for each sequence. We randomly sample
a€1x1073,2x 1073 and b € [3x 1073, 7x 1073]. k is still fixed to 5 x 1073 across the dataset.
In order to estimate a and b for each sequence, we use here a ConvNet encoder E to estimate
parameters from 5 reserved frames (¢t < 0). The architecture of the encoder E is similar to the
one in Table 3.2 except that E takes 5 frames (10 channels) as input and E outputs a vector
of estimated (a,b) after applying a sigmoid activation scaled by 1 x 102 (to avoid possible
divergence). For the baseline Neural ODE, we concatenate a and b to each sequence as two
channels. In Table 3.7, we observe in this more challenging setting the exact same trends as

SNote that those last experiments have initiated the reflexion underlying the following section.
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Table 3.5: Ablation study comparing APHYNITY to the vanilla augmentation scheme [269, 181] for
the reaction-diffusion equation, wave equation and damped pendulum.

Dataset Method log MSE %Err Param. | Full?
Param. PDE (a,b) with vanilla aug. -4.5640.52 8.4 (7.5+1.4)el
APHYNITY Param. PDE (a,b) -5.10+0.21 2.3 (6.7£0.4)el

Reaction- Param. PDE (a, b, k) with vanilla aug. -8.04£0.03 254 (1.540.2)e-2
APHYNITY Param. PDE (a, b, k) -9.35+0.02 0.096 (1.540.4)e-6
True PDE with vanilla aug. -8.1240.05 n/a (6.1+2.3)e-4
APHYNITY True PDE -9.174+0.02 n/a (1.440.8)e-7
Param PDE (c) with vanilla aug. -3.90 £+ 0.27 0.51 88.66
s APHYNITY Param PDE (c) -4.6440.25 0.31 71.0
o Param PDE (c, k) with vanilla aug. -5.96 + 0.10 0.71 25.1
APHYNITY Param PDE (c, k) -6.09+0.28 0.70 4.54
Hamiltonian with vanilla aug. -0.35+0.1 n/a 837£117
APHYNITY Hamiltonian -3.97£1.2 n/a 623£68
Param ODE (wp) with vanilla aug. -7.02+1.7 4.5 148+49
Denped APHYNITY Param ODE () _7.86+0.6 4.0 132411
lum
Param ODE (wy, &) with vanilla aug. -7.60+£0.6 4.65 35.5+6.2
APHYNITY Param ODE (wy, &) -8.31+0.3 0.39 8.5+2.0
Augmented True ODE with vanilla aug,. -8.40+0.2 n/a 3.4£0.8
APHYNITY True ODE -8.44+0.2 n/a 2.3£0.4

before, as APHYNITY improves the prediction precision and parameter estimation as well as
the same decreasing tendency of || F,||.

o Additional results for the wave equation Here, each sequence is generated with a different wave
celerity. For each simulated sequence, an initial condition is sampled as described previously,
along with a wave celerity ¢ also sampled uniformly in [300, 400]. k is fixed for all sequences and
k = 50. Finally our initial state is integrated with the same Runge-Kutta scheme. 200 of such
sequences are generated for training while 50 are kept for testing. For this experiment, we also
use a ConvNet encoder to estimate the wave speed ¢ from 5 consecutive reserved states (w, %).
The architecture of the encoder E is the same as in Table 3.2 but with 10 input channels. The
hyper-parameters used in these experiments are the same as before. The results are consistent

with what was observed before.

Table 3.8: Results for the damped wave equation when considering multiple ¢ sampled uniformly in
[300, 400] in the dataset, k is shared across all sequences and k = 50.

Method log MSE %Error ¢ %Error k|| F,|?
pData- Neural ODE 0.05640.34 n/a n/a n/a
Imcompiete aram PDE (c) -1.324+0.27 23.9 n/a n/a
s APHYNITY Param PDE (c) -4.51+0.38 3.2 n/a 171

Param PDE (¢, k) -4.25+0.28 3.54 1.43 n/a
compioe  APHYNITY Param PDE (¢, k) -4.84+£0.57 241 0064 364
e True PDE (c, k) -4.514+0.29 n/a n/a n/a

APHYNITY True PDE (¢, k) -4.49+0.22 n/a n/a 0.0005
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Table 3.6: Detailed ablation study on supervision and optimization for the reaction-diffusion equation,
wave equation and damped pendulum.

Dataset Method log MSE %Err Param. | Fall?
Augmented Param. PDE (a,b) derivative supervision -4.4240.25 12.6 (6.840.6)el
Augmented Param. PDE (a, b) non-adaptive optim. -4.55+0.11 7.5 (7.6+1.0)el
APHYNITY Param. PDE (a,b) -5.10+0.21 2.3 (6.7£0.4)el

N Augmented Param. PDE (a,b, k) derivative supervision -4.9040.06 11.7 (1.9£0.3)e-1
diffusion Augmented Param. PDE (a, b, k) non-adaptive optim. -9.1040.02 0.21 (5.5+2.9)e-7
APHYNITY Param. PDE (a, b, k) -9.35£0.02 0.096 (1.5£0.4)e-6
Augmented True PDE derivative supervision -6.034+0.01 n/a (3.1£0.8)e-3
Augmented True PDE non-adaptive optim. -9.01+0.01 n/a (1.5+0.8)e-6
APHYNITY True PDE -9.17+0.02 n/a (1.440.8)e-7
Augmented Param PDE (c) derivative supervision -1.164+0.48 12.1 0.00024
Augmented Param PDE (c¢) non-adaptive optim. -2.57£0.21 3.1 43.6
APHYNITY Param PDE (c) -4.64+0.25 0.31 71.0
e Augmented Param PDE (c, k) derivative supervision -4.1940.36 7.2 0.00012
Augmented Param PDE (¢, k) non-adaptive optim. -4.934+0.51 1.32 0.054
APHYNITY Param PDE (c, k) -6.09+0.28 0.70 4.54
Augmented True PDE derivative supervision -4.42 £ 0.33 n/a 6.02e-5
Augmented True PDE non-adaptive optim. -4.97+0.49 n/a 0.23
APHYNITY True PDE -5.24+0.45 n/a 0.14
Augmented Hamiltonian derivative supervision -0.83£0.3 n/a 642+121
Augmented Hamiltonian non-adaptive optim. -0.49£0.58 n/a 16530
APHYNITY Hamiltonian -3.97+1.2 n/a 623+68
Augmented Param ODE (wy) derivative supervision -1.02+0.04 5.8 136+13
Augmented Param ODE (wp) non-adaptive optim. -4.30+1.3 4.4 90.4427
Prenget APHYNITY Param ODE () -7.86+0.6 4.0 132411
lum
Augmented Param ODE (wp, ) derivative supervision -2.61£0.2 5.0 3.2£1.7
Augmented Param ODE (wp, o) non-adaptive optim. -7.6941.3 1.65 4.8+7.7
APHYNITY Param ODE (wp, @) -8.31£0.3 0.39 8.5+2.0
Augmented True ODE derivative supervision -2.14+0.3 n/a 4.14+0.6
Augmented True ODE non-adaptive optim. -8.34+0.4 n/a 1.4+0.3
APHYNITY True ODE -8.4440.2 n/a 2.3+£0.4

o Damped pendulum with varying parameters Here we vary the parameters (Tp, ) between
trajectories. We simulate 500/50/50 trajectories for the train/valid/test sets integrated with
DOPRI5. For each trajectory, the period Ty (resp. the damping coefficient «) are sampled
uniformly in the range [3,10] (resp. [0,0.5]). We train models that take the first 20 steps as
input and predict the next 20 steps. To account for the varying ODE parameters between
sequences, we use an encoder that estimates the parameters based on the first 20 timesteps.
In practice, we use a recurrent encoder composed of 1 layer of 128 GRU units. The output of
the encoder is fed as additional input to the data-driven augmentation models and to an MLP
with final softplus activations to estimate the physical parameters when necessary (wg € R
for Param ODE(wy), (wo, @) € R? for Param ODE(wy, ). In this varying ODE context, we
also compare to the state-of-the-art univariate time series forecasting method N-Beats [207].
Results shown in Table 3.9 are consistent with those presented before as augmenting them with
APHYNITY significantly and consistently improves both forecasting results and parameter
identification precision.
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Table 3.7: Results of the dataset of reaction-diffusion with varying (a,b). k =5 x 1073 is shared
across the dataset.

Method log MSE ~ %Err a %Err b %Err k | Fou|?
e Neural ODE [51] -3.61£0.07  n/a n/a n/a n/a
meomplerdaram PDE (a, b) -1.32+0.02  55.6 54.1 n/a n/a
s APHYNITY Param PDE (a,b)  -4.3240.32 11.8 18.7 n/a  (4.3£0.6)cl

Param PDE (a, b, k) -5.54+0.38 155 3.0 0.5 n/a
compiore APHYNITY Param PDE (a,b, k) -5.72+£0.25 1.29 =~ 1.23  0.39 (5.9+d3)e-l
PR True PDE -8.86+0.02 n/a n/a n/a n/a

APHYNITY True PDE -8.824+0.15 n/a n/a n/a  (1.840.6)e-5

Table 3.9: Forecasting and identification results on the damped pendulum dataset with different
parameters for each sequence. log MSEs are computed over 20 predicted time-steps. For each level of
incorporated physical knowledge, equivalent best results according to a Student t-test are shown in
bold. n/a corresponds to non-applicable cases.

Method log MSE ~ %Error Ty %Error « | Full?
we.  Neural ODE [51] -4.35+0.9 n/a n/a n/a
diven N-Beats [207] -4.57+0.5 n/a n/a n/a
Hamiltonian [106] -1.31£0.4 n/a n/a n/a
mconpere APHYNITY Hamiltontan 47204 AL LA 6406 .
P Param ODE (wy) -2.66+0.9  21.5419 n/a n/a
APHYNITY Param ODE (wy) -5.94+0.7 5.0%£1.8 n/a 0.4940.1
Param ODE (wp, «) -5.71+£0.4 4.08£0.8  152+129 n/a
compiowe. APHYNITY Param ODE (wy, )  -6.22+£0.7  3.26+£0.6 62427  (5.3940.1)e-10
e True ODE -8.58+0.1 n/a n/a n/a
APHYNITY True ODE -8.58+0.1 n/a n/a (2.15+1.6)e-4

3.4 LFEADS: Learning Dynamical Systems that (Generalize
Across Environments

Despite promising results, current ML models aiming to learn real world dynamics from data usually
postulate an idealized setting where data is abundant and the environment does not change, the
so-called “i.i.d. hypothesis”. In practice, real-world data may be expensive or difficult to acquire.
Moreover, changes in the environment may be caused by many different factors. For example, in
climate modeling, there are external forces (e.g. Coriolis) which depend on the spatial location [177];
or, in health science, parameters need to be personalized for each patient as for cardiac computational
models [199]. More generally, data acquisition and modeling are affected by different factors such as
geographical position, sensor variability, measuring circumstances, etc. In other words, within the
datasets used to learn models of dynamical systems of real-world phenomena, the distribution of data
often changes according to the environment in which they are captured, the dynamics of the system
itself varying from one environment to another. Generalizing across those different environments thus
challenges the conventional frameworks.

The classical paradigm either considers all the data as i.i.d. and looks for a global model, or proposes
specific models for each environment. The former disregards discrepancies between the environments,

75



thus leading to a biased solution with an averaged model which will usually perform poorly. The latter
ignores the similarities between environments, thus affecting generalization performance, particularly
in settings where per-environment data is limited. This is particularly problematic in dynamical
settings, as small changes in initial conditions lead to trajectories not covered by the training data.
In other words, both are suboptimal.

In this work, we consider a setting where it is explicitly assumed that the trajectories are
collected from different environments. The i.i.d. hypothesis is thus removed twice: by considering
the temporality of the data as is done in all other models of this thesis and, specifically to this
particular work, by considering the existence of multiple environments. Moreover, because in many
useful contexts the dynamics in each environment, while being distinct, share similarities with one
another, our objective is also to leverage those similarities in order to improve the modeling capacity
and generalization performance. This brings us to consider two research questions:

R@Q1 Does modeling the differences between environments improve generalization error w.r.t. classical
settings:

e Omne-For-All, where a unique function is trained for all environments;

e One-Per-Env., where a specific function is fitted for each environment?

R@Q2 How does it help in extrapolating to novel environments which has not been seen during
training?

The general learning framework we propose here is LEarning Across Dynamical Systems (LEADS),
which decomposes the learned differential equations into shared and environment-specific components.
The learning problem is formulated such that the shared component captures the dynamics common
across environments and exploits all of the available data, while the environment-specific component
only models the remaining dynamics, i.e. those that cannot be expressed by the former, based on
environment-specific data.

Our contributions are the following:

o We show, under mild conditions, that the learning problem is well-posed, as the resulting decom-
position exists and is unique (Section 3.4.2) and analyze the properties of this decomposition
from a sample complexity perspective.

o Those statistical bounds are shown to closely coincide with practical experiments in the linear
case.

o The framework is instanciated for more general hypothesis spaces and dynamics, following a
heuristic for the control of generalization which is then validated experimentally.

Overall, we show that this framework provides better generalization properties than One-Per-Enuv.,
requiring less training data to reach the same performance level while achieving better performance than
One-For-All (RQ1). The shared information is also useful to extrapolate to unknown environments:
the new function for this environment can be learned from very little data (RQ2). Our experiments
are done on three representative cases (Section 3.4.4) where the dynamics are provided by differential
equations: ODEs with the Lotka-Volterra predator-prey model, and PDEs with the Gray-Scott
reaction-diffusion and the more challenging incompressible Navier-Stokes equations. Up to our
knowledge, it is the first time that generalization in multiple dynamical systems is addressed from an
ML perspective’.

"Code is available at https://github.com/yuan-yin/LEADS.
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3.4.1 Related work

Recent approaches linking invariances to Out-of-Distribution (OoD) Generalization, such as [11,
142, 258], aim at finding a single classifier that predicts well invariantly across environments with
the power of extrapolating outside the known distributions. However, in our dynamical systems
context, the optimal regression function should be different in each environment, and modeling
environment bias is as important as modeling the invariant information, as both are indispensable for
prediction. Thus such invariant learners are incompatible with our setting. Meta-learning methods
have recently been considered for dynamical systems as in [91, 152]. Their objective is to train a
single model that can be quickly adapted to a novel environment with a few data-points in limited
training steps. However, in general these methods do not focus on leveraging the commonalities and
discrepencies in data and may suffer from overfitting at test time [185]. Multi-task learning [293]
seeks for learning shared representations of inputs that exploit the domain information. Up to our
knowledge current multi-task methods have not been considered for dynamical systems. [248] apply
multi-task learning for interactive physical environments but do not consider the case of dynamical
systems. Other approaches like [284, 202] integrate probabilistic methods into a Neural ODE, to
learn a distribution of the underlying physical processes. Their focus is on the uncertainty of a single
system. In APHYNITY, we have also considered an additive decomposition but have instead focused
on the combination of physical and statistical components for a single process and not on learning
from different environments.

3.4.2 Approach

e Problem setting

We consider the problem of learning models of dynamical physical processes with data acquired
from a set of environments F. Throughout the paper, we will assume that the dynamics in an
environment e € E are defined through the evolution of differential equations. This will provide in
particular a clear setup for the experiments and the validation.

For a given problem, we consider that the dynamics of the different environments share common
factors while each environments has its own specificity, resulting in a distinct model per environment.
Both the general form of the differential equations and the specific terms of each environment are
assumed to be completely unknown. X denotes the state of the equation for environment e, taking
its values from a bounded set A, with evolution term F, : A — T'A, T'A being the tangent bundle of
A. In other words, over a fixed time interval [0, 7], we have:

dxe
dt

= F,(X?) (3.9)

We assume that, for any e, F, lies in a functional vector space F. In the experiments, we will consider
one ODE, in which case A C R?, and two PDEs, in which case A is a d’-dimensional vector field over
a bounded spatial domain S C R .

The differential term of the data-generating dynamical system in Eq. 3.9 is sampled from a distinct
distribution for each e, i.e. F, ~ Q.. From F,, we define 7., the data distribution of trajectories X¢
verifying Eq. 3.9, induced by a distribution of initial states X§ ~ Fy. The data for this environment is
then composed of [ trajectories Sampled from 7;, and is denoted as T. with X% the i-th trajectory.
We will denote the full dataset by T = U.ep Te-

The classical empirical risk minimization (ERM) framework suggests to model the data dynamics
either at the global level (One-For-All), taking trajectories indiscriminately from T, or at the specific
environment level (One-Per-Env.), training one model for each T.. Our aim is to formulate a new
learning framework with the objective of explicitly considering the existence of different environments
to improve the modeling strategy w.r.t. the classical ERM settings.
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o LEADS framework

We decompose the dynamics into two components where F' € F is shared across environments
and G, € F is specific to the environment e, so that

VYVee E.F,=F + G, (3.10)

Since we consider functional vector spaces, this additive hypothesis is not restrictive and such a
decomposition always exists. It is also quite natural as a sum of evolution terms can be seen as
the sum of the forces acting on the system. Note that the sum of two evolution terms can lead to
behaviors very different from those induced by each of those terms®.

However, as in the previous APHYNITY section, learning this decomposition from data defines
an ill-posed problem: for any choice of F', there is a {G.}ecp such that Eq. 3.10 is verified. A trivial
example would be F' = 0 leading to a solution where each environment is fitted separately. Our core
idea is that F' should capture as much of the shared dynamics as is possible, while G, should focus
only on the environment characteristics not captured by F'. To formalize this intuition, we introduce
Q(G.), a penalization on G., which precise definition will depend on the considered setting.

We reformulate the learning objective as the following constrained optimization problem:

e,

. N d .
i Q(G, biect to VX' Vi, — = (F + G (X" 3.11
pedain ;3 (Ge)  subject to € TVt =g = (F+ Ge)(XP) (3.11)

Minimizing €2 aims to reduce G.s’ complexity while correctly fitting the dynamics of each environment.
This argument will be made formal in the next section. Note that F' will be trained on the data from
all environments contrary to G.s.

A key question is then to determine under which conditions the minimum in Eq. 3.11 is well-defined.
The following proposition provides an answer:

Proposition 3.3 (Existence and Uniqueness)

Assume () is convex, then the existence of a minimal decomposition F*,{G*}.cp € F of Eq. 3.11
is guaranteed. Furthermore, if €} is strictly convex, this decomposition is unique.

Proof: The optimization problem is:

e,

. N dXxX .
i Q(G. bject to VX! N, — = (F 4+ Ge) (X" 3
min ;E (Ge) subject to eT o = (F G (3)

The idea is to first reconstruct the full functional from the trajectories of 7. By definition, A¢ is the set
of points reached by trajectories in 7 from environment e so that:

A ={zeR?|3IX e T, 3t, X{=uz}

Then we define a function F92* in the following way: for all e € E, take a € A°, for which we can find
X¢ e T and tg such that X{ = a. Differentiating X¢ at ¢o, which is possible by definition of 7", we take:

_dX?

Fdata
e (a) dt

t=to

For any (F, G,) satisfying the constraint in Eq. 3, we then have (F + G.)(a) = % . Fdata(g) for all
0

a € A°. Conversely, any pair such that (F,G.) € F x F and F + G, = F32_ verifies the constraint.

Thus we have the equivalence between Eq.3 and the following objective:

. QFdata_F
min Z (F )

8This is emphatically shown in the case of the Gray-Scott equations.
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The result directly follows from the fact that the objective is a sum of (strictly) convex functions in F
and is thus (strictly) convex in F. O

In practice, while we could use, as for APHYNITY, an adaptive optimization scheme converging a
constrained solution, we consider in the following this relaxed formulation of Eq. 3.11:

> (9660 +ii1 A

ecE

dxs
dt

C(F 4+ G (X th) (3.12)

min
F{Ge}eepeF

where F, G, are taken from a hypothesis space F approximating F. A\ is a regularization weight and
the integral term constrains the learned F'+ G, to follow the observed dynamics. In practice, this
relaxed formulation gave satisfying results.

Note that, as argued in Section 3.2.1, the loss term supervising on derivatives is replaced in the
experiments with a trajectory-based loss. However, the derivatives formulation was more convenient
for the sample complexity analysis.

3.4.3 Improving generalization with LEADS

Defining an appropriate € is crucial for our method. In this section, we show that the generalization
error should decrease with the number of environments. While the bounds might be too loose for
NNs, our analysis is shown to adequately model the decreasing trend in the linear case, linking both
our intuition and our theoretical analysis with empirical evidence. This then allows us to construct
an appropriate 2 for NNs.

More precisely:

e Proposition 3.4 shows that the number of examples necessary to ensure a certain level of
test error decreases with an increasing number of environments for any generic learners while
Proposition 3.6 tackles generalization w.r.t. new environments, unseen during learning.

» Propositions 3.7 and 3.8 apply those bounds in the linear case to find and justify an appropriate
choice for 2. The bounds are then shown to be consistent with the experiments.

» Propositions 3.9 and 3.10 extend those results for Neural Networks.

e Preliminary Definitions to Study Generalization with LEADS

We introduce here the necessary definitions for the different proofs of generalization proofs
presented later.

Table 3.10 gives the definition of the different capacity instances considered in the paper for each
hypothesis space, and the associated distances. We say that a space H is e-covered by a set H, with
respect to a metric or pseudo-metric d(-,-), if for all h € H there exists ' € H with d(h,h') <e. We
define by N (e, H, d) the cardinality of the smallest H that e-covers H, also called covering number
[240]. The capacity of each hypothesis space is then defined by the maximum covering number over
all distributions. Note that the loss function is involved in every metric in Table 3.10. For simplicity,
we therefore omit the notation of loss function for the hypothesis spaces.

As in [25], covering numbers are based on pseudo-metrics. We can verify that all distances in
Table 3.10 are pseudo-metrics.

o General case

After introducing preliminary notations and definitions, we define the hypothesis spaces associated
with our multiple environment framework. Considering a first setting where all environments of
interest are present at training time, we prove an upper-bound of their effective size based on the
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Table 3.10: Capacity definitions of different sets by covering number with associated metric or
pseudo-metric.

Capacity Metric or pseudo-metric Mentioned in

Cle, ™) = dp((F+G1,.. JF+GR), (F'+GY, ... F'+G))) =
S e H™ dy) it LSl (FGo) (@) o |~ Seesll(F+  Theorem 8.1; Prop. 3.5
P Go)(@®) = y°|P|dP(x,y)

Cole, F) = dipg(fL F') = Jaxrasupgegll(F + 9)(z) —
N ) , TAx Prop. 3.4, 3.5, 3.10; Cor. 3.1
supp N'(e, F.dipg) ylIP=I(F" + g)() — yl]*|dP(z,y)
Ci(e,G) := dip 71(9:9") = Jaxrasuppeslll(F + g)(x) —
R ) , Prop. 3.4, 3.5, 3.9
supp N (e,G, dpp 5) ylI*=II(F + g')(z) — y[?|dP(z,y)
CeF+0) = e r0Fr0) = Ll F )@y IFE oo
supp N'(e, F + G, dp)g')(x) — ylI*|dP(z,y)
C(e,G, L) - dripy(9,9') = Jrall(g — ¢')(2)]1dP(x) Prop. 3.9; Theorem 3.3
SuppN(€,g,dL1(7p))
C(a,g,LQ) = )
) bty (0.9 = Tello — P BPa) Prop. 3.7; Lemma 3.1

covering numbers of the approximation spaces. This allows us to quantitatively control the sample
complexity of our model, depending on the number of environments m and other quantities that
can be considered and optimized in practice. We then consider an extension for learning on a new
and unseen environment. The bounds here are inspired by ideas initially introduced in [25]. They
consider multi-task classification in vector spaces, where the task specific classifiers share a common
feature extractor. Our extension considers sequences corresponding to dynamical trajectories, and a
model with additive components instead of function composition in their case.

Definitions. Sample complexity theory is usually defined for supervised contexts, where for a given
input x we want to predict some target y. In our setting, we want to learn trajectories (Xf)o<i<r
starting from an initial condition X,. We reformulate this problem and cast it as a standard supervised
learning problem: 7, being the data distribution of trajectories for environment e, as defined in 3.4.2,
let us consider a trajectory X¢ ~ 7, and time 7 ~ Unif(]0, 7); we define system states X =X¢ € A
as input, and the corresponding values of derivatives Y = F,(X¢) € T'A as the associated target. We
will denote P, the underlying distribution of (X,Y), and P, the associated dataset of size n.

We are searching for F,G.: A—TA in an approximation function space F of the original space F.
Let us define @ C F the effective function space from which the G.s are sampled. Let F' +G ={F+G:
G € Q} be the hypothesis space generated by function pairs (F,G), with a fixed F' € F. For any
h: A — TA, the error on some test distribution P, is given by erp, (h) = [, rallh(z) — y||?dPe(z,y)
and the error on the training set by érp (h) = %Z(x,y)ef?e h(z) —y|*

LEADS sample complexity. Let Cg(e,j: ) and Cx(e,G) denote the capacity of F and G at a
certain scale € > 0. Such capacity describes the approximation ability of the space. The following
result is general and applies for any decomposition of the form F + G.. It states that to guarantee a
given average test error, the minimal number of samples required is a function of both capacities and
the number of environments m, and it provides a step towards RQ1:

Proposition 3.4

Given m environments, let £1,e5,0 > 0,6 = €1 + €5. Assume the number of examples n per
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environment satisfies

64 4 g2 ~\\ 16
n > max{gQ ( (tog 5 +logCy (52, 7)) +1ogcﬁ(16,g)>, 52} (3.13)
Then with probability at least 1 — § (over the choice of training sets {756}), any learner (F +
Gi,...,F+ Gy,) will satisfy =3 cperp, (F+Ge) < =3 cpérp (F+Ge) +¢

Proof: We introduce some extra definitions that are necessary for proving the proposition. Let H = F + G
defined for each F' € F, and let us define the product space H™ = {(F+G1,....,F+Gpn): [+G. € H}.
Functions in this hypothesis space all have the same F', but not necessarily the same G.. Let H be the
collection of all hypothesis spaces H = F + G,Vf € F. The hypothesis space associated to multiple
environments is then defined as H™ := Jy ey H™

Our proof makes use of two intermediary results addressed in Theorem 3.1 and Prop. 3.5.

Theorem 3.1 (/25/, Theorem 4, adapted to our setting)

Assuming H is a permissible hypothesis space family. For all ¢ > 0, if the number of examples n of each
environment satisfies:

1 e
me2 08 ) g2

4 H™
nzmax{ 6(16’ ) 16}

Then with probability at least 1 — & (over the choice of {P.}), any (F + G1,...,F + G,) will satisfy

—ZeerF—i—G Zer (F+G.)
eEE EEE

Note that permissibility (as defined in [25]) is a weak measure-theoretic condition satisfied by many real
world hypothesis space families [25]. We will now express the capacity of H™ in terms of the capacities
of its two constituent component-spaces F and g thus leading to the main result.

Proposition 3.5

For all €,e1,e2 > 0 such that ¢ = &1 + &9,

logC(e,H™) < logC@(sl,j:) + mlogCs(e2, Q) (3.14)

Proof of Proposition 3.5: To prove the proposition it is sufficient to show the property of covering
sets for any joint distribution defined on all environments P on the space (A x T'A)™. Let us then fix
such a distribution P. and let P = L 3" P, be the average distribution.

Suppose that FC is an e;-cover of (j—", d[ﬁ’g]) and {GC}eep are eg-covers of (G7d[7>e,ff})‘ Let H =
{1, 2m) = (F+G)(1),...,(F+Gn)(am)), F € FY, G. € GY}, be a set built from the
covering sets aforementioned. Note that by definition |H| = |FY| - [[.c5|GS| < Cs (e, ]A:)Cj_-(eg, G)™ as
we take some distribution instances.

For each learner (F + Gy,...,F + G,,) € H™ in the hypothesis space, we take any F’ € F€ such that
d[ﬁg] (F,F") < &1 and G, € G¢ for all e such that d[Pe,f:](Ge’ G.) < g9, and we build (F'+GY, ..., F'+G.,).
The distance is then:

dp((F+G1,....,F+Gp), F'+G},....,F' +G)))
<dp(F+Gi,....,F+Gp),(F' +Gq,....,F' +Gp))

+dp(F'+Gy,...,F' +Gp),(F'+GY,....,F' +G.))
(triangular inequality of pseudo-metric)
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< > dp(F+Ge, F' +Ge) + > _ dp (F' + Ge, F' + GY)
eclk eck
(triangular inequality of absolute value)
1 o
<=3 dip, g (F, F") Z dip, 71(Ge, G.) (by definition of di, & and dip, 5)
eclE eGE
:d[757g](FF Zd[P 7] Ge,G ) <er+eg
eeE

(mean of the distance on different P, is the distance on P)

To conclude, for any distribution P, when FC is an e;-cover of F and {GS} are ey-covers of G, the set
H built upon them is an (g1 + e2)-cover of H™. Then if we take the maximum over all distributions we
conclude that C(e1 + €2, H™) < Cg(e1, F)Cs(e2,G)™ and we have Eq. 3.14. o

We can now use the bound developed in Prop. 3.5 and use it together with Theorem 3.1, therefore
concluding the proof of Prop. 3.4. O

The contribution of F to the sample complexity decreases as m increases, while that of G remains
the same: this is due to the fact that shared functions F' have access to the data from all environments,
which is not the case for G.. From this finding, one infers the basis of LEADS: when learning from
several environments, to control the generalization error through the decomposition F, = F' + G,, F
should account for most of the complexity of F. while the complexity of G. should be controlled and
minimized. We then establish an explicit link to our learning problem formulation in Eq.3.11. Further
in this section, we will show for linear ODEs that the optimization of Q(G.) in Eq. 1.9 controls the
capacity of the effective set G by selecting G.s that are as “simple” as possible.

As a corollary, we show that for a fixed total number of samples in 7', the sample complexity
will decrease as the number of environments increases. To see this, suppose that we have two
situations corresponding to data generated respectively from m and m/b environments. The total

A

sample complexity for each case will be respectively bounded by O(log Cs (55, F) + mlog Cx(52, G))
and O(blog Cs(55, F) +mlogCy(5%,G)). The latter being larger than the former, a situation with
more environments presents a clear advantage. Fig. 3.12 in Section 3.4.4 confirms this result with

empirical evidence.

LEADS sample complexity for novel environments. Suppose that problem Eq.3.11 has been
solved for a set of environments E. Can we use the learned model for a new environment not present
in the initial training set (RQ2)? Let €’ be such a new environment, P,/ the trajectory distribution of
¢/, generated from dynamics F,, ~ @, and P, an associated training set of size n’. The following
results show that the number of required examples for reaching a given performance is much lower
when training F' + G with F' fixed on this new environment than training another F’ + G, from
scratch.

Proposition 3.6

For all ,6§ with 0 < &, < 1 if the number of samples n’ satisfies

4. AC(= G) 1
n' > max{610g(16’f+g),6§}7

> ; (3.15)

then with probability at least 1 — & (over the choice of novel training set 756/), any learner
F+Go € F+ G will satisty erp , (F + Go) < érp (F+Ge) +¢

Proof: The proof is derived from the following theorem which can be easily adapted to our context:
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Theorem 3.2 ([25], Theorem 3)

Let H a permissible hypothesis space. For all 0 < e,§ < 1, if the number of examples n of each
environment satisfies:

{ 64
n > max 5
me

4C(L,H) 16
log 1§ )’52}

Then with probability at least 1 — & (over the choice of dataset P sampled from P), any h € H will satisfy

erp(h) < érp(h) +¢

Given that P, is sampled from the same environment distribution @, then by fixing the pre-trained F,
we fix the space of hypothesis to F' 4+ G, and we apply the Theorem 3.2 to obtain the proposition. O

In Prop. 3.6 as the capacity of F no longer appears, the number of required samples now depends
only on the capacity of F'+ G. This sample complexity is then smaller than learning from scratch
F. = F + G as can be seen by comparing with Prop. 3.4 with m = 1.

From the previous propositions, it is clear that the environment-specific functions G, need to be
explicitly controlled. We now introduce a practical way to do that.

Let w(r,€) be a strictly increasing function w.r.t. 7 such that
logCs(e,G) < w(r,e), r= sup e 2(9) (3.16)

Minimizing €2 would reduce r and then the sample complexity of our model by constraining G. Our
goal is thus to construct such a pair (w, ). In the following, we will first show in Section 3.4.3 how
to construct a penalization term €2 based on the covering number bound for linear approximators in
the case of linear ODEs. We show with this tractable use case that the generalization error obtained
in practice follows the same trend as the theoretical error bound when the number of environments
varies. Inspired by this result, we then propose in Section 3.4.3 an effective {2 which can be applied
for neurally parametrized G.s.

e Linear case: theoretical bounds correctly predict the trend of test error
Results in 3.4.3 provide general guidelines for our approach. We now apply them to a linear
system to see how the empirical results meet the tendency predicted by theoretical bound.

Let us consider a linear ODE dxt =Lpg, (2f) where L, :x— F.x is a linear transformation associated
to the square real valued matrlx F € My q(R). We choose as hypothesis space the _space of linear

functions F C £(R%, R%) and instantiate a linear LEADS dxt —(Lp +Leg,)(2¢), Lpe F,Lg, € G C F.
As suggested in [23], we have that:

Proposition 3.7

If for all linear maps Lg, € G, |G||%<r, if the input space is bounded i.e. ||z||s<b, and the MSE

loss function is bounded by ¢, then

red(20)?
-2

logCs(e,G) < [ 1 log2d* =: w(r, )

Proof: Let us take G an %ﬁ—cover of G for the L? distance d» (p) (see definition in Table 3.10). Then,
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for each Lg € G, take G’ € G such that dr2(Lg,Lg) < 2\[, then

d[p,ﬁ] (La,Ler)

= sup [[[(F + G)z — y[3~(F + G")x — y|j3|dP(z, y)
Ax A LFES

< / sup [[(G = Gz[2(I(F + G)z — yl2+[|(F + G') () — yll2)dP(z,y)
AxTA LFEF

< | 16 = @)alaaP@) | [ sup (1(F + Gy =yl |(F + G — yll2)2dP e, )

A AxTA LFEF

§2ﬁ\/ LG = @)aladP(a) < <

so that Cr(e,G) < C(f—ﬁ, G, L?). According to the following lemma:

Lemma 3.1 (/23], Lemma 3.2, Adapted)

Given positive reals (a,b,e) and positive integer d. Let vector x € R? be given with |z|/, < b,
G ={Lg:G e R¥™ ||G|% < r} where ||-||r is the Frobenius norm. Then

A db?
logC(e, g, L2) < Fﬂs

-‘ log 2d?

we obtain
. d(2b)?
logCx(e,G) < {7465(2)} log 2d* =: w(r,¢)
where w(r, €) is a strictly increasing function w.r.t. r. O

This result indicates that we can choose Q(Lg)=|G||r as our optimization objective in Eq.3.11.
The sample complexity in Eq. 3.13 will decrease with the size of the largest possible r=sup; ¢ Q(Lg).
The optimization process will reduce (Lg) until a minimum is reached. The maximum size of the
effective hypothesis space is then bounded and decreases throughout training thanks to the penalty.
Therefore, in the linear case, we have:

Proposition 3.8

For linear maps Lg € F, s.t. |[F||2<r’, and Lg € G s.t. ||G||%2<r, for inputs s.t. |z||2<b, if
the MSE loss function is bounded by ¢, given m environments and n samples per environment,

Vp?+4 /16
with probability 1 — 9, the generalization error upper bound is € = max {\/(p i g i q), —}

where p = %1 log 2 and ¢ = & ((ng +7 )cd(32b) 1log2d? for any 0 < z < 1.

Proof: This can be derived from Proposition 3.4 with the help of Proposfcion 3.7 for linear maps. If we

A

take the lower bounds of two capacities log C5({,7) and log Cg (i%,}" ) for the linear maps hypothesis

spaces F , g , then the number of required samples per environment n now can be expressed as follows:

4 (1 4 1|7 2 2 1
n = max 67 —log -+ — w 10g2d2+ M 2d2 6
e2\m "6 m €2 2 )
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Figure 3.5: Test error compared with corresponding theoretical bound. The arrows indicate the
changes after applying Q(G.) penalty.

Table 3.11: Details for the results producing Fig. 3.5 .

Samples/env. Method m=1 m =2 m =4 m =38
LEADS no min. 6.814.44 e-2 4.9244.26 -2 4.5043.10 e-2
n=2-K LEADS (Ours) SI3ED56 2 11432062  3.9342.88e-2  2.10+0.96 e-2
LEADS no min. 3.96£2.56 e-2 3.1042.08 -2 2.2341.44 e-2
n=4-K LEADS (Ours) LOBEZET 2 9 7411.96 -2  1.61+41.24 -2 1.02+0.74 -2

To simplify the resolution of the equation above, we take £ = ze for any 0 < z < 1, then g9 = ¢ — &1 =
(1 — z)e. Then by resolving the equation, the generalization margin is then upper bounded by e with:

Ip+Vp?+4q [16
£ — max w’ /10
n

where p = % log% and ¢ = %4 R Ty + ﬁ) cd(32b)2-‘ log 2d2. O

mz2

Experiment with Linear ODEs We take an example of linear ODE expressed by the following
formula:

du

5 = Leag () = QAQTw,

where u; € R® is the system state, @ € Mgg(R) is an orthogonal matrix such that QQ" = 1, and
A € Mgg(R) is a diagonal matrix containing eigenvalues. We sample A, from a uniform distribution
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on ©5 = {Ay,...,Ag}, defined for each A; by:

0 if i = j
A =1
(Al {—0.57 otherwise.

which means that the i-th eigenvalue is set to 0, while others are set to a common value —0.5.

In other words, we take an instance of linear ODE defined by F.=QA.Q' with the diagonal A,
specific to each environment. After solving Eq.3.11 we have at the optimum that G.=F, — F*=
F,— LY. cpF.. Then we can take r = max(r, } Q(Lg,) as the norm bound of G when Q(G.) is
optimized.

Fig. 3.5 shows on the left the test error with and without penalty and the corresponding theoretical
bound on the right. Corresponding quantitative measures are given in Table 3.11. As expected, we
observe that minimizing €2 reduces the test error and closely follows the theoretical generalization
bound, as indicated by the arrows from the dashed line to the concrete one.

e Nonlinear case: instantiation for neural nets

The above linear case validates the ideas introduced in Prop. 3.4 and provides an instantiation
guide and an intuition on the more complex nonlinear case. This motivates us to instantiate the
general case by choosing an appropriate approximating space F and a penalization function €2 from
the generalization bounds for the corresponding space.

We show in this section how we design a concrete model for nonlinear dynamics following the
general guidelines given in 3.4.3. This is mainly composed of the following two parts: (a) choosing
an appropriate approximation space and (b) choosing a penalization function € for this space. It is
important to note that, even if the bounds given in the following sections may be loose in general, we
are convinced that they provide useful intuitions on the design of the algorithms which are validated
by experiments in our case.

Choosing approximation space F We choose the space of feed-forward neural networks with a
fixed architecture. Given the universal approximation properties of neural networks [139], and the
existence of efficient optimization algorithms [55], this is a reasonable choice, but other families of
approximating functions could be used as well.

We then consider the function space of neural networks with D-layers with inputs and outputs
in R: Fuy = {v: 2 op(Wp---01(Wiz))) : o, v(x) € R}, D is the depth of the network, o; is a
Lipschitz activation function at layer j, and W; weight matrix from layer j — 1 to 7. The number
of adjustable parameters is fixed to W for the architecture. This definition covers fully connected
NNs and convolutional NNs. Note that the Fourier Neural Operator [158] used in the experiments for
NS can be also covered by the definition above, as it performs alternatively the convolution in the
Fourier space.

Choosing penalization 2 Now we choose an {2 for the space above. Let us first introduce a
practical way to bound the capacity of G C Fun. Proposition 3.9 tells us that for a fixed NN
architecture (implying constant parameter number W and depth D), we can control the capacity
through the maximum output norm R and Lipschitz norm L defined in the proposition.

Proposition 3.9

If for all neural network g € G, ||gllos = esssup|g| < R and ||g||Lip < L, with ||-||Lip the Lipschitz
semi-norm, then:

logCs(£,G) < w(R, L, ¢) (3.17)
where w(R, L, &) = ¢; log % + ¢ for ¢ = 2W and ¢ = 2W log 8e+/cD, with ¢ the bound of MSE
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Lloss. w(R, L,¢) is a strictly increasing function w.r.t. R and L.

Proof: To link the capacity to some quantity that can be optimized for neural networks, we need to apply
the following theorem:

Theorem 3.3 ([112], Theorem 11, Adapted)

With the neural network function space Fun, let W be the total number of adjustable parameters, D the
depth of the architecture. Let G C Fyy be all functions into [—R, R]d representable on the architecture,
and all these functions are at most L-Lipschitz. Then for all 0 < ¢ < 2R,

2W
C(e,G, L") < (26 : 2R'DL>

3

Here, we need to prove first that the ff—dependent capacity of G is bounded by a scaled independent
capacity on L! of itself. We suppose that the MSE loss function (used in the definitions in Table 3.10) is
bounded by some constant c¢. This is a reasonable assumption given that the input and output of neural

networks are bounded in a compact set. Let us take G an fﬁ-cover of G with L'-distance: d Li(p) (see

definition in Table 3.10). Therefore, for each g € G take ¢’ € G such that d;1(g,¢') < 2%/5, then

dip 1(9,9) = / sup|[|(f + 9)(x) —yll3=II(f + ¢") (=) — yl31dP(z,y)
Axar TEF

< / sup|[(g — ) (@) 2([I(f + 9)(z) = yll2+(f + ¢) (@) — yl2)dP(z,y)
AxTa €7

<2ve [ (g - 9)@)hdP(a) < e

Then we have the first inequality Cr(e,G) < C(i,Q,Ll). As we suppose that ||g|lc< R for all g € G,
then for all g € G, we have g(z) € [-R, R]d. We now apply the Theorem 3.3 on Q, we then have the

following inequality

8e\/cDRL

; (3.18)

NG

where e is the base of the natural logarithm, W is the number of parameters of the architecture, D is the
depth of the architecture. Then if we consider W, ¢, D as constants, the bound becomes:

log C (5 Q,L1> < 2W log

€ 4 1 RL
1 — L) <cplog— = L 1
ogC <2ﬁ,g, ) < crlog — +co =w(R, L,¢) (3.19)
for ¢; = 2W and ¢y = 2W log 8ev/cD. O

This leads us to choose for {2 a strictly increasing function that bounds w(R, L, ). Given the inequality
Eq. 3.17, this choice for 2 will allow us to bound practically the capacity of G.

Minimizing € will then reduce the effective capacity of the parametric set used to learn G,.
Concretely, we choose for €2:

Q(Ge) - ||Ge||go+a||Ge”iip (7)

where o > 0 is a hyper-parameter. This function is strictly convex and attains its unique minimum
at the null function.

With this choice, let us instantiate Prop. 3.4 for our familly of NNs. Let r = sup . Q(g), and
w(r,e) = ¢ log RS (strictly increasing w.r.t. the r) for given parameters c¢;,co > 0. We have:
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Proposition 3.10

Ifr = SUP,eg Q(g) is finite, the number of samples n in Eq. 3.13, required to satisty the error
bound in Proposition 3.4 with the same 6, ¢,e; and €9 becomes:

64 [ 1 4C; (& F ) €2 16
> el N PO AS T LA ‘
n > max { = (m log 5 +w ( 16> (3.20)

Proof: If Q(G.) < r, we have 2log R < logr and 2log L 4+ log & < logr, then

(e

log RL < log T

Ja

We can therefore bound w(R, L, ) by

RL
W(R,L,g) = e1log ~ + ¢ < e1log — = + ¢ = w(r, €)
13

r
eva

The result follows from Proposition 3.9. O

This means that the number of required samples will decrease with the size the largest possible
(g) = r. The optimization process will reduce Q(G,) until a minimum is reached. The maximum
size of the effective hypothesis space is then bounded and decreases throughout training. In particular,
the following result follows:

Corollary 3.1

Optimizing Eq. 1.9 for a given \, we have that the number of samples n in Eq. 3.13 required to
satisfy the error bound in Proposition 3.4 with the same 9, ¢,e1 and &5 is:

64 (1 4Cs(%: ﬁ) e\ 16
> Nl ST ( ) ‘
n >max {62 (m log 5 AR, ' 16 (3.21)
e,t 2
dX:" 1 g,

1 T
where k = > cep2imy Jo (|55

Proof: Denote L)(f,{G.}) the loss function defining Eq.1.9. Consider a minimizer (f*,{G%}) of L. Then:

£A(f*7 {Gz}) < EA(O7 {O}) =k

which gives:
Ve, Q(G}) <> Q(GY) < Ak

Defining G = {g € F | Q(g) < Ax}, we then have that Eq.1.9 is equivalent to:

2
dXe l .
~ min —(f+Ge) (XS ds (3.22)
fE]:7{Ge}e€E€g QGZ ( Z/’
and the result follows from Proposition 3.10. O

We can thus decrease the sample complexity in the chosen NN family by:
1. increasing the number of training environments engaged in the framework, and

2. decreasing Q(G.) for all G., with Q(G.) instantiated as in 3.4.3.
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Table 3.12: Test MSE of experiments on LV (m = 4,n =1 - K) with different empirical norms.

Empirical Norm p=1 p=2 p=3 p=10 p = 00
Test MSE 2.30e-3 2.36e-3 2.34e-3 3.41e-3 6.12e-3

Q) provides a bound based on the largest output norm and the Lipschitz constant for a family of NNs.
The experiments of Section 3.4.4 confirm that this is indeed an effective way to control the capacity
of the approximating function family. Note that in our experiments, the number of samples needed in
practice is much smaller than suggested by the theoretical bound.

Finally, let us note that constructing tight generalization bounds for neural networks is still an
open research problem [197]. The results presented here should thus serve as heuristic arguments
which we evaluate successfully in the following on three different datasets with different architectures
in the following experiments (Section 3.4.4).

e Optimizing Q) in practice
In 3.4.3, we developed an instantiation of the LEADS framework for neural networks. We
proposed to control the capacity of the G.s components through a penalization function 2 defined
as Q(G.) = ||Ge||2+al|Gellf;,- This definition ensures the properties required to control the sample
complexity.

However, in practice, both terms in Q(G.) are difficult to compute for neural networks. For a fixed
activation function, the Lipschitz-norm of a trained model only depends on the model parameters and,
for our class of neural networks, can be bounded by the spectral norms of the weight matrices. More
specifically, as suggested in [39], we optimize the sum of the spectral norms of the weight at each
layer S [[W,%¢||2. We use the power iteration method in [189] for fast spectral norm approximation.

The infinity norm depends on the domain definition of the function and practical implementations
require an empirical estimate. Since there is no trivial estimator for the infinity norm of a function,
we performed tests with different proxies such as the empirical LP and L*™ norms, respectively
defined as [|Gell p,) = (£ Zyep, Ge(ac)|p>1/ " for 1 < p < 00 and ||Gel o (p, )= max,cp, |Ge(x)|. Here
|-] is an £? vector norm. Note that on a finite set of points, these norms reduce to vector norms
1(IGe(z1)],- -, |Ge(zn)]) T|l,- They are then all equivalent on the space defined by the training set.
Table 3.12 shows the results of experiments performed on LV equation with different 1 < p < oo.
Overall we found that L? for small values of p worked better and chose in our experiments to set
p=2.

Moreover, using both minimized quantities ||G.||

22 o) and the spectral norm of the product of

weight matrices, denoted L(G.) and II(G,) respectively, we can give a bound on Q(G.). First, for
any x in the compact support of P, we have that, fixing some zy € P.:

|Ge(2)] < [Ge() = Ge(zo)| + |Ge(x0)]

For the first term:
|Ge(r) — Ge(@o)| < | GellLiplr — w0 < T(Ge)|x — 2

and the support of P, being compact by hypothesis, denoting by ¢ its diameter:
|Ge(x) — Ge(xo)| < OII(G)

Moreover, for the second term:

G.(0)] = /|Ge(0)|? < V/L(G.)
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and summing both contributions gives us the bound:

[Gelloo < OTL(Ge) + / L(Ge)

so that:

QG,) < (6 + a)I(Ge) + / L(G.)

Note that this estimation is a crude one and improvements can be made by considering the closest xg

from z and taking 0 to be the maximal distance between points not from the support of P, and Pe.
2

L2(Pe)
results as normalizing by the norm of the output allowed to adaptively rescale the computed norm.
Formally, minimizing this quantity does not fundamentally change the optimization as we have that:

Finally, we noticed that minimizing || % in domains bounded away from zero gave better

1 G(z)|” 1
e, el oPs | S0 < LG
meaning that:
LL(G)< %2 <LL(G)
]\42 = Zd L2(755) - m2 c

where m, M are the lower and upper bound of |z| on the support of P, with m > 0 by hypothesis (the
quantity we minimize is still higher than L(G.) even if this is not the case).

3.4.4 Experiments

Our experiments are conducted on three families of dynamical systems described by three broad classes
of differential equations. All exhibit complex and nonlinear dynamics. The first one is an ODE-driven
system used for biological system modeling. The second one is a PDE-driven reaction-diffusion
model, well-known in chemistry for its variety of spatiotemporal patterns. The third one is the more
physically complex Navier-Stokes equation, expressing the physical laws of incompressible Newtonian
fluids. To show the general validity of our framework, we will use 3 different NN architectures (MLP,
ConvNet, and Fourier Neural Operator [158]). Each architecture is well-adapted to the corresponding
dynamics. This also shows that the framework is valid for a variety of approximating functions.

e Dynamics, environments, and datasets

Lotka-Volterra (LV). This classical model [171] is used for describing the dynamics of interaction
between a predator and a prey. The model dynamics follow the ODE:

du dv

— = au — fuv, — = duv — Y

dt Puv, g i

with u, v the number of prey and predator, «, 3,7, >0 defining how the two species interact. The
initial conditions uf, v} are sampled from a uniform distribution P, = Unif([1,2]?). We characterize

the dynamics by 6 = (g, %) € © ={0.5,1,1.44,1.5,1.86,2}%. An environment e is then defined by

parameters 6, sampled from a uniform distribution over the parameter set ©. We then sample two
sets of environment parameters: one used as training environments for R()1, the other treated as

novel environments for RQ2.

90



Gray-Scott (GS). This reaction-diffusion model is known for its complex spatio-temporal behavior
with a relatively simple formulation [210]. The governing PDE is:

0
—u:DuAu—uv2+H(1—u

T U D,Av +uv® — (H + k)v

V5
where the u,v represent the concentrations of two chemical components in the spatial domain S
with periodic boundary conditions. D, D, denote the diffusion coefficients respectively for u, v, and
are held constant to D, = 0.2097, D, = 0.105, and H, k are the reaction parameters depending on
the environment. As for the initial conditions (ug,vy) ~ Py, we place 3 2-by-2 squares at uniformly
sampled positions in S to trigger the reactions. The values of (ug, vg) are fixed to (0, 1) outside the
squares and to (1 — ¢, ¢) with a small € >0 inside. An environment e is defined by its parameters
0. = (He, k.) € © = {(0.037,0.060), (0.030, 0.062), (0.039,0.058) }. We consider a set of 6, parameters
uniformly sampled from the environment distribution ) on ©.

Navier-Stokes (NS). We consider the Navier-Stokes PDE for incompressible flows:

({;;:—U-Vw—i-qu—i-f V-v=0

where v is the velocity field, w = V x v is the vorticity, both v, w lie in a spatial domain S with
periodic boundary conditions, v is the viscosity and £ is the constant forcing term in the domain S.
We fix v = 1072 across the environments. We sample the initial conditions w§ ~ Fy as in [158]. An
environment e is defined by its forcing term & € ©¢ = {&, &2, &3, €4} with

&i(z,y) = 0.1(sin(2m(z + y)) + cos(2m(z + y)))
&(z,y) = 0.1(sin(27(z + y)) + cos(2m(x + 2y)))
&(x,y) = 0.1(sin(27(z + y)) + cos(2m(2z + y)))
&4z, y) = 0.1(sin(2w (22 + y)) + cos(2m(2x + y)))

where (x,y) € S is the position in the domain S. We uniformly sampled a set of forcing terms from

Q on @5.

Datasets. For training, we create two datasets for LV by simulating trajectories of K =20 successive
points with temporal resolution At=0.5. We use the first one as a set of training dynamics to validate
the LEADS framework. We choose 10 environments and simulate 8 trajectories (thus corresponding
to n=28-K data points) per environment for training. We can then easily control the number of
data points and environments in experiments by taking different subsets. The second one is used to
validate the improvement with LEADS while training on novel environments. We simulate 1 trajectory
(n=1-K data points) for training. We create two datasets for further validation of LEADS with GS
and NS. For GS, we simulate trajectories of K =10 steps with At=40. We choose 3 parameters and
simulate 1 trajectory (n=1-K data points) for training. For NS, we simulate trajectories of K =10
steps with At=1. We choose 4 forcing terms and simulate 8 trajectories (n=8-K states) for training.
For test-time evaluation, we create for each equation in each environment a test set of 32 trajectories
(32-K) data points. Note that every environment dataset has the same number of trajectories and the
initial conditions are fixed to equal values across the environments to ensure that the data variations
only come from the dynamics themselves, i.e. for the i-th trajectory in 756, Ve, X “’:Xg;. LV and
GS data are simulated with the DOPRI5 solver in NumPy [76, 109]. NS data is simulated with the
pseudo-spectral method as in [158].
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One-Per-Env. FT-NODE LEADS

1
- .
L] -
GS NS GS NS GS NS

Figure 3.6: Left: final states for GS and NS predicted by the two best baselines (One-Per-Env. and
FT-NODE) and LEADS compared with ground truth. Different environment are arranged by row (3
in total). Right: the corresponding MAE error maps, the scale of the error map is [0, 0.6] for GS, and
[0, 0.2] for NS; darker is smaller. Full trajectories are provided in Figures 3.7 to 3.10

Ground truth One-Per-Env. FT-NODE

GS NS GS NS GS NS GS NS

Choosing hyperparameters As usual, the hyperparameters need to be tuned for each considered
set of systems. We therefore chose the hyperparameters using standard cross-validation techniques. We
did not conduct a systematic sensitivity analysis. In practice, we found that: (a) if the regularization
term is too large w.r.t. the trajectory loss, the model cannot fit the trajectories, and (b) if the
regularization term is too small, the performance is similar to LEADS no min. The candidate
hyperparameters are defined on a very sparse grid, for example, for neural nets, (103, 10%,10°, 10%) for
A and (1072,1073,107%,1079) for .

e Fxperimental settings and baselines

We validate LEADS in two settings: in the first one all the environments in E are available at
once and then F' and all the G.s are all trained on E. In the second one, training has been performed
on E as before, and we consider a novel environment ¢’ ¢ E: the shared term F' being kept fixed, the
approximating function F,, = F'+ G is trained on the data from €’ (i.e. only G, is modified).

All environments available at once. We introduce five baselines used for comparing with

LEADS:

1. One-For-All: learning on the entire dataset P over all environments with the sum of a pair of
NNs F' + g, with the standard ERM principle, as in done in Chapter 2 (but with full supervision
here and thus with H = id). Although this is equivalent to use only one function F', we use this
formulation to indicate that the number of parameters is the same for this experiment and for

the LEADS ones.

2. One-Per-Env.: learning a specific function for each dataset P.. For the same reason as above,
we keep the sum formulation (F + g)..

3. Factored Tensor RNN or FT-RINN [248]: it modifies the recurrent neural network to integrate
a one-hot environment code into each linear transformation of the network. Instead of being
encoded in a separate function G, like in LEADS, the environment appears here as an extra

one-hot input for the RNN linear transformations. This can be implemented for representative
SOTA (spatio-)temporal predictors such as GRU [56] or PredRNN [273].

4. FT-NODE: a baseline for which the same environment encoding as FT-RNN is incorporated
in a Neural ODE [50].

5. Gradient-based Meta Learning or GBML-like method: we propose a GBML-like baseline
which can directly compare to our framework. It follows the principle of MAML [91], by training
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Figure 3.7: Full-length prediction compar of Fig. 3.6 for GS. In each figure, from top to bottom, the
trajectory snapshots are output respectively from 3 training environments. The temporal resolution
of each sequence is At = 40.
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(a) Difference between One-Per-Env. and Ground truth

(b) Difference between FT-NODE and Ground truth

(c) Difference between LEADS and Ground truth

Figure 3.8: Full-length error maps of Fig. 3.6 for GS. In each figure, from top to bottom, the trajectory
snapshots correspond to 3 training environments, one per row. The temporal resolution of each
sequence is At = 40.
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Figure 3.9: Full-length prediction comparison of Fig. 3.6 for NS. In each figure, from top to bottom,
the trajectory snapshots Correspond to 3 trammg environments. The temporal resolution of each
sequence is At = 1.
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(b) Difference between FT-NODE and Ground truth

(c) Difference between LEADS and Ground truth

Figure 3.10: Full-length error maps of Fig. 3.6 for NS. In each figure, from top to bottom, the
trajectory snapshots correspond to from 3 training environments. The temporal resolution of each
sequence is At = 1.
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Figure 3.11: Test predicted trajectories in phase space with two baselines (One-Per-Env. and FT-
NODE) and LEADS compared with ground truth for LV for 4 envs., one per figure from left to right.
Quantity of the prey u and the predator v respectively on the horizontal and the vertical axis. Initial
state is the rightmost end-point of the figures and it is common to all the trajectories.

One-For-All at first which provides an initialization near to the given environments like GBML
does, then fitting it individually for each training environment.

6. LEADS no min.: ablation baseline, our proposal without the Q(G.) penalization.

A comparison with the different baselines is proposed in Table 3.14 for the three dynamics. For
concision, we provide a selection of results corresponding to 1 training trajectory per environment for
LV and GS and 8 for NS. This is the minimal training set size for each dataset. Further experimental

results when varying the number of environments from 1 to 8 are provided in Fig. 3.12 and Table 3.15
for LV.

Learning on novel environments. We consider the following training schemes with a pre-trained,

fixed F*:

1. Pre-trained-F-Only: only the pre-trained F is used for prediction; a sanity check to ensure
that F' cannot predict in any novel environment without further adaptation.

2. One-Per-Env.: training from scratch on {P.} as One-Per-Env. in the previous section.

3. Pre-trained-F'-Plus-Trained-G,.: we train a G- on each dataset 756/ with a fixed pre-trained
F.,ie. F+ G is fitted to data trajectories of the new environment and only G s is learned.

We compare the test error evolution during training for the 3 schemes above for a comparison
of convergence speed and performance. Results are summarised in Fig. 3.13 for LV and Table 3.13
provides similar quantitative results for GS and NS.

Details on experiments with a varying number of environments This paragraph covers the
experiments conducted for linear ODEs (Fig. 3.5) and LV (Fig. 3.12) which aim to confront LEADS
w.r.t. to the theoretical bounds and to the baselines by varying the number of environments available
for a given model.

In order to guarantee the comparability of the test-time results, we need to use the same test
set when varying the number of environments. Therefore, we have first generated a global set of
environments, separated it into subgroups for training, then tested these separately trained models
on the global test set. More precisely:

e In the training phase, we consider M = 8 environments in total in the environment set Fiyial-
The environments are then arranged into b = 1, 2,4 or 8 disjoint groups of the same size, i.e.
{E\,...,Ey} such that U'_, B; = Eial, card(Ey) = - -- = card(FE,) = | M/b] =: m, where m
is the number of environments per group, and E; N E; = () whenever i # j. For example, for
m = 1, all the original environments are gathered into one global environment, when for m = 8
we keep all the original environments. The methods are then instantiated respectively for each
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Table 3.13: Results on 2 novel environments for LV, GS, and NS at different traning steps with n
data points per env. The arrows indicate that the table cells share the same value.

Test MSE at training step
50 2500 10000

Pre-trained-F-Only 0.36 >
LV (n=1-K) One-Per-Env. from scratch 0.23  8.85e-3  3.05e-3
Pre-trained-F -Plus-Trained-G, 0.73 1.36e-3 1.11e-3

Pre-trained-F-Only 5.44e-3
GS (n=1-K) One-Per-Env. from scratch 4.20e-2 5.53e-3  3.05e-3
Pre-trained-F - Plus- Trained-G, 2.29¢-3 1.45e-3 1.27e-3

Pre-trained-F-Only 1.75e-1 >
NS (n =8 K) One-Per-Env. from scratch 6.76e-2 1.70e-2 1.18e-2
Pre-trained-F -Plus-Trained-G, 1.37e-2 8.07e-3 7.14e-3

Dataset Training Schema

Table 3.14: Results for LV. GS. and NS datasets. trained on m envs. with n data points per env.

Method LV (m=10,n=1-K) GS(m=3,n=1-K) NS (m=4,n=8"K)
MSE train MSE test MSE train MSE test MSE train MSE test
One-For-All 4.57e-1 5.084+0.56 e-1 1.55e-2 1.43£0.15 e-2 5.17e-2 7.31+£5.29 e-2
One-Per-Env. 2.15e-5 7.9546.96 e-3 8.48¢-5 6.4343.42 e-3 5.60e-6 1.10£0.72 e-2
FT-RNN [248] 5.29e-5 6.401+5.69 e-3 8.44e-6 8.194+3.09 e-3 7.40e-4 5.92+4.00 e-2
FT-NODE 7. 74e-5 3.4042.64 e-3 3.51e-5 3.8643.36 e-3 1.80e-4 2.9641.99 e-2
GBML-like 3.84e-6 5.87£5.65 e-3 1.07e-4 6.01+3.62 e-3 1.39e-4 7.37+£4.80 e-3

LEADS no min. 3.28e-6 3.07£2.58 e-3 7.65e-5 5.53+3.43 e-3 3.20e-4 7.104£4.24 e-3
LEADS (Ours) 5.74e-6 1.16+0.99 e-3 5.75e-5 2.08+2.88 e-3 1.03e-4 5.95+3.65 e-3

E;. For example, for LEADS with b environment groups, we instantiate LEADS,, ..., LEADS,
respectively on Fi, ..., Ej,. Other frameworks are applied in the same way.

Note that when m = 1, having b = 8 environment groups of one single environment, One-For-All,
One-Per-Env. and LEADS are reduced to One-Per-Env. applied on all M environments. We
can see in Fig. 3.12 that each group of plots indeed starts from the same point.

o In the test phase, the performance of the model trained with the group F; is tested with the test
samples of the corresponding group. Then we take the mean error over all b groups to obtain
the results on all M environments. Note that the result at each point in figures 3.5 and 3.12 is
calculated on the same total test set, which guarantees the comparability between results.

Implementation. We used 4-layer MLPs for LV, 4-layer ConvNets for GS and Fourier Neural
Operator (FNO) [158] for NS. For FT-RNN baseline, we adapted GRU [56] for LV and PredRNN
[272] for GS and NS. We apply the Swish function [221] as the default activation function. Networks
are integrated in time with RK4 (LV, GS) or Euler (NS), using the basic back-propagation through
the internals of the solver. We apply an exponential Scheduled Sampling [144] with exponent of
0.99 to stabilize the training. We use the Adam optimizer [140] with the same learning rate 1073
and (B, 52) = (0.9,0.999) across the experiments. For the hyperparamters, we chose respectively
A =5x10%10%10° and o = 1073,1072,107° for LV, GS and NS. All experiments are performed
with a single NVIDIA Titan Xp GPU.
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Figure 3.12: Test error for LV w.r.t. the number of environments. We apply the models in 1 to 8
environments. 4 groups of curves correspond to models trained with 1 to 8 trajectories per env. All
groups highlight the same tendencies: increasing One-For-All, stable One-Per-FEnv., and decreasing

LEADS.

e Experimental results

All environments available at once. We show the results in Table 3.14. For LV systems, we
confirm first that the entire dataset cannot be learned properly with a single model (One-For-All)
when the number of environments increases. Comparing with other baselines, our method LEADS
reduces the test MSE over 85% w.r.t. One-Per-Env. and over 60% w.r.t. LEADS no min., we also
cut 50%-75% of error w.r.t. other baselines. Fig. 3.11 shows samples of predicted trajectories in test,
LEADS follows very closely the ground truth trajectory, while One-Per-Env. under-performs in most
environments. We observe the same tendency for the GS and NS systems. The error is reduced by:
around 2/3 (GS) and 45% (NS) w.r.t. One-Per-Env.; over 60% (GS) and 15% (NS) w.r.t. LEADS
no min.; 45-75% (GS) and 15-90% (NS) w.r.t. other baselines. In Fig. 3.6, the final states obtained
with LEADS are qualitatively closer to the ground truth. Looking at the error maps on the right,
we see that the errors are systematically reduced across all environments compared to the baselines.
This shows that LEADS accumulates less errors through the integration, which suggests that LEADS
indeed alleviates overfitting.

The LV experiments (see Fig. 3.12 and Table 3.15) allow us to analyze the behavior of the
different approaches as the number of environments increases. We consider three models One-For-All,
One-Per-Env. and LEADS, 1, 2, 4 and 8 environments, and for each such case, we have 4 groups of
curves, corresponding to 1, 2, 4 and 8 training trajectories per environment. The main observations are
the following. With One-For-All (blue), the error increases as the number of environments increases.
The dynamics for each environment being indeed different, this introduces an increasingly large
bias, and thus the data cannot be fit with one single model. The performance of One-Per-Env. (in
red), for which models are trained independently for each environment, is of course constant when
the number of environments changes. LEADS (green) circumvents these issues and shows that the
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Table 3.15: Detailed results of evaluation error in test on LV systems for Fig. 3.12. For the case of
m = 1, all baselines except FT-RNN are equivalent to One-Per-Env.. The arrows indicate that the
table cells share the same value.

Samples/env. Method m=1 m=2 m=4 m=3_

One-For-All 7.87+7.54 e-3 0.2240.06 0.3340.06 0.4740.04
One-Per-Env. 7.87+7.54 e-3

I FT-RNN 4.0243.17 e-2 1.6241.14 e-2 1.6241.40 e-2 1.0841.03 e-2
FT-NODE 7.87+7.54 e-3 7.63+5.84 e-3 4.1843.77 -3 4.924+4.19 e-3
GBML-like 7.8747.54 -3 6.3245.72 e-2 1.44+0.66 e-1 9.85+8.84 e-3
LEADS (Ours) 7.87T+£7.54 e-3 3.65+2.99 e-3 2.39+1.83 e-3 1.37+1.14 e-3
One-For-All 1.38+1.61 e-3 0.2240.04 0.36£0.07 0.60+0.11
One-Per-Env. 1.384+1.61 e-3

n—9.K FT-RNN 7.20£7.12 e-2 2.72+4.00 e-2 1.694+1.57 e-2 1.3841.25 e-2
FT-NODE 1.38+1.61 e-3 9.02+8.81 e-3 1.114+1.05 e-3 1.0040.95 e-3
GBML-like 1.38+1.61 e-3 9.26+£8.27 e-3 1.1741.09 e-2 1.9641.95 e-2
LEADS (Ours) 1.38+1.61 e-3 8.65+9.61 e-4 8.40+9.76 e-4 6.02+6.12 e-4
One-For-All 1.36£1.25 e-4 0.1940.02 0.3140.04 0.50+0.04
One-Per-Env. 1.36£1.25 e-4

T FT-RNN 8.69+£8.36 e-4 3.39+3.38 e-4 3.02£1.50 e-4 2.26£1.45 e-4
FT-NODE 1.361+1.25 e-4 1.7441.65 e-4 1.78+1.71 e-4 1.3941.20 e-4
GBML-like 1.3641.25 e-4 2.57+7.18 -3 2.6543.26 e-3 2.36+3.58 e-3
LEADS (Ours) 1.36+1.25 e-4 1.104+0.92 e-4 1.031+0.98 e-4 9.66+9.79 e-5
One-For-All 5.98+5.13 e-5 0.16+0.03 0.35+0.06 0.52+0.06
One-Per-Env. 5.984+5.13 e-5

n—8.K FT-RNN 2.09+£1.73 e-4 1.1841.16 e-4 1.13+1.13 e-4 9.13+8.31 e-5
FT-NODE 5.98+5.13 e-5 6.91+£4.46 e-5 7.8246.95 e-5 6.88+6.39 e-5
GBML-like 5.98+5.13 e-5 1.0241.68 e-4 1.414+2.68 e-4 0.99+£1.53 e-4
LEADS (Ours) 5.98+5.13 e-5 5.471+4.63 e-5 4.524+3.98 e-5 3.941+3.49 e-5

shared characteristics among the environments can be leveraged so as to improve generalization: it is
particularly effective when the number of samples per environment is small.

Learning on novel environments. We also demonstrate how the pre-trained dynamics can help
to fit a model for novel, unseen environments. We took an F' pre-trained by LEADS on a set of LV
environments. Fig. 3.13 shows the evolution of the test loss during training for three systems: a F
function pre-trained by LEADS on a set of LV training environments, a G, function trained from
scratch on the new environment and LEADS that uses a pre-trained F' and learns a G, residue on
this new environment. Pre-trained-F-Only alone cannot predict in any novel environments. Very fast
in the training stages, Pre-trained-F -Plus-Trained-G. already surpasses the best error of the model
trained from scratch (indicated with dotted line), showing that the pretrained F' indeed captures
relevant information common to all environments. Similar results are also observed with the GS and
NS datasets (cf. Table 3.13). These empirical results clearly show that the learned shared dynamics
accelerate and improve the learning in novel environments.

3.5 Conclusion

APHYNITY and LEADS offer two case studies of the generalization problem when learning from
dynamical data with differential neural models.

The first tackles the case where prior knowledge is available: this, of course, is a natural situation
as application domains often have an important body of existing modelling literature. Generalizing
this approach so as to make it applicable to real world datasets is the obvious following step. In
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Figure 3.13: Test error evolution during training on 2 novel environments for LV.

particular, this approach should be extended to the more realistic setting of partially observable
dynamics, as presented in Chapter 2. This last context however makes it more difficult to offer
the theoretical guarantees which we have shown in the fully observed case and finding the right
formulation is an essential and difficult challenge for future work, especially whe considering parameter
identification.

The second constitutes a first step for the construction of Meta-learning models of dynamical
systems. This is still a novel endeavour and natural extensions would study more sophisticated
representations of the environments, characterising the geometry of their respective dynamics w.r.t.
the common term and exploring few shot extrapolation to unseen dynamics to give a few examples.
Quite generally, such a program could lead to more robust representations of the dynamics of the
observable world with the ability to construct counter-factuals, tackle changes in the distribution of
observed data, etc. which could have many applications in various fields.
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PART B

A Dynamical Analysis of Neural
Networks

In this second part of the thesis, we take a dual approach to what was presented in previous chapters:
instead of using neural networks in order to model real world dynamics, we turn to analyzing the
dynamics of deep neural networks. More precisely, we consider the dynamics induced both during
their training in Chapter 5 and during inference in Chapter 4. In both cases, we aim to characterize
those dynamics appropriately, thus trying to gain useful insights in the use of DNNs for standard
learning tasks.

Our main contributions are the following:

» empirical observations allow us to link the dynamics of NNs to those of the construction of the
Optimal Transport mappings between data distributions;

o those links are translated into a generic variational formulation which is shown to be more
robust, more flexible with a better performance for classification and generative tasks;

o reformulating NNs training in the continuous, infinite width limit, the Neural Tangent Kernel
theory reveals key insights about the importance of architectural choices for the discriminator
in adversarial generative models.
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Chapter 4

A Variational Theory of Deep Neural
Networks

This chapter presents a (tentative) variational formulation of the training of Deep Neural Networks.
The general message is that "well-trained" NNs, meaning those which successfully accomplish the
tasks they are trained for, even though they are not constrained enough to do so, are actually
implicitly biased towards a smaller class of functions. Those functions are endowed with desirable
properties which we characterize as the solutions to variational problems broadly inspired from
Optimal Transport.

This chapter covers the content of the two following publications

o A Principle of Least Action for the Training of Neural Networks, S Karkar®, T Ayed*, E de Bézenac*,
P Gallinari, ECML 2020, Best student paper award Runner-up;

o CycleGAN Through the Lens of (Dynamical) Optimal Transport, E de Bézenac*, 1 Ayed*,
P Gallinari, ECML, 2021.

An application to the layer-wise training of classification networks which is also quickly presented
is currently under review

o Block-wise Training of Residual Networks via the Minimizing Movement Scheme, Skander
Karkar, Ibrahim Ayed, Emmanuel de Bézenac, Patrick Gallinari, preprint.

4.1 Introduction

Deep neural networks (DNNs) have repeatedly shown their ability to solve a wide range of challenging
tasks, while often having many more parameters than there are training samples. Such a performance
of over-parametrized models is counter-intuitive as they seem to adapt their complexity to the given
task, systematically achieving a low training error without suffering from over-fitting as could be
expected [29, 198, 288]. This is the case for classification which is the task of finding, given an input
data-point, the corresponding label among a finite set of possible labels, e.g. finding the nature of
an object represented in a natural image. For this task, with the availability of reasonably sized
supervision datasets, over-parametrized DNN models are able to achieve high accuracies without
much constraints or regularization. Classification

Even more spectacularly, DNNs seem to succeed in solving some ill-posed tasks while seemingly
not being provided with enough specification to do so. This is the case for the task of Unsupervised
Domain Translation. Given pairs of elements from two different domains, domain translation consists
in learning a mapping from one domain to another, linking paired elements together. A wide range of
problems can be formulated as translation, including image-to-image [125], video-to-video [22], image
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captioning [290], natural language translation [19], etc. However, obtaining paired examples is often
difficult and for this reason has motivated a growing interest towards the more general unpaired or
unsupervised setting where only samples from both domains are available without pairing. A seminal
and influential work for solving Unsupervised Domain Translation (UDT) has been the CycleGAN
model [295]. It has spurred many variants and extensions leading to impressive results in several
application domains [145, 286, 60, 58, 84].

Those observations are in stark contradiction with the classical statistical practice of selecting
a class of functions complex enough to represent the coherent patterns in the data, and simple
enough to avoid spurious correlations [30, 110]; but also with a naive intuitive understanding of how
DNNs work and, as we show, for the case of the UDT task, with a simple mathematical analysis.
And, although this behavior has sparked much recent work towards explaining neural networks’
success ([72, 127, 203, 216] and [96, 280, 190]), it still remains poorly understood.

Our aim in this work is to focus on the implicit biases which drive the construction and training
of the DNN. More precisely, while DNNs have been shown to be universal approximators in many
settings [139], our reasoning is that the DNNs which are learned in practice incorporate subtle prior
knowledge about the task at hand and the desiderata for it. This translates into the choices made for
the parametrization, the architecture, the parameter initialization and the optimization algorithm,
which all contribute to the success of the model. Our objective is then to uncover some of these
hidden biases and to highlight their link with generalization performance, in particular through the
lens of dynamical systems.

Indeed, it is obvious for any Deep Learning practitioner that the effective expressiveness of a given
DNN model, even for a fixed architecture and parametrization, depends heavily on other choices
such as the way the weights are initialized or the choice of the learning rate. A simple (albeit trivial)
example would be to consider what happens when a null learning rate is taken: the only "learnable’
function is then the constant one defined at the initialization. Another (almost equally trivial) example
would be to consider what happens when all weights are initialized as null matrices in a feed-forward
NN: the only function which can be reached is then the null one, thus also making learning impossible.
More subtle examples abound and, in practice, once the architecture and the loss are chosen, one has
to carefully tune several hyper-parameters, before succeeding in solving a given task.

Our goal will be to uncover what the choices which define successfully trained DNNs lead
to in terms of the actually learned functions. We will be more particularly interested in residual
networks (ResNets) [113, 116], now ubiquitous in many applications including the two tasks mentioned
earlier. Note that our analysis can largely be extended to other architectures (more modern ResNet
variants, Transformers, etc.) as long as skip connections are used.

The use of residual connections has made it possible to learn very complex non-linear functions
by improving the trainability of very deep networks, and has been found to improve generalization
in practice. Links have been derived between these networks and dynamical systems as a ResNet

can be seen as a forward Euler scheme discretization of an associated ordinary differential equation
(ODE) [275]:

X1 = X+ Up(Xp) Cz;t = v(%y) (4.1)
This link has yielded many exciting results, e.g. new architectures [174] and reversible networks [48].
Here, we make use of this analogy in order to analyze the behavior of residual networks by studying
their associated differential flows. Adopting this dynamical point of view allows us to leverage the
theories and mathematical tools developed to study, approximate and apply differential equations
and, here in particular, those related to Dynamical Optimal Transport.
More specifically, we start by conducting experiments in which we observe how neural networks
displace their inputs through layers which here correspond to the time variable in eq. 4.1 in the case
of classification and UDT tasks. For both, we measure a strong empirical correlation between good
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test performance and neural networks with low kinetic energy along their transport flow. Those
observations lead us to the hypothesis that good choices of hyper-parameters, at least in the cases
studied here, lead to neural mappings which minimize the kinetic energy.

Both in order to test this hypothesis and in order to construct better performing, more flexible
models which are less sensitive to hyper-parameter choices, we reformulate the training problem as
follows: retrieve the network which solves the task using the principle of least action, i.e. expending
as little kinetic energy as possible. This problem, in its probabilistic formulation, is tightly linked with
and inspired by the well-known problem of finding an optimal transportation map [235]. Exploiting
this link yields new insights into neural networks’ generalization capabilities, and provides a novel
algorithm that automatically adapts to the complexity of the data and robustly improves the network’s
performance, including in low data regimes, without slowing down the training.

To summarize, our contributions are the following:

o Through the dynamic viewpoint, we highlight the low-energy bias of ResNets.
o We formulate a Least Action Principle for the training of Neural Networks.
o We prove existence and regularity results for networks with minimal energy.

o We provide an algorithm for retrieving minimal energy networks compatible with different
architectures, which leads to better generalization performance on different classification tasks
as well as to a well-defined UDT problem!, without complexifying the architecture.

4.2 Related work

That ResNets [113, 116] are naturally biased towards minimally transforming their input, especially
for later blocks and deeper networks, is already shown in [131], which found that the first blocks learn
new representations while later blocks only slowly refine those representations. [111] found that the
deeper the network the more its blocks minimally move their input. Both were inspirations for this
work.

The ODE point of view of ResNets has inspired new architectures [48, 108, 174, 232]. Others
were inspired by numerical schemes to improve stability, e.g. [48] add a penalty term that encourages
the weights to vary smoothly from layer to layer and [291] replicate an Euler scheme and study the
effect of diminishing the discretization step-size. More recently, [279] accelerate the training of [50]’s
model for generative tasks using the link with dynamical transport. But most often, regularization is
achieved by penalization of the weights (e.g. spectral norm regularization [285], smoothly varying
weights [48]).

OT theory was used in [247] to analyse deep gaussian denoising autoencoders (not necessarily
implemented through residual networks) as transport systems. In the continuous limit, they are shown
to transport the data distribution so as to decrease its entropy. Closer to this work, the dynamical
formulation of OT is used in [71] for the problem of unsupervised domain translation.

Regarding UDT and as discussed in the remainder of the text, our work has been motivated in
part by the observations in papers such as [96, 31| which have linked well-behaved UDT models
with a notion of simplicity. Our formalism here tries to frame it in a more rigorous and more useful
formulation, making it in particular task-dependent. Moreover, similarly to us, [96, 32| show that
learning a one-sided mapping is possible but do not directly obtain the inverse mapping as we do.
Others have tried a hybrid approach between paired and unpaired translation [263], which still doesn’t
solve the ill-posedness problem as there generally still are infinitely many possible mappings. Also
similar to us, [100] uses a progressive interpolation. In the domain adaptation field, using Optimal

"'Whereas the seminal CycleGAN model is not.
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Transport to help a classifier extrapolate has been around for some years, e.g. [64, 68] use a transport
cost to align two distributions. The task, although related, is clearly different and so are the methods
they develop. Finally, [172] also try to regularize CycleGAN through OT but use barycenters from the
optimal plan obtained in the discrete, static setting in order to guide the mapping instead of seeing it
directly as an OT map (or as biased towards it as we claim), thus not explaining why CycleGAN
works in practice.

4.3 Mathematical preliminaries

4.3.1 Transporting measures

The viewpoint in this chapter is to study the transformation of data through a DNN from an initial
distribution py = « into a final distribution p; = 8 while accomplishing a given task. In order to do
so, we need to formalize the notion of transforming distributions of data.

This is done here with the notion of push-forward distributions which are defined in the following
way:
Definition 4.1 (Push-forward distributions)

Let 1 a distribution and f a measurable map. Then the push-forward distribution fyu is defined,
for every measurable set A, with:

Fei(A) = u(f~1(A))

Equivalently, it can also be defined with:

[ odfu= [ 60 s

for any measurable function ¢.

In the following, we will be more specifically interested in the properties of the trajectory {u}
between a and [ which, in our case, correspond to the intermediary layers of the studied DNN and
are thus defined via push-forward transformations of p.

Note that in the following we will interchangeably use the notions of probability measures and
distributions, the distribution associated with a certain probability measure p being defined through

V6, < 6 >= [ oy

where ¢ is taken in an appropriate dual function space according to the context.

4.3.2 ODEs, flows and continuity equations

Following through with the point of view outlined in the previous paragraph as well as in Chapter 1,
we see a DNN as a way to transport data-points in a way such that solving the task at hand becomes
easy. For example, a neural classifier moves the input data-points so that a simple classifier, e.g. a
linear one, can separate the points belonging to different classes.

There can then be two ways to look at this transformation: either as the DNN transporting data
point by point or as a function acting globally on the initial data distribution. Continuity equations
are a convenient tool for us to change from one point of view to the other.

Let us start from a residual DNN;, seen as the flow of an ODE, acting on a data-point x by putting
it in a trajectory {X;} which verifies:

dx
Xo==z Vi € [0,1],d—tt=vf(Xt)
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Here 6 refers to all trainable parameters of the NN while the vs typically designates the action of the
residual blocks. In other words, time here refers to the depth of the network, meaning that time ¢ can
be equated with layer T in a purely residual network of overall depth T while changing 6 allows to
control the trajectory of the data-point x.

Because most standard activation functions are globally lipschitz, it is reasonable to assume that

v?(-) is globally lipschitz. By standard argument, this ensures the ODE above has a unique solution

which is defined over [0, 1]. The output of the DNN is Xj.

Consequently, the flow of the above ODE is well-defined and we denote it ¢f = X, which means
that ¢y is the point at time ¢ of the trajectory starting from x at time 0 and following the above ODE
defined by the velocity field v¥. In particular, ¢, gives the transformation of the data after time ¢ and
the data distribution after time ¢ is then (¢;)suo. Let us put p: = (¢;)gpt0. The immediate question
which can then be asked is about how we can characterize the trajectory {u;} of the data distribution
through the network.

First, suppose g is absolutely continuous and has a density pg w.r.t. the Lebesgue measure. Then,
because v! is lipschitz for all ¢, by an argument for example outlined in [6], j; also has a density p;(-)
which verifies:

(ﬁ+v‘(Pth):0
which is the classical continuity equation and where V- is the (spatial) divergence operator?.
In the general case, y is solution to the continuity equation driven by v’

dpu

EﬂLV‘(Mth):O

with initial condition po in the distributional sense [238] which means that, for any smooth and
compactly supported test function f(¢,x), we have

of
JCo ) + VAt - () dpudt = 0
where V is the (spatial) gradient operator®.

An important point is that, in our case, this distributional formulation of the continuity equation
gives the same solution as the ODE driven by v?.

4.4 A quick introduction to Optimal Transport

This section presents a few notion of Optimal Transport (OT) theory which will be an essential
building block in the following sections, both in terms of intuition and of theoretical tools. In
particular, we recall the dynamical formulation of OT as well as a few relatively recent regularity
results.

4.4.1 From the Monge problem to Dynamical Optimal Transport

e The static OT problem

We state here the most important results of Optimal Transport theory and its dynamical for-
mulation. Our main reference is [235]. [266] is another classical modern reference. The dynamical

2To be perfectly accurate, one should denote this operator V- but there is no confusion in this context and we will
keep this notation consistent throughout the text.
3 Again, this is actually V, but we choose this notation thanks to the lack of confusion and for the sake of readability.
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formulation of OT has been of great importance, both theoretically and practically. It stems mainly
from the work of Benamou and Brenier [33].

The principle of least action is central to many fields in physics, mathematics and economics. It is
found in classical and relativistic mechanics, thermodynamics, quantum mechanics [87, 97, 103], etc..
It broadly states that the dynamical trajectory of a system between an initial and final configuration is
one that makes a certain action associated with the system locally stationary [103]. One mathematical
theory which can be associated with this general idea is the theory of Optimal Transport which was
initially introduced as a way of finding a transportation map minimizing the cost of displacing mass
from one configuration to another [235].

Formally, let a and 3 be absolutely continuous distributions compactly supported in R?, and
c:R¥xR?— R a cost function. Consider a transportation map 7' : R? — R? that satisfies Tya = 3,
i.e. that pushes a to . The total cost of the transportation then depends on all the individual
contributions of costs of transporting (infinitesimal) mass from each point x to 7'(z), and finding the
optimal transportation map, if such a map exists, amounts to solving:

- stat .
mjgn C*Y(T) /Rd c(x, T(z))da(x) (42)
s.t. TﬁOé = ﬁ

A standard choice for ¢ is the p-th power of a norm of R? i.e. c(x,y) = ||z — y|P, but other costs can
be used, defining different variants of the problem. This cost induces, through the p-th root of the
minimal value of eq. 4.2, a distance W, between any two distributions o and 3 of finite p—th moment,
called the p-Wasserstein distance [212].

We start with the following definition:

Definition 4.2 (Twist condition)

¢ verifies the Twist condition if

Jc
Vx, —(x,-) is injective on its domain

ox

We then have the following result, proven for example in Theorem 1.17 of [235] along with Remark
1.24. of the same reference, which gives a condition on the cost under which problem eq. 4.2 has a
unique minimum.

Theorem 4.1

Llf ¢ verifies the Twist condition, there exists a unique T such that C(T) is minimal.

e The dynamical formulation

Instead of directly pushing samples of o to 5 in RY, we can view o and /3 as points in a space of
measures, and consider trajectories from « to 8 in this space. Every curve joining those two points in
measure space then defines a way to transport the probability mass from « to f3.

By definition, the shortest curve joining those two points in measure space, in terms of an
adequately defined metric allowing comparisons between those curves, is the geodesic curve between
a and (. Intuitively, one would want the mapping defined by this curve to be the static OT mapping
defined earlier between the two measures.

More formally, we introduce the Wasserstein metric space W,(R?), i.e. the space of absolutely
continuous measures of R? with finite p-th moment endowed with the Wasserstein distance:

Wy(p,v) = ﬁ@yC(T)E

where C is defined with the ground cost ¢(z,y) = ||z — y||? and p > 1. We then have the following
result (which summarises a few results proven for example in Chapter 5 of [235]):
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Proposition 4.1

(W,, W,) is a geodesic space, meaning that, for any measures j1,v € W,,, there exists a geodesic

curve { i }sej0,1] between p and v.
Moreover, there exists a corresponding curve of vector fields v, € LP(j;) so that {jit}iejo,1]

solves the continuity equation driven by vi. We then have Wl(«, 3) = fOIHUtH’ip(M)dt.

In other words, finding the geodesic in the adequate measure space between two measures allows to
compute the OT distance for the associated cost.

It is actually possible, using the equivalence between the continuity equation and the ODE driven
by the same velocity curve, to find the OT map associated with the geodesic. More specifically,
considering the flow ¢. corresponding to the velocities v from the continuity equation verified by the
geodesic curve {j;} between o and 3, the OT map between the two measures is T = ¢; where ¢ is
defined through the equation

doy o
dr vy (67)

and ¢g = id. This completes the equivalence, in the case of power ground costs with p > 1, of the
static and dynamical formulation of OT, the latter being defined as

Vi, x,

‘ dyng \ _ ' 4
min C (v) —/0 Hvt”LP((@b;)W)dt

d €T
= u(67), 00 =14, (91):a = 5

(4.3)

S.t.

which thus verifies C(T*) = Cdyn(v*) where T* and v* are the optima corresponding, respectively, to
the static and dynamical formulations of the OT problem.

Intuitively, one may think about the dynamical formulation of OT in terms of fluid dynamics
where the velocity field would move efficiently some blob in the fluid from one configuration to another

as represented in Figure 4.1.
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Figure 4.1: The Figure illustrates successive steps of the dynamic transportation of «a to [ together
with the notations used in the text.

4.4.2 Regularity of Optimal Transport Mappings

In this section, we recall some classical and more recent results of regularity for Optimal Transport
mappings. This is an intricate subject and the problem had been open for some time after OT theory
had been established. The most important results have been established through the study of the
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Monge-Ampere equation by Caffarelli then De Philippis and Figalli. Extensions for larger families of
costs were developed by Ma, Trudinger and Wang [176] but this is out of the scope of this work.
In particular, Theorem 6.27 of [7] gives a classical almost-everywhere regularity result:

Theorem 4.2

If c(x,y) = ||z — y||P for p > 1, and « and 3 have compact supports with d(supp(«), supp(3)) > 0,
then the Optimal Transport map T between o and 3 is o — a.e. differentiable and its Jacobian
VT(z) has non-negative eigenvalues o — a.s.

More recently, results summarized below, which correspond to Theorems 4.23, 4.24 and Remark 4.25
of [88], state that the OT map has one degree of regularity more than the initial transported density:

Theorem 4.3

Suppose there are X,Y , bounded open sets, such that the densities of o and (8 are null in their
respective complements and bounded away from zero and infinity over them respectively.

Then, if Y is convex, there exists n > 0 such that the OT map T between o and 3 is C%" over
X.

If Y isn’t convex, there exists two relatively closed sets A, B in X,Y respectively such that
T € C%"(X\ A Y\ B), where A and B are of null Lebesgue measure.

Moreover, if the densities are in C*", then C%" can be replaced by C**1" in the conclusions
above. In particular, if the densities are smooth, then the transport map is a diffeomorphism (be-
tween the reduced input and target domains if the target support is not convex).

4.5 General Setting

This section defines the formalism in which we present our work. In particular, we propose a model
decomposition of a typical DNN and and formulate the research questions our work will aim to answer,
particularly in the case of classification and UDT tasks.

4.5.1 Decomposing a DNN

In order to gain a better understanding of the inner workings of a DNN, it is essential to adopt a
viewpoint in which the different driving mechanisms become apparent and are decoupled.

We consider the following model of a deep neural network f where computations are separated
into the three steps, i.e. f = FoT o (this is similar to [156] and corresponds to the general structure
of recent deep models or to the structure of components of a deep model [116, 277, 287]):

1. Dimensionality change: Starting from an input distribution D in R", a transformation ¢ is
applied, transforming it into o = ¢4 D, a distribution in RY. This corresponds to the first few
layers present in most recent architectures and represents a change of dimensionality. ¢ is often
referred to as the encoder or as the encoding layers in the litterature.

2. Data Transport: Then « is transformed by a mapping T : R? — R, which we see as a
transport map. Here, the dimensionality doesn’t change. In particular, if this part of the
network is a sequence of residual blocks, T can be written as the discretized flow of an ODE.

3. Task-specific final layers: A final function F' : R? — Y is applied to Ty« in order to compute
the loss £ associated with the task at hand, e.g. F' could be a perceptron classifier. Like ¢, F
is typically made up of a few layers.

The focus of this work is on analyzing the second phase, Data Transport. Typically, we will assume
that the encoder ¢ is pre-trained and fixed even though this assumption is relaxed in some experiments.
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The core idea here is that, in order to solve a complex non-linear task for which a DNN is needed,
the data has to be transformed in a non-trivial way, meaning that this is an essential phase, e.g. in
the case of classification, Ty needs to be linearly separable if F is linear.

This model is quite general, as many ResNet-based architectures [277, 287] alternate modules that
change the dimensionality (step 1) and transport modules that keep the dimensionality fixed (step
2) and according to [131], the transport modules have similar behaviour. The model can then be
considered as a simplified ResNet, sometimes called a single representation ResNet. Note that [234]
finds that those networks which keep the same resolution remain competitive.

As recent neural architectures have systematically achieved near-zero training error [29, 30, 127,
288], we place ourselves in this regime, which makes it possible to model a null loss as a hard constraint:
in other words, we consider all trained models to reach a null loss. For some tasks, the meaning of
this constraint over T is obvious: in a generative setting for example, Tyov must be equal to some
prescribed distribution S which is the target of the generation process. But in general, T is less
strictly constrained and the condition depends on the final layers function F and the loss £. This
leads us to the following definition:

Definition 4.3 (The set of admissible targets)

The set of admissible targets for a final task-specific function F' and a loss L is defined as

Ske={8 € P(R) | L(F,B) =0} (4.4)

The idea here is that this set represents all transformed distributions 8 = Ty which can be reached
while performing gradient descent in order to reach a null loss. In general, £ is fixed while F' is
learned jointly with 7. This set is supposed to be non-empty for some F' and, in general, it will
contain many distributions.

With this definition, the goal of the learning task can then be reformulated as:

Find (7, F) such that Tyo € Sp .z (4.5)

An important observation is that, even when Sz (- is reduced to a singleton, the problem is still strongly
under-constrained and it is possible to obtain many such (7, F) that lead to poor generalization
for typical parametrizations. In other words, the question which is being asked here is why is
good generalization performance usually achieved even with such an under-constrained optimization
problem.

The following section instantiates our formalism in our two application settings, namely classifica-
tion and UDT tasks.

4.5.2 First application: UDT tasks
e Formal definition of UDT

Unsupervised Domain Translation (UDT) is the problem of finding, for any element a of a domain
A, its best representative b in another given domain B. Both domains are generally provided in the
form of a finite number of samples and we will model them here as absolutely continuous probability
measures, respectively a and . We will make the additional hypothesis that both domain are compact
in R?, with regular boundaries, which is reasonable given typical data-sets.

As explained in the introduction, the CycleGAN model [295] has succeeded in achieving remarkable
results for this task with many follow-up works building models along the same principles. CycleGAN-
like models can then be framed as follows: Given samples from the two probability measures o and S,
learn transformations 7" and S that map one distribution onto the other, while being each other’s
mutual inverse. The original paper claimed that this cycle-consistency constraint should be enough
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to guarantee the meaningfulness of the model. This problem thus involves minimizing the following
loss:

L(T,S,AB) = Loan(T,S,A,B) + Leye(T, S, A, B) (4.6)
where L., ensures, at optimality, that
Tiao=p and S8 =«

while L.y ensures cycle-consistency, namely that both transformations are mutual inverses.

However, despite its popularity and empirical successes, there is no clear understanding on why
CycleGAN is so effective. Indeed, as shown in [96, 280, 190], the kernel or null space of the CycleGAN
loss, i.e. the set of couples (7', S) such that £(T,S,A,B) = 0, is not reduced to a singleton except in
trivial cases and is often infinite in most cases of interest. By studying the kernel of the loss, [190]
show more precisely that elements of the null space as well as solutions obtained through the extended
version of the loss, where the loss is regularized so that the transformations are close to the identity
function, can lead to arbitrarily undesirable solutions of UDT. Thus, there is a discrepancy between
what the loss of CycleGAN-like models captures and their practical usefulness.

Intuitively, it is easy to see how such a loss falls short from defining a well-posed problem: one can
choose any invertible mapping 7" which pushes « into [, of which there exists an infinity in general,
and (T, T~') would be a null loss solution. Among those possible null loss mappings, most would be
meaningless and the question is then how to characterize meaningful one and, most importantly, how
are those selected by CycleGAN-like models in practice.

Here, if we can consider that only a transport mapping T is learned, the corresponding set of
admissible targets which it induces reduces to a singleton containing the target distribution 5.

e What should be the properties of a UDT solution?

Qualitatively, good solutions of a UDT problem are the ones which translate an input a from A to
B while still conserving as much as possible the characteristics of a, and conversely from B to A. The
CycleGAN seminal paper tries to enforce this through the cycle-consistency loss but, as discussed
above and in previous papers on the subject, this loss is null for any invertible mapping 7" by taking
the couple (T, T~1), without necessarily conserving any characteristics across domains. In other words,
this loss doesn’t really add any constraints on the mapping and infinitely many undesirable can still
be theoretically recovered by the model.

This intuition has already been formulated in [96] in the notion of "semantics preserving mappings'.
The authors, recognizing that preserving semantics is a vague notion, propose to measure it through
the minimal number of layers necessary for neural networks to represent the transformation. However,
while we think that it provides a useful step forward in understanding UDT, such a formulation has
several shortcomings: there is no reason why complexity should always be measured as the number of
layers of a non-residual NN [289] and it is not even clear whether such a minimal number is always
finite for relevant transformations. Moreover, this notion doesn’t provide theoretical insights on
how and why CycleGAN performs so well in practice or why it seems to work well even with very
deep networks. Crucially, there are no guarantees regarding the uniqueness of the so-called minimal
complexity mappings.

It is also interesting to consider the extended loss for CycleGAN introduced in the original
paper [295] as a regularization forcing 7" and S to be close from the identity mapping. While, as
shown theoretically and empirically in [190], adding this regularization doesn’t prevent undesirable
mappings to be reached by the model, the fact that it was necessary to further constrain the objective
for certain tasks in this way shows that it can be helpful to have transformations which do not
transform inputs too much. This is coherent with the view of [96]. We aim to extend the reasoning of
both approaches in a more adaptive, robust and theoretically grounded formalism.
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Generalizing those discussions, in our view, there are two main important desirable features in
UDT models as used in many practical settings:

o The mapping T (and, symmetrically S) should be constrained to be as conservative as possible,
in the sense that they should be as close to the identity as possible.

o The mappings 7" and S should also be regular. Indeed, in the case of image-to-image translation
from paintings to photographs for example, if we take two paintings a, a’ representing nearly
the same scene then we would want the corresponding photos T'(a),T(a’) to be similar as well.
This property would mean that 7" and S are endowed with some functional regularity, at least
a form of continuity.

While the first feature extends the points of view already discussed in previous works, the second
one is novel, up to our knowledge. It seems difficult to enforce directly the regularity of the estimated
mappings but we show in the following that our approach seamlessly satisfies both properties.

4.5.3 Second application: classification tasks

Our second application setting is that, more familiar of supervised classification which we formalize in
the following way. Consider N classes. For each class i, we have a training data distribution «;. We
assume that those classes have mutually disjoint supports, which means in practice that there is no
ambiguity in the class of data points. We represent the full data distribution as a = % > X 0; where
0; is the dirac distribution concentrated at ¢ thus indicating the label of «;. For obvious technical
reasons, we slightly adapt our notations here by writing Ty = % >i(Tyay;) x §; as the labels are not
changed along with the data dsitributions.

In the case of UDT, the set of target distributions was easy to define as it was just the distribution
associated with the opposite domain and is implied by the definition of the task. However, in the
case of classification, this set becomes more difficult to characterize and must, instead, be defined
implicitly for a given choice of final loss and classifying layers of the DNN.

More precisely, one wants to find a transformation 7T of these distributions «; such that all
transported distributions can be correctly classified by a classifier F' which is often learned jointly
with transport function. For example, if the classifier /" is chosen among linear ones, Sg . is the set of
distributions which have N components that are linearly separated by F' (while being coherent with
the labelling). Note that we place ourselves in a noiseless ideal setting where perfect classification is
possible.

Note that we are taking here the problem from an a posteriori point of view by considering
how (T, F') acts on the underlying infinite data distribution which is that « is transported into an
admissible distribution in Sg .. However, the usual setting is to have a finite number of training
samples from « and trying to solve the task with those while hoping to generalize to unseen data
points. So the learning problem is even more under-constrained than in the case of UDT as both the
transport and the classification functions are learned jointly, with each classification function defining
an infinite number of admissible targets. The goal here at this point of our analysis is then similar to
the UDT case, namely to characterize the properties of "good" mappings 7" able to generalize well
and how they relate to actually trained DNN .

The question we examine in the following, for both tasks, is then twofold:

o What are the properties characterizing mappings reached by standard residual architectures
with common hyper-parameters?

o Can we find a criteria to automatically select mappings with desirable properties in order to
improve performance and robustness?
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4.6 Empirical Analysis of Transport Dynamics in ResNets

In this section, we conduct an empirical analysis, both for low and high dimensional datasets. The
first ones allow to visualize how data is actually transported while the second ones are closer to
practice.

4.6.1 CycleGAN is Biased Towards Low Energy Transformations

In practice, the success of CycleGAN models must be made possible by the presence of inductive biases
that constrain the set of solutions and that are imposed through the combination of the choices made
for SGD-based methods, networks architectures, weight parameterization and initialization. In order to
develop a better understanding and identify implicit biases, we have conducted an exploratory analysis
to characterize the influence of CycleGAN hyperparameters. Our main finding is that the initialization
gain o, i.e. the standard deviation of the weights of the residual network (along with a fixed small
learning rate), has the most substantial and consistent impact, among all the hyperparameters, on
the retrieved mappings. These findings are illustrated in the following experiments.

Figure 4.2: Pairings between domains obtained with CycleGAN. Both domains correspond to uniform
distributions on a 2d-sphere with shifted centers. Small initialization values lead to simple and ordered
mappings (Left), whereas larger ones yield complex and disordered ones (Right). Colors highlight
original pairing between domains, before shifting.

2D Toy Example Figure 4.2 shows the effect of changing the gain from a small value, o = 0.01,
to a higher one, 0 =1 when learning to map one circular distribution to another. This changes
the obtained mapping from a simple translation aligning the two distributions with a minimum
displacement to a more disorderly one. In other words, it seems that higher initialization gains lead
to higher energy mappings. Further quantifying the effect of initialization gain on the retrieved
mappings, we use a natural characterisation of disorder / complexity of a mapping: the average
distance between a sample z from « and its image T'(x). Using the squared Euclidean distance, this
corresponds to the kinetic energy of the displacement and can be written as [pa||z — T'(2)||% da(z).
This quantity is also the quadratic transport cost used in Optimal Transport [235]. Using the mapping
minimizing this cost as a reference, we see, on the left of Figure 4.3, that the larger ¢ becomes, the
further CycleGAN’s mapping (blue curve) is from it. The right curve confirms this finding: As o
grows, so does the transport cost of the trained CycleGAN. For both experiments, the variance across
runs increases i.e. the model yields very different mappings across runs, corroborating the ill-posed
nature of CycleGAN’s optimization problem.
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Figure 4.3: Left: L? distance to the Optimal Transport mapping ' Wasserstein 2 Transport' as a
function of the initialization gain (domains are illustrated in Figure 4.2). "Ours" refers to the model
presented subsequently. Right: Transport cost of the CycleGAN mapping as a function of initialization
gain. Metrics are averaged across 5 runs, and the standard deviation is plotted.

High-Dimensional Analysis We also conducted a similar analysis with high-dimensional distribu-
tions of images on the CelebA dataset. While in this case calculating the exact OT map is intractable,
we can visualize samples obtained with the CycleGAN mapping for different values of . The task is
male to female transformation where one wants to keep as many characteristics as possible from the
original image in the generated one. The result in Figure 4.9 confirms the low-dimensional findings:
while in all cases the distributions have been successfully aligned, as all males are transformed into
females, the mappings initialized with low ¢ values perform a minimal transformation of the input
while high o values produce unwanted changes in the features (hair color, face, skin color,...). This is
corroborated by measuring the transportation cost incurred by CycleGAN which goes from 0.15 for
o =0.01 to 9.7 for 0 = 1.5, showing that this behaviour is linked with high transport costs.

In summary, for common UDT tasks where the input is to be preserved as much as possible,
successful CycleGAN models tend to consistently converge to low energetic mappings and this bias
is induced by a small initialization gain. However, the CycleGAN model doesn’t give any explicit
control over this bias, thus warranting a blind hyper-parameter / architecture search for each new
task.

Moreover, considering again the experiment in Figure 4.2, the "disordered" mapping could actually
be the desirable one in some application where the practitioner doesn’t necessarily wish to preserve
the input but has another criterion in mind. The problem of not having explicit control over which
mapping is retrieved then becomes even more glaring.

In the following, we will show how our better constrained formulation allows to circumvent those
issues, thus defining a class of explicitly controllable models with theoretical guarantees.

4.6.2 Classification

We now conduct a similar exploratory analysis of the impact of the network’s inner dynamics on
generalization in the case of classification. We present below two experiments. The first one highlights
how good generalization performance is closely related to low transport cost for classification tasks
on MNIST and CIFAR10. This cost therefore appears as a natural characterization of the complexity
and disorder of a network. The second experiment, performed on a toy 2D dataset, visualizes the
transport induced by the blocks of a ResNet.

We consider ResNets where, after encoding, a data point z( is transported by applying zp,1 =
xy, + vg(xy) for K residual blocks and then classified using F'. We measure the disorder/complexity
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of a network by its transport cost which is the sum of the displacements induced by its residual
blocks: C(v) = S 4||ve(xs)||3. This quantity roughly corresponds to the kinetic energy of the total
displacement.

Transportation cost and generalization on MNIST and CIFAR10. In order to study the
correlation between the transport cost of a residual network and its generalization ability on image
data, we train convolutional 9-block ResNets with different initializations (orthogonal and normal
with different gains), for 10-class classification tasks MNIST and CIFARI10. In Figure 4.4, each point
represents a trained network and gives the transport cost C as a function of the test accuracy of
the network. This experiment clearly highlights the strong negative correlation between transport
cost and good generalization. This illustrates the importance of the implicit initialization bias and
motivates initialization schemes which favour a low kinetic energy.

Test transport vs test accuracy on MNIST with different initializations Test transport vs test accuracy on CIFARLO with different initializations
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Figure 4.4: Test transport against test accuracy of ResNet9 models on MNIST (left) and CIFAR10
(right) with fitted linear regressions, where each color indicates a different initialization (either
orthogonal or normal with varying gains)

Visualizing network dynamics on 2D toy data. This experiment provides a 2D visualization of
the transport dynamics inside a network. The task is 2-class classification of a non-linearly separable
dataset (two concentric circles, from sklearn) which contains 1000 points with a train-test split of
80%-20%, see Figure 4.5, top left. The network is a ResNet containing 9 residual blocks, followed by
a fixed linear classifier. Each residual block contains two fully connected layers separated by a batch
normalization and a ReLU activation.
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Figure 4.5: Transformed circles test set by a ResNet9 after blocks 1, 5 and 9 after training; first row
with good initialization; second row with a A/(0, 5) initialization; third row with a A/(0, 5) initialization
and the transport cost added to the loss

With the cross-entropy loss alone, the behaviour of a well trained and carefully initialized network
achieving 100% test accuracy is illustrated in the first row of Figure 4.5. With a A/(0, 5) initialization,
significantly bigger than the usually small initialization gains, the test accuracy drops to 98% (average
of 100 runs) and the transport becomes more chaotic (Figure 4.5, second row). Adding the transport
cost to the loss improves the test accuracy (99.7% on average) of this badly initialized network and
the movement becomes qualitatively smoother (third row of Figure 4.5). Thus, controlling transport
cost seems to improve the behavior and generalization ability of the network. This allows to explicitly
control the network whereas implicit biases such as “good” initialization rely on heuristics and prior
knowledge of how to correctly set hyper-parameters.

4.7 A Least Action Principle for Training Neural Networks

The previous section has shed some light on the low energy bias of networks as well as on its potential
benefits on a model’s performance. In this section, we take a step further and make this implicit
bias explicit by reformulating the optimization problem defining the DNN so that a predetermined
energy is minimized, thus taking inspiration from the problem of Optimal Transport. This allows us
to prove the existence of minimizers, uniqueness in some settings and exhibit interesting regularity
properties of the minimal energy neural networks which may explain the properties of successfully
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trained DNNs such as good generalization performance and other desirable qualitative properties.
Let us emphasize that the formulation we propose here serves two purposes:

o on the one hand, it allows us to test our hypothesis regarding the role of the low energy bias
we observed in the previous section, by evaluating the behaviour of models where this bias is
explicitly enforced;

« on the other hand, this formulation can be useful in itself as the two applications in the following
sections will show by allowing to construct models with improved performance, robustness and
flexibility.

4.7.1 Intuition

Let us look again at how a ResNet acts on data, focusing on the transport phase. Taking an initial
distribution « considered as a point cloud, it is gradually transformed through the residual blocks
in order to reach a certain target distribution . Obviously, and as seen previously, such a target
distribution is not necessarily uniquely defined. Indeed, depending on which task is considered, many
such targets could lead to perfectly solving the task at hand. This is what led us to consider the set
of admissible targets in Definition 4.3.

However, assuming that such a target is determined, the NN is basically computing a transport
map from a to 5. Now, if we look at the form of the residual updates

Tht1 = T + U (Th)

and consider that small initialization gains with relatively small learning rates are often used to
achieve successful training, this translates into small values of the norms |Jvy(zx)||3, which means that
the overall discrete quadratic transport cost > ||vk(zx)||3 is small at initialization and tends to stay
so throughout training as many tricks are used to stabilize the training procedure and otherwise there
might be problems of gradients diverging.

Looking at this from the continuous point of view, this means that we are transporting « to
along the continuity equation % + V- (yvy) = 0 while keeping a small transport cost f01||vt||ip(m) dt.
In other words, the NN is approximately solving the dynamical formulation of the OT problem from
the initial distribution « to an admissible target distribution § which allows to solve the task at hand.

Obviously, the reasoning presented here only has heuristic value as it greatly simplifies the process.
Our aim, in the formulation which we give in the following part of this section, is to follow along the
lines of this intuition by enforcing the minimization of certain cost explicitly. We will show that this is
actually beneficial, both in terms of guaranteeing theoretical properties and in terms of performance.

4.7.2 Formulation

We consider costs c(z,y) = ||z — y||P (where ||.|| is a norm of RY), with p > 1, and suppose that
a € P,(R?) (the set of absolutely continuous measures on R? with finite p-th moment). We assume
that the space of classifiers is compact, that the loss £ is continuous, that the set UpcrSp . is at
a finite p-Wasserstein distance W), from « (in particular, it is non-empty) and that all its bounded
subsets are totally bounded (i.e. can be covered by finitely many subsets of any fixed size).

These properties depend on the choice of the loss £ and of a class of functions F for the classifier
F. In particular, they are verified in practice for most UDT and classification instances.

In coherence with our intuition, a natural way to select a robust model, given the empirical
observations of Section 4.6, is to select, among the maps which transport « to a point in S and
thus allow to solve the task, one with a minimal transportation cost. This gives us the following
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optimization problem:

inf C(T) = /R e, T(x))da(x)

T.F
subject to Ty € Spe

(4.7)

The equivalent dynamical version for c¢(x,y) = ||« — y||’, which is useful especially for residual
networks and will be used in the coming experiments is then

1
inf 8 0
lolord .
8; = v(¢) (4.8)
¢y = id
(¢))sx € Sp e

where ||vt||§p((¢%)ua): Jrallve]|Pd(¢;)scr and ¢ is the flow of the ODE driven by v, as defined in
Section 4.3.2.

The result below shows that these two problems are equivalent and that the infima are realized as
minima;:
Theorem 4.4

subject to

The infima of eq. 4.7 and eq. 4.8 are finite and are realized through a map T' which is (or a velocity
field v which induces) an optimal transportation map. When c(z,y) = ||z — y||?, then eq. 4.7 and
eq. 4.8 are equivalent.

Proof: From the hypothesis above, there exists 5 € Sr at a finite distance from «. Taking any transport
map between « and 3, we see that the infima are finite.

Consider eq.4.7 and take a minimizing sequence (73, F;);. Set 3; = (T;)3a. Then (C(T;)); converges to
the infimum which is strictly bounded by M > 0. Then, by definition, for i large enough, W2 (a, 8;) <
C(T;) < M. So that (3;); is a bounded sequence in UpSp . By the hypothesized total boundedness of
bounded subsets and as P,(R?) endowed with W), is a complete metric space (see [41] for a proof), up to
an extraction, (f;); converges to 5* in the closure of UpSp . Moreover, up to an extraction, (£;); also
converges to F* by compactness of the class of classifiers. Taking 7™ the OT map between « and *, we
then have, by continuity of L,
Tﬁ*a = ﬁ* S SF*,L

and C(T*) < limC(T;) by optimality of 7, which means, since (C(7})); is a minimizing sequence, that
C(T*) minimizes eq.4.7. So (T*, F*) is a minimizer and T™* is an OT map.

Finally, there exists, by dynamical OT theory, a velocity field vy inducing the OT map between « and 5*
which then gives a minimizer (v*, F*) for eq.4.8. By the same reasoning, taking a minimizing sequence
(v(i), F;); and the induced maps T; shows that both problems are equivalent. O

Note that uniqueness doesn’t hold in the general case contrary to standard OT problem, as the
constraint Ty € Sp. in eq.4.7 and eq. 4.8 is looser than in the latter setting because Sp ., which
is task-dependent, is not necessarily a singleton, e.g. in the case of classification. However, as we
show in the following section, the optimization problems are solved by OT maps will give regularity
properties for the models induced by these optimization problems.

Moreover, in the particular case where Sg . is reduced to a singleton, which is the case for UDT
and in general for generative tasks, uniqueness does hold:

Proposition 4.2

If Sk is a singleton, eq. 4.7 and eq. 4.8 reduce to the standard OT and dynamical OT problems.
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LThis means in particular that the minimal transport map is unique.

For UDT, this property is essential as it solves the indeterminacy issue of CycleGAN-like models
which was mentioned in Section 4.5.2.
Finally, note that, by considering eq. 4.7, we can go for costs ¢ other than power ones.

4.7.3 Regularity

Intuitively, the fact that we minimize the energy of the transport map transforming the data is akin
to the core idea of Occam’s razor: among all the possible networks that correctly solve the the task,
the one transforming the data in the simplest way is selected. We show here that this actually endows
maps solving eq. 4.7 and eq. 4.8 with regularity. More precisely, our formulation yields mappings
which are as regular as the initial data distribution allows for, and thus provides an alternate view on
generalization for modern deep learning architectures in the overparametrized regime.

Indeed, OT maps can be as irregular as needed in order to fit the target distribution, however
in much the same way as for successfully trained DNNs, those optimal maps are still surprisingly
regular. In a way, they are as regular as possible given the constraints which is exactly the type of
flexibility needed in modern ML tasks. However, the constraints in eq. 4.7 and eq. 4.8 are looser than
in the standard definitions of Optimal Transport. Still, supposing that the input data distribution
has a nicely behaved density, namely bounded and of compact support, with the same hypothesis as
above, we have the following, which is mainly a corollary of Theorem 4.4:

Proposition 4.3

Consider T* the OT map induced by eq. 4.7 (or eq. 4.8) given by Theorem 4.4. Take X, respectively
Y, an open neighborhood of the support of «, respectively of T} «, then T* is differentiable, except
on a set of null o measure.

Additionally, if T* doesn’t have singularities, there exists n > 0 and A, respectively B, relatively
closed in X, respectively Y, such that T* is n-Hélder continuous from X \ A to Y \ B. Moreover,
if the two distributions, initial and target, have smooth densities, T™* is a diffeomorphism from
X\AtoY \B.

Proof: This is a consequence of Theorem 4.4, the hypothesis made in this section and the regularity
theorems stated in Section 4.4.2. O

There are two main results in Proposition 4.3: the first gives a-a.e. differentiability. This is
already as strong as might be expected from a classifier: there are necessarily discontinuities at the
frontiers between different classes. The second is even more interesting: it gives Holder continuity
over as large a domain as possible, and even a diffeomorphism if the data distribution is well-behaved
enough. We recall that a function f is np-Holder continuous for n €]0,1] if 3 M > 0 such that
|f(x) — f(y)||< M||lx — y||" for all z,y. n measures the smoothness of f, the higher its value, the
more regular the function. In particular, in the case of classification, this means that the Hausdorft
dimension, which is a standard generalization of dimensionality for non-smooth spaces, along the
frontiers between the different classes is scaled by less than a factor of 1/7 in the transported domain.
If the densities are smooth, the dimension thus even becomes provably smaller by this result.

Intuitively, this means that, in these models, the data is transported in a way that preserves and
simplifies the patterns in the input distribution. This notion of regularity is exactly the one that one
wants as the regularity of the mappings has to be linked to that of their underlying domains.

Moreover, the fact that regularity excludes a negligible set of points of the domains is also coherent
with what we should expect: for UDT for example, in the two domains, there can be points which
are close but nevertheless represent elements from different classes and thus should be transported far
from each other. For example, in image-to-image translation between photographs and paintings, two
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images with the same background can represent different objects and thus be translated into very
different paintings. Thus, this regularity result supports our claim for the transport cost to be the
right measure of "complexity" for UDT mappings.

In the following, we propose a practical algorithm implementing these models so that we can
study it empirically for UDT and classification tasks.

4.7.4 General Algorithm

We propose an algorithm for training models using the proposed least action principle formulation by
minimizing a transport cost.

We will tackle the case of the dynamical formulation, thus with ground costs of the form
c(x,y) = ||z — y||”, which was the form used in almost all of our experiments in the following sections.
The algorithm for more general costs can be easily deduced both in cases where the cost also admits
a dynamical equivalent and in others where it doesn't.

We start by considering eq. 4.8 and taking a neural parametrization v?, F? of the velocity fields
and of the task-specific decision function. Not that 6 covers the parameters of both here so that we
can write that

((6")1)zer € Spe & L(0) = LIF?, ((¢"))z0) = 0

where ¢? is the flow associated with v?.

We can now write the optimization problem as the following

mm C(0 /HUQHLP( (69);)5) Ot

(¢9)t _ 0\x
st S0 — ("), (49)
vz, (¢°)§ = =,
L(O) =0

which is very similar to the general optimization problem presented in Chapter 1. However, there is
the additional constraint £(6) = 0 which has to be enforced.

In order to do so and be able to write this optimization problem in a form for which gradient
descent is possible, we actually consider a sequence of optimization problems C(6;) + A; £(6;) in the
same way as in Chapter 3 which should converge to an approximate solution where the null loss
constraint is enforced with a chosen tolerance. The updates are conducted for (6;, A;) in the following
way:

92'_;_1 = arg mein C(g) + >\z E(G)

(4.10)
Aig1 = N + 7 L(0i41)

The minimization in the first update is done via SGD with a gradient computed as in Chapter 1
for a number of steps s, where a step means a batch, starting from the previous parameter value 6;.
Moreover, in practice, we have found that it is more stable to divide the minimization objective in
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eq.4.10 by \;, yielding Algorithm 3.
Algorithm 3: Training neural networks with Least Action Principle (LAP-Net)

Input: Training samples, step size 7, number of steps s, initial weight Ag
Initialization: Initialize the parameters 6y and set i = 0
while not converged do
1. Starting from #;, perform s steps of stochastic gradient descent:
1.1. 67,, =6,
1.2. 0L, =077 — eVe(C(01) /N + L(0111)) for [ from 1 to s
1.3. 0,1 =07,
2. Update the weight \;y1 = A\; + 7 L£(0;41) and increment i <— i + 1

Output: Learned parameters 6

While the high non-convexity makes it difficult to ensure exact optimality, we can still have some
induced regularity when reaching a “good” local minimum:

Proposition 4.4

Suppose (F?,T%) is reached by the optimization algorithm such that T%" is an e—OT map
between o and its push-forward*. Then we have, with the same notations as in Proposition 4.3,

Va,y € X\ A [T (2) = T” (y)l|< O(e + [l — y||")

Proof: We simply write the decomposition:
T (2) = T% (y) = T (x) = T*(x) + T*(x) = T*(y) + T*(y) = T (y)
and use the triangular inequality: the first and third terms are smaller than € by hypothesis while Holder

continuity applies for the second by Proposition 4.3. O

This shows that minimizing the transport cost still endows the model with some regularity, even in
situations where the global minimum is not reached and the null loss contraint is not verified.

4.8 Application to UDT

We look here at how our LAP formulation tackles the UDT task. Let us recall that we have already
showed in the previous section that this formulation provides uniqueness of the map between the
domains in the UDT setting. Here, we show that the dynamical formulation also provides the inverse
of this unique map without additional training or costly computation. Finally, we evaluate the
corresponding model with two variants of the UDT task.

4.8.1 Instanciation of the algorithm

e Computing the Inverse

Consider the optimal vector field v* of eq. 4.8 associated to the OT map T™ from « to 5 and the
following system of differential equations, for all x € B:

OE k()
{ﬁ—_x oF () (@11)
:_

Then we have the following:
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Proposition 4.5

The solution curve {1,}, of eq.4.11 induces a trajectory of measures {(;)s3} which geodesically
interpolates between [ and «. In particular, S* = ) is the inverse of T, verifies S5} 8 = a and is
the OT map between 3 and «.

Proof: Let us consider v = (¢;)38. Then (v, —v;) solves the continuity equation. On the other hand,
taking previous notations, we have that, for all test functions f:

/ (%f(t, )+ V() -vZ(~)> dudt =0

which becomes

/ (?){(1 —t, )+ Vf(l—t-)- vh(-)) dp1—dt =0

and then, with the change of variables t' = 1 — t:

of .
/ (—&,(t’, N+ V) vt/(-)> dpp—dt’ =0
which can also be written as

of
/ (m,(t', )+ VI, ) <—v;<->>> dpredt’ = 0
This means that (pu1—¢, —v1—¢) solves the continuity equation with the same initial condition as v which
gives us vy = pj—¢ for all £. The distance induced by 14 is then the same as the one induced by v; which
is the same as the one induced by T*. This means that S* is indeed the OT map between 8 and « by
symmetry of the Wasserstein metric which finishes the proof. O

This result shows that (7*,5*) does indeed solve the UDT problem and is in the null space of the
CycleGAN loss. Moreover, in order to compute S*, there is no need to parametrize it nor to solve a
difficult optimization problem. It is only necessary to discretize the associated differential equation
which is of the same nature as the one for the forward mapping, meaning that the same scheme can
be used.

e Practical details

In CycleGAN, the first boundary condition ¢; = id is satisfied by construction, while the second
(¢7)sac = [ is enforced with the GAN loss.

Thus we recover CycleGAN as a particular implementation of this model when there is no
transport cost minimization. We actually construct our instantiation in a similar fashion in order to
have meaningful comparisons: The differential equations are discretized using an Euler scheme and
boundary conditions are enforced using an iterative penalization of the GAN loss. More involved
schemes can be used here such as any suitable parametrized solver [50].

Discretization and enforcing boundary conditions We implement the forward map with a
Euler discretization® of the dynamical formulation thus giving us the following fully discretized
optimization problem:

min Ca0) =" > I ep)IIE

k=1 x€Datag
s.t. Vo, VE, ¢, = ¢F + Atv®(¢?),
¢y =id, (¢))gae=f

50ther schemes could be used, which would lead to other architectures, and could arguably be more suited for
stability reasons but this is beyond the scope of this work.

(4.12)
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Figure 4.6: Visualization of the hidden layers of CycleGAN when mapping the yellow gaussian distribution
to the green one with different initializations. The points below the histograms are colored when initially
sampled thus allowing to see the trajectories of individual sampels. Thus, when ¢ increases, the mapping
goes from a simple translation (Top) to a more complicated mapping (Bottom), thus inducing an increase in
transport cost.

In other words, this corresponds to a slightly simplified version of the original vanilla CycleGAN
implementation with an added transport cost minimization. Figure 4.6 illustrates the already observed
fact of low initialization gains CycleGAN being close to dynamical OT maps: our implementation is
coherent with this.

The constraint (¢;);ac = S ensuring that input domain « maps to the target domain / isn’t
straightforward to implement as already noted in the presentation general algorithm. We do so
by optimizing an iterative Lagrangian relaxation associated to eq.4.12, introducing a measure of
discrepancy D between output and target domains:

min Ci(6) + 5D ({60 5) (113)

where the sequence of Lagrange multipliers ();); converges linearly to 0 during optimization. At the
limit, as the sequence of multipliers converges to 0, the constraint is satisfied. Note that we do not
use here the Uzawa-like iterates here for the \; as this simpler heuristic was sufficient.

Each )\; induces an optimization problem which is solved using stochastic gradient based techniques.
As in most approaches for UDT, D may be implemented using generative adversarial networks, or any
other appropriate measure of discrepancy between measures, such as kernel distances. Moreover, in
order to stabilize the adversarial training which enforces boundary conditions for both our model and
CycleGAN, we use an auto-encoder to a lower dimensional latent space. This limits the sharpness of
output images but produces consistent and reproducible results, thus allowing meaningful comparisons
which is the objective here.

Algorithm Training is done only for the forward equation and an approximation of the reverse
is obtained by iterating yx_1 = yr — At v%(y,.), starting from a sample yx from 3, as Section 4.8.1

126



allows to. Algorithm 1 gives all necessary details of the procedure.

Algorithm 4: Training Procedure for UDT tasks
Input: Dataset of unpaired images (I, Ig) sampled from (o, (),
initial coefficient \g, decay parameter d, initial parameters #, minimal penalization €
Pretrain Encoder F and decoder D
Make dataset of encodings (x = E(ly), y = E(Ip))
while not converged do
Randomly sample a mini-batch of x, y
Solve forward equation ¢7,, = ¢f + At v%(¢7) , starting from ¢f = x
Estimate loss £ = C4(0) + /\%D((@)ﬁa, 6) on mini-batch
Compute gradient % backpropagating through forward equation

Update € in the steepest descent direction
)\7;_;,_1 < max(/\i — d, E)

Output: Learned parameters 6.

Architectures. Implementation is performed via DCGAN and ResNet architectures as described
below. For the Encoder, we use a standard DCGAN architecture®, augmenting it with 2 self-attention
layers, mapping the images to a fixed, 128 dimensional latent vector. For the Decoder, we use residual
up-convolutions, also augmented with 2 self-attention layers. We use 9 temporal steps, corresponding
to as many residual blocks which consist of a linear layer, batch normalization, a non-linearity, and a
final linear layer. The discrepancy D is implemented using generative adversarial networks with the
discriminator being a simple MLP architecture of depth 3, consisting of linear layers with spectral
normalization, and LeakyReLU(p = 0.2).

Moreover, in the experiments below, our dataset is the CelebA dataset, resizing images to 128 x 128
pixels, without any additional transformation. The initial coefficient is Ay = 1, and the decay factor
is set depending on the number of total iterations M, so as to be € on the final iteration. Throughout
all the experiments, we use the Adam optimizer with $; = 0.5 and S5 = 0.999.

4.8.2 A Typical UDT Task

Taking the CelebA dataset, we consider the male to female task where the objective is to change the
gender of the input image while keeping other characteristics of the image unchanged as much as
possible.

Figure 4.7 illustrates how our model works for Male to Female translation (forward) and back (re-
verse) on the CelebA dataset, displaying intermediate images as the input distribution gradually
transforms into the target distribution. No cycle-consistency is being explicitly enforced here
and the reverse is not directly parametrized nor trained but still performs well. The model
changes relevant high-level attributes when progressively aligning the distributions but doesn’t change
non-relevant features (hair or skin color, background,...) which is coherent to what is expected for an
optimal map w.r.t. an attractive cost function (here the squared Euclidean one). Additional samples
are available in Section 4.8 of the Appendix. All the experiments conducted in this work with our
proposed OT framework have been implemented using this dynamical formulation.

Figure 4.9 shows that for a low initialization gain, both our method and CycleGAN give satisfying
and similar solutions. When changing the value of this hyper-parameter, the CycleGAN mapping
becomes unstable, producing outputs very different from the inputs.

The non-uniqueness of the solution of CycleGAN’s optimization problem is highlighted here by
the multiple mappings found for different initializations. It is also worth noting that, for CycleGAN,

Shttps://github.com/pytorch/examples/tree/master/dcgan
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Figure 4.7: Male to Female translation (top) and the inverse (bottom). Intermediate images are the
interpolations provided by the network’s intermediate layers. The reverse mapping is not trained.
Additional samples are available in Figure 4.8.

using a large 0 made convergence of the optimization harder. As already observed before, the chaotic
behavior of the CycleGAN model correlates with an increase in the transport cost of the obtained
mappings. This validates the quadratic OT bias of CycleGAN, showing that this model only works
as an implicit OT mapping for a quadratic cost given a certain architecture, initialized and trained in
a certain way. For this example, the prior induced by the quadratic transport cost is the right one
and correctly captures the geometry of the task, as one wants to preserve as much as possible the
characteristics of the input. By explicitly enforcing optimality w.r.t. the quadratic cost, the model
becomes robust to changes in the initialization as the OT problem admits a unique solution for this
cost.

4.8.3 Imbalanced CelebA Task

Here, we tackle the case of a corrupted dataset where structural bias is present in the target domain,
which can be an important use case of UDT when fairness of the datasets is an issue [79]: samples
from the target dataset are systematically corrupted. Here, our variational theory of DNN models for
UDT tells us that vanilla CycleGAN should not succeed in finding the right mapping as it would fall
prey to the corruption which is not taken into account in its formulation, explicitly or implicitly. The
strength of our approach is in this case to allow replacing the implicit minimal kinetic energy bias
with an explicit one suitable to the context.
More specifically, we consider a subset of the CelebA dataset, where domains correspond to:

e « is a distribution over A which contains female faces with black hair which are non-smiling;
e [ is a distribution over B which contains female faces with black hair which are smiling

However, we only have access to biased samples from 3, where female faces have blond instead of

128



HB......I.
el sl al At ata At
000000000
3&&&&&&&&9

E\E EE B RIEIEIEIE
E%%%%%%%ﬁé
Figure 4.5: Additional Samples: Male to Female, and Back.




B - S ENTs s e
e T
B 5 5 )

R [ WY s = - Tsls)
@EDoachlAAss

R aofirN 7
B Cao0inan o
Qo n ot O
ANIaomTaN T

Figure 4.9: Each column associates one input image to its outputs for different models: CycleGAN
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black hair. In other words, the task here is about adding smiles while not changing other features of
the face.

In Fig. 4.10, we report results with CycleGAN and our approach with the quadratic cost: the hair
color is modified along with the smile feature, and black-haired non smiling faces are mapped to blond
smiling ones as should be expected from both. This highlights a particular case where CycleGAN’s
implicit bias fails as well as its explicitly biased quadratic cost counterpart.

Using our presented formulation, we are able to solve this task by changing the cost function: We
use a a non-standard cost which is more suited to the geometry of the problem:

c(z,y) = ||H(z) — H(y)|3 (4.14)

where H (1) is a histogram function of the image I. More precisely, H is computed as a soft histogram
over the colors of the image of 20 bins, using a Gaussian kernel with o = 0.05 for the smoothing. This
cost allows to take into account the colorimetry of the image, thus helping to find an OT map which
preserves hair color in this case and re-balances the dataset as needed.

This task is an example of a case where a simple cost may help achieve non-trivial results when
appropriate information is injected into it. In other words, by using prior knowledge on the corruption
of the dataset, a cost function can be tailored to correct it.

More generally, it is not difficult to prove that a cost can almost always be designed to find the
right solution for a given task between two distributions o and § among the infinity of candidates in
the kernel of CycleGAN’s loss. This is shown in the next subsection.
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Figure 4.10: Results for Imbalanced CelebA Task. We wish to map faces that have the Non-Smiling

and Black Hair attributes to Smiling, Black-Hair faces, while only accessing Smiling, Blond
Hair faces for the target domain.
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4.8.4 Finding the right cost

The following proposition shows that, under some technical assumptions, there always exists a ground
transport cost which finds the desired mapping;:

Proposition 4.6

With the same notations as before, suppose that a given UDT task between a and (8 is solved by
a mapping T'.

Then, if we assume that T is a differentiable map with a Jacobian everywhere invertible, there
exists a cost function ¢ such that the corresponding Monge problem yields T' as its unique optimal
transport map.

Proof: Suppose that T verifies the assumption. Let us define the following cost:

c(z,y) = |T(z) - yli3

In this case, c is differentiable w.r.t. its first variable by differentiability of T. For xg € A, we then have
that:

Vya vwoc(x()v y) =2 t(JaCxoT)(T(xO) - y)

which is injective in y by invertibility of Jac,,7". Thus c verifies the Twist condition and we can conclude
about the existence and uniqueness of the OT map of the corresponding Monge problem.

Moreover, for any transport map 7", we have that C(7") > 0 and we also have that C(T") = 0 which shows
that T is indeed the OT map for ¢ by unicity of the optimum. O

Note that the proof is not constructive. In practice, such a cost can handcrafted using knowledge
about the task, as has been done in the Imbalanced dataset experiment, or it could even be learned if
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some paired samples are available as a supervision (along with some additional assumptions on the
desired mapping for example).

4.9 Application to classification

This section studies the application of LAP NN training in the case of classification tasks. We start
by outlining a few practical details then evaluate different instances of our framework for the standard
MNIST, CIFAR10 and CIFAR100 datasets.

4.9.1 Practical details

Instanciation of the algorithm In the following experiments, we instanciate the general LAP
model with p = 2, meaning that we minimize the kinetic energy. Starting from problem eq.4.8
with p = 2 and the Euclidean norm, we discretize the differential equation via a forward Euler
scheme, which yields ¢f ., = ¢} + vi(¢f) similarly to the UDT case. The discretized derivative vy, is
parameterized by a residual block, giving us a standard residual architecture. This choice was in part
made to mimick the actual architecture of standard, single representation ResNets. Finally, as we
only have access to a finite set X of samples x from «a, we use a Monte-Carlo approximation of the
integral w.r.t the distributions (¢;)sc, to obtain the optimization problem:

K-1
min C(0)=>_ > low (o013
0 TEX k=0
st Of = oF + u(of),
o=z, Vo eX,

L(0) =0

This problem is solved using the iterative method described in Section 3.2.2 of Chapter 3.

Hyper-parameters Orthogonal initialization with gain 0.01 is used for all ResNet models. Kaiming
initialization is used for all ResNeXt models. SGD is used for training all models. The momentum is
always set to 0.9 and weight decay to 0.0001. For ResNet models, the learning rate is 0.01 and is
divided by 5 at epochs 120, 160 and 200 (when the training goes that far). For ResNeXt models,
the learning rate is 0.1 and is divided by 10 at epochs 150, 225 and 250. Batch size is 128 for all
experiments. Architectures of ResNet [113] and ResNeXt [277] blocks are standard and exactly as
in the references. The ResNets used are single representation ResNets (i.e. containing one residual
stage) with 9 residual blocks. The ResNeXt architecture used is the ResNeXt-50-32x4d from [277].
As a reminder, the residual block of a ResNeXt applies x + 3, w;(x) with the functions w; having the
same architecture but independent weights, followed by a ReL.U activation. More specific details are
given for each experiment.

4.9.2 MNIST Experiments

The base model is a ResNet with 9 residual blocks. Two convolutional layers first encode the
image of shape 1 x 28 x 28 into shape 32 x 14 x 14. A residual block contains two convolutional
layers, each preceded by a ReLLU activation and batch normalization. The classifier is made up of
two fully connected layers separated by batch normalization and a ReLU activation. We use an
orthogonal initialization [236] with gain 0.01. This and all vanilla models and their training regimes
are implemented by following closely the cited papers that first introduced them and our method is
added on top of the standard training regimes. For performance comparisons, we average the highest
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test accuracy achieved over 30 training epochs (over random orthogonal weight initializations and
random subsets of the complete training set).

From the experiments in two dimensions, we suspect that adding the transport cost helps when
the training set is small. Indeed, when using the entire training set, the task is essentially solved
(99.4% test accuracy). We penalize the transport cost iteratively, using Ag = 5, 7 = 1 and s = 5. The
performance essentially stays the same(99.3% test accuracy).

On the other hand, as shown in Table 4.1, we find that adding the transport cost improves
generalization when the training set is very small: the improvement becomes more important as the
training set becomes smaller and reaches an increase of almost 14 percentage points in the average
test accuracy for the smallest training set size.

Table 4.1: Average test accuracy and 95% confidence interval of ResNet9 over 50 instances on MNIST
with training sets of different sizes (in %)

Training set size ResNet LAP-ResNet (Ours)
500 90.8, [90.4, 91.2] 90.9, [90.7, 91.1]
400 88.4, [88.0, 88.8] 88.4, [88.0, 88.8]
300 83.5, [83.0, 84.1] 86.2, [85.8, 86.6]
200 74.9, [73.9, 75.9] 82.0, [S1.5, 82.5]
100 56.4, [54.9, 58.0] 70.0, [69.0, 71.0]

4.9.3 CIFAR10 Experiments

We run the same experiments on CIFAR10 as with the MNIST dataset. The architecture is exactly
the same except that the encoder transforms the input which is of shape 3 x 32 x 32 into shape
100 x 16 x 16. For our method, we use \g = 0.1, 7 = 0.1 and s = 50. We average the highest test
accuracy achieved after 200 training epochs over random orthogonal weight initializations and random
subsets of the complete train set.

Here, we find that adding the transport cost helps for all sizes of the train set (which has 50 000
images in total) which is to be expected as the task is more complex and benefits from minimizing
the transport cost. However, the increase in average precision becomes more important as the train
set becomes smaller (Table 4.2).

Table 4.2: Average test accuracy and 95% confidence interval of ResNet9 over 20 instances on CIFAR10
with training sets of different sizes (in %)

Training set size ResNet LAP-ResNet Regularized ResNet, A = 0.2

50 000 91.49, [91.40, 91.59]  91.94, [91.84, 92.04] 91.36, [91.28, 91.44]
30 000 88.61, [88.47, 88.75]  89.41, [89.31, 89.50] 88.50, [88.38, 88.61]
20 000 85.73, [85.59, 85.87]  86.74, [86.61, 86.87] 85.82, [85.70, 85.93)]
10 000 79.25, [79.00, 79.49]  80.90, [80.74, 81.06] 80.15, [80.02, 80.28]
5 000 70.32, [70.00, 70.63]  72.58, [72.36, 72.79] 72.03, [71.71, 72.34]
4 000 67.80, [67.55, 68.07]  70.12, [69.81, 70.42] 69.64, [69.35, 69.94]
1 000 49.22, [48.69, 49.74]  51.14, [50.69, 51.59] 50.38, [49.92, 50.82)
500 4155, [41.14, 41.96]  42.92, [42.54, 43.29] 42.30, [41.88, 42.73]

100 26.98, [25.98, 27.97] 25.34, [24.63, 26.10) 27.53, [26.59, 28.47]
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4.9.4 CIFAR100 experiments

We used both the ResNet and the ResNeXt architecture for this more difficult task, namely the
ResNeXt-50-32x4d architecture detailed in [277]. This is a much bigger and state-of-the-art network,
as compared with the single representation ResNet used so far. It also extends the experimental
results beyond the theoretical framework in three ways: the embedding dimension changes between
the residual blocks, a block applies xj41 = ReLU(x), + >_; wyi(xy)) and the encoder is no longer fixed.
We found that penalizing Y-, wy ;(zx) or xx+1 — xy is essentially equivalent. Table 4.3 shows consistent
accuracy gains as our method (with \g = 1, 7 = 0.1 and s = 5) corrects a slight overfitting of the
bigger ResNeXt compared to the ResNet.

Table 4.3: Average highest test accuracy and 95% confidence interval of ResNeXt50 over 10 instances
on CIFAR100 with training sets of different sizes (in %)

Training set size ResNeXt LAP-ResNeXt (Ours)
50 000 72.97, [71.79, 74.14] 76.11, [75.32, 76.89]
25 000 62.55, [60.18, 64.92] 64.11, [62.25, 65.96]
12 500 45.90, [43.16, 48.67] 48.23, [46.39, 50.07]

An important observation is that adding the transport cost significantly reduces the variance in
the results. This is expected as the model becomes more constrained and can be seen as an advantage,
especially in cases where the results vary more with the initialization (e.g. transfer learning). This is
illustrated by the width of the 95% confidence intervals in the tables above often becoming narrower
when the transport cost is penalized.

Finally, we have also considered a relaxation of the optimization program by considering a fixed
weight A, which provides a simpler and quite competitive benchmark as there is no need for iterative
optimization in this case.

Table 4.4: Average highest test accuracy and 95% confidence interval of ResNet9 over 10 instances on
CIFAR100 with training sets of different sizes (in %)

Training set size ResNet LAP-ResNet Reg. ResNet”, A € {0.05,0.2}
50 000 72.32, [72.08, 72.56] 72.43, [72.25, 72.61] 72.62, [72.41, 72.83]
25 000 64.34, [64.10, 64.57] 64.34, [64.11, 64.58] 64.76, [64.52, 65.00]
10 000 49.27, [48.84, 49.69] 50.57, [50.34, 50.80] 50.46, [50.19, 50.72]
5 000 34.74, [33.90, 35.58] 37.97, [37.68, 38.27] 38.44, [37.99, 38.89]
1 000 15.66, [15.23, 16.08] 16.42, [16.10, 16.75] 16.03, [15.55, 16.52]

Table 4.5: Average highest test accuracy and 95% confidence interval of ResNeXt50 over 10 instances
on CIFAR100 with training sets of different sizes (in %)

Training set size ResNeXt LAP-ResNeXt Reg. ResNeXt, A =0.01
50 000 72.97, [71.79, 74.14] 76.11, [75.32, 76.89] 75.96, [74.92, 77.01]
25 000 62.55, [60.18,64.92] 64.11, [62.25, 65.96] 64.10, [62.36, 65.84]
12 500 45.90, [43.16, 48.67] 48.23, [46.39, 50.07] 47.77, [45.93, 49.62]
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4.9.5 Discussion of the results

The first observation here is that, similarly to what has been observed in the UDT task, in a standard
setting where hyper-parameters are carefully chosen and with enough training data points, standard
residual architectures behave essentially similarly to models instanciating our LAP framework. This
validates our claim that "well trained" NNs are actually implicitly minimizing a transport energy.

Moreover, we have seen, as predicted by our theoretical development, that, in settings where
data is more scarce, LAP networks tend to improve on standard architectures, all else being equal,
by alleviating overfitting. This means that transport cost minimization does capture some of the
regularity needed to model the data in those tasks. The most interesting factor here is that LAP
training can come on top of usual practices without much changes to the code or to training time,
even when the architecture is not the simplified single representation ResNet which is closer to our
theoretical formalism as the experiments with the ResNeXt have shown.

Note that in all experiments we have used the quadratic cost. The most natural question is then
to ask whether it is possible to use this LAP framework with customized costs as a way to model
prior knowledge of a certain classification task or a certain dataset. We leave this question for future
research.

4.10 An Extension: Layerwise Training of DNNs

In this section, we provide a natural extension to our variational framework for the classification
application to the layerwise training of deep classifiers.

4.10.1 Motivation and General Idea

Layer-wise or module-wise training of neural networks is compelling in constrained and on-device
settings, as it circumvents a number of problems of end-to-end backpropagration. However, this
method suffers itself from the stagnation problem, whereby early layers tend to overfit while deeper
layers stop increasing test accuracy after a certain depth. We propose to solve this issue by introducing
a simple layer-wise training scheme inspired by the minimizing movement scheme for gradient flows in
distribution space. This method is particularly well-adapted to residual networks, and is amenable to
theoretical study. Experimentally, we show improved accuracy of our networks compared to classical
module-wise training schemes.

End-to-end backpropagation is the standard training method of neural nets. But there are reasons
to look for alternatives:

e it requires loading the whole model during training which can be impossible in constrained
settings such as training on mobile devices [259, 257];

it forces the training of systems of cooperative networks to be sequential and synchronous,
which is not flexible enough when the networks are distributed between a central agent and
clients that operate at different rates [129];

« it prohibits training the layers in parallel which can be useful to accelerate training.

These limitations follow from the three locking problems that end-to-end backpropagation suffers from:
forward locking (each layer must wait for the previous layers to process its input), update locking (each
layer must wait for the end of the forward pass to be updated) and backward locking (each layer must
wait for errors to backpropagate from the last layer to be updated) [129]. Dividing the network into
modules, a module being made up of one or more layers, and greedily solving module-wise optimization
problems sequentially (i.e. one after the other) or in parallel (i.e. batch-wise), solves update locking
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(and backward locking). When combined with batch buffers, parallel module-wise training solves all
three problems [28] and allows parallel training of the modules. Module-wise training is appealing in
memory-constrained settings as it works without most gradients and activations needed in end-to-end
training. When done sequentially, it only requires loading and training one module (so possibly one
layer) at a time. Despite its simplicity, module-wise training has been shown to scale well [28, 214],
outperforming more complicated methods addressing the locking problems e.g. synthetic [129, 67]
and delayed [123, 122] gradients.

The typical setting of (sequential) module-wise training for minimizing a loss L is, given a dataset
D, to solve one after the other, for 1 < k£ < K, Problems

(Tk, Fy,) € arg ITI}IFII > L(F,T(Gr-1(x))) (4.15)
© x€D

where Gy, =Ty o...oT) for 1 <k < K and G, = id. Here, T} is the k-th module (one or many layers)
thus receiving the output of module T;_1, and F}, is an auxiliary classifier that processes the outputs
of T}, so the loss can be computed, which is consistent with the notations of the other classification
tasks in this chapter. With those notations, each F; o GG; is an intermediate classifier and Fx o G is
the final one. A well-known fact in the literature is that, when the modules are numerous and shallow,
module-wise training suffers from a stagnation problem, whereby greedy early modules overfit and
learn more discriminative features than end-to-end training [179], and deeper modules don’t improve
the test accuracy [270], or even sometimes degrade it.

Many approaches exist to tackle this issue, [270] proposing for example to maximize the mutual
information that each module keeps with the input, in addition to minimizing the loss. We propose
a different one, leveraging our previous variational formulation for the training of neural classifiers.
Indeed, module-wise training can be seen as the gradual transport of the initial data distribution
towards the set of admissible target distributions as formalized previously. We can then apply the
same ideas as before by making the trajectory follow a gradient flow in an appropriately chosen space
which corresponds to the Wasserstein Gradient Flow when using the same kinetic cost.

More precisely, given Z : W5(2) — R, which in our case is induced by the classification loss L,
the minimizing movement scheme is a discretized gradient flow that is well-defined in non-Euclidean
metric spaces and minimizes (under some conditions) Z starting from p] € P(Q2). It is given by

1
Prar € arg min - Z(p) + o
P

2 T 1
o) o W (P7 Pk) (4 6)

This equation can be interpreted as a non-Euclidean version of the implicit Euler scheme for following
the gradient flow of Z, or as a Wasserstein proximal step to minimize Z. Under mild technical
conditions on Z, we have the existence of the scheme eq.4.16 and we can have global convergence
under stricter conditions. Note in particular that 7 corresponds here to the time-step of the scheme
and thus should be taken as small as possible: the continuous gradient flow corresponds to 7 tending
to 0.

Because parametrizing distributions in P(2) isn’t doable in practice, a more practical solution is
to consider instead the optimization problem

: T 1 T
Ty € argmin Z(Tp) + 5- [ I7(x) — all*dg (@) (4.17)

where T is represented, as usual, with a Neural Network. This takes us closer to the layerwise learning
problem for which we recover a regularized version by replacing Z with £

(T, FY) € (4.18)
: T 1 21,7
arg min £(F. T}) + 5 - [ IT(x) = al*dp (@)

with pf,,=(T})sp; and pJ=c the initial data distribution.
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4.10.2 Practical Method

eq.4.17 thus defines our proposed training method: each (7}, Fj) is obtained by solving a discretized
version of this optimization problem. The intuition here is that we keep greedily-trained modules
from overfitting and destroying information needed by deeper modules by penalizing their kinetic
energy to force them to preserve the geometry of the problem as much as possible at each step of the
transformation.

Given 7 > 0, we now solve, for 1 < k < K, Problems

(T¢, FY) € arg min (4.19)

> LFT(G 4 (x) + ;IIT( ro1(2)) =G (@)
€D T

where G, =17 o...o 1T for 1 <k < K and G = id. The final network is now Fj; o G%. Intuitively,
we can think that this biases the modules towards moving the points as little as possible, thus at least
keeping the performance of the previous module. In the following, we instanciate our method with
ResNets but it could be applied to any architecture where the quantity 7'(xz) — x can be computed.

In particular, if each module T} is made up of M ResBlocks, i.e. applies @, 11 = @, + 7 (2,,) for
0 <m < M, then its total discrete kinetic energy for a single data point x( is the sum of its squared
residue norms Y||7,, (7, )||?, by the standard equivalence between a ResNet and the discrete Euler
scheme for an ordinary differential equation [275] with velocity field r:

Tl = T + Ti(Tm) — —— = 1(1y) (4.20)

and Y||7, (2,,)]|? is then the discretization of the total kinetic energy [ ||7(x)||2dt of the ODE. If 1%,
denotes the position of a point x after m ResBlocks, then regularizing the kinetic energy of multi-block
modules means solving

(T, FY) € (4.21)
1 M-—1
argin Y (LR T(GLA (@) + 5= X Irm(@2)I)
T x€po m=0

st. T=(id+ry_1)o...o(id+ o)
¥ = Gia(2), i1 = U+ T (Ur,)

We also want to minimize this sum of squared residue norms instead of ||T'(z) — z||> which no longer
exactly coincide, as it works better in practice, which we assume is because it offers a better and
more localized control of the transport.

We consider two ways of solving the module-wise training problems:

Sequential module-wise training where each module is trained for N epochs before training the
next module, which receives as input the output of the previous trained module, thus allowing
to load only one module at a time in memory;

Parallel module-wise training where a complete forward pass is done for each batch, updating
the parameters of each module separately and allowing for the parallelization of training across
different modules as described in [28].

Given its meaning, we might want to consider a fixed 7 which would be as small as possible.
However, instead, we might want to vary it along the depth k to further constrain with a smaller
T the earlier modules in order to avoid overfitting or the later modules in order to maintain the
accuracy of earlier modules. In practice, we found that using a value which is twice as small for the
first half of the modules is a simple heuristic which works well. Note that more involved choices could
be used and might improve performance.
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Table 4.6: Test accuracy of 4-4 ResNet models on TinylmageNet with parallel TRGL (ours) and
parallel BaselineGL, compared to methods DGL and PredSim from [214] that also split their networks
in 4 module-wise-parallel-trained modules.

Parallel BaselineGL Parallel TRGL (ours) DGL ResNet-152 PredSim ResNet-152

59.72 61.13 07.64 51.76

4.10.3 Experiments

We test our method on classification tasks, with £ being the cross-entropy loss. For the ResBlocks, we
use the architecture from [114] with two convolutional layers in each block. For the auxiliary classifiers,
unless stated otherwise, we use the architecture from [27, 28], that is a convolutional layer followed
by an average pooling layer and a fully connected layer. The experiments below then show that our
method combines well with theirs and improves its results when using ResNets. Moreover, we use
rather simple and wide ResNets with 256 filters initially and downsampling and doubling of the filters
at the midpoint, no matter the depth. If the network is divided in K modules of M residual blocks
each, we call the network a K—M ResNet. We call our method TRGL for Transport-Regularized
Greedy Learning. We use orthogonal initialization [236] with a gain of 0.05 and standard data
augmentation. For sequential and multi-lap sequential training, we use SGD with a learning rate of
0.007. For parallel training we use SGD with learning rate of 0.003. These architectural and training
choices have been made to improve the baseline performance of greedy module-wise training without
transport regularization, which we will call BaselineGL when included in the results for comparison
and ablation study purposes.

We compare our method with other standard ones by focusing on parallel module-wise training
with few modules, as it performs better than sequential module-wise training and is therefore the most
explored in recent papers. We train a 16-block ResNet divided in 4 modules of 4 blocks each (we denote
this a 4-4 ResNet) module-wise on the classical TinylmageNet dataset. Parallel module-wise training
in this case consumes about 25% less memory than end-to-end training (6951MiB vs 9241MiB), and
we train for 200 epochs. We compare in Table 4.6 our results in this setup to those of two of the
best recent parallel module-wise training methods: DGL [28] and PredSim [206] from Table 2 in
[214]. The benefit of the regularization is clear as it adds 1.4 percentage points of accuracy to the
baseline which uses the exact same architecture. While our network has around 51 million parameters,
our method easily beats the first two methods, even when they use a bigger ResNet-152 (around 59
million parameters), also divided in four modules.

In Fig. 4.11, we look at the test accuracy of each block after block-wise training with and without
our regularization. On the left, from experiments with sequential block-wise training on a train set
of 1000 CIFAR10 images, we see a large decline in performance after the first block (block 0 being
the encoder) that the regularization completely avoids. On the right, from experiments with parallel
block-wise training on a train set of 5000 CIFAR100 images, we see a steeper increase in test accuracy
along the blocks with the regularization. These observations suggest that our regularization helps
most when looking at the accuracy of the last block in a deep block-wise-trained model. We also
observe that with the regularization the difference between the accuracy of the last block and that of
the best block is smaller than without the regularization.

Those experiments show that our approach holds some promise for blockwise training for any
variant and many standard underlying architectures with substantial improvement over strong state-
of-the-art baselines. It remains to be tested on larger datasets, for which we expect it to give an even
stronger improvement and tasks other than image classification. In particular, it would be interesting
to find cases where a ground cost other than the quadratic one might be useful.
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Figure 4.11: Highest test accuracy after each block of 10-1 ResNet models averaged over 10 runs with
95% confidence intervals. Left: sequential vanilla (BaselineGL, in blue) and regularized (TRGL, in
red) block-wise training on 2% of the CIFARI0 training set. Right: parallel vanilla (BaselineGL, in
blue) and regularized (TRGL, in red) block-wise training on 10% of the CIFAR100 training set.

4.11 Variational DNNs and the Navier-Stokes Experiments

This section shortly discusses the findings observed in Section 2.5.5 of Chapter 2. The goal here
is to better our understanding of those puzzling observations in the light of the variational theory
formulated in this chapter. Note in particular that the considerations presented here are specific to
the exact setting of those experiments, in particular regarding the nature of the observation operator
‘H which projects the states onto the density of the fluid denoted Y in Chapter 2.

Because we took a relatively small viscosity constant in our experiments, let us consider the
incompressible Euler PDE on a time interval [0, 7] and a domain D with smooth boundary 6D:

(4.22)
usp-n =70
Given a smooth solution u, we can then consider the corresponding flow, defined with the following

0g(x)
5 = Ut 9:(2)) (4.23)
go = id

Vt,x €10, T] x D,

In other words, g; represents the transformation of the initial density distribution of the fluid in the
domain D to reach the configuration of time t for the velocity u which is solution to the PDE.

Following [13, 89], under technical conditions out of the scope of this informal discussion, it is
known that this flow solves the following variational formulation

T 2
mgin /0 /D %gtt(x) dzdt
5.t Vt, g € SDIfi(D), (4.24)
9o = id,
(97)¢Yo = Yr

where SDiff(D) is the set of smooth diffeomorphisms of D onto itself and Yy, resp. Yr, is the
distribution of fluid at time 0, resp. at time 7. The rever is also true, meaning that, again under
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technical assumptions which we won’t delve into here, the minimizing g of this variational problem is
the flow of the corresponding incompressible Euler equation.
Let us recall Equation (2.3) of Chapter 2, in the Setting where an initial state is provided

mim’emize E(x0,v1.7)eDataset [jO/I:Ta YieT)}

0

dX,
subject to dtt = Fy(X)D),

X! = X,

(4.25)

which is still, as shown in Chapter 2, under-determined as an infinite number of functions could lead
to a null loss over the dataset. In the following, for the sake of coherence, we redefine notations by
denoting the trajectory (X); starting at a state X, as ¢;°.

Going back to the hypothesis formulated in this chapter, which is that DNNs tend to solve a
given task by minimizing the associated dynamic kinetic energy, when the DNN parametrizing this
optimization problem is learnt, the variational reformulation can then be written as

T
mim’emize > /0 /D|F9( X0) () 2dadt

Xo€Dataset
subject to  E(x,,v;.;)eDataset {«7(3/1:% YleT)} =0, (4.26)
d(ﬁg{vo — F( Xo)
dt e
(7)o = Xo

The constraint enforced by the nullity of the loss here ensures that for all initial states in the dataset,
the learned flow adequately transforms the initial distribution of the fluid Y into the supervision
fluid densities Y;. In other words, we can rewrite the optimization problem as

T
mz’m’emz'ze > / /|F9( X0y (x)2dadt
o Jp

Xop€Dataset

subject to  V(Xp, Yi.r) € Dataset, Vt € {1, ..., T}, (¢;°);Yo = Y,

(4.27)
dﬁthO o F( Xo)

a0
(7)o = Xo

This means in particular that each ¢;° solves Equation (4.24). Tt follows that it is the flow of the
incompressible Euler equation and thus the first component of Fy(X;) is equal to the solution velocity
field defined by the PDE with initial state Xj.

While those considerations do not constitute a proof, this helps us understand why it would be
useful for the DNN Fjy to preserve the structure of the velocity field given in X as, acccording to the
variational reformulation we propose, it is biased towards using it for the observed part of the state.

4.12 Conclusion

While many results exist to show that DNNs are universal approximators and practice shows that
they are able indeed to express complex functions of their inputs, this seems to make it impossible to
generalize to unseen data points. This is contrary to the empirical success observed for many tasks.
Our goal here has thus been to show that, when taking into account the implicit biases neural models
are endowed with, the actual class of functions which is actually learned in practice is smaller than
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in theory. We present a characterization of the functions of this class as minimizers of a variational
problem linked with Optimal Transport theory and coherent with empirical observations. On two
application cases, this has allowed us to show that explicitly enforcing those implicit biases allows for
more robustness and flexibility while exhibiting better theoretical properties for each task.

A natural extension to our work would be to consider the variational formalism introduced as
a way to construct new models for challenging tasks. More precisely, one could take a very generic
architecture then tailor an adequate cost for a given task and dataset. Conceiving a principled
methodology for the construction of such a cost would be an important subject of future exploration.
For example, building on the general existence and uniqueness results obtained for generalized costs
on manifolds in [89], it should be possible to extend this trend of work in order to take into account
the geometry of a given problem and dataset.
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Chapter 5

A Neural Tangent Kernel view on (zZANs

The work presented in the previous chapter allowed us to pinpoint several important properties of
"well-trained" DNNs in various standard tasks. While some hyper-parameter choices appear to be
important in enforcing those properties in practice, two crucial aspects could not be studied under
the presented variational framework: training dynamics and architectural choices. Both are obviously
essential in the success of DNNs and the goal in this chapter is to sketch a way of analysing them.

More precisely, this chapter proposes a novel framework for the study of GANs, which is shown
to be more consistent with practice, within the Neural Tangent Kernel Deep Learning theory. It
corresponds to the following publication:

o A Neural Tangent Kernel Perspective of GANs, J-Y Franceschi*, E de Bézenac*, I Ayed*,
P Gallinari, ICML 2022.

5.1 Introduction

Generative Adversarial Networks [102] have become a canonical approach to generative modeling
as they produce realistic samples for numerous data types, with a plethora of variants [274]. These
models are notoriously difficult to train and require extensive hyper-parameter tuning [43, 138, 163].
To alleviate these shortcomings, much effort has been put in gaining a better understanding of the
training process, resulting in a vast literature on theoretical analyses of GANs. In particular, a
large portion of those focus on studying GAN loss functions to conclude about their comparative
advantages.

However, empirical evaluations [175, 143] showed that different GAN formulations can yield
approximately the same performance in terms of sample quality and stability of the training algorithm,
regardless of the chosen loss. This indicates that by focusing exclusively on the loss function, theoretical
studies might not model practical settings adequately.

In particular, the discriminator being a trained neural network is not taken into account, nor are the
corresponding inductive biases which might considerably alter the generator’s loss landscape. Moreover,
it can be shown, as we do, that neglecting this constraint hampers the analysis of gradient-based
learning of the generator on finite training sets, since the gradient from the associated discriminator
is ill-defined almost everywhere. These limitations thus hinder the potential of theoretical analyses to
explain GANs’ empirical behavior.

In this work, we provide a framework of analysis for GANs solving these issues by explicitly
incorporating the discriminator’s architecture. To this end, we leverage the advances in deep learning
theory driven by Neural Tangent Kernels (NTKs) [128], and develop theoretical results showing
the relevance of our approach. Under mild conditions on its architecture and loss, we are able to
characterize the trained infinite-width discriminator for which we then establish differentiability
properties. We do so by proving novel regularity results on its NTK. In other word, our framework
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does overcome the limitations of previous analyses, making it more coherent with GAN as instanciated
and trained in practice.

This more accurate formalism enables us to derive new insights about the generator. In particular,
we formulate the dynamics of the generated distribution via the generator’s NTK, and discuss its
consequences by linking it to gradient flows in probability spaces. We deduce that, under the Integral
Probability Metric loss, the generated distribution minimizes its Maximum Mean Discrepancy given
by the discriminator’s NTK w.r.t. the target distribution. Moreover, we release an analysis toolkit
based on our framework, GAN(TK)?, which we use to empirically validate our analysis. As an
important illustration, we study the role of the ReLLU activation in GAN architectures.

Let us give a reading guide for the following pages.

o Section 5.3 points a fundamental flaw in usual analysis of GANs as the gradient of the discrim-
inator is discarded, thus not taking into account its parametrization and its spatial gradient
field, which we show to be essential to the GAN’s gradient descent dynamics.

e Section 5.4 introduces the NTK framework within which our work is conducted as well as
the functional differential equation it implies which defines the trajectory of the discriminator
function during training.

o Under the previously stated assumptions, Section 5.5 provides a thorough theoretical analysis
of the discriminator function properties, starting from its definition as the unique solution of
the training differential equation. In particular, we show how it evolves w.r.t. the RKHS of
the NTK and study its differentiability properties for which we give broad sufficient conditions.
Complete proofs of those results are provided as well.

o With the discriminator dynamics understood, it remains to see how this affects the generated
distributions. Section 5.6 studies those consequences. We start by stating the general equation
governing their trajectories in probability space which shows how such a presentation encompasses
several previous analysis of GAN dynamics. Because the equation is intractable and its general
study is largely out of the scope of this work, we give a few considerations about important
specific GAN losses including LSGAN and those involving IPMs. We conclude the section with
a proof of optimality under restrictive assumptions.

e Section 5.7 explores empiricially a few aspects of the theoretical analysis conducted before,
generally showing quite a close correspondence between experiments and our analysis, even in
finite width settings both using low dimensional easier to visualize datasets and high dimensional
datasets closer to practice. We verify in particular the impact of architectural choices such
as the presence of bias, the activation or the specificity of the NTK as compared to other
standard kernels, on the convergence of the generator and the quality of the spatial gradient
field generated by the discriminator.

e Section 5.8 offers miscrellaneous discussions regarding the previous presented work.

In the following, while complete technical proofs are provided, the reader can skip them without
hampering his understanding of the work and when necessary the results are always stated separately
beforehand.

5.2 Related Work

GAN Theory. A first line of research, started by [102] and pursued by many others [205, 294, 253],
studies the loss minimized by the generator. Assuming that the discriminator is optimal and can take
arbitrary values, different families of divergences can be recovered. However, as noted by [10], these
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divergences should be ill-suited to GAN training, contrary to empirical evidence. Our framework
addresses this discrepancy, as it properly characterizes the generator’s loss and gradient.

Another line of work analyzes the dynamics and convergence of the generated distribution
(196, 183, 182]. As the studied dynamics are highly non-linear, this approach typically requires strong
simplifying assumptions, e.g. restricting to linear neural networks or reducing datasets to a single
datapoint. The most advanced analyses taking into account the discriminator’s parameterization are
specialized to specific GAN models [20] and discriminators, such as a linear one, or random feature
models [165, 21]. In contrast to these works, our framework of analysis provides a more comprehensive
modeling as we establish generally applicable results about the influence of the discriminator’s
architecture on the generator’s dynamics.

Neural Tangent Kernel. NTKs were introduced by [128], who showed that a trained neural
network in the infinite-width regime equates to a kernel method, thereby making the dynamics
of the training algorithm tractable and amenable to theoretical study. This fundamental work
has been followed by a thorough line of research generalizing and expanding its initial results
[14, 38, 151, 162, 246|, developing means of computing NTKs [204, 281], further analyzing these
kernels [82, 37, 49|, studying and leveraging them in practice [294, 15, 150, 161, 256], and more
broadly exploring infinite-width networks [160, 282, 3]. These prior works validate that NTKs can
encapsulate the characteristics of neural network architectures, providing a solid theoretical basis to
study the effect of architecture on learning problems.

Other works studied the regularity of NTKs [38, 283, 24] but, as far as we know, ours is the first
to state general differentiability results for NTKs and infinite-width networks. While [126] sought to
improve generators by investigating checkerboard artifacts in the light of NTKs and [59] introduced
preliminary results in a simplified setting for the generator only, our contribution is the first to employ
NTKs to comprehensively study GAN training.

5.3 Limits of Previous Studies

We present in this section the usual GAN formulation and illustrate the limitations of prior analyses.

First, we introduce some notations. Let 2 C R™ be a closed convex set, P(£2) the set of probability
distributions over €, and L?(u) the set of square-integrable functions from the support supp u of u to
R with respect to measure p1, with scalar product (-, )2,y If A C Q, we write L2(A) for L*(\), with
A the Lebesgue measure on A.

5.3.1 Generative Adversarial Networks

GAN algorithms seek to produce samples from an unknown target distribution § € P(92). To
this extent, a generator function ¢ € G:R% — Q parameterized by 6 is learned to map a latent
variable z ~ p, to the space of target samples such that the generated distribution o, and /3 are
indistinguishable for a discriminator f € F parameterized by ). The generator and the discriminator
are trained in an adversarial manner as they are assigned conflicting objectives.

Many GAN models consist in solving the following optimization problem, with a,b,c: R — R:

inf{Cy:, (ag) 2 B, er, ()]} (5.1

where ¢y = co f, and fgg is chosen to solve, or approximate, the following optimization problem:

sup{ Lo, () 2 By [a7(@)] = By bs(0)] 52

fer
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For instance, [102] originally used a(z) = log(1l — o(z)), b(z) = c¢(x) = —log(o(z)); in LSGAN [178],
a(z) = —(x + 1), b(z) = (x — 1)*, ¢(z) = 2% and for Integral Probability Metrics [194] used e.g. by
[12], a = b = ¢ = id. Many more fall under this formulation [205, 159].

Equation (5.1) is then solved using gradient descent on the generator’s parameters, with at each
step 7 € N:

(5.3)

Oj11 =05 —nE.wp. V999j(z)TVx Clagy. (2)

r=gp, (2)

This is obtained via the chain rule from the generator’s loss C 1%, (ag> in Equation (5.1). However, we

highlight that the gradient applied in Equation (5.3) differs from V,C 73 (ag>: the terms taking into
account the dependency of the optimal discriminator f;gg on the generator’s parameters are discarded.
This is because the discriminator is, in practice, considered to be independent of the generator in the
alternating optimization between the generator and the discriminator.

Since Vycpx(2) = Vo fa(x) - ¢/ (fx(x)), and as highlighted e.g. by [102] and [10], the gradient of
the discriminator plays a crucial role in the convergence of GANs. For example, if this vector field is
null on the training data when a # (3, the generator’s gradient is zero and convergence is impossible.
For this reason, this paper is devoted to developing a better understanding of this gradient field and
its consequences when the discriminator is a neural network. In order to characterize this gradient
field, we must first study the discriminator itself.

5.3.2 On the Necessity of Modeling the Discriminator Parameterization

For each GAN formulation, it is customary to elucidate the loss implemented by Equation (5.2), often
assuming that F = L*(Q), i.e. the discriminator can take arbitrary values. Under this assumption,
the original GAN yields the Jensen-Shannon divergence between «, and 3, and LSGAN a Pearson
x2-divergence, for instance.

However, as pointed out by [16], the discriminator is trained in practice with a finite number
of samples: both fake and target distributions are finite mixtures of Diracs, which we respectively
denote as &, and B . Let 4, = %dg + %B be the distribution of training samples.

Assumption 5.1 (Finite training set)

L 4y € P(Q2) is a finite mixture of Diracs.

In this setting, the Jensen-Shannon and x*-divergence are constant since a4, and B generally do
not have the same support. This is the theoretical reason given by [10] to introduce new losses, such
as in WGAN [12]. However, this is inconsistent with empirical results showing that GANs can be
trained even without the latter losses.

Actually, in the alternating optimization setting used in practice as in Equation (5.3), the constancy
of Ls,, or even of C f4,» does not imply that Vchég in Equation (5.3) is zero on these points. This
stems from the gradient of Equation (5.3) ignoring the dependency of the optimal discriminator on
the generator’s parameters: while V,C 1%, (ag) might be null, the gradient of Equation (5.3) differs
and may not be zero, thereby changing the actual loss optimized by the generator. This fact is
unaccounted for in many prior analyses, like the ones of [12] and [16]. We refer to Sections 5.6.2
and 5.8.1 for further discussion.

Yet, in the previous theoretical frameworks where the discriminator can take arbitrary values, this
gradient field is not even defined for any loss Ls,. Indeed, when the discriminator’s loss L, (f) is
only computed on the empirical distribution 4, (as it is the case for most GAN formulations), the
discriminator optimization problem of Equation (5.2) never yields a unique optimal solution outside
Ag- This is illustrated by the following straightforward result.
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Proposition 5.1 (Ill-Posed Problem in L*(S2))

Suppose that F = L*(Q), supp?, C Q. Then, for all f,h € F coinciding over supp ¥y, La,(f) =
Ls,(h) and Equation (5.2) has either no or infinitely many optimal solutions in F, all coinciding
over supp Y.

In particular, the set of solutions, if non-empty, contains non-differentiable discriminators as well as
discriminators with null or non-informative gradients. This underspecification of the discriminator
over {2 makes the gradient of the optimal discriminator in standard GAN analyses ill-defined.

This signifies that the loss alone does not impose any constraint on the values that fs, takes
outside supp 4,, and more particularly that there are no constraints on the gradients. Therefore, an
analysis beyond the loss function is necessary to precisely determine the learning problem of the
generator defined by the discriminator.

5.4 A NTK framework for GANs

To tackle the aforementioned issues, we notice that, in practice, the inner optimization problem
of Equation (5.2) is not solved exactly. Instead, using alternating optimization, a proxy neural
discriminator is trained using several steps of gradient ascent for each generator update [101]. For a
learning rate ¢ and a fixed generator g, this results the optimization procedure, from ¢ = 0 to N:

W1 =07 +eVoLa, (o), 12, = for- (5.4)

This parameterization and training of the discriminator as a neural network solve the gradient
indeterminacy of the previous section, but make a theoretical analysis of its impact unattainable.
We propose to facilitate it by using the theory of NTKSs, which we briefly introduce in Section 5.4.1,
in order to build a more consistent theory of GAN discriminator training. We then leverage those
results for the discriminator to analyze the dynamics of the generated distribution via the generator’s
NTK in Section 5.6.

5.4.1 From Finite to Infinite-Width Networks

We study the continuous-time version of Equation (5.4):

0 = VoLa,(fo2), (5.5)

which we consider in the infinite-width limit of the discriminator, making its analysis more tractable.

In the limit where the width of the hidden layers of f, & fgs tends to infinity, [128] showed that
its so-called NTK kys remains constant during a gradient ascent such as Equation (5.5), i.e. there is a
limiting kernel k& such that:

Vr e Ry, Voz,y e R", Vt € 0,7],
kﬂf(xvy) = aﬂft(m)—raﬂft(y) - k(l’,y)

In particular, & only depends on the architecture of f and the initialization distribution of its
parameters. The constancy of the NTK of f; during gradient descent holds for many standard
architectures, typically without bottleneck and ending with a linear layer [162], which is the case of
most standard discriminators in the setting of Equation (5.2).

Indeed, the constancy of the neural tangent kernel during training when the width of the network
becomes increasingly large is broadly applicable. As summarized by [162], typical neural networks
with the building blocks of multilayer perceptrons and convolutional neural networks comply with
this property, as long as they end with a linear layer and do not have any bottleneck, this constancy

(5.6)
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needsing the minimum internal width to grow unbounded [14]. This includes, for example, residual
convolutional neural networks [117]. The requirement of a final linear activation can be circumvented
by transferring this activation into the loss function, as we did for the original GAN formulation in
Section 5.3. Our framework thus encompasses a wide range of discriminator architectures and many
building blocks of state-of-the-art discriminators can be studied in this infinite-width regime with a
constant NTK, as highlighted by the exhaustiveness of the Neural Tangents library [204].

In particular, assumptions about the used activation functions are mild and include many standard
activations such as ReLLU, sigmoid and tanh. Beyond fully connected linear layers and convolutions,
NTK constancy also includes typical operations such as self-attention [120], layer normalization and
batch normalization [281]. This variety of networks supports the generality of our approach, as it
includes powerful discriminator architectures such as BigGAN [43].

Moreover, let us emphasize the fact that the NTK of the discriminator remains constant throughout
the whole GAN optimization process, and not only under a fixed generator. Indeed, if it remains
constant in-between generator updates, then it also remains constant when the generator changes.
This is because, for a finite training time, the constancy of the NTK solely depends on the network
architecture and initialization, regardless of the training loss which is the only aspect affected by the
generator’s change and may thus change in the course of training without affecting the NTK.

There are nevertheless some limits to the NTK approximation, as we are not aware of works
studying the application of the infinite-width regime to some operations such as spectral normalization,
and networks in the regime of a constant NTK cannot perform feature learning as they are equivalent to
kernel methods [98, 282]. However, our framework remains general and constitutes, in our knowledge,
the most advanced attempt at theoretically modeling the discriminator’s architecture in GANs.

5.4.2 Modeling Inductive Biases of the Discriminator in the Infinite-
Width Limit

Let us start by the following assumption regarding the constant NTK kernel we defined in Section 5.4.1.
Assumption 5.2 (Kernel)

Lk: 02 — R is a symmetric positive semi-definite kernel with k € L? <QQ)

The constancy of the NTK simplifies the dynamics of training in the functional space. However,
in order to express these dynamics, we must first introduce some preliminary definitions.

Definition 5.1 (Functional gradient)

Whenever a functional L£: L*(u) — R has sufficient regularity, its gradient with respect to
evaluated at f € L*(u) is defined in the usual way as the element V*L(f) € L?(u) such that for
all o € L*(p):

lim £ (L(f + £0) — £() = (VL)) . (57)

e—0 ¢

Definition 5.2 (RKHS w.r.t. p and kernel integral operator [250])

If k follows Assumption 5.2 and pu € P(S2) is a finite mixture of Diracs, we define the Reproducing
Kernel Hilbert Space (RKHS) H}; of k with respect to y given by the Moore-Aronszajn theorem
as the linear span of functions k(x,-) for z € supp u. Its kernel integral operator from Mercer’s
theorem is defined as:

Trw: L2 (1) — ML he [ kG a)h(@)du(e). (5.8)

| Note that Ty, generates Hj,, and elements of H}, are functions defined over all Q as Hj, C L*(Q).
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The results of [128] imply that the infinite-width discriminator f; trained by Equation (5.5) obeys
the following differential equation in-between generator updates:

oud=To, (VLalh): (5.9)

Within the alternating optimization of GANs at generator step j, fy would correspond to the previous
discriminator step f;ge £ fi and fi*! = f,, with 7 being the training time of the discriminator
i

in-between generator updates.
In the following, we rely on this differential equation to gain a better understanding of the
discriminator during training as well as its implications for training the generator.

5.5 Analysis of the Discriminator: Characterization and
Differentiability

Starting from Equation (5.9), we first prove, under mild assumptions on the discriminator loss
function, that Equation (5.9) admits a unique solution for a given initial condition. We then study
the differentiability of neural networks in this regime, a necessary condition for the trainability of
GANs. Note that these results are not specific to GANs but generalize to networks trained under
empirical losses such as Equation (5.2), e.g. for binary classification and regression. Moreover, while
results are presented in the context of a discrete distribution 4, they are generalizable to broader
distributions.

5.5.1 Existence, Uniqueness and Characterization of the Discriminator

The following gives a general result on the existence and uniqueness of the discriminator which then
allows to characterize its general form, amenable to theoretical analysis.
We start by stating the results before delving into the complete proofs.

e Statement of the results

Assumption 5.3 (Loss regularity)

a and b from Equation (5.2) are differentiable with Lipschitz derivatives over R.

Theorem 5.1 (Solution of gradient descent)

Under Assumptions 5.1 to 5.3, Equation (5.9) with initial value fy € L*(Q) admits a unique
solution f:R, — L*(). Moreover, the following holds for all t € R, :

Ve Ry o= o+ [ Tos, (V9La, (1)) ds

t . (5.10)
= fo+ Ty, (/0 Vwﬁdg(fs)ds)

Because, for any given training time ¢, there exists a unique f; € L*(2), defined over all of €2 and
not only the training set, the aforementioned issue in Section 5.3.2 of determining the discriminator
associated to 4, is now resolved. It is now possible to study the discriminator in its general form
thanks to Equation (5.10). It involves two terms: the previous discriminator state fo = f7, as well as
the kernel operator of an integral. This integral is a function that is undefined outside supp 4y, as by
definition V7 Ls,(fs) € L? (‘yg). Fortunately, the kernel operator behaves like a smoothing operator,
as it not only defines the function on all of €2 but also embeds it in a highly structured space.

149



Corollary 5.1 (Training and RKHS)
L Under Assumptions 5.1 to 5.3, f; — fo belongs to the RKHS ’HZQ forallt € R,.

In our setting, this space is generated from the NTK k, which only depends on the discriminator
architecture, and not on the loss function. This highlights the crucial role of the discriminator’s
implicit biases, and enables us to characterize its regularity for a given architecture.

e Proofs

The methods used in this section are adaptations to our setting of standard methods of proof. In
particular, they can be easily adapted to slightly different contexts, the main ingredient being the
structure of the kernel integral operator. Moreover, it is also worth noting that, although we relied on
Assumption 5.1 for 4, the results are essentially unchanged if we take a compactly supported measure
v instead.

We decompose the proof into several intermediate results. Propositions 5.2 and 5.3, stated and
demonstrated in this section, correspond when combined to Theorem 5.1.

Let us first prove the following two intermediate lemmas.

Lemma 5.1

Let 6T > 0 and Fsr = C([O, 6T, Br2(5)( fo, 1)) endowed with the norm:

Vu € For, |lull = sup [[ul[ 2 (5.11)
t€[0,6T]

Then Fsr is complete.

Proof: Let (u"),, be a Cauchy sequence in Fsp. For a fixed t € [0, 6T:

Vi, g — s < lla” — w™], (5.12)

which shows that (u}), is a Cauchy sequence in L?(§). L?(4) being complete, (u}}'), converges to a
u$® € L?(4). Moreover, for € > 0, because (u") is Cauchy, we can choose N such that:

VYn,m > N, |u" —u™| < e. (5.13)
We thus have that:

Ve, Vn,m = N, [uft — || 25y < e (5.14)
Then, by taking m to oo, by continuity of the L?(¥) norm:

VE,Vn = N, ([uf = ug®l 205y S €, (5.15)
which means that:

Vn > N, ||[u" —u™| <e. (5.16)
so that (u"), tends to u®°.
Moreover, as:

v, g2y < 1, (5.17)
we have that [|uf®[|;2¢) < 1.
Finally, let us consider s,t € [0,67]. We have that:

vn, [lu® — UEOHLZ(»}) < Jug® - U?HLQ(&) + [Jug’ — U?HLZ’(@) + [Jug® — “ZHLQ(&)' (5.18)

The first and the third terms can then be taken as small as needed by definition of ©u* by taking n high
enough, while the second can be made to tend to 0 as ¢t tends to s by continuity of u™. This proves the
continuity of u* and shows that u* € Fyrp. O
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Lemma 5.2

For any F € L*(¥), we have that F € L*(&) and F € L? (3) with:

I1F 20y < V2IIF | 2gq and 10 2 gy = V2| F |l 25)- (5.19)

Proof: For any F € L?(¥), we have that
2 L2 L2
1F[|72¢5) = §HFHL2(6¢) + §HFHL2(@)7 (5.20)
so that F € L?(&) and F € L? (3) with:

1F 1720y = 20 F 7205y — HF”iz(g) < 2[|F|725), ||F||i2(3) = 2||F 125y = 1F 1l z2(ay < 20 F 7205,
(5.21)

which allows us to conclude. O

From this, we can prove the existence and uniqueness of the initial value problem from Equa-
tion (5.9).

Proposition 5.2 (Existence and Uniqueness)

Under Assumptions 5.1 to 5.3, Equation (5.9) with initial value fy admits a unique solution
f. : R+ — LQ(Q)

Proof:

A few inequalities. We start this proof by proving a few inequalities.

Let f,g € L?(%). We have, by the Cauchy-Schwarz inequality, for all z € Q:

‘(n,&(vﬁcm) —n,a(v%ag)))(z) < B o)V Eal) = VTLalo)| - (B22)
Moreover, by definition:
(VILalf) = VILalg) 1), ., = / (a} — a})) hda - / (8, — b, ) na, (5.23)
so that:
. . 2 R .
Y. _ ¥ R Yo _ Y. /_ / /_ /
[viLa(h) = ViLato)| ., < [V£alh) = ViLalo) LW( p —ay] e+ [0 LQ(B)) (5.24)
and then, along with Lemma 5.2:
Y. R o7 I Y] 1 Y
[V alh) =V Lat0)agr) < [l = oy 107 = 2 (3) = ﬁ( “r = ollpay T 107~ b Lw)'

(5.25)

By Assumption 5.3, we know that o’ and b are Lipschitz with constants that we denote K1 and K>. We
can then write for all z:

d(f(2)) = d(9())| < Ka|f(2) = g(@)],

V(@) =¥ (9(@)| < Kol f(2) = g(a)],  (5.26)
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so that:

ay — dy

< Kullf = gllr25)

Y
L2(3) ~ U= Y%

ey < Ballf = gl (5.27)

Finally, we can now write, for all z € Q:

‘(7L&(V§£aaﬂ)-—7@§(vﬁca@ﬂ))<a < VKL + K f = gl a6z, Iy (A)
and then:
s (972a) =~ o (V20 |, < K7 =l ®)

where K = /2(K1 + K>) \/fHk(z, ) Hig(ﬁ)dfy(z) is finite as a finite sum of finite terms from Assumptions 5.1
and 5.2. In particular, putting ¢ = 0 and using the triangular inequality also gives us:

where M = ‘

EKW%UWbWSKMmm+M, (8)

Tz (VL4 (0))

L2(%)

Existence and uniqueness in L*(§). We now adapt the standard fixed point proof to prove
existence and uniqueness of a solution to the studied equation in L?(¥).

We consider the family of spaces Fsr = C ([0, 0T, Bra4)(fo, 1)) Fesr is defined, for 67" > 0, as the space

of continuous functions from [0, 67 to the closed ball of radius 1 centered around fy in L?(4) which we
endow with the norm:

Vu € Fsr, full = sup lugl2)- (5.28)
t€[0,0T

We now define the application ® where ®(u) is defined as, for any u € Fyp:

B(u) = fo+ /0 t T (V1Lalus) ) ds. (5.29)
We have, using Equation (B’):

12 (w), = foll 25 < /Ot (Kllusll o) + M)ds < (K + M)dT. (5.30)
Thus, taking 67 = (2(K + M ))71 makes ® an application from Fgr into itself. Moreover, we have:

Va0 € Fyr, |[B(u) — B (v)|| < %Hu _ (5.31)

which means that ® is a contraction of Fyp. Lemma 5.1 and the Banach-Picard theorem then tell us that
® has a unique fixed point in Fsp. It is then obvious that such a fixed point is a solution of Equation (5.9)
over [0,07].

Let us now consider the maximal 7" > 0 such that a solution f; of Equation (5.9) is defined over [0, T).
We have, using Equation (B’):
t
¥t € 0.7), Ifillzay < ooy + [ (Ifullzagyy + M) ds, (5.32)
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which, using Gronwall’s lemma, gives:

M (eKT - 1). (5.33)

vt €[0,T), ||ft”L2(3,) < ||f0HL2W)eKT+ =

Define ¢" = f_1. We have, again using Equation (B’):

Ym > no_ gm < TﬁiK M)ds < 11 kr M KT _q 5.34
m2nlg" ="l < | EIBIEM)ds < (0= ) ollpe™ + (57 =1) ), (5:34)

which shows that (g"),, is a Cauchy sequence. L?(¥) being complete, we can thus consider its limit g*.
Clearly, f; tends to ¢g> in L?(4). By considering the initial value problem associated with Equation (5.9)
starting from ¢°°, we can thus extend the solution f; to [0,7 + dT'), thus contradicting the maximality of
T, which proves that the solution can be extended to R.

Existence and uniqueness in L?(Q2). We now conclude the proof by extending the previous
solution to L2(Q2). We keep the same notations as above and, in particular, f is the unique solution of
Equation (5.9) with initial value fo.

Let us define f as:
. 3 -
¥V, file) = fola) + | Tes (VILa(f)) (@) (5.35)

where the r.h.s. only depends on f and is thus well-defined. By remarking that f is equal to f on supp 4y
and that, for every s,

Tis (V% (f‘s)) =Tis (v%a(ﬂ )) = s (VILa(f). (5.36)

supp ¥

we see that f is solution to Equation (5.9). Moreover, from Assumption 5.2, we know that, for any
2 € Q, [k(z,2)°dQ(z) is finite and, from Assumption 5.1, that ||k(z, ')Hiz(@) is a finite sum of terms

k(z,x;)? which shows that Tk (=, ')Higﬁ)dfl(z) is finite, again from Assumption 5.2. We can then say
that f, € L?(Q) for any s by using the above with Equation (A) taken for g = 0.

Finally, suppose h is a solution to Equation (5.9) with initial value fy. We know that Al coincides

suppy
with f and thus with f ‘ _in L2?(%) as we already proved uniqueness in the latter space. Thus, we
supp ¥

have that = 0 for any s. Now, we have:

L2(4)

Pslsuppy = fs supp 4

Yz € Q,Vs, <7?m (vﬁcd(hs)) ~Ths (vﬂ:d ( f))) (2)

= ‘ (m (vm(hsgw)) =T <V'?.cd (fs Sum)>) ()

by Equation (A). This shows that 0, (f— h) = 0 and, given that ho = fo = fo, we have h = f which

concludes the proof.

(5.37)
<0

)

O

There only remains to prove for Theorem 5.1 the inversion between the integral over time and the
integral operator. We first prove an intermediate lemma and then conclude with the proof of the
inversion.
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Lemma 5.3

Under Assumptions 5.1 to 5.3, fg<||a’||L2<(fs)ud) + Hb/”LQ((fs)uB))ds is finite for any T > 0.

Proof: Let T > 0. We have, by Assumption 5.3 and the triangular inequality:

Vx,

a/(f(:v))] < Ki|f(@)| + M, (5.38)
where M; = |a’ (0)‘ We can then write, using Lemma 5.2 and the inequality from Equation (5.33):

M
K

/
a

Vs < T,

< K1V2| foll 25y + Mi < mﬁ(\lfollmﬁ)e” + (eKT —~ 1)) + M, (5.39)

L2((f:);6)

the latter being constant in s and thus integrable on [0, T]. We can then bound ||¥'|, . ((72),8) similarly,
s)y

which concludes the proof. O

Proposition 5.3 (Integral inversion)

Under Assumptions 5.1 to 5.3, the following integral inversion holds:

fo=to+ [ Toa(VILaslh))ds = fo+ 75, ( A V””cd,g<fs>ds). (5.40)

Proof: By definition, a straightforward computation gives, for any function h € L%(%):

<v%d(f),h> =dLa(f)[h] = /a}hda—/b’fhdé. (5.41)

L2(%)

We can then write:

HV&L‘d(ft)

o = VILa (), Y La () :/a’ vm(f)d@—/b’ VILa(f)dB,  (5.42)
L2(%) alJt)s a\Jt L2(%) ft a\Jit fi a\Jt ) .

so that, with the Cauchy-Schwarz inequality and Lemma 5.2:

. 2 - 5 5
[Viat] o, < (o] [ViLatinlaa+ [|oy][77cats]as
, S / Y.
o 2 P L P L P N ECl (5:43)
Y. ! !
S \/§HV Ea(ft) LQ(’?) l aft L2(d) + ft LZ(B)]’
which then gives us:
VWAﬁd <2\ lld v . 5.44
H (f2) L2(3) = V2| £2((f1)44) " Lz((ft)uﬁ)] o

By the Cauchy-Schwarz inequality and Equation (5.44), we then have for all z:

Iy

ds
L2(%)

KV Lalf) @] s < [ kG o) | T4 ()

(5.45)
< \/§H/€(~7«w)||m@>/o l a

!/

b/

)+

ds.
12((f.),0 LQ((fs)uﬁ)] s
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The latter being finite by Lemma 5.3, we can now use Fubini’s theorem to conclude that:
t R t .
| T a (Via()ds = [ [ KC0) Vi La(1)(@)d (@)ds
0 0 Jx
t .
~ [ k.2) [ / Wa<fs><w>ds] 44 (x) (5.46)

=Th, 5 ( /0 st)(x)ds) :

5.5.2 Differentiability of the Discriminator

Here, we study the differentiability of the discriminator. We start by giving a summary of the
assumptions and corresponding results before providing detailed proofs of the latter.

o Summary of the Differentiability Results
We study in this section the smoothness, i.e. infinite differentiability, of the discriminator. It mostly
relies on the differentiability of the kernel &, by Equation (5.10), which is obtained by characterizing
the regularity of the corresponding conjugate kernel [149]. Therefore, we prove the differentiability of
the NTKs of standard architectures, and then conclude about the differentiability of f;.

Assumption 5.4 (Discriminator architecture)

The discriminator is a standard architecture (fully connected, convolutional or residual). Any
activation ¢ in the network satisfies the following properties:

e ¢ is smooth everywhere except on a finite set D;

o for all j € N, there exist scalars Aﬁj ) and )\g ) such that:

Ve e R\ D,

oV ()| < A Ja] + 2, (5.47)

where ¢\9) is the j-th derivative of ¢.

Assumption 5.5 (Discriminator regularity)

The activation function is smooth.

Assumption 5.6 (Discriminator bias)

Linear layers have non-null bias terms. Moreover, for all x,y € R such that x # y, the following
holds:

Econo)®(22)” # Eennond(ye)”. (5.48)

Remark 5.1 (Typical activations)

Assumptions 5.4 to 5.6 cover multiple standard activation functions, including tanh, softplus,
ReL U, leaky ReLU and sigmoid.

We first prove the differentiability of the NTK.
Proposition 5.4 (Differentiability of k)
| Let k be the NTK of an infinite-width network from Assumption 5.4. For any y € Q, k(-,y) is
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Lsmooth everywhere over ) under Assumption 5.5, or almost everywhere if Assumption 5.6 holds
instead.

From Proposition 5.4, NTKs satisfy Assumption 5.2. Using Corollary 5.1, we thus conclude on
the differentiability of f;.
Theorem 5.2 (Differentiability of f;)

Suppose that k is the NTK of an infinite-width network following Assumption 5.4. Then f; is
smooth everywhere over () under Assumption 5.5, or almost everywhere when Assumption 5.6
holds instead.

Remark 5.2 (Bias-free ReLU networks)

ReL.U networks with hidden layers and no bias are not differentiable at 0. However, by intro-
ducing non-zero bias, this non-differentiability at 0 disappears in the NTK and the infinite-width
discriminator. This observation explains some experimental results in Section 5.7. Note that [38]
state that the bias-free ReL U kernel is not Lipschitz even outside 0. However, we find this result
to be incorrect. We further discuss this matter in Section 5.8.2.

This result demonstrates that, for a wide range of GANS, e.g. vanilla GAN and LSGAN, the
optimized discriminator indeed admits gradients, making the gradient flow given to the generator
well-defined in our framework. This supports our motivation to bring the theory closer to the empirical
evidence that many GAN models do work in practice while their theoretical interpretation until now
has been stating the opposite [10].

e Detailed proofs
Given Theorem 5.1, establishing the desired differentiability of f; can be done by separately
proving similar results on both f; — fy and fj.

In both cases, this involves the differentiability of the following activation kernel K4(A) given
another differentiable kernel A:

Ko(A): 2,y = Bpogpion [6(f(@)o(f ()], (5.49)

where GP (0, A) is a univariate centered Gaussian Process (GP) with covariance function A. Indeed,
the kernel-transforming operator K, is central in the recursive computation of the neural network
conjugate kernel which determines the NTK (involved in f; — fj € HZ") as well as the behavior of the
network at initialization (which follows a GP with the conjugate kernel as covariance).

Hence, our proof of Theorem 5.2 relies on the preservation of kernel smoothness through Ky,
proved in Section 5.5.2, which ensures the smoothness of the conjugate kernel, the NTK and, in turn,
of f; as addressed in Section 5.5.2 which concludes the overall proof.

Before developing these two main steps, we first need to state the following lemma showing the
regularity of samples of a GP from the regularity of the corresponding kernel.

Lemma 5.4 (GP regularity)
L Let A:R" x R® — R be a symmetric kernel. Let V an open set such that A isC>® onV x V.

Then the GP induced by the kernel A has a.s. C* sample paths on V.

Proof: Because A is C*° on V x V, we know, from Theorem 2.2.2 of [1] for example, that the corresponding
GP f is mean-square smooth on V. If we take a a k-th order multi-index, we also know, again from [1],
that 0% f is also a GP with covariance kernel 0%A. As A is C*°, 0“A then is differentiable and 0 f has
partial derivatives which are mean-square continuous. Then, by the Corollary 5.3.12 of [237], we can say
that 0 f has continuous sample paths a.s. which means that f € C¥(V). This proves the lemma. O
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K4 Preserves Kernel Differentiability Given the definition of K4(A) in Equation (5.49), we
choose to prove its differentiability via the dominated convergence theorem and Leibniz integral rule.
This requires to derive separate proofs depending on whether ¢ is smooth everywhere or almost
everywhere.

The former case allows us to apply strong GP regularity results leading to Ky preserving kernel
smoothness without additional hypothesis in Lemma 5.5. The latter case requires a careful decompo-
sition of the expectation of Equation (5.49) via two-dimensional Gaussian sampling to circumvent the
non-differentiability points of ¢, yielding additional constraints on kernels A for Ky to preserve their
smoothness in Lemma 5.6; these constraints are typically verified in the case of neural networks with
bias (cf. Section 5.5.2).

In any case, we emphasize that these differentiability constraints may not be tight and are only
sufficient conditions ensuring the smoothness of ICy(A).

Lemma 5.5 (K, with smooth ¢)

Let A:R" x R® — R be a symmetric positive semi-definite kernel and ¢:R — R. We suppose
that ¢ is an activation function following Assumptions 5.4 and 5.5; in particular, ¢ is smooth.

Lety € R™ and U be an open subset of R" such that x — A(z,x) and x — A(x,y) are infinitely
differentiable over U. Then, x +— K4(A)(x,x) and x — KCy(A)(x,y) are infinitely differentiable
over U as well.

Proof: In order to prove the smoothness results over the open set U, it suffices to prove them on any open
bounded subset of U. Let then V' C U be an open bounded set. Without loss of generality, we can
assume that its closure cl V' is also included in U.

We define By and Bj from Equation (5.49) as follows, for all x € V:

Bi(z) £ Ky(A)(z,y) = Etgp(0,a) [(ﬁ(f(f))ﬁb(f(y))}a By (z) £ Ky(A)(z,2) = Efgp(0,4) [éf)(f(v’ﬂ)ﬂ-
(5.50)

In the previous expressions, Lemma 5.4 tells us that we can take f to be C* over clV with probability
one. Hence, By and Bj are expectations of smooth functions over V. We seek to apply the dominated
convergence theorem to prove that By and Bs are, in turn, smooth over V. To this end, we prove in the
following the integrability of the derivatives of their integrands.

Let a = (a1,...,a,) € N Using the usual notations for multi-indexed partial derivatives, via a
multivariate Faa di Bruno formula [153], we can write the derivatives 0%(¢p o f) at x € V for ¢ € {¢, ¢2}
as a weighted sum of terms of the form:

P9 (f(2)g1(z) - g (), (5.51)

where the g;s are partial derivatives of f at x. As A is C* over V, each of the g;s is thus a GP with a
C* covariance function by Lemma 5.4. We can also write for all x € V:

‘¢(j)(f($))gl(x)---gzv(w)‘ < sup ’zb(j)(f(Z))gl(Z)'"gN(Z)‘
(5.52)

sup |g1(zl)|--- sup |gN(zN)‘.
z1€clV ZNEclV

For each i, because the covariance function of g; is smooth over the compact set cl V', its variance admits
a maximum in clV and we take o2 the double of its value. We then know from [2], that there is an M;
such that:

‘ m

< MPE)Y|™, (5.53)

Vm e N,Ef~g7>(o7A)l sup |g;(zi)

z;€clV

where Y; is a Gaussian distribution which variance is o2, the right-hand side thus being finite.
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We also have, by Assumption 5.4, that:
’ 2 () )
sup ‘gb(j)(f(z))’ < sup ()\1] 1f(2)] + A5 ) , (5.54)

zeclV zeclV
which is shown to be integrable over f by the same arguments as for the g;s. Moreover, the Faa di Bruno
formula decomposes 1) when 1) = ¢? as a weighted sum of terms of the form qﬁ(l)gb(l,) with 1,1’ € N.
Therefore, thanks to similar arguments, for any ¢ € {qﬁ, ¢2}:

. 2
Ef gp(0,4) [ sup (¢ (f (2))\ < 00. (5.55)
zeclV

Now, by using the Cauchy-Schwarz inequality, we have that:

E[ sup |49 (f(z0))

zo€clV

sup |g1(z1)]--- sup |9N(ZN)"|
z1€clV ZN€eclV

(5.56)
< \IE[ sup sz)(f(zo))‘Q]JEl sup |g1(z1)]* -+ sup ng(ZN)ﬂ-

zo€clV z1€clV zZn€EclV

By iterated applications of the Cauchy-Schwarz inequality and using the previous arguments, we can
then show that:

sup |9 (f(z0))

zo€clV

sup |gi(21)|--- sup |gn(2n)] (5.57)
z1€clV ZNEclV

is integrable over f. Additionally, note that by the same arguments for the case of ¥ = ¢, a multiplication
by ¢(f(y)) preserves this integrability.

We can then write for all x € V| by a standard corollary of the dominated convergence theorem:

0°Bi1(z) = Efugp(0,4) [80‘ (po f)|z¢(f(y))}, 0“Ba(x) = Efgp(0,a) [50‘ (¢2 o f)

], (5.58)

which shows that By and By are C* over V. This in turn means that By and By are C* over U. O

Lemma 5.6 (K, with piecewise smooth ¢)

Let A:R"™ x R™ — R be a symmetric positive semi-definite kernel and ¢: R — R. We suppose
that ¢ is an activation function following Assumptions 5.4 and 5.6. Let us define the matrix 377
as:

T,y A A(QJ,ZL’) A(l‘,y)
0% _(A(x,y) p )>. (5.59)

Let y € R™ and U be an open subset of R™ such that © — A(x,z) and x — A(x,y) are infinitely
differentiable over U. Then, x — K4(A)(x,z) and x — KCy(A)(x,y) are infinitely differentiable

over U' = {x elU ’ YO s invertible}.

Proof: Since det %" is smooth over U and U’ = {a: ceU ‘ det %Y > O}, U’ is an open subset of U.
Hence, similarly to the proof of Lemma 5.5, it suffices to prove the smoothness of By and By defined in
Equation (5.50) on any open bounded subset of U’. Let then V' C R™ be an open bounded set such that
clV C U’. Note that det ©%" > 0 implies that A(z,z) > 0 and A(y,y) > 0.

We will conduct in the following the proof that B is smooth over V. Like in the proof of Lemma 5.5,
the smoothness of By follows the same reasoning with little adaptation; in particular, it relies on the fact
that A(z,z) > 0 for all x € U’, making its square root smooth over clV.
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Since the dominated convergence theorem cannot be directly applied from Equation (5.50) because of ¢’s
potential non-differentiability points D, let us decompose its expression for all z € U’:

Bu(+) = Epagpi0.0) [$(F@)6( )] =B oynom sz [02)0(2) (5.60)
= oo ) F(z)mw(m Al ) A2 ) W”] .
= Ez'NN(O,A(y,y)) [(l)(z')h(z', x)} , (5.62)

where h is defined as:

h(z',x) £ /_J:O o(z) - We_é<z_ﬁ&)z ) dz, p(x)= ﬁg:z;, o(r) =] (ifzyz,%}y' (5.63)

Now, if D ={cy,...,cp} with L € Nand ¢; < --- < ¢r, the ¢s constitute the non-differentiability points
of ¢; we can then decompose the integration of ¢ in Equation (5.63) as a sum of L + 1 integrals with
differentiable integrands, using ¢y = —oco and c¢p 1 = +o0:

L & o) —a(=)
h(a,x)—\/%%/q a(x)e ( @) )dz. (5.64)

Therefore, it remains to show the smoothness of all applications By ; for I € [0, L] defined as:

Cl1 / _1( =@ \?
Bri(@) = Eon(o.a0w) [/ M(ﬂ) (56 0| (5.65)

The rest of this proof unfolds similarly to the one of Lemma 5.5. Indeed, the integrand of Equation (5.65)
is smooth over cl V. There remains to show that all derivatives of this integrand are dominated by an
integrable function of z and 2’. Consider the following integrand:

L(Z,Z/,m) = i((z/))fi(%r)eé(chg))z ) . (5.66)

By applying the multivariate Faa di Bruno formula and noticing that ¢ and p are smooth over the closed
set c1V, we know that the derivatives of ¢(z, 2/, z) with respect to x for any derivation order are weighted
sums of terms of the form:

o (PO 4 (Z57)
o(x)V2r

where & is a smooth function over clV and k, &’ € N. Moreover, because o, x4 and k are smooth over the
closed set cl V' with positive values for o, there are constants aq, as and ag such that:

SN

which is integrable over z via Assumption 5.4 and Equation (5.47). Finally, let us notice that for some
constants by, by and bs:

/Cl+1
@]

which is also integrable with respect to E_, | N(0,A(p,)) by similar arguments (see also the integrability of

, (5.67)

/ _l Z—alzl
P k() < ase 2( 2 ) , (5.68)

A+ o))

!
z—ajiz

()
age *\ 2 < 01N (b2 bs)

zkz'k/qﬁ(z’) ?(2)

zkz’k/gb<z')¢(z)

, (5.69)

Equation (5.53) in Lemma 5.5). This concludes the proof of integrability required to apply the dominated
convergence theorem, allowing us to conclude about the smoothness of all By ; and, in turn, of By over
U'. O
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Remark 5.3 (Relaxed condition for smoothness)

The invertibility condition of Lemma 5.6 is actually stronger than needed: it suffices to assume
that the rank of ¥%Y remains constant in a neighborhood of x.

Differentiability of Conjugate Kernels, NTKs and Discriminators From the previous lem-
mas, we can then prove the results of Section 5.5.2. We start by demonstrating the smoothness of the
conjugate kernel for dense networks, and conclude in consequence about the smoothness of the NTK
and trained network.

Lemma 5.7 (Differentiability of the conjugate kernel)

Let k. be the conjugate kernel [149] of an infinite-width dense non-residual architecture such as
in Assumption 5.4. For any y € R", the following holds for A € {kc, IC¢/(kC)}:

o if Assumption 5.5 holds, then x — A(x,z) and x — A(x,y) are smooth everywhere over R";

o if Assumption 5.6 holds, then x — A(z,x) and x — A(x,y) are smooth over an open set
whose complement has null Lebesgue measure.

Proof: We define the following kernel:
Cf(x,y) =E ) [B(F@)o(fW)] + 82 = Ko (CP_,) + B2, (5.70)

f~GP (O,Cf_1
with:

1
Cg)(x,y) = ExTy + B2 (5.71)

We have that k. = Cf, with L being the number of hidden layers in the network. Therefore, Lemma 5.5
ensures the smoothness result under Assumption 5.5.

Let us now consider Assumption 5.6; in particular, 8 > 0. We prove by induction over L in the following
that:

e Bi:x— Cf(x,y) is smooth over U = {z € R" | ||z|| # |ly|};
e Boix— Cf(ac, x) is smooth;

o for all z,2/ € R with ||z|| # ||2/||, B2(z) # Ba(2).

The result is immediate for L = 0. We now suppose that it holds for some L € N and prove that it also
holds for L 4+ 1 hidden layers. Let us express Ba:

By(x) = Ecrn(0,1) [¢ (6 V Cy(w, ) + 52>2] : (5.72)

Using Lemma 5.6 and Remark 5.3, the fact that § > 0 and the induction hypothesis ensures that By is
smooth. Moreover, Assumption 5.6, in particular Equation (5.48), allows us to assert that ||z| # ||2/||
implies Bs(z) # Ba(2').

Finally, in order to apply Lemma 5.6 to prove the smoothness of By over U, there remains to show that
the following matrix is invertible:

ey o (Chlz2)+ B2 O‘f’(x,y)+/o’2>
Y A L L ) 5.73
g (Cf(x,y)JrBQ Coly.y) + B (573)

Let us compute its determinant:
" 2
det 57 = (CP(w,2) + 82) (Coly.y) + B2) = (Ch(a,y) + B2)

(5.74)
= det X5Y + 52 (Cf(x, ) + CY(y,y) — 209 (x, y))
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Cf is a symmetric positive semi-definite kernel, thus:
det D5Y — det D5 = 57+ (1 —1) %5 (_11> > 0. (5.75)

Hence, if det £3¥ > 0, then det Efg’y > 0. Besides, if det XY = 0, then:

det S = 52(\/32(:,:) _ \/BQ(y))Q >0, (5.76)

for all x € U. This proves that Bj is indeed smooth over U, and concludes the induction.

Note that U is indeed an open set whose complement in R™ has null Lebesgue measure. Overall, the
result is thus proved for A = k¢; a similar reasoning using the previous induction result also transfers the
result to A = Ky (k). O

Proposition 5.5 (Differentiability of k)
Let k be the NTK of an infinite-width architecture following Assumption 5.4. For any y € R™:

o if Assumption 5.5 holds, then k(-,y) is smooth everywhere over R";

o if Assumption 5.6 holds, then k(-,y) is smooth almost everywhere over R", in particular
over an open set whose complement has null Lebesgue measure.

Proof: According to the definitions of [128], [14] and [121], the smoothness of the kernel is guaranteed
whenever the conjugate kernel k. and its transform Ky (k) are smooth; the result of Lemma 5.7 then
applies. In the case of residual networks, there is a slight adaptation of the formula which does not
change its regularity. Regarding convolutional networks, their conjugate kernels and NTKs involve finite
combinations of such dense conjugate kernels and NTKs, thereby preserving their smoothness almost
everywhere. O

Proposition 5.6 (Differentiability of f;)

Let f; be a solution to Equation (5.9) under Assumptions 5.1 and 5.3 by Theorem 5.1, with k the
NTK of an infinite-width neural network and f, an initialization of the latter.

Then, under Assumptions 5.4 and 5.5, f; is smooth everywhere. Under Assumptions 5.4
and 5.6, f; is smooth almost everywhere, in particular over an open set whose complement has
null Lebesgue measure.

Proof: From Theorem 5.1, we have:
t .
fe—fo="T5 </0 Vyﬁa(fs)d(S)' (5.77)

We observe that 7 - (h) has, for any h € L?(%), a regularity which only depends on the regularity of
k(-,y) for y € supp?. Indeed, if k(-,y) is smooth in a certain neighborhood V for every such y, we
can bound 0%k(-,y) over V for every y and any multi-index « and then use dominated convergence to
prove that T, ;(h)(-) is smooth over V. Therefore, the regularity of k(-,y) transfers to f; — fo. Given
Proposition 5.4, there remains to prove the same result for fj.

The theorem then follows from the fact that fy has the same regularity as its conjugate kernel k. thanks
to Lemma 5.4 because fp is a sample from the GP with kernel k.. Lemma 5.7 shows the smoothness
almost everywhere over an open set of applications x — k¢(z,y); to apply Lemma 5.4 and concludes this
proof, this result must be generalized to prove the smoothness of k. with respect to both its inputs. This
can be done by generalizing the proofs of Lemmas 5.5 and 5.6 to show the smoothness of kernels with
respect to both z and y, with the same arguments than for x alone. O
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Remark 5.4

In the previous theorem, fy is considered to be the initialization of the network. However,
we highlight that, without loss of generality, this theorem encompasses the change of training
distribution 4 during GAN training. Indeed, as explained in Section 5.4.2, f, after j steps of
generator training can actually be decomposed as, for some hy, € L*(4), k € [1, j]:

fo= 1"+ Ty (M), (5.78)
k=1

by taking into account the updates of the discriminators over the whole GAN optimization process.
The proof of Theorem 5.2 can then be applied similarly in this case by showing the differentiability
of fo — f° on the one hand and of f°, being the initialization of the discriminator at the very
beginning of GAN training, on the other hand.

5.6 Dynamics of the Generated Distribution

In this section, starting from the results obtained previously for the discriminator, we assess their
implication on the generated distribution and its evolution during training. In particular, we derive
the general continuity equation it follows, thus determining its trajectory, and then study the case
of some specific loss functions. Finally, we end our analysis by providing optimality results under
stricter conditions.

5.6.1 General considerations

The previous differentiability results allow us to study Equation (5.3), by ensuring the existence of
V3, We consider Equation (5.3) in continuous-time like Equation (5.5), with training time ¢ as well

as g¢ = gp, and ay = ag,. NTKs enable us to describe the generated distribution’s dynamics.

Proposition 5.7 (Dynamics of ay)

Under Assumptions 5.4 and 5.5, Equation (5.3) is well-posed and yields in continuous-time, with
kg, the NTK of the generator g;:

Age = =Ty, p- (Z = Vs (z)

ag,

) | (5.79)
z=ge(2)

Equivalently, the following continuity equation holds for the joint distribution of of (z, ge(z))

under z ~ p,:
) )) , (5.80)
z=g¢()

where oy can be recovered as the marginalization of aj over z ~ p,.

5, @

O = =V, - (afﬁgé s (z — V,c

Proof: Assumptions 5.4 and 5.5 ensure, via Proposition 5.4 and Theorem 5.2 that the trained discriminator
is differentiable everywhere at all times, whatever the state of the generator. Therefore, Equation (5.3) is
well-posed.

Let us consider its continuous-time version with discriminators trained on discrete distributions as
described above:

8i0r = —E.np, |Voge(2) Vs cpr

gy

() (5.81)

Igz(z)] ‘
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By following [192, Equation (5)]’s reasoning on a similar equation, Equation (5.81) yields the following
generator dynamics for all inputs z € R%:

909¢(2) = —Ezrep, [Veege(z)Tnge( )V =¢fy,, (%) ( )]- (5.82)
r=gp(z'
We recognize the NTK kg, of the generator as:
kg, (z, z’) = Vgegg(z)TVng (z’). (5.83)

From this, we obtain the dynamics of the generator:

) ) : (5.84)
r=ge(2)

In other words, the transported particles (z, g¢(z)) have trajectories X, which are solutions of the Ordinary
Differential Equation (ODE):

gy

Ovge = _Egé,pz <Z = Vecps (o

dX,

3 = Ove(Xe), (5.85)

where:

Ve = _Egzvpz (Z = vﬂfcf* ( )

ag,

) . (5.86)
x=g¢(2)

Then, because o £ (id, gg)ﬁpz is the induced transported density, following [6], whenever the ODE above
is well-defined and has unique solutions (which is necessarily the case for any trained g), aj verifies the
continuity equation with the velocity field vy:

wge(z)> )

fE=9e(Z)> ) '

This yields the desired result. O

Oy ==V, | af (0,77994472 (z = Vaecps ()

&gy

(5.87)

gy

-V, (@Tsz <z — Vecp (7)

In the infinite-width limit of the generator, the generator’s NTK is also constant: k,, = ky; this is
the setting that we consider to study the implications of the latter proposition. Suppose that there
exists a functional € over L*(Q) such that ¢;: = 0,4 (4). Standard results in gradient flows theory
—see [8, Chapter 10] for a detailed exposition, or [9, Appendix A.3] for a summary — state that Vg
is in this case the strong subdifferential of ¢’(&) for the Wasserstein geometry.

When ky(z,2') = 0,_I,, with § a Dirac centered at 0, we have Ty, ,. = id. Then, from Equa-
tion (5.80), aj follows the Wasserstein gradient flow with ¢y« as potential. This implies that € (&) is
a decreasing function of the generator’s training time ¢. In other words, the generator g is trained to
minimize %(ag), which is the implicit objective induced by the discriminator.

In the general case, 7y, ,, introduces interactions between generated particles as a consequence of
the neural parameterization of the generator. Then, Equation (5.80) amounts to following the same
gradient flow as before, but in a Stein geometry [78] — instead of a Wasserstein geometry — determined
by the generator’s integral operator, directly implying that in this case € (&y) also decreases during
training. This geometrical understanding opens interesting perspectives for theoretical analysis, e.g.
we see that GAN training in this regime generalizes Stein variational gradient descent [164], with the
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Kullback-Leibler minimization objective between generated and target distributions being replaced
with €(&).

Improving our understanding of Equation (5.80) is fundamental towards elucidating the open
problem of the neural generator’s convergence. Our study enables us to shed light on these dynamics
and highlights the necessity of pursuing the study of GANs via NTKs to obtain a more comprehensive
understanding of them, which is the purpose of the rest of this paper. In particular, the non-
interacting case where 7Ty, = id already yields particularly useful insights, that we explore in
Section 5.7. Moreover, we discuss in the following section standard GAN losses and attempt to
determine the minimized functional € in these cases.

5.6.2 Study of Specific Losses

Armed with the general framework of the previous section, we derive in this section more fine-grained
results thanks to additional assumptions on the loss function covering standard GAN models.

e Notations and Preliminaries
We first need to introduce some definitions.
The presented solutions to Equation (5.9) leverage a notion of functions of linear operators,
similarly to functions of matrices [118]. We define such functions in the simplified case of non-negative
symmetric compact operators with a finite number of eigenvalues, such as 7, .

Definition 5.3 (Linear operator)

Let A: L*(4) — L*(Q) be a non-negative symmetric compact linear operator with a finite number
of eigenvalues, for which the spectral theorem guarantees the existence of a countable orthonormal
basis of eigenfunctions with non-negative eigenvalues. If p: R, — R, we define ¢(.A) as the linear
operator with the same eigenspaces as A, with their respective eigenvalues mapped by ; in other
words, if \ is an eigenvalue of A, then ¢(A) admits the eigenvalue p(\) with the same eigenspace.

In the case where A is a matrix, this amounts to diagonalizing A and transforming its diagonal-
ization elementwise using ¢. Note that 7, - has a finite number of eigenvalues since it is generated by
a finite linear combination of linear operators (see Definition 5.2).

We also need to define the following Radon—-Nikodym derivatives with inputs in supp #4:

~d(B-a) da dp
P—ma Pl—av Pz—dﬁyv (5.88)

knowing that

1

p= 5(02 —p1); p1+p2 =2. (5.89)

These functions help us to compute the functional gradient of L4, as follows.

Lemma 5.8 (Loss derivative)

Under Assumption 5.3:

VWAEa(f) - P1a} - sz;v =pP1- (a’ © f) — P2 (b/ © f)« (5.90)

Proof: We have from Equation (5.2):
Lalf) = Ernaap@)] ~ B, 5 [bsw)] = (orar) o = (p2br) 0o (5.91)
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hence by composition:

V”Aﬁd(f) =p1- (a' o f) —p2- (b’ o f) = pray — pabl. (5.92)

o The IPM as an NTK MMD Minimizer

We study the case of the IPM loss, with the following remarkable discriminator expression, from
which we deduce the objective minimized by the generator.

Proposition 5.8 (IPM discriminator)

Under Assumptions 5.1 and 5.2, the solutions of Equation (5.9) for a = b =id are f, = fy + tfa,:
where f§ is the unnormalized MMD witness function [105] with kernel k, yielding:

?H%;L (5.93)

fay = Euna, [k(z,)] — E,
Ls,(f:) = La,(fo) +t- MMD;

Proof: Assumptions 5.1 and 5.2 are already assumed and Assumption 5.3 holds for the given a and b of the
IPM loss. Thus, Theorem 5.1 applies, and there exists a unique solution ¢ — f; to Equation (5.9) over
R, in L?(Q) for a given initial condition fo. Therefore, in order to find the solution of Equation (5.9),
there remains to prove that, for a given initial condition fy,

g:t = gt = fo+tf (5.94)

is a solution to Equation (5.9) with go = fo and g; € L?(Q2) for all t € R..
Let us first express the gradient of L4. We have from Lemma 5.8, with ay = by = f:

VILa(f) = prdy — pably = —2p. (5.95)

So Equation (5.9) equates to:
Oufi = ~2T5(p) =2 | K )p(@)dd(@) = [ hw)data) — [ Kp)dB) (5.96)
T T Y
by definition of p (see Equation (5.88)), yielding:

ocfr = 14 (5.97)

Clearly, t + g, = fo +tf% is a solution of the latter equation, go = fo and g; € L*(2) given that supp4
is finite and k € L? (92) by assumption. The set of solutions for the IPM loss is thus characterized.

Finally, let us compute L4(f;). By linearity of L4 for a = b = id:
La(f) = Lalfo) +t- La(f2) = La(fo) +t- La(Ty1(=20)). (5.98)

But, from Equation (5.91), La(f) = (=2p, f) 2(5), hence:

Lalf) = Lalo) +t- (~20.Te5(=20)) .. = Lallo) + - | Tos(=20)][ (5.99)

By noticing that T, :(—2p) = f5 and that | f3|,,s = MMDy (54, E) since fZ is the unnormalized MMD
’ k

witness function, the expression of L4(f;) in the proposition is obtained. O
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The latter result signifies that the direction of the gradient given to the discriminator at each of
its optimization step is optimal within the RKHS of its NTK, stemming from the linearity of the IPM
loss. The connection with MMD is especially interesting as it has been thoroughly studied in the
literature [193]. If k is characteristic, as discussed in Section 5.8.4, then it defines a distance between
distributions. Moreover, the statistical properties of the loss induced by the discriminator directly
follow from those of the MMD: it is an unbiased estimator with a squared sample complexity that is
independent of the dimension of the samples [104].

Remark 5.5 (Instance smoothing)

We show for IPMs that modeling the discriminator’s architecture amounts to smoothing out the
input distribution using the kernel integral operator 7; - and can thus be seen as a generalization of
the regularization technique for GANs called instance noise [254]. This is discussed in Section 5.8.3.

Suppose that the discriminator is reinitialized at every step of the generator, with fy = 0 in
Equation (5.9); this is possible with the initialization scheme of [292]. Then, as ¢ = id and from
Proposition 5.8, Vey, = 7V fgg, where 7 is the training time of the discriminator. The latter gradient
constitutes the gradient flow of the squared MMD, as shown by [9] with convergence guarantees and
discretization properties in the absence of generator. This signifies that (&) = TMMDZ (dg, B) (see
Section 5.6).

Therefore, in the IPM case, the discriminator leads the generator to be trained to minimize the
MMD between the empirical generated and target distributions, with respect to the NTK of the
discriminator. This is the subject of study of [191], who derive convergence results about the generator
trained in such conditions, considerations about the discriminator’s NTK aside. Our work is, to our
knowledge, the first to consider NTKs as kernels for the MMD, concurrently with [54].

Remark 5.6 (IPM and WGAN)

Along with a constraint on the set of functions, the IPM is involved in the earth mover’s distance
Wiy [267] — used in WGAN and StyleGAN [137], close to the hinge loss of BigGAN [43] —, the
MMD — used in MMD GAN [155] —, the total variation, etc. In Proposition 5.8, we consider
the IPM with the sole constraint of having a neural discriminator. Our analysis implies that
this suffices to ensure relevant gradients, given the aforementioned convergence results. This
contradicts the recurrent assertion that the Lipschitz constraint of WGAN [12] is necessary to
solve the gradient issues of prior approaches. Indeed, these issues originate from the analyses
inadequacy, as shown in this work. Hence, while WGAN tackles these issues by changing the loss,
we fundamentally address them with a refined framework. An analysis of WGAN, left for future
work, would require combining the neural discriminator and Lipschitz constraints.

e LSGAN and New Divergences

Optimality of the discriminator can be proved when assuming that its loss function is well-behaved.
Let us consider the case of LSGAN, for which Equation (5.9) can be solved by slightly adapting the
results from [128] for regression.

Proposition 5.9 (LSGAN discr.)

Under Assumptions 5.1 and 5.2, the solutions of Equation (5.9) for a = —(id +1)* and b =
—(id — 1)? are defined for all t € R, as:

d 3 — Ag
fo = exp(—4tT, 5, ) (fo = p) + p, p= M (5.100)
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Proof: Assumptions 5.1 and 5.2 are already assumed and Assumption 5.3 holds for the given a and b in
LSGAN. Thus, Theorem 5.1 applies, and there exists a unique solution ¢ — f; to Equation (5.9) over
R, in L?(Q) for a given initial condition fo. Therefore, there remains to prove that, for a given initial
condition fy,

gt =g = fo+ o (77{7) (fo—p) (5.101)

is a solution to Equation (5.9) with go = fo and g¢ € L*(Q2) for all t € Ry.
Let us first express the gradient of £4. We have from Lemma 5.8, with ay = —(f + 1)2 and by = —(f — 1)2:

VILa(f) = pray — pably = =2p1(f +1) — 2pa(f — 1) = 4p — 4. (5.102)
So Equation (5.9) equates to:

Ofe = AT, 5(p — fo)- (5.103)
Now let us prove that g; is a solution to Equation (5.103). We have:

g = —4(Tog o exp(—407,5) ) (o — ) = —4(Tog o exp(~407;.5) ) o — o). (5.104)

Restricted to supp#, we can write from Equation (5.101):

gt = fo+ <exp< 4T 5

) id a5 )(fo) (5.105)
supp 4

and plugging this in Equation (5.104):
Ohge = —4Ty (gt — p), (5.106)

where we retrieve the differential equation of Equation (5.103). Therefore, ¢; is a solution to Equa-
tion (5.103).
It is clear that go = fo. Moreover, T, - being decomposable in a finite orthonormal basis of elements of

operators over L?(f2), its exponential has values in L?(Q) as well, making g; belong to L?(Q) for all ¢.
With this, the proof is complete. O

In the previous result, p is the optimum of L, over L? (%) When £ is positive definite over 4,
(see Section 5.8.4), f; tends to the optimum for L4, as its limit is p over supp4,. Nonetheless, unlike
the discriminator with arbitrary values of Section 5.3.2, foo is defined over all €2 thanks to the integral
operator 7, s . It is also the solution to the minimum norm interpolant problem in the RKHS [128],
therefore explaining why the discriminator does not overfit in scarce data regimes (see Section 5.7),
and consequently has bounded gradients despite large training times. We also prove a generalization
of this optimality conclusion for concave bounded losses in Section 5.6.3.

Following the discussion initiated in Section 5.3.2 and applying it to LSGAN using Proposition 5.9,
similarly to the Jensen-Shannon, the resulting generator loss on discrete training data is constant when
the discriminator is optimal. However, the gradients received by the generator are not necessarily null,
e.g. in the empirical analysis of Section 5.7. This is because the learning problem of the generator
induced by the discriminator makes the generator minimize another loss %, as explained in Section 5.6.
This raises the question of determining ¢ for LSGAN and other standard losses. Furthermore, the
same problem arises for gradients obtained from incompletely trained discriminators f;. Unlike the
IPM case for which the results of [9] who leveraged the theory of [8] led to a remarkable solution, this
connection remains to be established for other adversarial losses. We leave this as future work.
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5.6.3 Optimality Analysis

In this section, we derive an optimality result for concave bounded loss functions of the discriminator
and positive definite kernels. We finish by some considerations for the original GAN loss which
unfortunately falls short from providing optimality.

o Assumptions
We first assume that the NTK is positive definite over the training dataset.
Assumption 5.7 (Positive definite kernel)

L k is positive definite over 4.
This positive definiteness property equates for finite datasets to the invertibility of the mapping
(L2() = L*(A
o L) (9)

Tk qup

(5.107)

supp ¥

that can be seen as a multiplication by the invertible Gram matrix of k over 4. We further discuss
this hypothesis in Section 5.8.4.
We also assume the following properties on the discriminator loss function.

Assumption 5.8 (Concave loss)

2(3).

Moreover, we need for the sake of the proof a uniform continuity assumption on the solution to
Equation (5.9).

Assumption 5.9 (Solution continuity)

L L4 is concave and bounded from above, and its supremum is reached on a unique point y* in

L t— ftlsupp 5 1s uniformly continuous over R.

Note that these assumptions are verified in the case of LSGAN, which is the typical application of
the optimality results that we prove in the following.

e Optimality Result
Proposition 5.10 (Asymptotic optimality)

Under Assumptions 5.1 to 5.3 and 5.7 to 5.9, f; converges pointwise when t — oo, and:

-1
Ed(ft) t——>—o;> ‘C@(y*)7 Joo=Jo+ 7;;;(7;;; supp&(y* - f0|5upp@)>a foo’suppfy = y*7 (5108)

where we recall that:

y* = argmax L4(y). (5.109)

yEL2(H)

This result ensures that, for concave losses such as LSGAN, the optimum for L4 in L*(Q) is
reached for infinite training times by neural network training in the infinite-width regime when the
NTK of the discriminator is positive definite. However, this also provides the expression of the optimal
network outside supp % thanks to the smoothing of 4.

In order to prove this proposition, we need the following intermediate results: the first about the
functional gradient of L4 on the solution f;; the second about a direct application of positive definite
kernels showing that one can retrieve f € ’HZ over all €2 from its restriction to supp?#.
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Lemma 5.9

Under Assumptions 5.1 to 5.3 and 5.7 to 5.9, V&E&(ft) — 0 when t — oo. Since supp ¥ is finite,
this limit can be interpreted pointwise.

Proof: Assumptions 5.1 to 5.3 ensure the existence and uniqueness of f;, by Theorem 5.1.

t— ft = supp4 and L4 being differentiable, t — L4(f;) is differentiable, and:

OLalf) = (VLalh)Oufi) . = (T Lalh) Tz (ViLal ft)>>L2(A), (5.110)
gl
using Equation (5.9). This equates to:
. 2
WLalft) = ‘Tk,&(v”ﬁa(ft)) >0, (5.111)
M),

where HHH7 is the semi-norm associated to the RKHS Hg Note that this semi-norm is dependent on
k

the restriction of its input to supp#4 only. Therefore, ¢ — L4(f;) is increasing. Since L4 is bounded from
above, t — L4(f:) admits a limit when ¢ — oo.

We now aim at proving from the latter fact that 9,L4(f;) — 0 when ¢t — oco. We notice that ”Hiﬂ
k

is uniformly continuous over L?(4) since supp# is finite, VILe is uniformly continuous over L2?(%)

since a’ and b’ are Lipschitz-continuous, 7 -
b

_ is uniformly continuous as it amounts to a finite
supp

matrix multiplication, and Assumption 5.9 gives that ¢ — ft’supp 5 18 uniformly continuous over R;.
Therefore, their composition ¢ — 0:L4(f:) (from Equation (5.111)) is uniformly continuous over Ry.
Using Barbalat’s Lemma [83], we conclude that 0,L4(f;) — 0 when ¢ — oo.

Furthermore, k is positive definite over 4 by Assumption 5.7, so ||-||,,5 is actually a norm. Therefore,
k
since supp# is finite, the following pointwise convergence holds:

Vi La(fi) —0. (5.112)

O

Lemma 5.10 (] determined by supp ¥)
Under Assumptions 5.1, 5.2 and 5.7, for all f € ’HZ, the following holds:

-1
f - ,7;7’;(7_];7& supp,@f(f‘supp’y)>' (5113)
Proof: Since k is positive definite by Assumption 5.7, then Ty 5 _ from Equation (5.107) is invertible.
) Tlsupp 4
Let f € H,. Then, by definition of the RKHS in Definition 5.2, there exists h € L?*(§) such that

f =Ty 4(h). In particular, f|

(h), hence h =T, -

suppy = Tk supp"y<f|5upp@)' o

supp ¥

We can now prove the desired proposition.

Proof of Proposition 5.10: Let us first show that f; converges to the optimum y* in L?(%). By applying
Lemma 5.9, we know that V7L4(ft) — 0 when ¢t — oo. Given that the supremum of the differentiable
concave function L4: L?(5) — R is achieved at a unique point y* € L?(4) with finite supp#, then the

latter convergence result implies that ft £ ft|supp4/ converges pointwise to y* when ¢ — oco.

Given this convergence in L?(%), we can deduce convergence on the whole domain Q by noticing that
ft — fo € H}, from Corollary 5.1. Thus, using Lemma 5.10:

ft—Jo :77~c,'§<77c;9 S_ulppﬁ((ft_fo)‘supp'?)) (5.114)
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_ can be expressed as a matrix multiplication, the fact that f;
suppy
converges to y* over supp ¥ implies that:

((ft *fo)|supp@)

Finally, using the definition of the integral operator in Definition 5.2, the latter convergence implies the
following desired pointwise convergence:

Again, since supp ¥ Is finite, and Tj, 5

)

-1

Ky

Tos| (y* - folsupp@) (5.115)

supp ¥

supp 4y t—00

~1
Ji t—o0 fot Ev&(ﬁ,ﬁ‘supp;}/(y* - fO‘supp’y)) : (5116)

We showed at the beginning of this proof that f; converges to the optimum y* in L2(%), so La(f:) — La(y*)
by continuity of L4 as claimed in the proposition. O

e The case of the original GAN formulation

Unfortunately, finding the solutions to Equation (5.9) in the case of the original GAN formulation,
i.e. a =log(l — o) and b = —log o, remains to the extent of our knowledge an open problem. We
provide in the rest of this section some leads that might prove useful for more advanced analyses.

Let us first determine the expression of Equation (5.9) for vanilla GAN.

Lemma 5.11

For a =log(1 — o) and b = —log o, Equation (5.9) equates to:

Ofe = Ty ;(p2 — 20(f)). (5.117)

Proof: We have from Lemma 5.8, with ay = by = f:
o'(f) o'(f)

TLa(f) = praly — pably = — : 5.118
VILa(f) = praf — pabf T o) o) (5.118)
By noticing that o’(f) = o(f)(1 — o(f)), we obtain:

VILa(f) = pray — pably = —pro(f) + p2(1 = o(f)) = p2 — 20(f). (5.119)
By plugging the latter expression in Equation (5.9), the desired result is achieved. O

Note that Assumption 5.3 holds for these choices of a and b. Therefore, under Assumptions 5.1
and 5.2, there exists a unique solution to Equation (5.117) in R, — L*(Q) with a given initialization

fo-
Let us first study Equation (5.117) in the simplified case of a one-dimensional ordinary differential
equation.

Proposition 5.11
Let r € {0,2} and A € R. The set of differentiable solutions over R to the ODE:

Oyr = AN — 20(y)) (5.120)

is the following one:

S = {y:t — (1—7) <W(ew+c) — 2Nt — O) ‘ Ce R}, (5.121)

where W' the is principal branch of the Lambert W function [62].
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Proof: The theorem of Cauchy-Lipschitz ensures that there exists a unique global solution to Equation (5.120)
for a given initial condition yg € R. Therefore, we only need to show that all elements of S are solutions
of Equation (5.120) and that they can cover any initial condition.

Let us first prove that y:t +— (1 —r) <W (eQAtJFC) — 2\t — C’> is a solution of Equation (5.120). Let us

express the derivative of y:

1 _ INAC 177 ((W2NAC
l_ratyt—2)\<e W/ (2 —1). (5.122)
W(z
W,(Z) = m, SO:
1 W(eZAtJrC) o)
Oy =2\ | — 5~ — 1 | = ——— - 5.123
1— ot 1+ W (e2M+0) 1+ W (e2M+0) (5.123)
Moreover, W (z) = ze=W () and with r —1 € {1, -1}
1 2\ 2\
Oyr = — = 5.124
1o 1+ Q2A4C =W (e2X4C) 1+ elr=Dye ( )
Finally, we notice that, since r € {0,2}:
2M(1—1)
Therefore:
Oy = Nr — 20 (yr)) (5.126)

and y; is a solution to Equation (5.120).

Since yo = (1 — 1) <W (ec> — C’) and z — W (e*) — z can be proven to be bijective over R, the elements

of S can cover any initial condition. With this, the result is proved. O

Suppose that fy = 0 in Equation (5.117) and that p, has values in {0,2} —i.e. & and /3 have disjoint
supports (which is the typical case for distributions with finite support). From Proposition 5.11, a
candidate solution would be:

fe=w(x)(p2 — 1) = —pi()(p), (5.127)

where:
DT > W(e2t”‘"+1) —2tr — 1, (5.128)

since the initial condition yy = 0 gives the constant value C' = 1 in Equation (5.121). Note that
the Lambert W function of a symmetric linear operator is well-defined, as we choose the principal
branch of the Lambert function in our case; see the work of [61] for more details. Note also that the
estimation of W (e?®) is actually numerically stable using approximations from [124].

However, Equation (5.127) cannot be a solution of Equation (5.117). Indeed, one can prove by
following essentially the same reasoning as the proof of Proposition 5.11 that:

Onfy = 2(7;5 o (wt(m))_l> (p— 1), (5.129)
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with:
Yixe L4 W () > 0. (5.130)

However, this does not allow us to obtain Equation (5.117) since in the latter the sigmoid is taken
coordinate-wise, where the exponential in Equation (5.129) acts on matrices.

Nonetheless, for ¢ small enough, f; as defined in Equation (5.129) should approximate the solution
of Equation (5.117), since the sigmoid function is approximately linear around 0 and f; ~ 0 when ¢ is
small enough. We find in practice that for reasonable values of ¢, e.g. ¢ < 5, the approximate solution
of Equation (5.129) is actually close to the numerical solution of Equation (5.117) obtained using
an ODE solver. In other words, we have provided here a candidate approximate expression for the
discriminator in the setting of the original GAN formulation — i.e., for binary classifiers. This shows
the promise of the research directions hinted at here but we leave for future work a more in-depth
study.

5.7 Empirical Exploration

We present in this section a few experiments spanning different losses and architectures and applied
to a few different datasets. Obviously, this exploration is not supposed to be exhaustive, the aim
being to validate the theoretical results obtained in the previous sections while also illustrating the
power of our framework and of the proposed toolkit in studying GAN training. In particular, we
argue that the infinite width limit, while certainly losing some information compared to what happens
in actual finite width implementations of GANs, as used in practice, can still provide interesting and
useful insights into their practical properties.

More specifically, we focus on the IPM and LSGAN losses for the discriminator since they are the
two losses for which we know the analytic behavior of the discriminator in the infinite-width limit,
but other losses can be studied as well in GAN(TK)?. A large-scale empirical study of our framework
is out of the scope of this paper, and is left for future work.

5.7.1 Practical Detalils

All experiments are performed with the proposed Generative Adversarial Neural Tangent Kernel
ToolKit GAN(TK)? that we publicly release at https://github.com/emited/gantk?2 in the hope
that the community leverages and expands it for principled GAN analyses. It is based on the JAX
Neural Tangents library [204], and is convenient to evaluate novel architectures and losses based on
different visualizations and analyses.

For the sake of efficiency and for these experiments only, we choose fy = 0 using the antisymmetrical
initialization [292]. Indeed, in the analytical computations of the infinite-width regime, taking into
account all previous discriminator states for each generator step if we were not to reinitialize to 0 after
each training of the discriminator would be prohibitively costly computationally. This choice also
allows us to ignore residual gradients from the initialization, which introduce noise in the optimization
process.

The following lines delve further into the practicalities of our implementation and datasets.

e GAN(TK)? Specifications and Computing Resources
GAN(TK)? is implemented in Python (tested on versions 3.8.1 and 3.9.2) and based on JAX
[42] for tensor computations and Neural Tangents [204] for NTKs. We refer to the code released at
https://github.com/emited/gantk2 for detailed specifications and instructions.
All experiments presented in this paper were run on Nvidia GPUs (Nvidia Titan RTX — 24GB of
VRAM — with CUDA 11.2 as well as Nvidia Titan V — 12GB — and Nvidia GeForce RTX 2080 Ti — 11
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GB — with CUDA 10.2). All two-dimensional experiments require only a few minutes of computations
on a single GPU. Experiments on MNIST and CelebA were run using simultaneously four GPUs for
parallel computations, for at most a couple of hours.

e Datasets
8 Gaussians. The target distribution is composed of 8 Gaussians with their means being evenly
distributed on the centered sphere of radius 5, and each with a standard deviation of 0.5. The input
fake distribution is drawn at initialization from a standard normal distribution A(0,1). We sample
in our experiments 500 points from each distribution at each run to build & and B .

AB and Density. These two datasets are taken from the Geomloss library examples [86]' and are
distributed under the MIT license. To sample a point from a distribution based on these greyscale
images files, we sample a pixel (considered to lie in [—1,1]?) in the image from a distribution where
each pixel probability is proportional to the darkness of this pixel, and then apply a Gaussian noise
centered at the chosen pixel coordinates with a standard deviation equal to the inverse of the image
size. We sample in our experiments 500 points from each distribution at each run to build & and B .

MNIST and CelebA. We preprocess each MNIST image [148] by extending it from 28 x 28 frames
to 32 x 32 frames (by padding it with black pixels). CelebA images [166] are downsampled from a
size of 178 x 218 to 32 x 39 and then center-cropped to 32 x 32.

For both datasets, we normalize pixels in the [—1, 1] range. For our experiments, we consider a
subset of 1024 elements of each dataset, which are randomly sampled for each run.

o Parameters

Sinkhorn divergence. The Sinkhorn divergence is computed using the Geomloss library [86], with
a blur parameter of 0.001 and a scaling of 0.95, making it close to the Wasserstein W, distance.

RBF kernel. The RBF kernel used in our experiments is the following:

llz—y|?

k(v,y) =e =, (5.131)

where n is the dimension of z and vy, i.e. the dimension of the data.

Architecture. We used for the neural networks of our experiments the standard NTK parama-
terization [128], with a scaling factor of 1 for matrix multiplications and, when bias in enabled, a
multiplicative constant of 1 for biases (except for sigmoid where this bias factor is lowered to 0.2
to avoid saturating the sigmoid, and for CelebA where it is equal to 4). All considered networks
are composed of 3 hidden layers and end with a linear layer. In the finite-width case, the width of
these hidden layers is 128. We additionally use antisymmetrical initialization [292], except for the
finite-width LSGAN loss.

Discriminator optimization. Discriminators in the finite-width regime are trained using full-
batch gradient descent without momentum, with one step per update to the distributions and the
following learning rates ¢:

o for the IPM loss: € = 0.01;

!They can be downloaded at https://github.com/jeanfeydy/geomloss/tree/master/geomloss/examples/
optimal_transport/data: AB corresponds to files A.png (source) and B.png (target), and Density corresponds
to files density_a.png (source) and density_a.png (target).
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Figure 5.1: Values of ¢s+ for LSGAN and IPM, where f* is a 3-layer ReLU MLP with bias and
varying width trained on the dataset represented by V¥ (real) and A (fake) markers, initialized at
fo = 0. The infinite-width network is trained for a time 7 = 1 and the finite-width networks using 10
gradient descent steps with learning rate ¢ = 0.1, to make training times correspond. The gradients
V.cs+ are shown with white arrows on the two-dimensional plots for the fake distribution.

o for the IPM loss with reset and LSGAN: € = 0.1.

In the infinite-width limit, we use the analytic expression derived in Section 5.6.2 with training
time 7 = 1 (except for MNIST and CelebA where 7 = 1000) and fy, = 0 (through the initialization of
[292]) to avoid the computational cost of accumulating discriminators’ analytic expressions across the
generator’s optimization steps.

Point cloud descent. The multiplicative constant 7 over the gradient applied to each datapoint
for two-dimensional problems is chosen as follows:

o for the IPM loss in the infinite-width regime: 1 = 1000;

for the IPM loss in the finite-width regime: n = 100;

for the IPM loss in the finite-width regime and discriminator reset: 1 = 1000;

for LSGAN in the infinite-width regime: 1 = 1000;
o for LSGAN in the finite-width regime: n = 1.

We multiply n by 1000 when using sigmoid activations, because of the low magnitude of the gradients
it provides. We choose for MNIST 7 = 100.
Training is performed for the following number of iterations:

o for 8 Gaussians: 20 000;
 for Density and AB: 10 000;

o for MNIST: 50 000.
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Figure 5.2: Generator (@) and target (x) samples for different methods. In the background, c«.

IPM, RBF IPM, ReLU (infinite) IPM, ReLU, no bias (infinite) IPM, Sigmoid (infinite)
: W
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Figure 5.3: Generator (@) and target (x) samples for different methods applied to the Density
problem. In the background, cy«.
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Figure 5.4: Initial generator (@) and target (x) samples for the AB problem.

5.7.2 One- and Two-Dimensional Datasets

o A first experiment with simple, fixed distributions

We first study the case where generated and target distributions are fixed, in order to visualize the
gradient fields. In this setting, we qualitatively study the similarity between the finite- and infinite-
width regimes of the discriminator. Figure 5.1 shows ¢y« and its gradients on one- and two-dimensional
data for LSGAN and IPM losses with a ReLU MLP with 3 hidden layers of varying widths. We find
the behavior of finite-width discriminators to be close to their infinite-width counterpart for standard
widths, and converges rapidly to the behaviour in the infinite width limit as the width becomes larger.

e General considerations for the 8 gaussians, AB and Density datasets

Experimental setting. We first consider the 8 Gaussians as target distribution, as described
before, as represented in Figure 5.2) and in a setup similar to that of [184], [251] and [12], as well as
the more complex, in terms of shape, AB and Density datasets. We alleviate the complexity of the
analysis by following Equation (5.80) with 7y, ,. = id, similarly to [192] and [9], thereby modeling
the generator’s evolution by considering a finite number of samples, initially Gaussian.

For IPM and LSGAN losses, we evaluate the convergence of the generated distributions for a
discriminator with ReLLU activations in the finite- and infinite-width regime, either with or without
bias. We also comparatively evaluate the advantages of this architecture by considering the case
where the infinite-width loss is not given by an NTK, but by the popular Radial Basis Function
(RBF) kernel, which is characteristic and presents attractive properties [193]. We refer to Figures 5.2
and 5.3 for qualitative results and Tables 5.1 to 5.3 for a quantitative evaluation.

Adequacy. We observe that the behaviour of the different architectures are quite similar between
the finite- and infinite-width regimes, ReLLU networks generally performing considerably better in
the latter case. Remarkably, for the infinite-width IPM, generated and target distributions perfectly
match. This can be explained by the high capacity of infinite-width networks as it has already been
shown that NTKs benefit from low-data regimes [15].

Impact of bias. The bias-free discriminator performs worse than with bias, for both regimes and
both losses. This is in line with findings of e.g. [24], and can be explained in our theoretical framework
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Table 5.1:  Sinkhorn divergence [86, lower is better, similar to W,] averaged over three runs between
the final generated distribution and the target dataset for the 8 Gaussians problem.

Loss RBF kernel ReLU ReLU (no bias) Sigmoid

IPM (inf.) (2.60 & 0.06) x 1072 (9.40 £2.71) x 1077 (9.70 + 1.88) x 1072 (8.40 +0.02) x 1072
IPM — (1.21 4£0.14) x 107! 1.20 + 0.60 (7.40 £ 1.30) x 107!
LSGAN (inf.) (4.21 +£0.10) x 107! (7.56 & 0.45) x 1072 (1.27 +£0.01) x 10! 7.35+0.11

LSGAN — 3.07 £ 0.68 7.524£0.01 7.41 4 0.54

Table 5.2: Sinkhorn divergence averaged over three runs between the final generated distribution
and the target dataset for the Density problem.

Loss RBF kernel ReLU ReLU (no bias) Sigmoid

IPM (inf.) (23740.32) x 10 (3.34+0.49) x 10°  (7.34+0.34) x 102 (6.25 +0.31) x 10~
IPM — (5.02 £1.19) x 1073 (9.25 £ 0.30) x 1072 (3.06 £ 0.57) x 1072
LSGAN (inf)  (7.53£0.59) x 1073 (1.49+£0.11) x 1073 (2.80£0.03) x 107 (2.21£0.01) x 107!
LSGAN — (153 £1.08) x 102 (1.64 4 0.19) x 10~ (5.88 £ 0.80) x 1072

by comparing their NTKs. Indeed, the NTK of a bias-free ReLLU network is not characteristic, whereas
its bias counterpart was proven to present powerful approximation properties [132]. Furthermore,
results of Section 5.5.2 state that the ReLU NTK with bias is differentiable at 0, whereas its bias-free
version is not, which can disrupt optimization based on its gradients: note in Figures 5.2 and 5.3 the
abrupt streaks of the discriminator’s spatial gradient directed towards 0 which must have consequences
on convergence.

NTK vs. RBF. We also notice the clear superiority, both qualitatively and quantitatively, of
NTKs over the RBF kernel. Because of their similar properties with their finite regime counterparts,
this tends to support the fact that the gradients of a ReLU network with bias are particularly well
adapted to GANs. Visualizations of these gradients in the infinite-width limit are also available in
Section 5.7.4 and further corroborate these findings. More generally, we believe that the NTK of
ReLU networks could be of particular interest for kernel methods requiring the computation of a
spatial gradient, such as methods based on the Stein Variational Gradient Descent [164].

Note that the observations made here follow the same tendencies for all three datasets and are
further corroborated by the experiments of the following subsections.

Table 5.3: Sinkhorn divergence averaged over three runs between the final generated distribution
and the target dataset for the AB problem.

Loss RBF kernel ReLU ReLU (no bias) Sigmoid

IPM (inf.) (4.65 +0.82) x 1072 (2.64 +2.13) x 107° (6.1140.19) x 1073 (5.69 4 0.38) x 107°
IPM — (2.75 4+ 0.20) x 1073 (3.65 4 1.44) x 1072 (1.254+0.32) x 1072
LSGAN (inf.) (1.13 £0.05) x 1072 (8.63 £2.24) x 1073 (1.02 £ 0.40) x 107* (1.40 £ 0.06) x 1072
LSGAN — (1.32+1.30) x 10! (2.57 £ 0.73) x 102 (8.78 +2.23) x 1072
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(c¢) ReLU (no bias): mostly sharp digits with some artifacts and blurry images on MNIST, blurry
and noisy images on CelebA.

Figure 5.5: Uncurated samples from the results of the descent of a set of 1024 particles over a subset
of 1024 elements of MNIST and CelebA, starting from a standard Gaussian. Training is done using
the IPM loss in the infinite-width kernel setting.
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e ReLU vs. Sigmoid Activations

We additionally introduce a new baseline for the 8 Gaussians, Density and AB problems, where
we replace the ReLLU activation in the discriminator by a sigmoid-like activation &, that we abbreviate
to sigmoid in this experimental study for readability purposes. We choose ¢ instead of the actual
sigmoid o for computational reasons, since &, contrary to o, allows for analytic computations of NTKs
in the Neural Tangents library [204]. & is defined in the latter using the error function erf scaled in
order to minimize a squared loss with respect to o over [—5, 5], with the following expression:

1 T
5ia s~ (erf 1). 132
T 2<er (2.402056353 1719796> * ) (5.132)

Results are given in Tables 5.1 to 5.3 and an illustration is available in Figure 5.3. We observe
that the sigmoid baseline is consistently outperformed by the RBF kernel and ReLU activation (with
bias) for all regimes and losses. This is in accordance with common experimental practice, where
internal sigmoid activations are found less effective than ReLU because of the potential activation
saturation that they can induce.

We provide a qualitative explanation to this underperformance of sigmoid via our framework in
Section 5.7.4.

5.7.3 Qualitative MINIST and CelebA Experiment

An experimental analysis of our framework on complex, large-scale, high-dimensional image datasets
is out the scope of our study: it would pose many challenges, including computationally, and one
would also have to use more involved architectures to be close from practice. Therefore, we leave it
for future work.

Nonetheless, we present an experiment on the MNIST [148] and CelebA [166] image datasets in a
setting similar to that of the experiments on two-dimensional point clouds of the previous sections:
For each dataset, we make a point cloud &, initialized as a standard Gaussian, which we move towards
a subset of the MNIST dataset following the gradients of the IPM loss in the infinite-width regime.

Qualitative results are presented in Figure 5.5.

Our conclusions are consistent with what has been observed before. We notice, similarly to the
two-dimensional experiments, that the ReLLU network with bias outperforms its bias-free counterpart
and a standard RBF kernel in terms of sample quality. The difference between the RBF kernel and
ReLLU NTK is even more flagrant in this complex high-dimensional setting, as the RBF kernel is
unable to produce reasonably good samples.

5.7.4 Visualizing the Gradient Field Induced by the Discriminator

We raise in Sections 5.6 and 5.6.2 the open problem of studying the convergence of the generated
distribution towards the target distribution with respect to the gradients of the discriminator. The
aim in this section is to study qualitatively these gradients in a simplified case that could shed some
light on the more general setting and explain some of our experimental results. These gradient fields
can be plotted using the provided GAN(TK)? toolkit.

e Setting

Since we study gradients of the discriminator expressed in Equation (5.10), we assume that fo =0
— for instance, using the anti-symmetrical initialization [292] — in order to ignore residual gradients
from the initialization.
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Figure 5.6: Gradient field Vey: (z) received by a generated sample z € R* (i.e. & =

initialized to xy with respect to its coordinates in Span{z,y} where y, marked by a X, is the target

A

distribution (i.e.

dy), with ||y|| = 1. Arrows correspond to the movement of x in Span{zo,y}

following Ve (x), for different losses and networks; scales are specific for each pair of loss and

network. The ideal case is the convergence of x along this gradient field towards the target y. Note

that in the chosen orthonormal coordinate system, without loss of generality, y has coordinate (1,0);

moreover, the gradient field is symmetrical with respect to the horizontal axis.
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By Theorem 5.1, for any loss and any training time, the discriminator can be expressed as
f% = Tr.4(ho), for some hg € L*(4). Thus, there exists hy € L*(¥) such that:

fi= > h(x)k(z,). (5.133)
Consequently,
Vii= Y m) V.. Ve = Y m@Vh@ ) (fi0). (5139

Dirac-GAN setting. The latter linear combination of gradients indicates that, by examining
gradients of ¢+ for pairs of (,y) € supp & X supp B , one could already develop potentially valid
intuitions that can hold even when multiple points are considered. This is especially the case for
the IPM loss, as hg, hy have a simple form: hy(z) = 1 if z € supp& and hy(y) = —1if y € supp /3
(assuming points from @& and § are uniformly weighted); moreover, note that ¢ (f2(-)) = 1. Thus, we
study here Vcye when & and /3 are only comprised of one point, i.e. the setting of Dirac GAN [182],

with & = 6, £ &, andﬁchy.

Visualizing high-dimensional inputs. Unfortunately, the gradient field is difficult to visualize
when the samples live in a high-dimensional space. Interestingly, the NTK k(z,y) for any architecture
starting with a fully connected layer only depends on ||z, ||y|| and (z,y) [283], and therefore all
the information of Ve is contained in Span{z,y}. From this, we show in Figures 5.6 and 5.7 the
gradient field Veyr in the two-dimensional space Span{z,y} for different architectures and losses
in the infinite-width regime described in Section 5.7 and in this section. Figure 5.6 corresponds to
two-dimensional x,y € R?, and Figure 5.7 to high-dimensional z,y € R*'2. Note that in the plots,
the gradient field is symmetric w.r.t. the horizontal axis and for this reason we have restricted the
illustration to the case where the second coordinate is positive.

Convergence of the gradient flow. In the last paragraph, we have seen that the gradient field in
the Dirac-GAN setting lives in the two-dimensional Span{z,y}, independently of the dimensionality
of x,y. This means that when training the generated distribution, as in Section 5.7, the position of
the particle z always remains in this two-dimensional space, and hence (non-)convergence in this
setting can be easily visualized by examining the corresponding two-dimensional gradient field. This
is what we do in the following, for different architectures and losses.

e Qualitative Analysis of the Gradient Field

x is far from y. When generated outputs are far away from the target, it is essential that their
gradient has a large enough magnitude in order to pull these points towards the target. The behavior
of the gradients for distant points can be observed in the plots. For ReLLU networks, for both losses,
the gradients for distant points seem to be well behaved and large enough. Note that in the IPM case,
the magnitude of the gradients is even larger when x is further away from y. This is not the case for
the RBF kernel when the variance parameter is too small, as the magnitude of the gradient becomes
prohibitively small. We highlight that we selected a large variance parameter in order to avoid such
a behavior, but diminishing magnitudes can still be observed. Note that choosing an overly large
variance may also have a negative impact on the points that are closer to the target, in the more
general setting where the target distributions has more than a single point.

x is close to y. A particularity of the NTK of ReLLU discriminators with bias that arises from
this study is that the gradients vanish more slowly when the generated x becomes close from the
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target y, compared to NTKs of ReLU without bias and sigmoid networks, as well as to the RBF
kernel. We hypothesize that this is also another distinguishing feature that helps the generated
distribution in converging more easily to the target distribution, especially when they are not far
apart. On the contrary, this gradient vanishes more rapidly for NTKs of ReLU without bias and
sigmoid networks, compared to the RBF kernel. This can explain the worse performance of such
NTKs when compared to the RBF kernel in our experiments (see previously and Tables 5.1 to 5.3).
Note that this phenomenon is even more pronounced in high-dimensional spaces such as in Figure 5.7.

x is close to 0. Finally, we highlight gradient vanishing and instabilities around the origin for
ReLLU networks without bias. This is related to its differentiability issues at the origin exposed in
Section 5.5.2, and to its lack of representational power discussed in Section 5.8.4. This can also be
retrieved on the larger scale experiments of Figures 5.2 and 5.3 where the origin is the source of
instabilities in the descent.

Sigmoid network. It is also possible to evaluate the properties of the discriminator’s gradient for
architectures that are not used in practice, such as networks using the sigmoid activation. Figures 5.2
and 5.3 provide a clear explanation: as stated above, the magnitudes of the gradients become too
small when x — y, and heavily depend on the direction from which x approaches y. Ideally, the
induced gradient flow should be insensitive to the direction in order for the convergence to be reliable
and robust, which seems to be the case for ReLU networks.

5.8 Further Discussions and Remarks

We develop in this section some additional remarks and explanations.

5.8.1 Loss of the Generator and its Gradient

We highlight in this section the importance of taking into account discriminator gradients in the
optimization of the generator. Let us focus on an example similar to the one of [12, Example 1] and
choose as 3 a single Dirac centered at 0 and as a, = ay single Dirac centered at zy = 6 (the generator
parameters being the coordinates of the generated point). Let us focus for the sake of simplicity on
the case of LSGAN since it is a recurring example in this work, but a similar reasoning can be done
for other GAN instances.

In the theoretical min-max formulation of GANs considered by [12], the generator is trained to
minimize the following quantity:

Cpz, (08) & Banay [cps, ()] = £, (20)", (5.135)
where:
fi = argmax {cae( F) 2 By [0y (0)] = Eyos b ()] }
fer?(Sao+35)
. > 2 (5.136)
— fE;r(g;r:inéﬁ){ (fag(xe) + 1) + (fae (0) — 1) }

Consequently, f3 (0) =1 and f}, (79) = —1 when x4 # 0, thus in this case:
Cf&e (049) =1. (5137)

This constancy of the generator loss would make it impossible to be learned by gradient descent, as
pointed out by [12].
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However, the setting does not correspond to the actual optimization process used in practice and
represented by Equation (5.3). We do have V,C £, (cvg) = 0 when zy # 0, but the generator never uses
this gradient in standard GAN optimization. Indeed, this gradient takes into account the dependency
of the optimal discriminator f7 in the generator parameters, since the optimal discriminator depends
on the generated distribution. Yet, in practice and with few exceptions such as Unrolled GANs
[184] and as done in Equation (5.3), this dependency is ignored when computing the gradient of
the generator, because of the alternating optimization setting — where the discriminator is trained
in-between generator’s updates. Therefore, despite being constant on the training data, this loss can
yield non-zero gradients to the generator. However, this requires the gradient of f; to be defined,
which is the issue addressed in Section 5.3.2.

5.8.2 Differentiability of the Bias-Free ReLU Kernel

Remark 5.2 contradicts the results of [38] on the regularity of the NTK of a bias-free ReLU MLP with
one hidden layer, which can be expressed as follows (up to a constant scaling the matrix multiplication
in linear layers):

ke, y) = el ylln ( (@.9) ) (5138)

Bl
where:
k:[0,1] = R
2 1 . 5.139
u+— —u(m — arccosu) + —vV1 — u? ( )
m m

More particularly, [38, Proposition 3] claim that k(-,y) is not Lipschitz around y for all y in the
unit sphere. By following their proof, it amounts to prove that k(-,y) is not Lipschitz around y for
all y in any centered sphere. We highlight that this also contradicts empirical evidence, as we did
observe the Lipschitzness of such NTK in practice using the Neural Tangents library [204].

We believe that the mistake in the proof of [38] lies in the confusion between functions x and

{zy)
B

non-Lipschitz in the neighborhood of © = 1. However, this does not imply that kg is not Lipschitz, or
not derivable. We can prove that it is actually at least locally Lipschitz.
Indeed, let us compute the following derivative for « # y € R™\ {0}:

ko:x,y — /{( ) which have different geometries. Their proof relies on the fact that x is indeed

3k0(x,y) yllzll - Hxll (z,y) , 1 x ,
K(u) = —=— |y — (z,y) 3 | &' (), (5.140)
o ]|yl [ [[[ly]l &l
where u = 2 and:
[l HIIyH
7K (u) = S 2(m — arccos u). (5.141)
1 —u?
Note that &'(u) ~,_1- \/% sl #\/ﬁ Therefore:
m  Oko(z,y) 1 y— (@,1) x ][]y
V=T ~Yzoy 79 - y
V2 o Oz ’lyl® Iz ) Syl = ¢z, )
|=[*y = (&, y)x
y — (5.142)
lyI*\l=llyll = ¢z, y)

lyl* — (x,y)

R y
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which proves that kg is actually Lipschitz around points (y,y), as well as differentiable, and confirms
our remark.

5.8.3 Integral Operator and Instance Noise

Instance noise [254] consists in adding random Gaussian noise to the input and target samples. This
amounts to convolving the data distributions with a Gaussian density, which will have the effect of
smoothing the discriminator. In the following, for the case of IPM losses, we link instance noise with
our framework, showing that smoothing of the data distributions already occurs via the NTK kernel,
stemming from the fact that the discriminator is a neural network trained with gradient descent.

More specifically, it can be shown that if £ is an RBF kernel, the optimal discriminators in
both case are the same. This is based on the fact that the density of a convolution of an empirical
measure ji = % > 0z, where 9, is the Dirac distribution centered on z, and a Gaussian density k
with associated RBF kernel k can be written as k  fi = % S k(xg, ).

Let us consider the following regularized discriminator optimization problem in L?(R) smoothed
from L2(2) with instance noise, i.e. convolving & and 3 with k.

sup {L5() 2 B, gualf(@)] — B, s /)] = M1 | (5.143)

fEL?(R)

The optimum f™ can be found by taking the gradient:
: 2
V(L5 () A =0 = I

If we now study the resolution of the optimization problem in 'HZ as in Section 5.6.2 with f, =0,
we find the following discriminator:

fi = t(Bonalk(x, )] =B, 3[k(y,)]) = t(k 6 -k B). (5.145)

Therefore, we have that fIN oc f;, i.e. instance noise and regularization by neural networks obtain the
same smoothed solution.

This analysis was done using the example of an RBF kernel, but it also holds for stationary kernels,
i.e. k(z,y) = k(z —y), which can be used to convolve measures. We remind that this is relevant,
given that NTKs are stationary over spheres [128, 283], around where data can be concentrated in
high dimensions.

_ 1
)

(k*a—kxp). (5.144)

5.8.4 Positive Definite NTKs

Optimality results in the theory of NTKs usually rely on the assumption that the considered NTK
k is positive definite over the training dataset 4 [128, 292]. This property offers several theoretical
advantages.

Indeed, this gives sufficient representational power to its RKHS to include the optimal solution
over 4. Moreover, this positive definiteness property equates for finite datasets to the invertibility of
the mapping

L T2(A2 2(4
s ) = L2(9)
h— E,&(h)

Ty

: (5.146)

supp
that can be seen as a multiplication by the invertible Gram matrix of k over 4. From this, one can

retrieve the expression of f € ”Hz from its restriction f |SupM to supp ¥ in the following way:

;p@(f’suppa) (5.147)

185

f=T;0Ts




as shown in Lemma 5.10. Finally, as shown by [128] and in Section 5.6.3, this makes the discriminator
loss function strictly increase during training.

One may wonder whether this assumption is reasonable for NTKs. [128] proved that it indeed
holds for NTKs of non-shallow MLPs with non-polynomial activations if data is supported on the
unit sphere, supported by the fact that the NTK is stationary over the unit sphere. Others, such as
[82], have observed positive definiteness of the NTK subject to specific assumptions on the networks
and data. We are not aware of more general results of this kind. However, one may conjecture that,
at least for specific kinds of networks, NTKs are positive definite for any training data.

Indeed, besides global convergence results [4], prior work indicates that MLPs are universal
approximators [119, 154]. This property can be linked in our context to universal kernels [252], which
are guaranteed to be positive definite over any training data [249]. Universality is linked to the
density of the kernel RKHS in the space of continuous functions. In the case of NTKs, previously
cited approximation properties can be interpreted as signs of expressive RKHSs, and thus support
the hypothesis of universal NTKs. Furthermore, beyond positive definiteness, universal kernels are
also characteristic [249], which is interesting when they are used to compute MMDs, as we do in
Section 5.6.2. Note that for the standard case of ReLU MLPs;, [132] showed universal approximation
results in the infinite-width regime, and works such as the one of [49] observed that their RKHS is
close to the one of the Laplace kernel, which is positive definite.

Bias-free ReLU NTKs are not characteristic. As already noted by [154], the presence of bias
is important when it comes to representational power of MLPs. We can retrieve this observation in
our framework. In the case of a ReLU shallow network with one hidden layer and without bias, [38]
determine its associated NTK as follows (up to a constant scaling the matrix multiplication in linear
layers):

k(.y) = Hxnuyuff( (@.9) ) (5.148)

[yl

with in particular k(x,0) = 0 for all z € Q; suppose that 0 € €. This expression of the kernel implies
that & is not positive definite for all datasets: take for example x = 0 and y € Q\ {0}; then the Gram
matrix of k£ has a null row, hence k is not strictly positive definite over {z,y}. Another consequence

is that k is not characteristic. Indeed, take probability distributions p = dx and v = %((L + 5y) with
J, being the Dirac distribution centered on z € 2, and where x =0 and y € Q \ {0}. Then:

B, (s, ) = k(iy ) = k) = () + k) = Eeik(z.), (5.149)

i.e., kernel embeddings of p and v # p are identical, making & not characteristic by definition.

5.9 Conclusion

Leveraging the theory of infinite-width neural networks, we have proposed in this final chapter a
framework for the analysis of GANs which explicitly models important aspects of the choices involved
in training a large variety of discriminator architectures. We thus show that the proposed framework
models more accurately GAN training compared to prior approaches by deriving properties of the
trained discriminator. We demonstrate the analysis opportunities of the proposed modelization by
further studying the generated distribution for specific GAN losses and architectures, both theoretically
and empirically, notably using our public GAN analysis toolkit. We believe that this work will serve
as a basis for more elaborate analyses, thus leading to more principled, better GAN models.
Moreover, this chapter constitutes a natural extension of the previous one as it not only considers
the training of the DNNs and its role in determining the function which is actually learned but also
explicitly models the choice of architecture and activation by the way of the NTK of the discriminator.
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