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Abstract

Wired embedded communication networks monitoring: a transferometry-based approach

In wired networked control systems (NCS), components such as sensors, actuators and controllers communicate through cables, by means of Electronic Control Units (ECU). All these connected components are prone to faults which may degrade the NCS performance. Detecting efficiently these faults and locating the faulty component are the subjects of intensive research. The cables which are used for data transmission and energy supply are generally considered to be fault-free. However, as any physical material, they degrade over time and may also become faulty.

Faults in wired networks are divided into two categories, namely soft faults and hard faults, depending on their severity and their impact on the system behavior. Soft faults or degradations result of cable wear, mechanical stress, excessive temperatures, or humidity. They have no immediate effect because communication or energy transfer is maintained. However, these soft faults tend to develop over time to hard faults (i.e. open circuit or short circuit) which result in losing the communication or energy supply. It is thus very important, especially in embedded wired networks, to monitor the health state of the cables, which consists in detecting the soft faults, in locating the faulty branch, and estimating the severity of the fault.

The objective of this thesis is to develop a health monitoring system for soft fault detection, localization, and diagnosis, in wired embedded communication networks. We propose a transferometry-based approach which uses the computation and transmission capabilities of the connected ECU. Dedicated monitoring signals are sent over the network by some ECU, acting as sources. The received signals by the other ECU, acting as receivers, are processed to estimate the online transmission coefficients (TC) of the transmission lines. Health indicators are computed by the receivers by comparing the estimated TC with a reference TC estimated under no fault hypothesis. Furthermore, it is well-known that a transmission wired network can be modeled by a classical matrix chain model, which is derived from the RLCG-parameters of each cable. A soft fault is modeled by an adding impedance. Using the model with soft fault, we prove that the health indicators are sensitive to the faults and we show that a set of structured residuals may be generated to detect the fault and locate the faulty branch of the network. The monitoring method is developed for several network topologies: point-to-point, Y-shaped, star, bus and hybrid topologies.

The proposed method is validated using experimental measured TC of a Y-shaped network test bench. Simulations are performed to study complex networks as bus or hybrid networks. The sensitivity of the residuals to soft faults and the robustness to noise are also analyzed using simulated TC. It is shown that, due to noise, the residuals form a cluster in the residuals space, whose characteristics depend on the severity and the localization of the fault.
Résumé
Surveillance des réseaux de communication filaires embarqués : une approche par transférométrie

Dans les systèmes de commande en réseau (NCS) câblés, les composants tels que les capteurs, les actionneurs et les contrôleurs communiquent par des câbles, au moyen d’unités de commande électronique (ECU). Tous ces composants connectés sont sujets à des pannes qui peuvent dégrader les performances du système. La détection efficace de ces défauts et la localisation du composant défectueux font l’objet de recherches intensives. Les câbles utilisés pour la transmission de données et l’alimentation en énergie sont généralement considérés comme exempts de défauts. Cependant, comme tout matériau physique, ils se dégradent avec le temps et peuvent aussi devenir défectueux.

Les défauts dans les réseaux câblés sont divisés en deux catégories, à savoir les défauts non-francs et les défauts francs, en fonction de leur gravité et de leur impact sur le comportement du système. Les défauts non-francs ou dégradations résultent de l’usure des câbles, des contraintes mécaniques, des températures excessives ou de l’humidité. Ces défauts non-francs n’ont pas d’effet immédiat car la communication ou le transfert d’énergie est maintenu. Cependant, ces défauts non-francs ont tendance à évoluer avec le temps vers des défauts francs (c’est-à-dire un circuit ouvert ou un court-circuit) qui entraînent la perte de la communication ou de l’alimentation en énergie. Il est donc très important, surtout dans les réseaux câblés embarqués, de surveiller l’état de santé des câbles, ce qui consiste à détecter les défauts non-francs, à localiser la branche défectueuse et à estimer la gravité du défaut.

L’objectif de cette thèse est de développer un système de surveillance de l’état de santé pour la détection, la localisation et le diagnostic des défauts non-francs, dans les réseaux de communication filaires embarqués. Nous proposons une approche basée sur la transférométrie qui utilise les capacités de calcul et de transmission de l’ECU connecté. Des signaux de surveillance dédiés sont envoyés sur le réseau par certaines ECU, agissant comme des sources. Les signaux reçus par les autres ECU, agissant en tant que récepteurs, sont analysés pour estimer les coefficients de transmission (TC) des lignes de transmission. Les indicateurs de santé sont calculés par les récepteurs en comparant les TC estimés en ligne avec un TC de référence estimé dans l’hypothèse d’une absence de défaut. En outre, il est bien connu qu’un réseau câblé de transmission peut être modélisé par un modèle de matrice chaîne classique, qui est dérivé des paramètres RLCG de chaque câble. Un défaut non-franc est modélisé par une addition d’impédance. En utilisant le modèle avec défaut non-franc, nous prouvons que les indicateurs de santé sont sensibles aux défauts et nous montrons qu’un ensemble de résidus structurés peut être généré pour détecter le défaut et localiser la branche défectueuse du réseau. La méthode de surveillance est développée pour plusieurs topologies de réseau : topologies point à point, en Y, en étoile, en bus et hybride.

La méthode proposée est validée à l’aide de TC expérimentaux mesurés sur un banc d’essai de réseau en forme de Y. Des simulations sont réalisées pour étudier des réseaux complexes comme les réseaux en bus ou hybrides. La sensibilité des résidus aux défauts non-francs et la robustesse au bruit sont également analysées à l’aide de TC simulés. Il est montré que, en raison du bruit, les résidus forment un cluster dans l’espace des résidus, dont les caractéristiques dépendent de la gravité et de la localisation du défaut.
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</tr>
<tr>
<td>MOST</td>
<td>Media Oriented Systems Transport</td>
</tr>
<tr>
<td>UTP</td>
<td>Unshielded Twisted Pair</td>
</tr>
<tr>
<td>STP</td>
<td>Shielded Twisted Pair</td>
</tr>
<tr>
<td>CSMA</td>
<td>Carrier Sense Multiple Access</td>
</tr>
<tr>
<td>CSMA/CA</td>
<td>Carrier Sense Multiple Access Collision Avoidance</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite-Difference Time-Domain</td>
</tr>
<tr>
<td>WT</td>
<td>Water Treeing</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite Difference Time Domain</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transform</td>
</tr>
<tr>
<td>SCN</td>
<td>Star Communication Network</td>
</tr>
<tr>
<td>SEN</td>
<td>Star Energy Network</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>HPAV2</td>
<td>HomePlug AV2</td>
</tr>
<tr>
<td>ADSL</td>
<td>Asymmetric Digital Subscriber Line</td>
</tr>
<tr>
<td>MoCA</td>
<td>Multi-media Over Coas Alliance</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadrature Phase Shift Keying</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>OSI</td>
<td>Open Systems Interconnection</td>
</tr>
<tr>
<td>OPEN</td>
<td>One-Pair Ether-Net</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter-Symbol Interference</td>
</tr>
<tr>
<td>FRAC</td>
<td>Frequency Response Assurance Criterion</td>
</tr>
<tr>
<td>MFRAC</td>
<td>Modified Frequency Response Assurance Criterion</td>
</tr>
<tr>
<td>VNA</td>
<td>Vector Network Analyzer</td>
</tr>
<tr>
<td>FRFRMS</td>
<td>Frequency Response Function Root Mean Square</td>
</tr>
<tr>
<td>BW</td>
<td>BandWidth</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>TDR</td>
<td>Time Domain Reflectomery</td>
</tr>
<tr>
<td>FDR</td>
<td>Frequency Domain Reflectomery</td>
</tr>
<tr>
<td>LS</td>
<td>Least Square</td>
</tr>
<tr>
<td>LMMSE</td>
<td>Linear Minimum Mean Square Error</td>
</tr>
<tr>
<td>SIG</td>
<td>Special Interest Group</td>
</tr>
<tr>
<td>OABR</td>
<td>OPEN Alliance BroadR-Reach</td>
</tr>
</tbody>
</table>
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General Introduction

Transportation systems, spacecrafts, manufacturing plants, and many other technological systems are Network Control Systems (NCS). In such NCS, components such as sensors, actuators and controllers communicate through wired networks, by means of associated Electronic Control Units (ECU). Wired networks are mainly composed of cables that carry power and/or data from one component to another. These NCS are subject to faults that can degrade the global system performance. Faults can occur in the connected components or even in the interconnected cables. Generally, fault diagnosis methods are designed and used to detect, to localize and to identify faults in sensors, actuators and controllers. The cables are usually considered to be non faulty. However, these cables are subject to physical wear and tear, oxidation, moisture infiltration, insect and rodent infestation, which damage the cables and may lead to electrical circuit failures [1]. Technological advances and the need of more and more functionalities have increased the number of connected components in NCS and consequently have also increased the network complexity, which results in increasing the risks of cables’ faults. Faults in cables are divided into two categories, namely soft faults and hard faults based on their severity and impact on the system behavior [2]. A soft fault is a degradation of the cable that does not affect the transmission of data and energy. It evolves over time to a hard fault (i.e. a short circuit or an open circuit) that leads to lose data or/and energy transmission which results in system failure. Hard faults may thus have critical consequences and must be avoided by implementing a monitoring system capable of detecting the soft faults and tracking their time evolution. Moreover, in order to guide the maintenance operations or to reconfigure the transmission system, the monitoring system should be able to identify the faulty branch of the network.

Different methods can be found in the literature to detect and localize faults in a wired network. The most frequently used methods are reflectometry-based methods which are derived from the principle of radar. These methods require to
measure and analyze the reflection coefficients of the network. The reflectometry-based methods have proven their efficiency to detect and locate hard faults. However researches are still in progress to extend these methods for soft fault detection and localization. The difficulties come from the weak reflections associated with this type of faults in a complex network with many nodes and branches. Recently, alternative methods, namely transferometry-based methods [3, 4], were proposed in the literature, where the transmission coefficients, instead of the reflection coefficients, are estimated and analyzed. One advantage is that the transmission coefficients (TC) are often estimated for communication purposes, as for instance in power line communication (PLC) technology [5, 6], and thus may be directly used with no need of additional measurements. Orthogonal frequency division multiplexing (OFDM) process is a well-known technique that is used for such TC estimation.

Very few research work have been reported in the literature on such transferometry-based fault detection and localization methods. The objective of this thesis is to contribute in this field by designing a monitoring system based on the transmission coefficients between the embedded electronic control units. The diagnosis performance is analyzed theoretically and using data obtained from a real test bench and from simulated networks.

The general principle of our approach is to compare the reference transmission coefficients of a fault-free network with the transmission coefficients estimated online when the NCS is operating. It should be noted that this approach only addresses single soft faults and does not address multiple faults. Health indicators are first defined. Using the well-known chain matrix model of the network, the fault sensitivity of these indicators is proven. Thus, based on the health indicators, structured residuals are proposed. Structural fault signatures of the residuals show that the fault may be detected and the faulty branch may be localized. The proposed fault detection and localization method is first validated on a Y-shaped network using real data extracted from a test bench. This experimental platform was developed within the framework of the DIACA project - Autonomous Predictive Maintenance of Wired Transport Systems, of the CPER ELSAT 2020 in the Nord Pas-de-Calais region (OS 4: Dimensioning and performance of the vehicle functions Intelligent mobility). Then, several tests are conducted using simulated data of different kinds of more complex networks as bus networks or hybrid
networks. The robustness and the sensitivity of the proposed residuals are studied using extensive simulations.

The main contributions of this thesis are the following.

- PLC-type transmission systems are used for online soft fault detection and faulty branch localization in simple and complex networks. Multiple faults are not covered by this work, only single soft faults are considered. The general principle of this fault detection and localization method is based on monitoring the consistency between the reference transmission coefficients with the actual transmission coefficients estimated between an ECU acting as a source, and the other ECU acting as receivers.

- Fault-sensitive health indicators and residuals are defined to compare reference transmission coefficients with actual transmission coefficients. The well-known transmission chain matrix model is used to express the sensitivity of the residuals to fault. Based on this sensitivity expression and the studied network topology, a fault signature matrix can be constructed. This signature matrix is used to detect the presence of a fault and to localize the faulty branch.

- A network decomposition method is proposed to handle complex networks with many branches and nodes. The principle is to decompose a hybrid network into familiar basic sub-networks (bus network, star network, Y-shaped network, point-to-point network, etc...). The fault detection and localization transmission-based method may be applied on each sub-network.

- Due to noise, the residuals are not exactly zero when expected which can affect the final decision. It is shown that weighting the residuals with a correlation index between the health indicators improves the sensitivity and robustness of the residuals.

- The sensitivity/robustness analysis of the residuals is studied with respect to the fault characteristics, i.e., fault severity and position, and the environmental characteristics, i.e., noise level. This analysis is performed using intensive simulations.

- The fault detection and localization method is validated on real measurements extracted from a Y-shaped test bench.
• The fault detection and localization method is validated on realistic simulated data using the transmission chain model on a complex network (bus). The decomposition procedure is also validated using these simulations.

This thesis is structured as follows:

• Chapter 1: In this chapter, a general introduction to wired communication networks is presented. The transmission coefficients of these networks serve as a defining characteristic. Using the ABCD modeling approach, the expressions of the transmission coefficients of various network topologies in their no-fault and faulty situations are also given.

• Chapter 2: This chapter presents several methods for wired network fault detection and localization. The general approach of our transferometry-based fault detection and localization method is then described for a Y-shaped network. This method is validated using real measurements taken from a test bench and data generated via extensive simulation of the ABCD modeling method.

• Chapter 3: In this chapter, the proposed transferometry-based fault detection and localisation is extended to more complicated networks, namely networks with a combination of different network topologies. Then, three different fault detection and localization approaches are proposed for a bus network, and their computational cost and communication burden are compared.

• Chapter 4: Conclusions and future work end this thesis.
Chapter 1

Transmit coefficients of wired networks in presence of fault

This chapter provides an overview of communication and power networks, as well as information on network characteristics. Faults can occur in these networks; these faults are then introduced and their influences are addressed. These networks can be characterised by their transmission coefficients, i.e. the transfer function of the network. These transmission coefficients are expressed for different network topologies in both their no-fault and faulty situations using the ABCD-matrix model, a well-known network modeling method. The Power Line Communication (PLC) technology is then detailed and the estimation of the transmission coefficients required for communication purpose is highlighted.

1.1 Network fundamentals

Wired networks are still necessary in many industrial applications despite all of the advancements made in wireless communication [7]. This is because using a wired network provides better data rates, less electromagnetic interference, more secure communication, etc [8]. Networked control systems (NCS) are systems whose components, such as sensors, actuators and controllers, are connected to the network to share resources and information used to control the system. These networks are mainly composed of cables whose function is to transport power and data. According to Fortune Business Insights, the global wire and cable market size...
was USD 181.28 billion in 2021 and it is expected to grow to USD 294.73 billion by 2029 [9]. They are used in a wide range of end-use industries such as aerospace and defense, building and construction, oil and gas, computer and telecommunications, transportation systems and others. Networks are characterized by the type of the used cables (coaxial, twisted cables, etc...), the network topology (detailed in 1.2.3), the communication protocol [10, 11] (scheduled-based medium access [12–14], contention-based medium access [15, 16] and controlled access protocols [17, 18]) and the communication method (not advanced or advanced). The network characteristics are shown in Fig. 1.1.

![Network Characteristics Diagram]

**Figure 1.1:** Network characteristics.

Depending on the characteristics of the network and the field of application, various types of communication networks can be found, such as Profibus for electrical networks in an industrial environment [19]. In transportation systems such as road vehicles, the traditional used wired networks are Control Area Network (CAN) [20], Local Area Network (LIN) [21], Media Oriented Systems Transport (MOST) [22] and FlexRay [23]. However, vehicular network may converge to an Ethernet-based network that could replace CAN, LIN and FlexRay networks with suitable Ethernet standards [24–26]. In smart grids applications [27, 28] and home automation applications [5, 29], G3-PLC technology operates in a powerline channel [30]. A summary of the characteristics of these networks is presented in the Table 1.1.
### 1.2 Network characterization

This section deals with the representation of transmission lines as a succession of RLCG elementary circuits, with a focus on unshielded twisted pair cables. Next, various network topologies are shown. Later, multiple networks will be modeled using the RLCG representation along with the network topologies.

#### 1.2.1 RLCG circuit representation

The transmission lines are usually represented as small successive sections and each section can be represented as an elementary RLCG circuit like the one presented in Figure 1.2. The RLCG parameters are known as the primary parameters of a transmission line. They depend on the type and the geometry of the cable. They are also frequency dependent due to the tendency of the current to flow more on the outer than the inner strands of the conductor (skin effect) and the alternating magnetic flux produced by the current in one conductor caused by the current in a neighboring conductor (proximity effect) at high frequencies. The evolution of voltage $v$ and current $i$ on an electrical transmission line as a function of distance $x$ and time $t$ is described by a system of two partial differential equations known as the telegraphers' equations [31].

\[
\begin{align*}
\frac{\partial v(x,t)}{\partial x} &= -L\frac{\partial i(x,t)}{\partial t} - R i(x,t) \\
\frac{\partial i(x,t)}{\partial x} &= -C\frac{\partial v(x,t)}{\partial t} - G v(x,t)
\end{align*}
\] (1.1)
Figure 1.2: Representation of a transmission line section of unit length as an RLCG circuit for two conductor lines.

where $R$, $L$, $C$ and $G$ are the primary parameters that can be expressed in Table 1.2. The Finite Difference Time Domain (FDTD) method is a numerical method to find the solution of the telegraphers’ equations [32]. The numerical implementation of this equation is detailed in [32]. The length of a line $l$, is divided into $ncells$ sections, each of length $\partial x$, similarly, the time of simulations $simtime$ is divided into $nt$ segments of length $\partial t$. Each portion of length $\partial x$ is represented by an RLCG circuit as seen in Fig. 1.2. To ensure the numerical stability of the solution, $\partial x$ and $\partial t$ must satisfy the Courant-Friedrichs-Lewy condition (CFL) which states that the time step must not be greater than the propagation time on each cell.

$$\partial t < \frac{\partial x}{v_p} \rightarrow \partial t = cf1n \cdot \frac{\partial x}{v_p}$$

(1.2)

where $cf1n$ is a positive coefficient strictly smaller than 1. The $\partial x$ is chosen small enough so that each $\partial x$ section is electrically small (An electrically small section is a section much shorter than the wavelength of the signal it is intended to transmit or receive).

1.2.2 Primary parameters

The studied cable is an Unshielded Twisted Pair (UTP) cable. Twisted pair cables are classified by category. Each category is measured by the number of twists per inch, for example CAT 5 has three twists per inch [33]. It is well known that higher twist ratio reduces electromagnetic radiation and resists to external interference. However, it increases high-frequency attenuation due to the increased capacitance per meter. For a more accurate modeling of such a line, several important factors
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must be taken into account such as: the material and composition of the structure, the twisting pitch, the skin effect and the proximity effect. Expressions of parameters R, L, C and G for an unshielded twisted pair cable are given in [34] for an unshielded twisted pair cable. These expressions are detailed in the table 1.2 for UTP cables:

<table>
<thead>
<tr>
<th>R</th>
<th>L</th>
<th>C</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{2\eta}{\pi} \sqrt{f \mu_0 \sigma}$</td>
<td>$\nu_0 \text{acosh} \left( \frac{D}{d} \right) + \frac{\sqrt{\pi f \sigma}}{2f \pi \sigma} \cdot \frac{1}{\sqrt{1-\left( \frac{D}{d} \right)^2}} \cdot \frac{\pi \epsilon}{\text{acosh} \left( \frac{D}{d} \right)}$</td>
<td>$2\pi f \cdot \tan(\delta) \cdot C$</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.2:** Analytical expression of primary parameters for UTP cables.

All the parameters and constants in table 1.2 are defined and their values are given in the table 1.3 [35]. The primary parameter values are computed using the expressions presented in table 1.2 and the values presented in table 1.3. The variation of the primary parameters as a function of the frequency are presented in Fig. 1.3. The values obtained are of the same order as the values obtained in [36] for an UTP. The values of the primary parameters are not provided and are challenging to get in real life application. Considering that we don’t actually know these parameters’ values, we will only use them for simulations in this thesis.

| Frequency (f) | [0.1 : 1e⁻³ : 100] MHz |
| Conductor diameter (d) | 1.12e⁻³ m |
| Distance between conductors (D) | 2.11e⁻³ m |
| Copper conductivity (σ) | 5.8e⁷ S/m |
| Vacuum permeability (μ₀) | 4π10⁻⁷ H/m |
| Dielectric loss tangent tan(δ) | 2,83e⁻² |
| Dielectric permittivity (ε) | 1.3773e - 11 |
| Corrective term : (η) | 1 ≤ η ≤ 1.3 (η = 1) |

**Table 1.3:** Definition and values of constants and parameters [35]

The different network topologies are then described in detail so that our proposed approach can be used to any network’s topology.
Figure 1.3: Variation of computed RLCG parameters of an unshielded twisted pair as a function of the frequency.

1.2.3 Network topology

The network topology is the arrangement of the various geometric electronic devices (i.e., ECU, sensors, actuators, etc.) in the network, as well as their location and cable installation. It can be classified into two types namely: "physical topology" and "logical topology". The former represents the physical interconnections of the electronic devices in the network, while the latter represents the flow of data through the network. These two types are defined by the two lower layers of the Open Systems Interconnection (OSI) reference model [37].

Logical topologies may be of two types:

- Logical bus where data flow from the source device to all receiving devices. Only the device for which the data is intended will process it, the other devices will ignore it.

- A logical ring where data flow from the source device to the recipient device. Since the receiver is not the intended recipient of the data, the receiver transfer the data to another device until the intended recipient of the data receives it.

The most well-known physical topology types, shown in Fig. 1.4 [38], [39], [40], are:
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- Point-to-point topology: two devices are connected directly together with a common cable forming a point-to-point link.

- Bus topology: this network is made up of a main line, called the backbone, to which all the devices are connected by short connecting cables at different connection points.

- Star topology: all the devices are connected by their own cable with a point-to-point connection to a central device (hub - switch - router) which plays the role of master. The master coordinates the communication between the other devices called slaves. The latter cannot communicate directly with each other.

- Ring topology: each device is connected to two other devices on each side of it (point-to-point link) forming a single ring-shaped data path.

- Mesh topology: each device is directly connected to all other devices on the network with a point-to-point connection.

- Tree topology: the connected devices are arranged like branches of a tree, with a point-to-point connection.

- Hybrid topology: a combination of two or more topologies.

In smart grid applications, the most used topologies for Home Area Networks are bus topology, tree topology and mesh topology [41]. In industrial and instrumentation applications [42], a bus network is one of the most widely used topology for data transmission. In transportation systems applications, the massive deployment of electronic components has led to the migration from a point-to-point connection between devices to multiplexing, i.e. bus and hybrid topologies [43].

The wiring harness in an electrical vehicle distributes power and signals. The complexity of such a harness is shown in Table 1.4, where, for an average class vehicle, the number of wires is around 750. Compared to conventional wiring, bus networks offer significant advantages, among them

- Lower material costs for the cables.

<table>
<thead>
<tr>
<th></th>
<th>Small vehicle</th>
<th>medium-class vehicle</th>
<th>luxury-class vehicle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of connectors</td>
<td>70</td>
<td>120</td>
<td>250</td>
</tr>
<tr>
<td>Number of cables</td>
<td>350</td>
<td>750</td>
<td>1500</td>
</tr>
<tr>
<td>Total length of cabling</td>
<td>700 m</td>
<td>1500 m</td>
<td>3200 m</td>
</tr>
</tbody>
</table>
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1.3 Faults in cables

1.3.1 Introduction to soft and hard faults

Cables are prone to faults due to their environment: moisture can cause water-tree degradation [45], mechanical stresses and strains can crack the cable insulation (Fig. 1.5a, 1.5b), heat can cause thermal degradation (Fig. 1.5c) and chemicals can contaminate the wire.

A number of potential faults can occur in cables such as bad connections or insulation failure and possibly conductor cuts. These faults are divided into two categories, namely soft faults (Fig. 1.5) and hard faults (Fig. 1.6), based on their
severity and impact on data and energy transmission [2]. Degradation, faults, soft faults and hard faults have several different meaning in the literature. In this thesis, the following definitions are used:

**Definition 1** A degradation or a soft fault is defined as an irreversible localized alteration of at least one characteristic of a system component [46]. A system with a degraded component can still perform its functions. In the context of wired networks, the cable can still be used to carry data and/or power in presence of a degradation (or soft fault) [47]. In this manuscript, the words degradation and soft fault will be used indifferently.

**Definition 2** A hard fault or a fault is defined as a deviation of at least one characteristic property of the system which leads to an inability to perform the required task [46, 48, 49]. In the context of wired networks, the cable is not able to carry data and/or power in presence of a hard fault (i.e. short-circuit or open-circuit) [47].

Improper cable installation conditions (e.g., irregular twist, sharp bend, etc . . .) do not immediately affect the performance of the unshielded twisted pair (UTP) transmission line. However, they are degraded by such conditions [50]. Over time, the degradation tends to develop to hard faults where cable degradation can result in a short circuit (Fig. 1.6a) or an open circuit (Fig. 1.6b) interrupting data and energy transmission and resulting in total system breakdown.

Specimens of soft faults are shown in Fig. 1.5: rubbing of the wires against each other for long periods of time can cause an insulation cut, as shown in Fig. 1.5a and in Fig. 1.5b. If this rubbing persists, the exposed conductor can also be cut, resulting in an open circuit. In Fig. 1.5c, the physical characteristics of the insulation changes with excess heat, if overheated the insulation may be damaged by fusion and can cause a hard fault.

Hard faults can lead to dramatic events such as the explosion and crash of the TWA 800 Boeing 747 (1996) and Swissair MD-11 (1998) [51], or vehicle fires[1], and therefore they must be avoided.

Analytical and empirical representations of the different types of soft faults are developed in the following.

### 1.3.2 Characterization of the influence of soft faults

The influence of a soft fault (or degradation) on the model results in a local alteration of one or more of the primary parameters $R, L, C, G$, which inevitably leads to a small
change in the local impedance, thus a change in the propagation velocity. Different characterizations of the influence of soft faults are presented in Table 1.5. A brief description of these characterizations is given below:

- The finite-integral technique is a numerical method that solves electromagnetic field problems in the spatial and frequency domain. It is used in [52] to calculate the value of the impedance of a cut insulation.

- The impact of Water-Treeing (WT) on the affected area of the cable is a change in its dielectric parameters according to [53, 54]. The total permittivity of the degraded area of the cable is a function of the dielectric permittivity of water and the dielectric permittivity of the insulation.

- A local or homogeneous cable degradation that is due to thermal effect (excess heat) can be represented by a variation in the linear capacitance $C$ of the cable [34, 55].

- A pullout of the jacket and shield of a twisted pair cable (AWG24) or a coaxial cable (RG58CU) is represented by an insertion of an impedance $Z_f = [25 – 125] \Omega$ in series or in parallel [55].

- The faulty section represented by a shielding cut of a coaxial cable can be replaced by an equivalent circuit which results in localized changes in the linear capacitance $C$ and the linear inductance $L$ of the cable [56].
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<table>
<thead>
<tr>
<th>Ref</th>
<th>Cable</th>
<th>Soft fault</th>
<th>Impact</th>
<th>Characterization</th>
</tr>
</thead>
<tbody>
<tr>
<td>[52]</td>
<td>Coaxial</td>
<td>Insulation cut</td>
<td>Small change in the wire impedance</td>
<td>Finite-integral technique to compute $Z_f$</td>
</tr>
<tr>
<td>[53, 59]</td>
<td>Multi-core N2XSEY</td>
<td>Homogeneous or local Water-treeing</td>
<td>Change in the dielectric permittivity</td>
<td>Variation of $\epsilon$</td>
</tr>
<tr>
<td>[34, 55]</td>
<td>Coaxial</td>
<td>Degradation (Thermal)</td>
<td>Growth of relative permittivity and dielectric loss</td>
<td>Variation of $C\left[0.2:0.2:1.2\right] \cdot C$</td>
</tr>
<tr>
<td>[55]</td>
<td>STP Coaxial</td>
<td>Sheath and shielding torn off</td>
<td>Local Alteration of the characteristic impedance $Z_c$</td>
<td>Insertion of a parallel or serial impedance [25-125 $\Omega$]</td>
</tr>
<tr>
<td>[56]</td>
<td>Coaxial</td>
<td>Shielding cut</td>
<td>Modifications of the radiation and induction effect ($\Delta L \geq 0$), modification of the radius of the outer conductor ($\Delta C \leq 0$)</td>
<td>Equivalent circuit : $Z_d$ in series and $Y_d$ in parallel</td>
</tr>
<tr>
<td>[57]</td>
<td>Coaxial</td>
<td>Partial degradation of the shielding</td>
<td>Change in relative permittivity</td>
<td>Variation of $\epsilon : \epsilon_0 \leq \epsilon \leq \epsilon_{\text{insulator}}$</td>
</tr>
<tr>
<td>[58]</td>
<td>Triple-core</td>
<td>Water-treeing</td>
<td>low-impedance short circuit</td>
<td>Insertion of an impedance $R_f$</td>
</tr>
</tbody>
</table>

Table 1.5: Characterization of the influence of the fault.

- The degraded section of a cable is represented by a change in the relative permittivity of the cable insulation in [57] in such a way that the modified relative permittivity must be between the value of the permittivity of the air and that of the cable insulation.

- Soft faults caused by an excess of humidity are represented in [58] as an insertion of an impedance $R_f$ where the value of this impedance can change to emulate different set of cables’ faults.

The local variation of the primary parameters due to the influence of the soft fault may be represented by an adding impedance $Z_f$. The effect of moisture inside a connector or a series arc can be represented by the insertion of an impedance $Z_f$ in series and an insulation fault or a large local heating (hot spot) or a parallel arc can be represented by the insertion of an impedance $Z_f$ in parallel [60]. The nature of a fault, represented by $Z_f$, is related to information about the predominant linear parameter $R$, $L$, $C$ or $G$. If the linear resistance $R$ is predominant, the fault is called a resistive fault. It causes a faster degradation than a fault of a different nature [61]. This is due to the fact that resistive faults generally result from a degradation of
the cable conductor, whereas inductive or capacitive faults result from a superficial degradation of the cable insulation [61]. Therefore, resistive type faults are our main focus in this work.

The types of cable faults, the type of used cables and network topologies are detailed ahead. Any network can thus be modeled in its no-fault and its faulty situations. In the following, the network modeling method is detailed.

1.4 Network Modeling method

The network models are developed in the following so that we can use them later for simulation and for fault detection and localization purposes. Simulations are used to test and validate our fault detection and localization approach on realistic simulated data. The model is also used to study the sensitivity of our health indicators to faults and further to derive the residuals for fault detection and localization.

The modeling of a transmission line can be addressed by two different approaches: the "top-down approach" and the "bottom-up approach". A state of the art on these two approaches to channel modeling can be found in [62]. The studied network is viewed as a "black box" by the top-down approach, whereas the studied network is viewed as a "deterministic quantity" that depends on the network topology and its electrical component by the bottom-up approach. In the top-down approach, extensive measurements of the transmission coefficients between two terminal components of the network must be made to estimate the analytical model parameters using fitting algorithms [63–67]. The top-down approach is more computationally simple than the bottom-up approach and can be useful in case of lack of information about the network topology, electrical components, etc . . . . The bottom-up approach requires a perfect knowledge of the targeted network such as its topology, the characteristics of the cables used, the impedance of the terminal load, etc . . .

The chain matrix model that will be detailed in the subsection 1.4.1 is one of the most well-known and used bottom-up approaches [68]. This method is used under the condition of $\lambda_m < l$ with $\lambda_m$ denoting the wavelength of the highest frequency of the transmitted signal and $l$ denoting the length of the cable.

The Finite Difference Time Domain (FDTD) simulation of the telegraphers’ equation in (1.1) does not take into account the variations of the primary parameters $R$ and $G$ with frequency [69]. These issues can be resolved and the modeling process can be made simpler by modeling in the frequency domain.
1.4. Network Modeling method

1.4.1 Chain matrix model

The network is modeled in the frequency domain using the ABCD matrix method or the chain matrix method [70]. The Fourier transform can be applied to the telegraphers’ equations in (1.1). The sources are single frequency sinusoids and are assumed to have been applied long enough to be steady state [71]. The time derivative $\frac{\partial}{\partial t}$ is replaced by $j\omega$. The equivalent frequency domain equation of (1.1) is:

$$
\begin{align*}
\frac{\partial V(x)}{\partial x} &= -j\omega LI(x) - RI(x) \\
\frac{\partial I(x)}{\partial x} &= -j\omega CV(x) - GV(x)
\end{align*}
$$

(1.3)

After differentiating (1.3) with respect to $x$, the resulting equation is:

$$
\begin{align*}
\frac{\partial^2 V(x)}{\partial x^2} &= (R + j\omega L)(G + j\omega C)V(x) \\
\frac{\partial^2 I(x)}{\partial x^2} &= (R + j\omega L)(G + j\omega C)I(x)
\end{align*}
$$

(1.4)

with the propagation constant $\gamma = \left[(R + j\omega L)(G + j\omega C)\right]^{1/2}$, the equation (1.4) can be written as:

$$
\begin{align*}
\frac{\partial^2 V(x)}{\partial x^2} &= \gamma^2 V(x) \\
\frac{\partial^2 I(x)}{\partial x^2} &= \gamma^2 I(x)
\end{align*}
$$

(1.5)

The general solution of this equation is:

$$
\begin{align*}
V(x) &= V^+e^{-\gamma x} + V^-e^{\gamma x} \\
I(x) &= \frac{V^+}{Z_c}e^{-\gamma x} - \frac{V^-}{Z_c}e^{\gamma x}
\end{align*}
$$

(1.6)

The characteristic impedance of the line is denoted by $Z_c = (\frac{R+j\omega L}{G+j\omega C})^{1/2}$. $V^+$ and $V^-$ are constants to be determined from the terminal connections. The equation (1.6), is written in matrix form and then used at both bounds at $x = 0$ in (1.7) and $x = l$ in (1.8) where $l$ denotes the length of the line.

$$
\begin{bmatrix}
V(0) \\
I(0)
\end{bmatrix} = 
\begin{bmatrix}
1 & 1 \\
\frac{1}{Z_c} & -\frac{1}{Z_c}
\end{bmatrix}
\begin{bmatrix}
V^+ \\
V^-
\end{bmatrix}
$$

(1.7)

$$
\begin{bmatrix}
V(l) \\
I(l)
\end{bmatrix} = 
\begin{bmatrix}
e^{-\gamma l} & e^{\gamma l} \\
e^{-\gamma l}/Z_c & -e^{\gamma l}/Z_c
\end{bmatrix}
\begin{bmatrix}
V^+ \\
V^-
\end{bmatrix}
$$

(1.8)
The chain parameter matrix $M$ form helps us connect the voltage and current at the input of the line to those at the output of the line using the equations above [71]:

$$
\begin{bmatrix}
V(l) \\
I(l)
\end{bmatrix} =
\begin{bmatrix}
M
\end{bmatrix}
\begin{bmatrix}
V(0) \\
I(0)
\end{bmatrix}
\tag{1.9}
$$

with $M =
\begin{bmatrix}
\cosh[\gamma l] & -Z_c \sinh[\gamma l] \\
-\frac{1}{Z_c} \sinh[\gamma l] & \cosh[\gamma l]
\end{bmatrix}$

The ABCD-matrix is defined as the inverse of the chain parameter matrix:

$$
\begin{bmatrix}
V(0) \\
I(0)
\end{bmatrix} =
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V(l) \\
I(l)
\end{bmatrix}
\tag{1.10}
$$

with $A = \cosh[\gamma l]$, $B = Z_c \sinh[\gamma l]$, $C = \frac{1}{Z_c} \sinh[\gamma l]$ and $D = \cosh[\gamma l]$. The ABCD-matrix model is used in the following to model both a simple network and cascaded networks.

### 1.4.2 Network modeling via ABCD-matrix

At first, a simple network is modeled using the ABCD-matrix model then cascaded networks are modeled.

#### 1.4.2.1 Simple network modeling

The simple network, presented in Fig. 1.7, is modeled in the following using the ABCD model. The equation (1.11) relates the voltage $V_1$ and the current $I_1$ at the
input of the network to the voltage $V_2$ and the current $I_2$ at the output of the network.

$$
\begin{bmatrix}
  V_1 \\
  I_1
\end{bmatrix} =
\begin{bmatrix}
  \cosh[\gamma l] & Z_c \sinh[\gamma l] \\
  \frac{1}{Z_c} \sinh[\gamma l] & \cosh[\gamma l]
\end{bmatrix}
\begin{bmatrix}
  V_2 \\
  I_2
\end{bmatrix}
$$

(1.11)

From the Fig. 1.7, we have:

- At the source : $V_1 = V_s - Z_s \cdot I_1$.
- At the receiver : $V_2 = Z_R \cdot I_2$.

### 1.4.2.2 Cascaded network modeling

To model multiple lines cascaded in series, the overall ABCD-matrix is the product of the ABCD-matrix of each individual line where the branches are replaced by an equivalent impedance [72]. The individual line can be a simple network as in 1.4.2.1, a series impedance or a parallel impedance.

A series impedance $Z_s$ is represented by the matrix $\phi_s$ as in (1.12):

$$
\phi_s =
\begin{bmatrix}
  1 & Z_s \\
  0 & 1
\end{bmatrix}
$$

(1.12)

As seen in Table 1.5, a series impedance can represent a soft fault.

A parallel impedance $Z_p$ is represented by the matrix $\phi_p$ as in (1.13):

$$
\phi_p =
\begin{bmatrix}
  1 & 0 \\
  \frac{1}{Z_p} & 1
\end{bmatrix}
$$

(1.13)

A parallel impedance can represent all branches connected to a node, where each connected branch can be represented as an impedance. The equivalent impedance $Z_{eq,i,k}$ of a branch $B_i$ terminated by an impedance $Z_{R,i,k}$ and connected to a node $n_k$ is computed using computed using (1.14):

$$
Z_{eq,i,k} = \frac{a_i \cdot Z_{R,i,k} + b_i}{c_i \cdot Z_{R,i,k} + d_i}
$$

(1.14)

with $a_i$, $b_i$, $c_i$ and $d_i$ are the ABCD parameters of the branch $B_i$. The impedance $Z_{p,k}$ is the equivalent parallel impedance of several branches connected to the same node.
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\[ \text{Z}_p = \sum_{i=1}^{m_k} \frac{1}{\text{Z}_{\text{eq}_{ij,k}}} \]

(1.15)

with \( i \in \{1,2,3,\ldots,m_k\} \) and \( m_k \) is the number of branches connected to the node \( n_k \). An illustration of a cascaded network is presented in Fig. 1.8. In this figure, each part of a network between a source and a receiver is represented by its appropriate matrix. The ABCD-matrix representing the whole network is the product of all the matrices in the Fig. 1.8.

\subsection*{1.4.3 Relationship between ABCD-matrix and S-parameters}

As previously mentioned, the model will be used to perform simulations to validate the performance of our method and to study the sensitivity of our health indicators. We will also validate our method with data measured on a test bench. A vector network analyser (VNA) is used to characterize a network by measuring the insertion loss \( S_{21}(f) \) between two port of the network under test at each frequency \( f \). The insertion loss \( S_{21}(f) \) corresponds to \( \frac{2\cdot V_2}{V_s} \) which corresponds to a factor 2 of the transfer function \( H(f) \) also called Transmission Coefficient (TC) \([73]\). To simplify in the following, we consider that \( S_{21}(f) \) and \( H(f) \) express the same quantity. The factor 2 which is not considered will have no influence in the following developments.

\[ H(f) = S_{21}(f) = \frac{2 \cdot V_2}{V_s} \]

(1.16)
H\((f)\) is expressed as function of the ABCD parameters in the following. Using (1.10) in a simple network such presented in Fig. 1.7:

\[
V_1 = A \cdot V_2 + B \cdot I_2 \\
I_1 = C \cdot V_2 + D \cdot I_2
\]

And,

\[
H(f) = \frac{2 \cdot V_2}{V_s} = \frac{2 \cdot V_2}{V_1 + Z_s \cdot I_1} \\
= \frac{2 \cdot V_2}{A \cdot V_2 + B \cdot I_2 + Z_s \cdot (C \cdot V_2 + D \cdot I_2)}
\]

with \(V_2 = Z_R \cdot I_2\) and under the condition of matched impedance \([74, 75]\), \(Z_s = Z_R = Z_c\):

\[
H(f) = \frac{2 \cdot V_2}{A \cdot V_2 + B \cdot \frac{V_2}{Z_c} + Z_c \cdot (C \cdot V_2 + D \cdot \frac{V_2}{Z_c})} \\
= \frac{2}{A + \frac{B}{Z_c} + Z_c \cdot C + D}
\]

1.5 Transmission coefficients of different network topologies under no-fault and faulty situations

The transmission coefficients between an electronic control unit acting as a source and another acting as a receiver in different network topologies is expressed below using the ABCD modeling approach.

1.5.1 Point-to-point network

In a point-to-point connection, the network under study is composed of two ECU and a branch of length \(l\) connecting them, as shown in the Fig. 1.9. Mesh networks, tree networks and ring networks are all considered as networks with a set of point-to-point connection between their ECU, so the same expressions for the transmission coefficients are obtained for all these networks as for a point-to-point connection. Let us consider that the ECU\(_0\) acts as a source and ECU\(_1\) acts as a
1.5.1.1 No-fault situation

In the no-fault situation of the network, the network is free of faults. The fault-free branch between the two ECU is represented by the following ABCD matrix:

\[
SN^h(l) = \begin{bmatrix}
A^h_S & B^h_S \\
C^h_S & D^h_S
\end{bmatrix} = \begin{bmatrix}
\cosh [\gamma l] & Z_c \cdot \sinh [\gamma l] \\
\frac{1}{Z_c} \cdot \sinh [\gamma l] & \cosh [\gamma l]
\end{bmatrix}
\]  (1.22)

using (1.21), the transmission coefficient between \( S_0 \) and \( R_1 \) in the no-fault nominal (noise is not considered) situation, \( H^h_{R_{1,0}}(f) \), is expressed as follows:

\[
H^h_{R_{1,0}}(f) = \frac{2}{A^h_S + \frac{B^h_S}{Z_c} + C^h_S \cdot Z_c + D^h_S} = \frac{1}{e^{\gamma l}}
\]  (1.23)

1.5.1.2 Faulty situation

Let’s consider the situation where the network is faulty, a fault \( Z_f \) is located at the branch connecting the two ECU. The faulty branch of length \( l \) can be divided into three parts. Each part is represented by an appropriate matrix, so \( SN^f(l, x) \) is expressed as the product of these three matrices, with \( x \) denoting the distance between the fault position and the ECU1. The first matrix represents the part of the line of length \( l - x \) before the fault position, \( SN^h(l - x) \), the second represents a serial fault \( Z_f \) and the third matrix represents the part of the line of length \( x \) after the fault, \( SN^h(x) \).
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\[ SN^f(l, x) = \begin{bmatrix} A^f_S & B^f_S \\ C^f_S & D^f_S \end{bmatrix} = SN^h(l - x) \cdot \begin{bmatrix} 1 & Z_f \\ 0 & 1 \end{bmatrix} \cdot SN^h(x) \]

which gives:

\[ SN^f(l, x) = \begin{bmatrix} \cosh[\gamma l] + \frac{Z_f}{Z_c} \cdot \cosh[\gamma(l - x)] \cdot \sinh[\gamma x] \\ \frac{1}{Z_c} \cdot \sinh[\gamma l] + \frac{Z_f}{Z_c} \cdot \sinh[\gamma(l - x)] \cdot \sinh[\gamma x] \\ Z_c \cdot \sinh[\gamma l] + Z_f \cdot \cosh[\gamma(l - x)] \cdot \cosh[\gamma x] \\ \cosh[\gamma l] + \frac{Z_f}{Z_c} \cdot \sinh[\gamma(l - x)] \cdot \cosh[\gamma x] \end{bmatrix} \]

(1.24)

In the faulty situation, the transmission coefficient \( H^f_{R1,0}(f) \) between \( S_0 \) and \( R_1 \) is:

\[ H^f_{R1,0}(f) = \frac{2}{A^f_S + \frac{B^f_S}{Z_c} + C^f_S \cdot Z_c + D^f_S} \]

(1.25)

According to (1.24):

\[ A^f_S + \frac{B^f_S}{Z_c} + C^f_S \cdot Z_c + D^f_S \]
\[ = \cosh[\gamma l] + \frac{Z_f}{Z_c} \cdot \cosh[\gamma(l - x)] \cdot \sinh[\gamma x] + \frac{Z_c \cdot \sinh[\gamma l] + Z_f \cdot \cosh[\gamma(l - x)] \cdot \cosh[\gamma x]}{Z_c} \]
\[ + Z_c \cdot \left( \frac{1}{Z_c} \cdot \sinh[\gamma l] + \frac{Z_f}{Z_c} \cdot \sinh[\gamma(l - x)] \cdot \sinh[\gamma x] \right) + \cosh[\gamma l] + \frac{Z_f}{Z_c} \cdot \sinh[\gamma(l - x)] \cdot \cosh[\gamma x] \]
\[ = 2 \cdot e^{\gamma l} + \frac{Z_f}{Z_c} \cdot \cosh[\gamma(l - x)] \cdot \sinh[\gamma x] + \frac{Z_f}{Z_c} \cdot \cosh[\gamma(l - x)] \cdot \cosh[\gamma x] \]
\[ + \frac{Z_f}{Z_c} \cdot \sinh[\gamma(l - x)] \cdot \sinh[\gamma x] + \frac{Z_f}{Z_c} \cdot \sinh[\gamma(l - x)] \cdot \cosh[\gamma x] \]
\[ = 2 \cdot e^{\gamma l} + \frac{Z_f}{Z_c} \cdot \cosh[\gamma l] + \frac{Z_f}{Z_c} \cdot \sinh[\gamma l] = 2 \cdot e^{\gamma l} + \frac{Z_f}{Z_c} \cdot e^{\gamma l} \]

(1.26)

The final expression of \( H^f_{R1,0}(f) \) in the faulty situation is:

\[ H^f_{R1,0}(f) = \frac{1}{e^{\gamma l} + \frac{Z_f}{Z_c} \cdot e^{\gamma l}} \]
1.5.1.3 Transmission coefficients expressions

The transmission coefficients between the source $S_0$ and the receiver $R_1$ of a simple point-to-point network are presented in each situation in table 1.6. The transmission coefficient $H_{R_{1,0}}^f(f)$, in the network faulty situation, is a function of the severity of the fault represented by the impedance $Z_f$. The expressions of the transmission coefficient in a point-to-point network between two ECU shows that it is independent of the fault position. If the impedance of the ECU is matched to the network ($Z_{ECU_0} = Z_{ECU_1} = Z_c$), no reflection will propagate back and forth between the position of the fault $x$ and the end of the cable where the ECU is located. Considering now that $ECU_1$ is acting as a source and $ECU_0$ is acting as receiver, the transmission coefficient $H_{R_{0,1}}(f)$ is estimated at the receiver $ECU_0$. The expressions of the TC $H_{R_{0,1}}(f)$ are the same as the expressions of the TC $H_{R_{1,0}}(f)$ in the two possible situations of the network.

The expressions of the transmission coefficients in a star-shaped network are expressed in the following.

### Table 1.6: Transmission coefficients between the source $S_0$ and the receiver $R_1$ in the two situations of the network.

<table>
<thead>
<tr>
<th>No-fault situation (Reference)</th>
<th>Faulty situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{R_{1,0}}(f)$</td>
<td>$\frac{1}{\epsilon^l}$</td>
</tr>
</tbody>
</table>

1.5.2 Star-shaped network

In a star network, all components are individually connected to a central component. The central component can be a hub, a switch, an ECU or even a simple connector [37].

Two different types of star topology are discussed in the following paragraphs: a star communication network (SCN) and a star energy network (SEN).

A SCN is shown in Fig. 1.10a. All ECU designated as slaves are connected to a central or master ECU. A **point-to-point** connection is established between the source $S_{m+1}$ and each of the receivers $R_i$ separately. If one of the ECU wants to communicate with another, it sends the message to the master ECU, which in turn repeats the message and sends it to the target ECU. In this type of network, the same transmission coefficient expressions as in Table 1.6 can be used.
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(A) A star communication network (SCN).

(B) A star energy network (SEN).

Figure 1.10: Star network topologies.

A SEN is shown in Fig. 1.10b. All ECU are connected to a central node. The node is considered as a simple connector. If one ECU wants to communicate with another, the message will be sent directly and will be transmitted to all other ECU. The three situations of the star energy network are studied:

- The no-fault network: The network is free of faults.
- Faulty source branch: Fault located on the branch directly linked to the ECU acting as a source.
- Faulty receiver branch: Fault located on the branch directly linked to an ECU acting as a receiver.

1.5.2.1 No-fault network

Let’s consider the network when it is free of faults. First, consider that \( ECU_0 \) is a source and that the other ECU act as receivers. The ABCD matrix between the source \( S_0 \) and the \( i \)th receiver \( R_i \) is the product of three cascaded matrices. The first represents the branch between the source and the node, the second represents all branches extended from the node (except the branch \( B_i \)), and the last represents the branch \( B_i \) between the node and the receiver \( R_i \). All branches connected to the node can be represented by an equivalent parallel impedance \( Z_P \).

\[
Star^h_{R_i,0}(I_i) = SN^h(I_0) \cdot \Lambda(Z_P) \cdot SN^h(I_i)
\]  

(1.28)

where \( \Lambda(Z_P) \) is the matrix of a parallel impedance \( Z_P \), \( SN^h(I_0) \) is the matrix of the branch \( B_0 \) and \( SN^h(I_i) \) is the matrix of the branch \( B_i \). \( Z_P \) is the equivalent parallel
impedance representing all the branches connected to the node except \( B_i \). It can be computed using (1.29).

\[
\frac{1}{Z_p} = \sum_{j=1}^{m} \frac{1}{Z_{eqj}}, \quad j \neq i
\]  

(1.29)

where \( Z_{eqj} \) is the equivalent impedance of the branch \( B_j \) connected to the receiver \( R_j \) with an impedance \( Z_{Rj} \). It is calculated using (1.30).

\[
Z_{eqj} = \frac{a_j \cdot Z_{Rj} + b_j}{c_j \cdot Z_{Rj} + d_j}
\]  

(1.30)

where \( a_j, b_j, c_j \) and \( d_j \) are the parameters of the ABCD-matrix representing the \( B_j \). Under the matched impedance condition \((Z_{Ri} = Z_c \ \forall \ i \in \{1; 2; \ldots; m\})\), \( Z_{eqj} = Z_c \) and the equivalent parallel impedance \( Z_p = \frac{Z_c}{m-1} \).

\[
\text{Star}_{R_{i,0}}^h = \begin{bmatrix}
\cosh[\gamma l_0] & Z_c \cdot \sinh[\gamma l_0] \\
\frac{1}{Z_c} \cdot \sinh[\gamma l_0] & \cosh[\gamma l_0]
\end{bmatrix} \cdot \begin{bmatrix}
1 & 0 \\
\frac{1}{Z_p} & 1
\end{bmatrix} \cdot \begin{bmatrix}
\cosh[\gamma l_0] & Z_c \cdot \sinh[\gamma l_0] \\
\frac{1}{Z_c} \cdot \sinh[\gamma l_0] & \cosh[\gamma l_0]
\end{bmatrix}
\]

\[
\text{Star}_{R_{i,0}}^k = \begin{bmatrix}
\cosh[\gamma (l_0 + l_i)] + \frac{Z_c}{Z_p} \cdot \sinh[\gamma l_0] \cdot \cosh[\gamma l_i] \\
\frac{1}{Z_c} \cdot (\sinh[\gamma (l_0 + l_i)] + \frac{Z_c}{Z_p} \cdot \cosh[\gamma l_0] \cdot \cosh[\gamma l_i])
\end{bmatrix}
\]

\[
\text{Star}_{R_{i,0}}^k = \begin{bmatrix}
\cosh[\gamma (l_0 + l_i)] + (m - 1) \cdot \sinh[\gamma l_0] \cdot \cosh[\gamma l_i] \\
\frac{1}{Z_c} \cdot (\sinh[\gamma (l_0 + l_i)] + (m - 1) \cdot \cosh[\gamma l_0] \cdot \cosh[\gamma l_i])
\end{bmatrix}
\]

\[
\text{Star}_{R_{i,0}}^k = \begin{bmatrix}
\cosh[\gamma (l_0 + l_i)] + (m - 1) \cdot \sinh[\gamma l_0] \cdot \cosh[\gamma l_i] \\
\frac{1}{Z_c} \cdot (\sinh[\gamma (l_0 + l_i)] + (m - 1) \cdot \cosh[\gamma l_0] \cdot \cosh[\gamma l_i])
\end{bmatrix}
\]

\[
\text{Star}_{R_{i,0}}^k = \begin{bmatrix}
A_{star}^h & B_{star}^h \\
C_{star}^h & D_{star}^h
\end{bmatrix}
\]  

(1.32)

1.5.2.2 Faulty source branch

Let’s consider the situation where the fault is located on the branch \( B_0 \) directly linked to the ECU acting as source. The faulty branch \( B_0 \) of length \( l_0 \) can be divided into three parts, a part before the fault position represented by \( SN^h(l_0 - x_0) \), another
part representing the fault itself $Z_f$ and a part after the fault position represented by $SN^h(l_0)$ where $x_0$ is the distance between the fault position and the node. This branch will be represented by the matrix $SN^f(l_0, x_0)$ found in the equation (1.24). The matrix ABCD, representing the network between the source $S_0$ and the receiver $R_i$ is the product of three matrices: the matrix $SN^f(l_0, x_0)$ representing the faulty branch $B_0$, the matrix $\Lambda(Z_p)$ representing all the branches extended from the node (except the branch $B_i$), and the matrix $SN^h(l_i)$ representing the branch $B_i$ between the node and the receiver $R_i$.

\[
\text{Star}_{B_0}^{R_{i,0}} = SN^f(l_0, x_0) \cdot \Lambda(Z_p) \cdot SN^h(l_i)
\]

\[
\text{Star}_{B_0}^{R_{i,0}} = SN^f(l_0, x_0) \cdot \begin{bmatrix} 1 & 0 \\ \frac{m-1}{Z_c} & 1 \end{bmatrix} \cdot \begin{bmatrix} \cosh[\gamma l_i] & Z_c \cdot \sinh[\gamma l_i] \\ \frac{1}{Z_c} \cdot \sinh[\gamma l_i] & \cosh[\gamma l_i] \end{bmatrix}
\]

\[\text{Star}_{R_{i,0}}^{B_0} = \begin{bmatrix} A_{\text{star}}^{B_0} & B_{\text{star}}^{B_0} \\ C_{\text{star}}^{B_0} & D_{\text{star}}^{B_0} \end{bmatrix}
\]

\[
A_{\text{star}}^{B_0} = A^h_{\text{star}} + \frac{Z_f}{Z_c} \cdot (\cosh[\gamma(l_0 - x_0)]) \sinh[\gamma(l_i + x_0)] + (m - 1) \cdot \cosh[\gamma(l_0 - x_0)] \cosh[\gamma x_0 \cosh[\gamma l_i]]
\]

\[
B_{\text{star}}^{B_0} = B^h_{\text{star}} + \frac{Z_f}{Z_c} \cdot (\cosh[\gamma(l_0 - x_0)]) \cosh[\gamma(l_i + x_0)] + (m - 1) \cdot \cosh[\gamma(l_0 - x_0)] \cosh[\gamma x_0 \sinh[\gamma l_i]]
\]

\[
C_{\text{star}}^{B_0} = C^h_{\text{star}} + \frac{Z_f}{Z_c} \cdot (\sinh[\gamma(l_0 - x_0)]) \sinh[\gamma(l_i + x_0)] + (m - 1) \cdot \sinh[\gamma(l_0 - x_0)] \cosh[\gamma x_0 \cosh[\gamma l_i]]
\]

\[
D_{\text{star}}^{B_0} = D^h_{\text{star}} + \frac{Z_f}{Z_c} \cdot (\sinh[\gamma(l_0 - x_0)]) \cosh[\gamma(l_i + x_0)] + (m - 1) \cdot \sinh[\gamma(l_0 - x_0)] \cosh[\gamma x_0 \sinh[\gamma l_i]]
\]
1.5.2.3 Faulty receiver branch

The situation where the fault is located on the branch $B_i$ directly linked to the ECU acting as receiver $R_i$ is now discussed. The faulty branch $B_i$ of length $l_i$ can be divided into three parts, a part before the fault position represented by $SN^h(x_i)$, another part representing the fault itself $Z_f$ and a part after the fault position represented by $SN^f(l_i - x_i)$ where $x_i$ is the distance between the fault position and the node. This branch will be represented by the matrix $SN^f(l_i, x_i)$ found in the equation (1.24). The matrix ABCD, representing the network between the source $S_0$ and the receiver $R_i$ is the product of three matrices: the matrix $SN^h(l_0)$ representing the branch $B_0$, the matrix $\Lambda(Z_p)$ representing all the branches extended from the node (except the faulty branch $B_i$) and the matrix $SN^f(l_i, x_i)$ representing the faulty branch $B_i$ between the node and the receiver $R_i$.

\[
\begin{align*}
\text{Star}^B_{R_i,0} &= SN^h(l_0) \cdot \Lambda(Z_p) \cdot SN^f(l_i, x_i) \\
A_{\text{star}}^B &= A^h_{\text{star}} + Z_f \cdot (\sinh [\gamma (l_0 - x_i)] \cosh [\gamma (l_0 + x_i)] + (m - 1) \cdot \sinh [\gamma l_0] \cosh [\gamma x_i] \sinh [\gamma (l_0 - x_i)]) \\
B_{\text{star}}^B &= B^h_{\text{star}} + Z_f \cdot (\cosh [\gamma (l_0 + x_i)] \cosh [\gamma (l_0 - x_i)] + (m - 1) \cdot \cosh [\gamma (l_0 - x_i)] \cosh [\gamma x_i] \sinh [\gamma l_0]) \\
C_{\text{star}}^B &= C^h_{\text{star}} + Z_f \cdot (\sinh [\gamma (l_0 + x_i)] \sinh [\gamma (l_0 - x_i)] + (m - 1) \cdot \sinh [\gamma (l_0 - x_i)] \cosh [\gamma x_i] \cosh [\gamma l_0]) \\
D_{\text{star}}^B &= D^h_{\text{star}} + Z_f \cdot (\sinh [\gamma (l_0 + x_i)] \cosh [\gamma (l_0 - x_i)] + (m - 1) \cdot \cosh [\gamma (l_0 - x_i)] \cosh [\gamma x_i] \cosh [\gamma l_0])
\end{align*}
\]
1.5. Transmission coefficients of different network topologies under no-fault and faulty situations

Now the situation where the receiver $R_j$ is situated on the branch $B_j$ different from the faulty branch $B_i$ is discussed. The ABCD-matrix, representing the network between the source $S_0$ and the receiver $R_j$ with $j \neq i$ is the product of three matrices: the matrix $SN^h(l_0)$ representing the branch $B_0$, the matrix $\Lambda(Z_f^p)$ representing all the branches extended from the node (except the branch $B_j$), and the matrix $SN^h(l_j)$ representing the branch $B_j$ between the node and the receiver $R_j$.

\[
\text{Star}^{B_j}_{R_{j,0}} = SN^h(l_0) \cdot \Lambda(Z_f^p) \cdot SN^h(l_j)
\]

(1.44)

\[
A^B_{\text{star}} = A^h_{\text{star}} + \left( \frac{Z_c}{Z} - (m - 1) \right) \cdot (\sinh [\gamma l_0] \cosh [\gamma l_j])
\]

(1.45)

\[
B^B_{\text{star}} = B^h_{\text{star}} + Z_c \cdot \left( \frac{Z_c}{Z} - (m - 1) \right) \cdot (\sinh [\gamma l_0] \sinh [\gamma l_j])
\]

(1.46)

\[
C^B_{\text{star}} = C^h_{\text{star}} + \frac{1}{Z_c} \cdot \left( \frac{Z_c}{Z} - (m - 1) \right) \cdot (\cosh [\gamma l_0] \cosh [\gamma l_j])
\]

(1.47)

\[
D^B_{\text{star}} = D^h_{\text{star}} + \left( \frac{Z_c}{Z} - (m - 1) \right) \cdot (\cosh [\gamma l_0] \sinh [\gamma l_j])
\]

(1.48)

with the equivalent impedance $Z$ in the form of (A0.2.3):

\[
\frac{1}{Z} = \frac{1}{Z_c} \cdot \frac{2(m - 1)Z_c + Z_f((m - 1) + (m - 3)e^{-2\gamma x})}{2Z_c + Z_f(1 + e^{-2\gamma x})}
\]

(1.49)

1.5.2.4 Transmission coefficients expressions:

The transmission coefficients between the source $S_0$ and each receiver of the star-shaped network are presented in each situation in table 1.7. They are obtained using the equation (1.21) and the ABCD parameters representing the star-shaped network in its no-fault and faulty situations. Interested readers can refer to section A0.2 in the appendices for the development of the expression.

The Y-shaped network, a special case of the star energy network, in which the number of branches is limited to three branches is detailed in the following.
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### Table 1.7: Transmission coefficients between the source \( S_0 \) and each receiver, \( R_i \), in all the possible single faulty cases of the SEN.

<table>
<thead>
<tr>
<th>No-fault situation</th>
<th>Faulty ( B_0 ) (Connected to ( R_i ))</th>
<th>Faulty ( B_j ) (( j \neq i ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>( \frac{2}{(m+1)\cdot e^{\gamma(l_0+\gamma l)}} )</td>
<td>( \frac{2}{e^{\gamma(l_0+\gamma l)}} )</td>
</tr>
<tr>
<td></td>
<td>( \frac{2}{e^{\gamma(l_0+\gamma l)}} )</td>
<td>( \frac{2}{e^{\gamma(l_0+\gamma l)}} )</td>
</tr>
</tbody>
</table>

With \( A(x_i) = \frac{Z_f}{Z_c} \cdot (2 + (m - 1)(1 + e^{-2\gamma x_i})) \), \( B(x_j) = -\frac{2Z_f e^{-2\gamma x_j}}{2Z_c + Z_f (1 + e^{-2\gamma l_j})} \)

where \( i, j \in \{1; 2; \ldots; m\} \) and \( i \neq j \)

### 1.5.3 Y-shaped network

A Y-shaped network, as shown in Fig. 1.11, consists of three ECU, denoted by \( ECU_i \) with \( i \in \{0; 1; 2\} \), one node and three branches.

![Fig 1.11: Y-shaped network](image)

**ECU\( _i \): i\textsuperscript{th} Electronic control unit**

**S\( _i \): i\textsuperscript{th} source**

**R\( _i \): i\textsuperscript{th} receiver**

**B\( _i \): i\textsuperscript{th} branch**

A fault can occur in any of the three branches \( B_0, B_1 \) and \( B_2 \), so three situations, including the no-fault situation, of the network are explored in the following using the chain matrix model:

- No-fault network.
- Faulty source branch: Fault on the branch directly linked to the ECU acting as a source.
• Faulty receiver branch: Fault on one of the branches directly linked to a ECU acting as a receiver.

In the following, the ECU are considered to be matched ($Z_{ECU_0} = Z_{ECU_1} = Z_{ECU_2} = Z_c$). The ECU$_0$ plays the role of source S$_0$ and the other two ECU play the role of receivers R$_1$ and R$_2$.

1.5.3.1 No-fault network

Let’s consider the network when it is free of faults. This network is considered as a special situation of the star network with $m = 2$ ECU acting as receivers.

The ABCD matrix of a Y-shaped network in its no-fault situation is obtained by replacing $m$ by 2 in the equation (1.31):

$$Y_{R,i,0}^{h} = \begin{bmatrix} \cosh[\gamma(l_0 + l_i)] + \frac{1}{Z_c} \cdot (\sinh[\gamma(l_0 + l_i)] + \cosh[\gamma l_0] \cdot \cosh[\gamma l_i]) & Z_c \cdot (\sinh[\gamma(l_0 + l_i)] + \sinh[\gamma l_0] \cdot \sinh[\gamma l_i]) \cdot \cosh[\gamma(l_0 + l_i)] + \cosh[\gamma l_0] \cdot \sinh[\gamma l_i] \\ \frac{1}{Z_c} \cdot (\sinh[\gamma(l_0 + l_i)] + \cosh[\gamma l_0] \cdot \cosh[\gamma l_i]) & \cosh[\gamma(l_0 + l_i)] + \cosh[\gamma l_0] \cdot \sinh[\gamma l_i] \end{bmatrix}$$

(1.50)

$$Y_{R,i,0}^{h} = \begin{bmatrix} A_{Y}^h & B_{Y}^h \\ C_{Y}^h & D_{Y}^h \end{bmatrix}$$

(1.51)

1.5.3.2 Faulty source branch

In a situation where the fault is on the branch B$_0$ directly linked to the ECU acting as a source, the ABCD matrix is obtained by replacing $m$ by 2 in the equations (1.35), (1.36),(1.37) and (1.38):

$$A_{Y}^{b_0} = A_{Y}^h + \frac{Z_f}{Z_c} \cdot (\cosh[\gamma(l_0 - x_0)] \sinh[\gamma(l_i + x_0)] + \cosh[\gamma(l_0 - x_0)] \sinh[\gamma x_0] \cosh[\gamma l_i])$$

(1.52)

$$B_{Y}^{b_0} = B_{Y}^h + Z_f \cdot (\cosh[\gamma(l_0 - x_0)] \cosh[\gamma l_0] \cosh[\gamma l_i])$$

(1.53)
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\[ C_{Y_0}^B = C_Y^b + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma(l_0 - x_0)] \sinh [\gamma(l_i + x_0)] + \sinh [\gamma(l_0 - x_0)] \cosh [\gamma x_0] \cosh [\gamma l_i]) \]  

(1.54)

\[ D_{Y_0}^B = D_Y^b + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma(l_0 - x_0)] \cosh [\gamma(l_i + x_0)] + \sinh [\gamma(l_0 - x_0)] \cosh [\gamma x_0] \sinh [\gamma l_i]) \]  

(1.55)

1.5.3.3 Faulty receiver branch

In a situation where the fault is on the branch \( B_i \) with \( i \in \{1; 2\} \), the ABCD matrix, representing the network between the source \( S_0 \) and the receiver \( R_j \) is obtained by replacing \( m \) by 2 in the equations (1.40), (1.41), (1.42) and (1.43):

\[ A_{Y}^B = A_Y^b + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma(l_i - x_i)] \cosh [\gamma(l_0 + x_i)] + \sinh [\gamma l_0] \cosh [\gamma x_i] \sinh [\gamma(l_i - x_i)]) \]  

(1.56)

\[ B_{Y}^B = B_Y^b + Z_f \cdot (\cosh [\gamma(l_0 + x_i)] \cosh [\gamma(l_i - x_i)] + \cosh [\gamma(l_i - x_i)] \cosh [\gamma x_i] \sinh [\gamma l_0]) \]  

(1.57)

\[ C_{Y}^B = C_Y^b + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma(l_0 + x_i)] \sinh [\gamma(l_i - x_i)] + \sinh [\gamma(l_i - x_i)] \cosh [\gamma x_i] \cosh [\gamma l_0]) \]  

(1.58)

\[ D_{Y}^B = D_Y^b + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma(l_0 + x_i)] \cosh [\gamma(l_i - x_i)] + \cosh [\gamma(l_i - x_i)] \cosh [\gamma x_i] \cosh [\gamma l_0]) \]  

(1.59)

The ABCD matrix, representing the network between the source \( S_0 \) and the receiver \( R_j \) is obtained by replacing \( m \) by 2 in the equation (1.45):
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\[
A_{Y}^{B_i} = A_{Y}^{h} + \left( \frac{Z_c}{Z} - 1 \right) \cdot (\sinh [\gamma l_0] \cosh [\gamma l_i]) \tag{1.60}
\]

\[
B_{Y}^{B_i} = B_{Y}^{h} + Z_c \cdot \left( \frac{Z_c}{Z} - 1 \right) \cdot (\sinh [\gamma l_0] \sinh [\gamma l_i]) \tag{1.61}
\]

\[
C_{Y}^{B_i} = C_{Y}^{h} + \frac{1}{Z_c} \cdot \left( \frac{Z_c}{Z} - 1 \right) \cdot (\cosh [\gamma l_0] \cosh [\gamma l_i]) \tag{1.62}
\]

\[
D_{Y}^{B_i} = D_{Y}^{h} + \left( \frac{Z_c}{Z} - 1 \right) \cdot (\cosh [\gamma l_0] \sinh [\gamma l_i]) \tag{1.63}
\]

The equivalent impedance \( Z \) is obtained from the equation (1.49) by replacing \( m \) by 2, it is expressed as follows:

\[
\frac{1}{Z} = \frac{1}{Z_c} \cdot \frac{2Z_c + Z_f(1 - e^{-2\gamma x_i})}{2Z_c + Z_f(1 + e^{-2\gamma x_i})} \tag{1.64}
\]

1.5.3.4 Transmission coefficients expressions

The transmission coefficients between the source \( S_0 \) and each receiver of the Y-shaped network are presented in each situation in table 1.8. They are obtained using the equation (1.21) and the ABCD parameters representing the Y-shaped network in its no-fault and faulty situations found in 1.5.3. Interested readers can refer to section A0.1 in the appendices for more details. As it can be seen in the table 1.8, the transmission coefficients

<table>
<thead>
<tr>
<th>No-fault situation (Reference)</th>
<th>Faulty ( B_0 )</th>
<th>Faulty ( B_1 )</th>
<th>Faulty ( B_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_{R1,0}(f) )</td>
<td>( \frac{2}{3}e^{\gamma l_0}i^{i(3+A(x_0))} )</td>
<td>( \frac{2}{3}e^{\gamma l_0}i^{i(3+A(x_0))} )</td>
<td>( \frac{2}{3}e^{\gamma l_0}i^{i(3+B(x_2))} )</td>
</tr>
<tr>
<td>( H_{R2,0}(f) )</td>
<td>( \frac{2}{3}e^{\gamma l_0}i^{i(3+A(x_0))} )</td>
<td>( \frac{2}{3}e^{\gamma l_0}i^{i(3+B(x_1))} )</td>
<td>( \frac{2}{3}e^{\gamma l_0}i^{i(3+A(x_2))} )</td>
</tr>
</tbody>
</table>

With \( A(x_i) = \frac{Z_f}{Z_c} \cdot (3 + e^{-2\gamma x_i}) \), where \( i \in \{0; 1; 2\} \)

\[
B(x_i) = \frac{-2Z_fe^{-2\gamma x_i}}{\Sigma Z_c + Z_f(1 + e^{-2\gamma x_i})}
\]

between the source and each receiver in a faulty network situation are a function of the severity of the fault represented by its impedance \( Z_f \) and the distance between the fault position and the position of the node \( x_i \) in the branch \( B_i \). The expressions of \( H_{R1,0}(f) \) and \( H_{R2,0}(f) \) in the faulty \( B_0 \) (faulty source branch) situation are identical. However, these expressions are different in the faulty \( B_1 \) or \( B_2 \) (faulty receiver branch) situations.

It should be noted that if we change the source, the expressions of the TC are the same:
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\[ H_{R_{01}}(f) = H_{R_{10}}(f) \]. The expressions of \( H_{R_{10}}(f) \) have the same form if one of the branches \( B_0 \) or \( B_1 \), located on the direct path between the \( ECU_0 \) and \( ECU_1 \), is faulty. What changes is the position of the fault noted \( x_0 \) or \( x_1 \). In fact, if we have a fault on \( B_0 \) \((Z_f, x_0)\), and \( S_0 \) is the source, we have the expression in the cell \((1,2)\) of the table. If we change the source to \( S_1 \), the same fault will be on a branch connected to a receiver at a distance of \( x_0 \) from the node. We can therefore use the expression in cell \((1,3)\) of the table which is similar to the cell \((1,2)\).

In a real application, the transmission coefficient \( H(f) \) can be either measured by a vector network analyser or estimated using dedicated signals. Power line communication (PLC) system is a special technology that requires the estimation of \( H(f) \) using a multi-carrier modulation scheme. The introduction of the PLC technology and the estimation procedure is presented in the following section.

### 1.6 Power Line Communication: basics and interests

#### 1.6.1 Introduction

The objective here is to briefly introduce the concept of PLC and to highlight the estimation of the transmission coefficient \( H(f) \) required in the PLC receiver for communication purpose. PLC is a technology that transmits information over power lines \([5, 76, 77]\). This technology is divided into two main families: narrowband PLC and broadband PLC. A comparison between the two technologies is presented in Table 1.9.

<table>
<thead>
<tr>
<th>PLC</th>
<th>Frequency bandwidth</th>
<th>Rate</th>
<th>Range</th>
<th>Technologies (Standards)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrowband</td>
<td>3 – 500 kHz</td>
<td>Up to 500 kbps</td>
<td>Several kilometers</td>
<td>PRIME [78], G3-PLC [30], IEEE 1901.2, ITU-T G.hnem, IEC 61334, ISO/IEC14908-3, KONNEX EN50065, X-10</td>
</tr>
<tr>
<td>Wideband</td>
<td>1.8 – 250 MHz</td>
<td>Up to 2024 Mbps</td>
<td>Up to hundreds of meters</td>
<td>HomePlug AV PHY, IEEE P1901, HomePlug Green PHY, HD-PLC, H.lhn (G.996), HomePlug AV2</td>
</tr>
</tbody>
</table>

Smart grid applications, home automation, automotive industry \([6]\) use currently PLC technology. All the transportation domain could benefit from the use of PLC to reduce wire
bundles, allowing the reduction of the wire costs, of the vehicle weight and thus of the CO2 emission rate. Since the electronic control units (ECU) and sensors used are all powered by power transmission cables, using these cables for data transmission is an ideal solution for reducing the amount of wiring in vehicles.

The new generation of multimedia applications such as HD television, internet protocol television, interactive gaming, whole-home audio, security monitoring, and smart grid management requires high data rate. As a solution, some wideband technology such as HomePlug AV2 (HPA2) are proposed to support applications with high bandwidth, $[1.8 : 86.13] \text{ MHz}$, and improved data rates up to $2\text{Gbit/s}$ [79–81]. Hence, in our work, the upper limit of the considered bandwidth of interest is set to $100\text{MHz}$. In most PLC systems, data transmission is carried out using orthogonal frequency division multiplexing (OFDM) modulation scheme. The principle of the OFDM process is highlighted in the following.

### 1.6.2 Orthogonal frequency division multiplexing

OFDM is the technology behind many wireless broadband systems such as WiFi (IEEE 802.11a, g, n, ac), WiMAX (IEEE 802.16) and fourth generation mobile communications 4G (LTE) and many wireline systems such as ADSL (Asymmetric Digital Subscriber Line), MoCA (Multi-media over Coas Alliance), PLC [82]. OFDM is a modulation process involving multi-carrier transmission techniques. OFDM can be seen as a simultaneous transmission of $N$ subcarriers using a subchannel efficiently spaced (Example of 5 subcarriers in Fig. 1.12). The available transmission bandwidth $BW$ is divided into several orthogonal subchannel $\Delta f$.

The Figure 1.13 represents the OFDM modulator which is the sum of $N$ different modulated signals.

Each of the subcarriers is modulated using quadrature amplitude modulation (QAM) [83]. QAM can refer to different digital modulation methods as Binary Phase Shift Keying (BPSK), Quadrature Phase Shift Keying (QPSK), 16QAM (16-state QAM), 32QAM (32-state QAM). For example, 4-state QAM modulation (or QPSK) transmits data with a carrier waves whose amplitude and phase can take 4 states depending of the value of the binary data. The
Chapter 1. Transmission coefficients of wired networks in presence of fault

**Figure 1.12:** Five orthogonal subcarriers.

**Figure 1.13:** OFDM modulator.

\[ f_n = f_0 + n\Delta f \]
QAM constellation map in Fig. 1.14 shows the state (amplitude, phase) of the carrier wave depending on the binary data (0, 1, 2, or 3).

The OFDM symbol $x(t)$ is defined as the sum of the signals representing the $N$ modulated sub-carriers:

$$x(t) = \sum_{k=1}^{N} x_k(t) = \sum_{k=1}^{N} X_k \cdot e^{j2\pi f_k t} \quad \text{with} \quad t \in [0 : T_s] \quad \text{and} \quad f_k = \frac{k}{T_s}. \quad (1.65)$$

The equations above are continuous functions but OFDM systems are implemented in discrete form. The signal $x(t)$ is sampled with the sampling period $T_e = \frac{T_s}{N}$. At each sampling time $t = n \cdot T_e$ with $n \in [1 : N]$, the sampled signal $x(n \cdot T_e)$ is as follows:

$$x(n \cdot T_e) = x(n) = \sum_{k=1}^{N} X_k \cdot e^{j2\pi \frac{k}{N} \cdot n \cdot T_e} = \sum_{k=1}^{N} X_k \cdot e^{j2\pi \frac{k}{N} \cdot n} \quad (1.66)$$

$x_n$ denotes the set of complex symbols of the baseband signal. As we can see in the formula (1.66), the sampled signal is the result of the Inverse Discrete Fourrier Transform of the $X_k$ symbol. That’s why in real OFDM system, the Inverse Fast Fourier Transform (IFFT) is used at the transmitter to efficiently create the time domain waveform from the array of modulated subcarriers $\{X_k\}$. $\{x_n\}$ forms the OFDM symbol. At the receiver, the FFT is used to transform the time domain signal back to the array of subcarriers carrying QAM modulation $\{Y_k\}$ in the frequency domain. Figure 1.15 shows the Baseband OFDM system.
including the transmitter part, the receiver part and the channel. A guard interval is inserted between each OFDM symbol to provide time separation between symbols. This is a simple method to prevent multipath propagation in the channel from causing interference between symbols. This type of interference is due to the multipath effect, which causes the transmitted signal to be duplicated and received several times as an echo. In general a copy of the end of the symbol is inserted into its beginning. This operation is known as cyclic prefixing and prevents also the Intercarrier Interference (ICI). Its duration must be two to four times the effective delay spread \([84]\) in wireless communication for example. The resulting signal is denoted \(x'(t)\).

The transmission channel is represented by the impulse response \(h(t)\) and the additive noise \(w(t)\). The signal at the output of the channel is denoted as \(y'(t) = h(t) \ast x'(t) + w(t)\) in the time domain. If we assume that the intersymbol interference (ISI) and ICI are cancelled thanks to the insertion of the guard interval, in the frequency domain, the previous equation can be written as \(Y_k = H_k \cdot X_k + W_k\) with \(H_k\) the transmission coefficient between a source and a receiver at the \(k^{th}\) sub-carrier. \(H_k\) can be estimated at the receiver.

At the receiver, the signal attenuation and delay caused by the channel is compensated thanks to the equalizer. The symbols \(\{Y_k\}\) are simply multiplied by \(C_k\), the inverse of the transmission coefficient.

\[
C_k = \frac{1}{H_k} \tag{1.67}
\]

In the OFDM process, the channel transmission coefficient \(H_k\) is required at the receiver part to equalize the signal. To estimate \(H_k\) \([85]\), a reference signal (or pilot signal) known by the receiver is used. The transmitter sends the pilot symbols \(X_{pilot}\) and the receiver received
\( Y_{pilot} \). Using the Least Square (LS) estimator technique [82, 86], the estimation process computes for each sub-carrier \( k \), an average value of estimated \( N_p \) symbols in order to reduce the influence of noise. The estimation of the transmission coefficient at the \( k^{th} \) sub-carrier is given by:

\[
\hat{H}_k = \frac{1}{N_p} \sum_{n=1}^{N_p} \frac{Y_{pilot}^{k,n}}{X_{pilot}^{k,n}}
\]

(1.68)

1.7 Conclusion

In this chapter, a state of the art on networks, on their characteristics, and on modeling methods was made. These networks are used to connect electronic control units together for communication and power supply. Since networks are deployed in harsh environments, they are prone to faults. The faults effects are represented as series impedances. The ABCD modeling approach is used in this chapter to model different network topologies in the presence and in the absence of faults. Afterwards, the expressions of the transmission coefficients of these networks between an ECU acting as a source and others acting as receivers are given. In PLC systems, these transmission coefficients can be obtained using OFDM scheme that was also detailed in this chapter. From the TC expressions, fault-sensitive health indicators are proposed in chapter 2. From the health indicators, residuals that will be used for our proposed transferometry-based fault detection and localization are proposed.
Chapter 2

General principle of the diagnosis method based on the transmission coefficients: Validation on a Y-shaped network

This chapter is divided into five main sections. First, the general concepts of diagnosis are introduced. Next, a state of the art of the wired networks fault diagnosis methods is presented and discussed with a particular focus on reflectometry-based and transferometry-based methods. Then, our proposed diagnosis method based on the transmission coefficients is detailed. Residuals are proposed to detect a local degradation (or soft fault), to locate the faulty branch and to monitor the evolution of its degradation. Finally, the proposed monitoring method is validated on real measurements extracted from a Y-shaped network test bench. To obtain many different faulty situations, realistic simulation-based data are also used to study the sensitivity of the residuals to soft fault characteristics (level of degradation i.e. soft fault severity and position) and to noise.
2.1 General concept of diagnosis

Real-world engineering systems, such as transportation systems, smart grids, nuclear power plants and chemical plants, are prone to faults. Faults tend to degrade system performance and lead to serious consequences. Therefore, it is important to have a monitoring system that can follow the physical conditions of the system by collecting data, recognizing and reporting any abnormal behavior [87, 88]. The reliability, safety and efficiency of these systems can be improved by using fault detection and diagnosis methods which were the subject of intensive research [89–93]. By monitoring a system and taking appropriate action in case of early detection of a fault, it is possible to plan maintenance operations to avoid total system failure and reduce repair expenses. The general principle of the diagnosis process is duplication and comparison techniques that can be based on hardware redundancy, analytical redundancy or signal-based/data-based approaches [94, 95]:

- The **hardware redundancy** approach is based on comparing duplicate measurements from different sets of identical sensors, and then a voting process is used to detect and isolate the faulty sensor [96]. Unfortunately, this approach leads to increased weight, cost and energy consumption.

- The **analytical redundancy** approach is based on the use of the analytical relationships between the input and output signals given by dynamic process models under given hypothesis (no-fault or fault) of the target system. Residual signals are generated by comparing the actual measured outputs on the system and the respective estimated outputs using the model. Residuals are close to zero in the no-fault conditions and non-zero in the faulty conditions [97, 98]. These techniques are based on parity equations [99], state observers [100], parameter/state estimation [101].

- The **signal-based or data-based** approach consists in extracting signal or data characteristics (frequency, time, shape, position...) from measurements or available data. These characteristics are thus compared to *a priori* known characteristics of the system under no-fault and fault hypotheses [102, 103].

The diagram in Fig. 2.1 summarizes the basic concepts of the three diagnosis approaches described above.

The faults considered in the literature are distinguished as sensor, actuator, process component and controller faults [46]. Most of these elements are
interconnected by wired networks that are used for data routing and power supply. These networks are generally assumed to operate in a no-fault condition and the methods of sensor/actuator/component fault diagnosis are applicable under this assumption. However, the embedded wired networks are prone to soft faults that can evolve into hard faults (cf. definitions 1 and 2). The following section is devoted to the wireframe diagnosis methods found in the literature.

2.2 Wireframe diagnosis methods

The power supply of electronic components and the exchange of information between them in transportation systems, in smart grids and in industrial applications are done mainly via cables. This results in a great complexity of the wired network which must be maintained in optimal operation. Therefore, the implementation of a monitoring system for the wired network is needed. This system must be able to detect, locate and identify soft faults before they lead to more serious faults (short circuits or open circuits) that make the cable unusable. By deploying a monitoring system capable of detecting soft faults, it is therefore
possible to reconfigure the communication system to avoid the faulty branch, leading to a fault-tolerant network [104]. This monitoring system can also provide maintenance support to directly repair the faulty cable which would reduce the repair costs.

By browsing the literature, one can find different wireline diagnosis methods such as:

- Visual inspection [105].
- X-ray [106].
- Guided ultrasonic waves [107, 108].
- Infrared thermal imaging [109].
- High-pot [110].
- Reflectometry-based methods [111].
- Transferometry-based methods [3].

The majority of these methods are signal-based methods. A comparison between the previously mentioned methods is made in [69] resulting that the most used methods for fault diagnosis in wired networks are reflectometry-based methods. The advantages and disadvantages of the diagnosis methods are summarised in the table 2.1. The reflectometry-based methods are presented and discussed in the next subsection. Transferometry-based method will be detailed in section 2.2.2.

2.2.1 Reflectometry-based methods

These methods use the same principle as a radar. A dedicated signal is injected into the network, and at each impedance discontinuity (e.g. node, faults, mismatched load, etc...) a fraction of the injected signal is reflected back to the injection point. The general principle of the methods, illustrated in Fig.2.2, is to analyze reflected signals. To distinguish the reflections due to faults from reflections due to other types of impedance discontinuity, the reflectogram of the network is compared to a reference reflectogram constructed when the network is in the no-fault condition. Therefore, these diagnosis methods are considered to be signal-based methods (see section 2.1). These methods are divided into two main families: Frequency Domain Reflectometry (FDR) and Time Domain Reflectometry (TDR) according to the type of signal which is injected and the processing method of the reflected signal [113,
### Table 2.1: Comparison of diagnosis methods [69, 112]

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-Rays</td>
<td>Detects hard and soft faults.</td>
<td>Requires complex systems.</td>
</tr>
<tr>
<td>Infrared thermal imaging</td>
<td>Provides location information.</td>
<td>Detects only faults creating a hot spot.</td>
</tr>
<tr>
<td>High Pot</td>
<td>Detects insulator faults.</td>
<td>Requires complex systems. Can damage the tested cable.</td>
</tr>
<tr>
<td>Transferometry</td>
<td>Detects soft and hard fault. Use the existing components. Support online implementation. Provide location information.</td>
<td>Increases the computational and communication costs.</td>
</tr>
</tbody>
</table>

**Figure 2.2:** General principle of Reflectometry-based methods.
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In FDR methods, the injected signal is known as a "chirp" signal which is a set of sine waves whose frequency varies linearly with time. Three types of FDR are commonly used: standing wave reflectometry (SWR), frequency modulated continuous wave (FMCW) and frequency domain reflectometry with phase detection (PDFDR) [115].

In conventional TDR methods, the injected signal is a Gaussian pulse. As the injected signal can disturb the electronic components connected to the cable to be tested, the classical TDR methods are not used online. That’s why several methods derived from TDR such as Sequence TDR (STDR), Spread Spectrum TDR (SSTDR), Multi-Carrier TDR (MCTDR), Orthogonal Multi-Tone TDR (OMTDR) inspired by OFDM, Noise DR (NDR), chaos TDT (CTDR) and Binary TDR (BTDR) have emerged [116–118]. A review of existing reflectometry-based methods is presented in [47].

Reflectometry-based methods detect and can locate hard faults. However, these methods may have difficulty in detecting small reflections generated by soft faults due to attenuation and distortion of the signal during propagation. They can be limited by the ambiguity of the location of the faulty branch and the blind spot problem [69]. The signature of soft faults can be masked by noise, and reflections due to soft faults can be masked by those caused by nodes [119]. To overcome some of these problems, distributed reflectometry methods were proposed [120–122]. In these methods, several reflectometers are installed in complex networks and a data fusion algorithm between all reflectograms is applied to obtain the final diagnosis result. To avoid the use of too many reflectometers, a combination between distributed reflectometry with Principal Component Analysis (PCA) was proposed in [112]. Reflectometry methods are continuously being studied, particularly for the detection and localisation of soft faults in complex networks. These methods, however, only rely on the analysis of the signals they inject, not the other signals that are present in the network. To benefit from the additional information provided by the signals sent from and to ECU, transferometry-based methods are proposed [3]. These methods discussed in the following subsection can be seen as complementary to the reflectometry methods.

2.2.2 Transferometry-based methods

Instead of analyzing the reflected signals, the transmitted signals received by the receiver may be analyzed as shown in Fig. 2.3. The general principle of a transmission-based (or transferometry-based) monitoring method is the
comparison between a reference Transmission Coefficient (TC), estimated when the network is supposed to be in the no-fault situation, and the successive TCs estimated online. In [123], the difference between the compared TC is detected by comparing the values and positions of the TC peaks and notches of reference TC with successive online estimated TC. This comparison was performed in [124–126] using different machine learning techniques (support vector machine - regression) by selecting multiple features, namely the mean, variance, skewness and kurtosis of the channel TC over the operating bandwidth of 2 to 30 MHz or using neural networks to avoid any manual feature extraction process in [127]. By employing frequency domain deconvolution between a reference TC and an online estimated TC, soft faults in a point-to-point connection of two power line devices can be detected [128]. In order to compare the reference TC and successive TC measurements, Euclidean distance is used in [129]. In all the previous investigations, the considered networks are simple point-to-point connections. However, to our knowledge several points have never been studied:

- Detecting and locating soft faults (i.e. local degradation) in complex networks for which the communication system can still operate correctly.
- Tracking the degradation process along the time.
- Study the influence of the fault characteristics (level of degradation or severity and position of the fault) on the transmission coefficients.

To answer these challenging questions, a transferometry-based diagnosis method is proposed in the following section.
Remark 1 The use of PLC technology is a great advantage for transferometry-based methods, because no additional measurement instrument will be required to get the TC [130].

2.3 Proposed transferometry-based diagnosis methodology

2.3.1 Expressions of the transmission coefficients in function of the network parameters

As explained in chapter 1, section 1.6.2, PLC technology aims to use energy cables for data communication. In PLC-type transmission systems, the transmission coefficients, between ECU acting as sources and others acting as receivers, are estimated online for communication purposes. The estimation procedure is detailed in chapter 1, section 1.6.2. This estimation constitutes the first step of our method based on monitoring the transmission coefficients. The expressions of the transmission coefficients in function of the ABCD model parameters are recalled in the Tables 2.2, 2.3 and 2.4 for point-to-point, Y-shaped and star-shaped energy network (SEN) topologies respectively. In what follows, $Z_c$ denotes the characteristic impedance of the studied network and $Z_f$ denotes the added impedance representing the fault.

**Table 2.2:** Transmission coefficients between the source and the receiver in the two situations of the point-to-point network of length $l$.

<table>
<thead>
<tr>
<th></th>
<th>No-fault situation (Reference)</th>
<th>Faulty situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{R_{1,0}}(f) = H_{R_{0,1}}(f)$</td>
<td>$\frac{1}{e^{\gamma l}}$</td>
<td>$\frac{1}{e^{\gamma l}(1 + \frac{Z_f}{Z_c})}$</td>
</tr>
</tbody>
</table>

These expressions are useful to express the influence of the fault on the transmission coefficients. From these expressions, we will generate health indicators and residuals that are fault-sensitive. The proposed health indicators are detailed in the following.
2.3. Proposed transferometry-based diagnosis methodology

| Table 2.3: Transmission coefficients between the source $S_0$ and each receiver, $R_i$, in all the possible single faulty cases of the SEN. |
|----------------------------------|------------------|------------------|------------------|
| $H_{R_0,i}(f)$ (No-fault situation) | $2^{\frac{2}{m+1}}e^{i\pi f_0 t_i}\gamma$ | $2^{\frac{2}{m+1}}e^{i\pi f_0 t_i}(m+1)+A(x_0)$ | $2^{\frac{2}{m+1}}e^{i\pi f_0 t_i}(m+1)+A(x_i)$ |
| * $2^{\frac{2}{m+1}}e^{i\pi f_0 t_i}$ (Faulty $B_0$) | * $2^{\frac{2}{m+1}}e^{i\pi f_0 t_i}(m+1)+A(x_0)$ (Connected to $R_i$) | * $2^{\frac{2}{m+1}}e^{i\pi f_0 t_i}(m+1)+A(x_i)$ (Faulty $B_j$) |
| $H_{R_i,i}(f)$ (Faulty $B_j$, $j \neq i$) |

With $A(x_i) = \frac{Z_{i}}{Z_{c}} \cdot (2 + (m - 1)(1 + e^{-2\pi f x_i}))$, $B(x_j) = \frac{-2Z_{i}e^{-2\pi f x_j}}{2Z_{c} + Z_{j}(1 + e^{-2\pi f x_j})}$, where $i, j \in \{1; 2; \ldots; m\}$ and $i \neq j$

| Table 2.4: Transmission coefficients between the source $S_0$ and each receiver in the four situations of the Y-shaped network. |
|----------------------------------|------------------|------------------|------------------|
| $H_{R_1,0}(f)$ (No-fault situation) | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}\gamma$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+A(x_0))$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+A(x_1))$ |
| $H_{R_2,0}(f)$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}\gamma$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+A(x_0))$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+B(x_1))$ |
| $H_{R_3,0}(f)$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}\gamma$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+A(x_1))$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+B(x_1))$ |
| $H_{R_4,0}(f)$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}\gamma$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+B(x_1))$ | $2^{\frac{2}{3}}e^{i\pi f_0 t_i}(3+A(x_2))$ |

With $A(x_i) = \frac{Z_{i}}{Z_{c}} \cdot (3 + e^{-2\pi f x_i})$, $B(x_i) = \frac{-2Z_{i}e^{-2\pi f x_i}}{2Z_{c} + Z_{j}(1 + e^{-2\pi f x_j})}$, where $i \in \{0; 1; 2\}$

2.3.2 Health indicators

2.3.2.1 Definition of the health indicators

**Definition 3** The health indicator, $I_{R_{i,s}}(f)$, computed locally for the frequency $f$, at the receiver $R_i$ when $S_s$ is the source, is:

$$I_{R_{i,s}}(f) = \left| \frac{H_{R_{i,s}}^{Reference}(f)}{H_{R_{i,s}}(f)} \right| - 1 \ \forall \ f \in BW \quad (2.1)$$

where $\left| H_{R_{i,s}}^{Reference}(f) \right|$ is the module of the network transmission coefficient between $S_s$ and $R_i$ in no-fault nominal situation, supposed to be known. $\left| H_{R_{i,s}}(f) \right|$ is the module of the transmission coefficient that is estimated online and $BW$ is the bandwidth that is chosen accordingly to the application.

This work is intended to be applied in PLC systems, and more particularly HPAV2 standards that operates in the bandwidth of $\{1.8 : 86.13\}MHz$. Therefore, our
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The proposed method will be validated with measured data in the bandwidth \( BW = \{0.25 : 100\} \text{MHz} \) with 1601 frequency components which includes the bandwidth used in the HPAV2 technology [80, 81].

In the following, the expressions of the health indicators are obtained in the three different topologies, point-to-point, Y-shaped and Star-shaped Energy Networks (SEN) in their no-fault and faulty situations.

### 2.3.2.2 Expression of the health indicators for a point-to-point network

The expressions of the health indicators are studied in the two situations of the point-to-point network using (2.1) and the expressions of the transmission coefficients found in Table 2.2. In what follows, \( f \) is the frequency in the given bandwidth \( BW \).

In a point-to-point network with two terminal ECU, each ECU can act as a source, the other ECU acts as a receiver. The two TC obtained in the two configurations are the same as it is recalled in Table 2.2. Thus the two health indicators \( I_{R1,0}(f) \) and \( I_{R0,1}(f) \) are identical in fault-free and faulty situations.

- **No-fault network:**
  In a no-fault situation, the estimated transmission coefficient is the same as the reference transmission coefficient. Therefore, the health indicator is equal to zero \( \forall f \in BW \):

\[
I_{R1,0}(f) = I_{R0,1}(f) = 0 \quad (2.2)
\]

- **Faulty branch network:**
  If a fault is located at the branch connecting the two ECU, the estimated transmission coefficient is different from the reference transmission coefficient. Therefore, the health indicator is different from zero. The expression of the health indicator is the following:

\[
I_{R1,0}(f) = I_{R0,1}(f) = \frac{|H^{Reference}_{R1,0}(f)|}{|H_{R1,0}(f)|} - 1 = \frac{1}{\frac{1}{e^{j\gamma l}} - 1} - 1 = 1 + \frac{Z_f}{2 \cdot Z_c} - 1 \quad (2.3)
\]

where \( Z_f \) is the impedance of the fault.
A signature matrix as shown in Table 2.5 can be constructed for a point-to-point network. This matrix is based on the theoretical expressions of the health indicator. A 0 indicates that the health indicator is null and a 1 indicates a non-zero value.

**Table 2.5: Point-to-point network signature matrix.**

<table>
<thead>
<tr>
<th>No-fault situation (Reference)</th>
<th>Faulty situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{R_{1,0}}(f) = I_{R_{0,1}}(f)$</td>
<td>0</td>
</tr>
</tbody>
</table>

0 indicates that the health indicator is equal to zero
1 indicates that the health indicator is different from zero.

### 2.3.2.3 Expression of the health indicators for a Y-shaped network

In this section, we consider a Y-shaped network represented in Figure 2.4. The expression of the health indicators are derived in function of the fault characteristics (impedance $Z_f$ and position of the fault in each branch).

<table>
<thead>
<tr>
<th>$E_{CU}$: $i^{th}$ Electronic control unit</th>
<th>$S_i$: $i^{th}$ source</th>
<th>$R_i$: $i^{th}$ receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ECU_0$ ($S_0: R_0$)</td>
<td>$l_0$</td>
<td>$B_0$</td>
</tr>
<tr>
<td>$ECU_1$ ($S_1: R_1$)</td>
<td>$l_1$</td>
<td>$B_1$</td>
</tr>
<tr>
<td>$ECU_2$ ($S_2: R_2$)</td>
<td>$l_2$</td>
<td>$B_2$</td>
</tr>
</tbody>
</table>

$E_{CU}: i^{th}$ Electronic control unit $S_i$: $i^{th}$ source $R_i$: $i^{th}$ receiver

**Figure 2.4: Y-shaped network.**

We first consider that $ECU_0$ is the source that transmits the pilot signal to estimate the TC at the receivers $R_1$ and $R_2$. The expressions of the health indicators, as functions of the frequency $f \in BW$, are given in the no-fault and all faulty situations of the Y-shaped network:
• No-fault network:
In a nominal no-fault situation, the TC at each receiver is equal to the reference TC. Thus the two health indicators equal zero:

\[ I_{R_{1,0}}(f) = I_{R_{2,0}}(f) = 0 \quad \forall f \in BW \]  

(2.4)

• Faulty source branch \( B_0 \):
The expressions of the health indicators, when the fault is located at the branch \( B_0 \) are obtained using (2.1) and the expressions of the transmission coefficients found in Table 2.4. It gives

\[ I_{R_{1,0}}(f) = I_{R_{2,0}}(f) = \left| \frac{H_{R_{1,0}}^{Reference}(f)}{H_{R_{1,0}}(f)} \right| - 1 = \left| \frac{2}{3 \cdot e^{\gamma(l_0 + l_1)}} \right| - 1 
\]

\[ = \frac{6 \cdot Z_c + Z_f \cdot (3 + e^{-2\gamma x_0})}{6 \cdot Z_c} - 1 \]  

(2.5)

where \( x_0 \) is the distance between the fault position and the node. The term \( Z_f \cdot (3 + e^{-2\gamma x_0}) \) is different from zero. As a consequence, we have

\[ I_{R_{1,0}}(f) = I_{R_{2,0}}(f) \neq 0 \]  

(2.6)

• Faulty receiver branch \( B_i \):
The expressions of the health indicators, when a fault is located at the branch \( B_i \) (\( i \in 1; 2 \)), are obtained using (2.1) and the expressions of the transmission coefficients found in Table 2.4. It gives

\[ I_{R_{i,0}}(f) = \left| \frac{H_{R_{i,0}}^{Reference}(f)}{H_{R_{i,0}}(f)} \right| - 1 = \left| \frac{2}{3 \cdot e^{\gamma(l_0 + l_i)}} \right| - 1 
\]

\[ = \frac{6 \cdot Z_c + Z_f \cdot e^{-2\gamma x_i}}{6 \cdot Z_c} - 1 \]  

(2.7)

Remark 2 The expression of the health indicator \( I_{R_{i,0}}(f) \) when the branch \( B_i \) is faulty
is identical to the expressions of the health indicators $I_{R_{i,0}}(f)$ and $I_{R_{2,0}}(f)$ when the branch $B_0$ is faulty. These expressions differ by the position of the fault $x_i$ or $x_o$ respectively. This is normal because the fault is located at the direct path between the source $S_0$ and the receiver $R_i$ in both situations.

The expression of the other health indicator computed at receiver $R_j$ ($j \in \{1; 2\}, j \neq i$), which is not directly connected to the faulty branch $R_i$ is

$$I_{R_{j,0}}(f) = \frac{H_{R_{j,0}}^{Reference}(f)}{|H_{R_{j,0}}(f)|} - 1 = \frac{2}{3e^{\gamma(l_0+l_j)}} - 1$$

$$= \frac{6 \cdot Z_c + 3 \cdot Z_f + Z_f \cdot e^{-2\gamma x_i}}{6 \cdot Z_c + 3 \cdot Z_f + 3 \cdot Z_f \cdot e^{-2\gamma x_i}} - 1$$

From the previous expressions, we deduce that the two health indicators $I_{R_{i,0}}(f)$ and $I_{R_{j,0}}(f)$ with $i \neq j$ are different:

$$I_{R_{i,0}}(f) \neq I_{R_{j,0}}(f)$$

In summary, if a fault is located at the branch connected to the source, the health indicators calculated at the receivers are equal. Otherwise, the health indicators are different from each other.

The expressions of the health indicators have been obtained by considering that the $ECU_0$ is acting as the source which transmits the pilot signal. The two other ECU : $ECU_1$ and $ECU_2$ can also play the role of the source. In a Y-shaped network composed of three ECU, a total of six health indicators (two per receiver) can be computed.

If we consider that $ECU_1$ is the source $S_1$. The same expressions as previously are obtained by making a circular rotation of the indices : replacing the index 0 by 1, the index 2 by 0, the index 1 by 2.

If we consider that $ECU_2$ is the source $S_2$. The same expressions as previously are obtained by making an inverse circular rotation of the indices : replacing the index 0 by 2, the index 2 by 1, the index 1 by 0.
A characterization of the 6 health indicators, considering the sources $S_0$, $S_1$, $S_2$, in the four possible network situations is summarized in Table 2.6.

**Table 2.6: Characterization of the health indicators in a Y-shaped network.**

<table>
<thead>
<tr>
<th>Source</th>
<th>No-fault network</th>
<th>Faulty $B_0$</th>
<th>Faulty $B_1$</th>
<th>Faulty $B_2$</th>
</tr>
</thead>
</table>
| $S_0$  | $I_{R_{1,0}}(f) = I_{R_{2,0}}(f) = 0$ | $I_{R_{1,0}}(f) 
eq I_{R_{2,0}}(f)$ | $I_{R_{1,0}}(f) 
eq I_{R_{2,0}}(f)$ |
| $S_1$  | $I_{R_{0,1}}(f) = I_{R_{2,1}}(f) = 0$ | $I_{R_{0,1}}(f) 
eq I_{R_{2,1}}(f)$ | $I_{R_{0,1}}(f) 
eq I_{R_{2,1}}(f)$ |
| $S_2$  | $I_{R_{0,2}}(f) = I_{R_{1,2}}(f) = 0$ | $I_{R_{0,2}}(f) 
eq I_{R_{1,2}}(f)$ | $I_{R_{0,2}}(f) = I_{R_{1,2}}(f)$ |

**Remark 3** We can express the following general result. A Y-shaped network consists of a node that connects a source $S_s$ and a set of receivers $\{R_j; R_k\}$ with $s, j, k \in \{1; 2; 3\}$ and $s \neq j \neq k$. If the fault is on the source branch $B_s$, the health indicators computed at the receivers $R_j$ and $R_k$ are equal. If the fault is on one of the other branches (receiver-side branches $B_j$ or $B_k$) all the health indicators are different. This general result will be used when considering bus networks in chapter 3.

The health indicators are computed at the receivers by using the estimated TC with the pilot signal. The computed health indicators ($N_f$ values, where $N_f$ is the number of frequencies in the $BW$) are sent to the corresponding source to be compared. To perform the comparison of two health indicators, we will propose different comparison methods in Section 2.4.

### 2.3.2.4 Expression of the health indicators for a star energy network

The expressions of the transmission coefficients are given in Table 2.3 in all possible situations of the star energy network shown in Fig.2.5. Let us consider that the ECU$_0$ is acting as a source and the other ECU are acting as receivers. One health indicator per receiver, $I_{R_{i,0}}(f)$, with $i \in \{1; 2; \ldots; m\}$, is computed. Several situations may be encountered:

- As in the previous studied topologies, in the no-fault situation, all the health indicators are equal to zero,

$$I_{R_{i,0}}(f) = 0 \forall i \in \{1; 2; \ldots; m\}, \forall f \in BW$$  \hspace{1cm} (2.11)

- Faulty source branch: A fault is located at the branch directly connected to the source and all the other branches are fault-free. The expressions of the health indicators in this case are obtained using 2.1 and the expressions of the TC
found in table 2.3 $\forall i, j \in \{1; 2; \ldots ; m\}$.

$$I_{R,i,0}(f) = I_{R,j,0}(f) = \frac{H^{Reference}_{R,i,0}(f)}{H_{R,i,0}(f)} - 1$$ (2.12)

$$= \frac{2}{(m+1) \cdot e^{\gamma(l_0 + l_i)}} - 1 = 1 + \frac{Z_f}{2 \cdot Z_c} \cdot \left(1 + \frac{m-1}{m+1} \cdot e^{-2 \cdot \gamma \cdot x_0} \right) - 1 \neq 0$$

All the health indicators are equal when the fault is located at the branch directly connected to the source. Since the term $\frac{Z_f}{2 \cdot Z_c} \cdot (1 + \frac{m-1}{m+1} \cdot e^{-2 \cdot \gamma \cdot x_0})$ is different from zero, the health indicators are not null.

- Faulty receiver branch: A fault is located at a branch directly connected to one receiver, $R_j$, and all the other branches are fault-free. The expressions of the health indicators in this case are obtained using 2.1 and the expressions of the TC found in table 2.3. Two expressions of the health indicators are obtained, depending on the faulty branch:
- The expression of the health indicator computed at the receiver directly connected to the faulty branch is

\[
I_{Rj,0}(f) = \frac{H^\text{Reference}_{Rj,0}(f)}{H_{Rj,0}(f)} - 1 = \frac{2}{e^{\gamma(l_0+l_j)}((m+1)+\frac{Z_f}{Z_c}(2+(m-1)(1+e^{-2\gamma x_j})))} - 1
\]

\[
= 1 + \frac{Z_f}{2 \cdot Z_c} \cdot \left(1 + \frac{m-1}{m+1} \cdot e^{-2\gamma x_j}\right) - 1, \quad \forall f \in BW \quad (2.13)
\]

- The expression of the health indicators computed at the receivers that are not connected to the faulty branch is

\[
I_{Ri,0}(f) = \frac{H^\text{Reference}_{Ri,0}(f)}{H_{Ri,0}(f)} - 1 = \frac{2}{e^{\gamma(l_0+l_i)}((m+1)+\frac{Z_f e^{-2\gamma x_j}}{2Z_c+Z_f(1+e^{-2\gamma x_j})})} - 1
\]

\[
= 1 + \frac{-2Z_f \cdot e^{-2\gamma x_j}}{(m+1)(2Z_c + Z_f(1 + e^{-2\gamma x_j}))} - 1
\]

\[
\forall i \in \{1; 2; \ldots; m\} - \{j\}, \quad \forall f \in BW \quad (2.14)
\]

From the previous expressions, all health indicators, with the exception of one, are equal and different from zero. The health indicator associated to the receiver \(R_j\) directly connected to the faulty branch is different from all others.

In all the previous networks, each receiver computes locally the health indicators before sending the values to the ECU source. Then, a method of comparing these health indicators is performed by the ECU source. Different comparison methods are detailed in the following.
2.4 Health indicators comparison methods

2.4.1 Correlation-based comparison method

Each health indicator is composed of frequency-dependent variables. Correlation metrics can be used to compare such variables [131]. They allow a global decision over the entire bandwidth instead of comparing frequency-dependent variables at each frequency.

**Remark 4** Correlation metrics can be defined as a measure of consistency (degree of linearity) between frequency-dependent variables [132].

Several correlation metrics can be found in the literature such as:

- Pearson’s coefficient [133] which is normalized between -1 and +1.
- Frequency Response Assurance Criterion (FRAC) [134] which is normalized between 0 and +1.
- Frequency Response Function Root Mean Square (FRFRMS) [135] which is not normalized and is a log magnitude comparison.

A review of the different correlation metrics is presented in [132, 136, 137], where the FRAC metric is reported as one of the simplest and most popular metrics.

**Definition 4** The Frequency Response Assurance Criterion (FRAC) reported in [132] is a correlation metric used to compare between two frequency response functions. It is defined as follows:

\[
FRAC(X, Y) = \frac{|\sum_k X(f_k) \cdot Y^*(f_k)|^2}{\sum_k X(f_k) \cdot X^*(f_k) \sum_k Y(f_k) \cdot Y^*(f_k)} \tag{2.15}
\]

\(X\) and \(Y\) denote the two frequency-dependent variables to be compared. \(J^*\) denotes the conjugate of \(J\) and |\(J|\) is the module of \(J\). \(f_k\) denotes the \(k^{th}\) frequency component.

To take into account the magnitude difference between the two compared functions, \(X(f)\) and \(Y(f)\), the Modified Frequency Response Assurance Criterion (MFRAC) is proposed.
Definition 5 The Modified Frequency Response Assurance Criterion is defined in [137] as:

\[
MFRAC(X, Y) = P_{ratio} \cdot FRAC(X, Y) \quad \text{with} \quad P_{ratio} = \frac{\min(P_{X(f_k)}, P_{Y(f_k)})}{\max(P_X, P_Y)}
\] (2.16)

\(P_{ratio}\) is the power ratio of the two compared frequency response functions and \(P_J = \sum_k |J(f_k)|^2\) is the overall power over the bandwidth of interest.

Any two frequency response functions can be compared using FRAC or MFRAC metrics [132]. MFRAC metric quantifies the existence or absence of a linear relationship between the two compared frequency response functions. It provides a value between 0 and 1, where 1 denotes a perfect correlation between the compared functions and 0 denotes an absence of correlation between the two compared functions.

To compare the results of FRAC and MFRAC metrics, three different situations are presented in the Fig. 2.6. In the first case, both correlation metrics FRAC and MFRAC are calculated on two sinus signals with different amplitude and offset. The FRAC value is 1 considering that the two signals are strongly correlated. Due to the normalization, the MFRAC value is 0.25 considering that the two signals are not similar. In our application to compare the equality or the non equality of the health indicators, MFRAC metric seems to be more suitable than FRAC.

In the second case, the metrics are applied to compare two same sinus signals, one of them being noisy. The correlation metrics FRAC and MFRAC provide a value of 0.98, revealing an excellent similarity between the signals. In the last case, two white Gaussian noises are compared. The FRAC and MFRAC metrics provide logically a value of 0, confirming the absence of correlation between two noises. The health indicators in the no-fault situation equal zero in absence of noise, and are random signals in presence of noise. The correlation metrics between two health indicators will thus indicate that they are not correlated, and thus that they are different, even if they are theoretically equal. To avoid this wrong indication, and consequently a wrong decision, another comparison method, based on residuals, is proposed in the following.

2.4.2 Residuals based comparison method

In a point-to-point network, the health indicators are either equal or different from zero. In a Y-shaped or star-shaped networks, the health indicators are either equal to zero, equal to or different from each other for all frequencies \(f\). To compare between
these health indicators to zero or to each other, residuals $r_p$ and $r_s$ are proposed in the following. The residual $r_p$ is proposed for networks with point-to-point connections between ECU and the residual $r_s$ is proposed for Y-shaped and star-shaped networks. These residuals allow a global decision over the entire bandwidth instead of comparing health indicators at each frequency.

2.4.2.1 Residual for a point-to-point network

**Definition 6** The residual $r_p$ is defined as:

$$r_p = \frac{1}{N_f} \sum_{f_1}^{f_{N_f}} |I_{R_{i,s}}(f)| \quad \text{with} \quad f \in BW = [f_1 : \Delta_f : f_{N_f}]$$  \hspace{1cm} (2.17)

where $I_{R_{i,s}}(f)$ is the health indicator computed online, $BW$ is the frequency bandwidth, $N_f$ is the number of frequency components (sub-carriers).

The residual $r_p$ is either equal to zero or different from zero. If the residual is equal to zero, the network is in the no-fault nominal situation. Otherwise, the network is considered to be faulty.

$$r_p \begin{cases} 
= 0 & \text{network is in the no-fault nominal situation.} \\
\neq 0 & \text{network is in a faulty nominal situation.}
\end{cases}$$  \hspace{1cm} (2.18)
2.4.2.2 Residual for a Y-shaped network

In a Y-shaped network, each source receives a pair of health indicators from the receivers. To decide whether the network is considered to be faulty or not and to locate the faulty branch, a comparison between the two health indicators is performed for all the frequencies in the BW. To avoid a separate comparison at each frequency $f$, a global comparison is proposed through structured residuals.

**Definition 7** The residual $r_s$ is defined as:

$$r_s = \frac{1}{N_f} \sum_{f_1}^{f_{N_f}} |I_{R_i,s}(f) - I_{R_j,s}(f)| \text{ with } f \in BW = [f_1 : \Delta : f_{N_f}] \quad (2.19)$$

where BW is the frequency bandwidth, $N_f$ is the number of frequency components (sub-carriers), $s$ is the index of the ECU source, $i$ and $j$ are the indices of the ECU receivers with $s \neq i \neq j \in \{0, 1, 2\}$. The residual $r_s$ is computed at the source $S_s$ and the pair of health indicators, $I_{R_i,s}(f)$ and $I_{R_j,s}(f)$, are computed respectively at the receivers $R_i$ and $R_j$.

By computing the residuals, we only have one number to test instead of several indicators to compare for many frequencies. Table 2.7 presents the signature matrix, based on these residuals. This matrix is used to detect the presence of a fault and to locate the faulty branch.

**TABLE 2.7: Residual-based Y-shaped network signature matrix.**

<table>
<thead>
<tr>
<th>$r_s$</th>
<th>No-fault</th>
<th>Faulty B0</th>
<th>Faulty B1</th>
<th>Faulty B2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_0$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$r_1$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$r_2$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

0 indicates that $r_s$ is equal to zero.
1 indicates that $r_s$ is different from zero.

In a Y-shaped network, one residual per ECU can be computed which leads to three residuals $r_0$, $r_1$ and $r_2$. The residuals form a structured residual set. The residuals values can be represented in the 3-dimensional residual space [138]. According to the signature matrix in table 2.7, for each faulty situation, only a fault-specific subset of residuals becomes different from zero.

Consider the faulty B0 situation, the residual $r_0$ is null and the residuals in the subset $\{r_1; r_2\}$ are different from zero. The health indicators $I_{R_{1,0}}(f)$ and $I_{R_{2,0}}(f)$ are
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equal. Since \( I_{R_{0,1}}(f) \) is equal to \( I_{R_{1,0}}(f) \) and \( I_{R_{2,0}}(f) \) is equal to \( I_{R_{0,2}}(f) \), therefore \( I_{R_{0,1}}(f) \) is equal to \( I_{R_{0,2}}(f) \).

Using (2.19), let us consider the residual \( r_1 \):

\[
r_1 = \frac{1}{N_f} \sum_{f_1} f_{N_f} |I_{R_{0,1}}(f) - I_{R_{2,1}}(f)| \quad \text{with } f \in BW
\]

Replacing \( I_{R_{0,1}}(f) \) by \( I_{R_{0,2}}(f) \) and \( I_{R_{2,1}}(f) \) by \( I_{R_{1,2}}(f) \) leads to

\[
r_1 = r_2 = \frac{1}{N_f} \sum_{f_1} f_{N_f} |I_{R_{0,2}}(f) - I_{R_{1,2}}(f)| \quad \text{with } f \in BW
\]

By analogy to the faulty \( B_0 \) situation, each fault-specific subset produces two non-zero equal residuals in the faulty \( B_1 \) and faulty \( B_2 \) situations. Geometrically, the residual vector is confined in a subspace spanned by a subset of coordinate vectors as seen in Fig. 2.7:

1. The origin (0;0;0) represents a no-fault situation.
2. If the fault is located at the branch \( B_0 \), the residual vector is located in the plane \( P_0 \) spanned by the residuals \( r_1 \) and \( r_2 \).
3. If the fault is located at the branch \( B_1 \), the residual vector is located in the plane \( P_1 \) spanned by the residuals \( r_0 \) and \( r_2 \).
4. If the fault is located at the branch \( B_2 \), the residual vector is located in the plane \( P_2 \) spanned by the residuals \( r_0 \) and \( r_1 \).

In conclusion, in a Y-shaped network, the soft fault detection and localization procedure requires the estimation of six transmission coefficients, the computation of six health indicators and three residuals.
Remark 5 The three residuals $r_0$, $r_1$, and $r_2$ are used to form the signature matrix seen in Table 2.7 (one residual per source). The hamming distance between each network situation’s signature is equal to two. Two residuals are sufficient to distinguish between the different fault signatures. However, with only two residuals, the hamming distance between two signatures will be equal to 1. In presence of noise, the residuals are random variables and a decision procedure has to be applied to decide if the residual is zero or not. This will inevitably generate wrong decisions (false alarm or missed detection). To have a more robust decision the three residuals are kept in the following.

2.4.3 Communication between ECU

The communication mechanism is out of the scope of this work, but the ECU in the network must exchange information in order to compute the residuals required for the proposed fault detection and localization approach. The estimation of the transmission coefficients is the initial step in our fault localization and detection process. This step is not included in the messages needed for diagnosis because it is necessary for both communication and diagnosis.

After the estimation procedure, each of the three ECU computes the health indicators locally. They must be then transmitted through the network in order to compute the residuals. In order to accomplish this, a supervisor organizes the messages dedicated to monitor the network.

Let’s consider that the ECU₀ of the Y-shaped network is the supervisor. A time window will be assigned for monitoring, during which the ECU₀ will send out a message to the two other ECU informing them the start of the monitoring procedure. Once this message is received, each ECU will reply to this message by sending their health indicators to the supervisor. ECU₀ will receive the health indicators $I_{R₁,₀}(f)$ and $I_{R₁,₂}(f)$ from ECU₁ and the health indicators $I_{R₂,₀}(f)$ and $I_{R₂,₁}(f)$ from ECU₂. Upon receiving the four health indicators, the three residuals are computed by ECU₀ and the final diagnosis result is obtained.

2.4.4 Summary of the fault detection and localization method

The fault detection and localization method is summarized in Fig. 2.8. It consists of three main steps:

1. Estimation of the transmission coefficients (TC) through pilot signals by the receivers.
2. Computation of the health indicators for all frequencies in the $BW$ by the receivers. The indicators values are sent to the source via PLC link.

3. Computation of the residuals by the sources.

4. Comparison of the residuals with the preconstructed signature matrix.

A point in the residuals space represents the state of the targeted network. The effect of a fault in a particular branch will shift the point from the origin $(0;0;0)$ to one of the three planes.
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\[ H_{R_{1,0}}^{Reference} (f); H_{R_{2,0}}^{Reference} (f) \]
\[ H_{R_{1,0}} (f); H_{R_{2,0}} (f) \]
\[ I_{R_{1,0}} (f); I_{R_{2,0}} (f) \forall f \in BW \]

Transmission of the health indicators to the source \( S_0 \)

\[ H_{R_{0,1}}^{Reference} (f); H_{R_{2,1}}^{Reference} (f) \]
\[ H_{R_{0,1}} (f); H_{R_{2,1}} (f) \]
\[ I_{R_{0,1}} (f); I_{R_{2,1}} (f) \forall f \in BW \]

Transmission of the health indicator \( I_{R_{2,1}} (f) \) to the source \( S_0 \)

\[ H_{R_{0,2}}^{Reference} (f); H_{R_{1,2}}^{Reference} (f) \]
\[ H_{R_{0,2}} (f); H_{R_{1,2}} (f) \]
\[ I_{R_{0,2}} (f); I_{R_{1,2}} (f) \forall f \in BW \]

Transmission of the health indicator \( I_{R_{1,2}} (f) \) to the source \( S_0 \)

Computation of the residuals at the source \( S_0 \): \( r_0, r_1 \) and \( r_2 \)

Compare the residuals to the preconstructed signature matrix (Table 1.7)

Detection and localization of the faulty branch if it exists

**Figure 2.8:** Fault detection and localization method (Y-shaped network).
### 2.5 Validation on a Y-shaped network

#### 2.5.1 Test-bench description

A test bench, shown in Fig. 2.9, has been set up to test the efficiency of the proposed PLC-based fault detection and localization method. The test bench is a Y-shaped network similar to the one represented in Fig. 2.10. The three branches are connected with a node as shown in Fig. 2.11b. The installed cables consist of unshielded twisted pair cables of type DRB 18 with a characteristic impedance of nearly 120 Ω surrounded by 6 AWG14 single wires (single wires are not loaded).
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**Figure 2.10**: Y-shaped network.

\[ ECU_i : i^{th} \text{ Electronic control unit} \]
\[ S_i : i^{th} \text{ source} \]
\[ R_i : i^{th} \text{ receiver} \]

**Node**

**Figure 2.11**: Crossroads of the branches of the Y-shaped network. (A) Node, (B) Connection of three cables.
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The diameters of the conductor and on the insulation of the DRB 18 are 1.2 mm and 1.6 mm respectively. Those of the conductor and on the insulation of the monowires are 1.1 mm and 2.3 mm respectively. The cables are placed above an aluminium ground plane at a height of 4.5 cm and the distance between each straight section of cable is 15 cm as shown in Fig. 2.12b.

This bench was built to be easily manipulated for fault diagnosis purpose. A fault represented by an impedance $Z_f \in \{5 \Omega ; 10 \Omega ; 47 \Omega ; 100 \Omega \}$ can be inserted in series and removed in three different positions. The length of the branches $B_0$, $B_1$ and $B_2$ are respectively $l_0 = 4.25 \text{ m}$, $l_1 = 5 \text{ m}$ and $l_2 = 5.1 \text{ m}$. The distance between the fault positions and the node in each branch is $x_0 = 1.75 \text{ m}$, $x_1 = 2.5 \text{ m}$ and $x_2 = 1.5 \text{ m}$.

Our initial goals were to prove the validity of diagnosis method’s and to study the robustness and sensitivity of the proposed residuals as a proof-of-concept. Thus, the ECU’s programming requirements and the communication protocols used to transmit pilot signals from the sources to the receivers in order to estimate the TC were not our priorities. So we opted not to concentrate on this aspect but to use a measuring instrument to measure the TC, and to directly control the communications. The instrument is a 4 ports Vector Network Analyser (VNA E5071C). It is used to inject a signal with a power of $P_{inj} = 0 \text{ dBm}$ into the network and to measure the transmission coefficients between each source and each two end lines in the frequency band of $[0.25 : 100] \text{ MHz}$ which is traditionally used in smart grids applications with 1601 frequency components (Inter Frame BandWidth, IFBW = 10 kHz).

Since the input and outputs of the VNA have an impedance of 50$\Omega$ different to that of the lines, 3 baluns as shown in Fig.2.13 are used to match the measurement instrument to the network. The transmission coefficients between each pair of baluns are then measured by the VNA and transmitted to a computer for data processing via MATLAB®. In order to not take into account the baluns and the connections between the baluns and the VNA in the measurements, a calibration of the VNA is required before each measurement between two baluns.

To consider the background noise of a vehicle [139] and to approach real installation conditions and test the robustness of the proposed residuals, Additive White
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Gaussian Noise with a signal to noise ratio of 100 $dB$ is added via MATLAB® to the measured TC.

In the following, the different fault samples implementation are described. To insert and remove faults from each cable, the cables are cut and reconnected to a RS PRO female coaxial connector Straight, 50$\Omega$ solder connection PCB mount as seen in Fig. 2.14. To protect the connection between the cable and the connector, a heat shrink tubing is added as shown in Fig. 2.13b.

The cable can be either in a no-fault situation or in a faulty situation depending on the SMA plug connected to the female coaxial connector:

- To represent a no-fault situation, a straight SMA RF terminator is connected to the female coaxial connector. This connection represents a short circuit, so it is as if the cable had never been cut.
- To represent a faulty situation, a resistive impedance $Z_f = \left\{5; 10; 47; 100\right\} \Omega$ is connected to a straight adapter plug plug. Then this adapter is connected to the female connector. This connection represents an insertion of a resistive impedance in series.
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2.5.2 Validation of the proposed diagnosis method

The proposed fault detection and localization method detailed in section 2.3 is tested on the Y-shaped test-bench in the four different situations:

- **No-fault situation**: The network is fault-free.
- **Faulty $B_0$**: The fault is located at the branch $B_0$.
- **Faulty $B_1$**: The fault is located at the branch $B_1$.
- **Faulty $B_2$**: The fault is located at the branch $B_2$.

In the three faulty situations, the fault severity represented by the added impedance $Z_f$ can take four different values with $Z_f = \{5; 10; 47; 100\}$ $\Omega$. In total, 13 different cases (1 fault-free and 12 faulty) of the network are tested. A transmission coefficient is measured over the entire bandwidth by the VNA and is composed of 1601 frequency components in the bandwidth $[250 kHz : 62.3 kHz : 100 MHz]$.

The modules of the measured transmission coefficients in the no-fault and faulty $B_0$ situations are presented in Fig. 2.15. Since the health indicators are just a function of the modules of the TC, we were not interested in the phase of the TC. After acquiring the transmission coefficients, the health indicators are calculated using (2.1) in the 13 cases of the network.

For the faulty cases, the transmission coefficients and health indicators, obtained when the fault severity $Z_f = 10 \Omega$, are first discussed in this part:

1. The health indicators in the no-fault situation are presented in Fig. 2.16. Theoretically, the health indicators are null in the no-fault situation. Due to
noise, they take a value close to zero with a mean value of $5e^{-6}$ and a standard deviation of 0.002.

2. In the faulty $B_0$ situation: Theoretically, when $S_0$ is transmitting, the 2 health indicators computed at the receivers $R_1$ and $R_2$ are equal, i.e. $I_{R_{1,0}}(f) = I_{R_{2,0}}(f)$. When $S_1$ (resp. $S_2$) is transmitting, the health indicators computed at the receivers $R_0$ and $R_2$ (resp. $R_0$ and $R_1$) are different, i.e $I_{R_{0,1}}(f) \neq I_{R_{2,1}}(f)$ (resp. $I_{R_{0,2}}(f) \neq I_{R_{1,2}}(f)$).

The experimental health indicators are presented in Fig. 2.17. As it can be seen in Fig. 2.17a, the health indicators $I_{R_{1,0}}(f)$ and $I_{R_{2,0}}(f)$ are quite similar ($I_{R_{1,0}}(f) \approx I_{R_{2,0}}(f)$), while the health indicators $I_{R_{0,1}}(f)$ and $I_{R_{2,1}}(f)$ (resp. $I_{R_{0,2}}(f)$ and $I_{R_{1,2}}(f)$) are clearly different which can be seen in Fig. 2.17b and Fig. 2.17c. Moreover, as $I_{R_{0,1}}(f) = I_{R_{1,0}}(f)$ and $I_{R_{0,2}}(f) = I_{R_{2,0}}(f)$, the four health indicators $I_{R_{0,1}}(f)$, $I_{R_{1,0}}(f)$, $I_{R_{2,0}}(f)$ and $I_{R_{0,2}}(f)$ are superimposed in Fig. 2.17.

All these experimental results confirm what was expected theoretically.

3. In the faulty $B_1$ situation: Theoretically, when $S_1$ is transmitting, the health indicators, computed at the receivers $R_0$ and $R_2$ are equal ($I_{R_{0,1}}(f) = I_{R_{2,1}}(f)$). When $S_0$ (resp. $S_2$) is transmitting, the health indicators computed at the receivers $R_1$ and $R_2$ (resp. $R_0$ and $R_1$) are different from each others ($I_{R_{1,0}}(f) \neq I_{R_{2,0}}(f)$ and $I_{R_{0,2}}(f) \neq I_{R_{1,2}}(f)$).

The experimental health indicators are presented in Fig. 2.18. As it can be seen in Fig. 2.18b, the health indicators, $I_{R_{0,1}}(f)$ and $I_{R_{2,1}}(f)$, are quite similar ($I_{R_{0,1}}(f) \approx I_{R_{2,1}}(f)$) and the health indicators $I_{R_{1,0}}(f)$ and $I_{R_{2,0}}(f)$ (respectively $I_{R_{0,2}}(f)$ and $I_{R_{1,2}}(f)$) are clearly different.
4. In the faulty $B_2$ situation: Theoretically, when $S_2$ is transmitting, the health indicators computed at the receivers $R_0$ and $R_1$, are equal ($I_{R_{0,2}}(f) = I_{R_{1,2}}(f)$) and when $S_0$ (resp. $S_1$) is transmitting, the health indicators computed at the receivers $R_1$ and $R_2$ (resp. $R_0$ and $R_2$) are different ($I_{R_{1,0}}(f) \neq I_{R_{2,0}}(f)$ and $I_{R_{0,1}}(f) \neq I_{R_{2,1}}(f)$).

The experimental health indicators are presented in Fig. 2.19. The experimental health indicators are in accordance with the theory: the health indicators $I_{R_{0,2}}(f)$ and $I_{R_{1,2}}(f)$ are quite equal ($I_{R_{0,2}}(f) \approx I_{R_{1,2}}(f)$) while the health indicators $I_{R_{1,0}}(f)$ and $I_{R_{2,0}}(f)$ (resp. $I_{R_{0,1}}(f)$ and $I_{R_{2,1}}(f)$) are clearly different.
All these experimental results confirm what was expected theoretically.

2.5.2.1 Residuals generation

The residuals \( r_0 \), \( r_1 \) and \( r_2 \), between each pair of health indicators, are computed using (2.20), (2.21) and (2.22).

\[
r_0 = \frac{1}{1601} \sum_{250kHz}^{100MHz} | R_{1,0}(f) - R_{2,0}(f) | \quad \text{with } f \in BW = [250kHz : 62.3kHz : 100MHz] \tag{2.20}
\]

\[
r_1 = \frac{1}{1601} \sum_{250kHz}^{100MHz} | R_{0,1}(f) - R_{2,1}(f) | \quad \text{with } f \in BW = [250kHz : 62.3kHz : 100MHz] \tag{2.21}
\]

\[
r_2 = \frac{1}{1601} \sum_{250kHz}^{100MHz} | R_{0,2}(f) - R_{1,2}(f) | \quad \text{with } f \in BW = [250kHz : 62.3kHz : 100MHz] \tag{2.22}
\]

13 different cases (1 fault-free and 12 faulty cases) are considered in the experimental network. The 12 faulty cases correspond to four different fault severities (4 added resistances) located in the 3 branches \( B_0 \), \( B_1 \) and \( B_2 \).

A transmission coefficient (TC) is measured by the VNA for each case and all frequencies in \( BW = [250kHz : 62.3kHz : 100MHz] \). Then, MATLAB\textsuperscript{®} is used to add a white Gaussian noise to the TC values with a signal to noise ratio of 100\textit{dB}.
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to get closer to the experimental conditions in an embedded system. 100 noisy TC values per case are generated and 100 residual values are computed. The residuals are plotted in the residual space \((r_0, r_1, r_2)\).

In the no-fault situation of the network, the distribution of the computed residuals is shown in Fig. 2.20 and according to a Chi-square goodness-of-fit test [140], it approaches a Normal distribution with a 5% significance level. Their mean values \(\mu_k\) and their standard deviations \(\sigma_k\), where \(k \in \{1; 2; 3\}\) represents the residual index, are computed and listed in Table 2.8.

**Table 2.8**: Statistical features of the residuals in the no-fault situation.

<table>
<thead>
<tr>
<th>(r_0)</th>
<th>(r_1)</th>
<th>(r_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu_k)</td>
<td>2.6e(^{-3})</td>
<td>2.5e(^{-3})</td>
</tr>
<tr>
<td>(\sigma_k)</td>
<td>5.8e(^{-3})</td>
<td>5.8e(^{-3})</td>
</tr>
</tbody>
</table>

Since the distribution of the three residuals approximates a Normal distribution, it means that 99.73% of their values are in the range of \([\psi_k^-, \psi_k^+]\), where \(\psi_k^- = \mu_k - 3\sigma_k\) and \(\psi_k^+ = \mu_k + 3\sigma_k\) with \(k \in \{0; 1; 2\}\).

**Definition 8** A sample is defined by a set of residual values \(r_k\) where \(k \in 0, 1, \ldots, N - 1\). It is represented by a point in the residual space of dimension \(N\).

In case of a Y-shaped network, a sample is defined by \(N = 3\) residual values \((r_0; r_1; r_2)\).

**Definition 9** A cluster is a set of samples (a set of points in the residual space) where each residual value \(r_k\) of the samples belongs to the interval \([\psi_k^-, \psi_k^+]\). A cluster is thus a statistical
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Figure 2.21: Residuals in the no-fault situation (Before and after centering at the origin).

The distribution of residuals (each residual is a random variable) which is limited to the interval \([\psi_k, \psi_k^+]\).

Remark 6 Theoretically, in the ideal situation (no-fault and no noise), the residuals values are centered at the origin of the residual space. In presence of noise on the TC, as it is seen in Table 2.8 each residual in no-fault situation follows a statistical distribution whose mean value is not zero. This is shown by the blue cluster in Fig. 2.21 which is not centered at the origin. The non-zero mean is due to the fact that the additive noise that affects the transmission coefficients is injected non-linearly in the health indicators, and further in the residuals.

In order to simplify the decision making, the residuals are centered at the origin. The mean values (\(\mu_0\), \(\mu_1\) and \(\mu_2\)) of the first 50 residuals are subtracted to all residuals values. As a consequence, a new cluster (in green colour in Fig. 2.21) centered at the origin is obtained.

Definition 10 The reference cluster is the cluster formed by the residuals in the no-fault situation of the network. The reference cluster is centered at the origin to simplify the decision making.

The residuals are computed in the 13 cases of the network (no-fault, faults with four different fault severities in \(B_0\), \(B_1\) and \(B_2\)). Each residual is modified by subtracting the mean value of the first 50 residual values. The obtained residuals are presented in
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Fig. 2.22. We can see that the distances between the faulty clusters and the reference clusters depend on the severity of the fault. The more severe the fault is, the greater the distance to the reference cluster is.

In accordance to the signature matrix of structured residuals presented in the Table 2.7, the cluster obtained for each faulty branch should belong to the expected plane. This is not exactly the case as it will shown in the following.

The faulty $B_0$ and the faulty $B_1$ situations are analysed, the analysis of the faulty $B_2$ situation may be deduced:

1. **Faulty $B_0$** : According to the signature matrix presented in the table 2.7, if the branch $B_0$ is faulty, the residual $r_0$ should be equal to zero, i.e., the cluster representing this case should be in the plane $P_0$ spanned by the residuals $r_1$ and $r_2$. In the plane $P_1$ spanned by the residuals $r_0$ and $r_2$, the cluster representing this case should be on the $r_2$ axis. In the plane $P_2$ spanned by the residuals $r_0$ and $r_1$, the cluster representing this case should be on the $r_1$ axis.

The residuals are presented in Fig. 2.23a and in Fig. 2.23b in the planes $P_0$ and $P_2$ for different situations of fault represented by the resistance, $Z_f = \{5; 10; 47; 100\}$ Ω, inserted at the branch $B_0$. In the figure, the residuals in the no-fault situation are in green color whereas the residuals in the faulty situation are in red color.

In the plane $P_0$, the green cluster is around $(0;0)$. The distance between the red clusters and the green cluster increases with the severity of the inserted fault $Z_f$.

In the plane $P_2$, in which the $r_0$-axis has been expanded, we observe that the
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**Figure 2.23:** Residuals in the planes $P_0$ and $P_2$, faulty $B_0$, four fault severities.
residuals $r_0$ are not exactly equal to zero. As pointed out previously for the no-fault situation, this is due to the additive noise on the transmission coefficients that influence non-linearly the health indicators, and further the residuals. It is also observed that this small but non-zero component depends on the fault severity.

2. Faulty $B_1$ : Theoretically, if the branch $B_1$ is faulty, the residual $r_1$ should be equal to zero, i.e., the cluster representing this case should be in the plane $P_1$ spanned by the residuals $r_0$ and $r_2$. In the plane $P_0$ spanned by the residuals $r_1$ and $r_2$, the cluster representing this case should be on the $r_2$ axis. In the plane $P_2$ spanned by the residuals $r_0$ and $r_1$, the cluster representing this case should be on the $r_0$ axis.

The residuals are presented in Fig. 2.24a and in Fig. 2.24b in the planes $P_0$ and $P_1$ respectively.

In the plane $P_0$, the residuals $r_1$ are not exactly equal to zero and depend on the severity of the fault as it has been seen in the previous case. In the plane $P_1$, the green cluster is around $(0;0)$. The distance between the red clusters and the green cluster increases with the severity of the inserted fault $Z_f$.

Theoretically, we have proved that a cluster in the plane $P_i$ (i.e., $r_i = 0$) indicates that the fault is located at the branch $B_i$. As we have pointed out previously, the experimental results show that the residuals that should be equal to zero are not exactly zero. The obtained small values depend on the severity of the fault. We propose in the following a modification of the residual to better meet the expected properties.

2.5.2.2 Improving the residuals in presence of noise

The residuals, proposed in subsection 2.4.2, are sensitive to soft fault. According to the signature matrix presented in Table 2.7, the sensitivity of each residual depends on the network situation (no-fault, faulty $B_0$, faulty $B_1$ and faulty $B_2$). For example, if the soft fault is located on the branch $B_0$, the residuals $r_1$ and $r_2$ are non-zero (fault-sensitive) and the residual $r_0$ should be strictly equal to zero.

Due to noise or external disturbances, the residuals $r_0$ will deviate from zero as seen in Fig.2.23b. Hence, it is necessary to improve these residuals to facilitate the decision making.
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Figure 2.24: Residuals in the planes $P_0$ and $P_1$, faulty $B_1$, four fault severities.
We propose to combine the correlation and the residuals to cope with the effects of noise. The modified improved residuals are called practical residuals.

**Definition 11** Practical residuals are the product of the residuals defined in (2.19) with a weight derived from the correlation coefficient defined in (2.15),

\[ \rho_s = (1 - MFRAC(I_{R_{i,s}(f)}, I_{R_{j,s}(f)})) \cdot r_s \]  

(2.23)

The same signature matrix is obtained when the initial residuals are replaced by the practical residuals:

- In the no-fault situation: health indicators are stochastic variables with zero mean. The correlation coefficient \( MFRAC(I_{R_{i,s}(f)}, I_{R_{j,s}(f)}) \) between these signals is near zero, therefore the weighting factor \( 1 - MFRAC(I_{R_{i,s}(f)}, I_{R_{j,s}(f)}) \) is near one and has thus no impact on the calculation of the residuals. This result is illustrated in Fig. 2.25, where the residuals (in the configuration of Fig. 2.16) and the practical residuals are both shown. The points in the new cluster seems to be superimposed with the points of the previous cluster. The two sets of residuals \( \{r_0; r_1; r_2\} \) and \( \{\rho_0; \rho_1; \rho_2\} \) have the same mean values of \{0.0025; 0.0040; 0.0026\} and the same standard deviations of \{0.0147; 0.0102; 0.0098\}.

- In a faulty situation, two cases may occur:

  1. If two health indicators are strongly correlated, their correlation coefficient is close to one. Therefore, the weighting factor is close to zero, and the values of the new residuals are close to zero. An illustration is done in Fig. 2.26a, Fig. 2.26b and Fig. 2.26c where the residuals in red color and the practical residuals in blue color are presented in the planes \( P_0, P_1 \) and \( P_2 \) respectively and in the presence of four different severities of the fault \( Z_f \) in the branch \( B_0 \). In this situation, the two health indicators \( I_{R_{i,0}(f)} \) and \( I_{R_{j,0}(f)} \) are strongly correlated like in Fig. 2.17a. As a consequence, the values of the residuals \( \rho_0 \) are near zero. The four new clusters in blue are located on the \( r_2 \) axis in the plane \( P_1 \) or on the \( r_1 \) axis in the plane \( P_2 \).

  2. If two health indicators are poorly correlated (i.e. they are strongly different), their correlation coefficient is close to zero. Therefore, the weighting factor is close to one, and the values of the new residuals are close to the initial residuals. The residuals and the practical residuals in the faulty \( B_2 \) situation are presented in Fig. 2.27a, Fig. 2.27b and in Fig.
2.27c respectively in the planes \( P_0, P_1 \) and \( P_2 \). In this situation, the two health indicators \( I_{R_{0,2}}(f) \) and \( I_{R_{1,2}}(f) \) are strongly correlated as it can be seen in Fig. 2.19c. Therefore, the weighting factor is close to zero, and the values of the practical residuals \( \rho_2 \) are near zero. Hence, the points in the four new clusters in blue are located on the \( r_1 \) axis in the plane \( P_0 \) or on the \( r_0 \) axis in the plane \( P_1 \).

To conclude, if there is a fault in the branch \( B_i \), the proposed practical residual \( \rho_i \) is near zero. In the previous examples, we can see that the fault has an influence on the residuals, thus a robustness and sensitivity analysis of the residuals is made in the following.

2.5.3 Robustness and sensitivity analysis of the residuals

Two issues are addressed in this part:

1. The influence of the noise on the residuals.
2. The influence of the fault characteristics (position and severity of the fault) on the residuals.
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Figure 2.26: Residuals and practical residuals (Faulty $B_0$).
Figure 2.27: Residuals and practical residuals (Faulty $B_2$).
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2.5.3.1 Influence of the noise

The objective is to study the robustness of the residuals. In this study, the TC data are obtained from measurements on the test bench, and white Gaussian noise are added via MATLAB® to the values of the measured TC to get closer to the experimental conditions in an embedded system. Three SNR values are considered, \( SNR = \{50 \, dB; 30 \, dB; 10 \, dB\} \). The no-fault and the faulty \( B_2 \) situations of the network are considered. The fault severity is set to 5 \( \Omega \) and the position of the fault is fixed in the test bench to \( x_2 = 1.5 \, m \) in the branch \( B_2 \).

The results are reported in Fig. 2.28 in the plane \( P_2 \). In Fig. 2.28a, the no-fault and faulty clusters are shown for two different \( SNR \) values (50 \( dB \) and 30 \( dB \)). As it can be seen, the cluster sizes increase when the \( SNR \) decreases and the faulty clusters become closer to the reference cluster. In Fig. 2.28b, the residuals are shown for a \( SNR \) value of 10 \( dB \). As it can be seen, at this \( SNR \) value, the no-fault and the faulty clusters overlap. These two clusters cannot be easily distinguished. In conclusion, the clusters size increases and its distance from the reference cluster decreases with an increasing noise level making it difficult to detect the soft fault.

2.5.3.2 Influence of the fault characteristics

To study the influence of the fault characteristics on the residuals, simulated-based data are used. Data are generated using intensive realistic simulations based on the ABCD matrix modeling method (Detailed in 1.4.1). One hundred simulated transmission coefficient per case are generated. The network shown in Fig. 2.10 is simulated via MATLAB® in the bandwidth of [\( 100kHz : 62, 43kHz : 100MHz \] with \( l_0 = 4 \, m, l_1 = 10 \, m \) and \( l_2 = 7 \, m \), the lengths of the branches \( B_0, B_1 \) and \( B_2 \) respectively.

The primary parameters of the network \( R, L, C \) and \( G \) are computed using the expressions found in the section 1.2.2 [34]. The characteristic impedance \( Z_c \) of each branch is equal to 120\( \Omega \). White Gaussian noise is added to the simulated TC and a signal-to-noise-ratio of 100 \( dB \) is set.

The influence of the fault characteristics on the residuals is studied by changing:

- The severity of the fault \( Z_f \) from 0 \( \Omega \) to 10 \( \Omega \) with a step of 0.2 \( \Omega \).
- The distance \( x_i \) between the position of the fault and the position of the node from 0.1 \( m \) to 3.9 \( m \) with a step of 0.2 \( m \).
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Figure 2.28: Variation of clusters with respect to the noise level (Faulty $B_2$, $Z_f = 5 \Omega$, $x_2 = 1.5m$).

(A) $SNR = \{50 ; 30\} \text{ dB}$

(B) $SNR = 10 \text{ dB}$
2.6. Conclusion

A method for soft fault detection and localization in wired networks is proposed in this chapter. This method is based on monitoring the transmission coefficients between the distributed ECU in the network. The transmission coefficients can be measured via VNA or can be estimated by PLC using the OFDM scheme. Fault sensitive health indicators are then proposed. These health indicators are calculated locally from these transmission coefficients by the ECU acting as receivers and are sent to the ECU sources, in which the residuals are computed. Residuals allow to

In the faulty $B_0$ situation, the residual $\rho_0$ is null and the residuals $\rho_1$ and $\rho_2$ are equal and are different from zero. Thus, the influence of the fault characteristics on the residual $\rho_2$ is studied and presented in the Fig. 2.29 with respect to the fault characteristics (position and severity). For each fault position $x_0$, the residual value evolves quite linearly in function of the fault and slope changes accordingly to the position of fault $x_0$. This is a qualitative result obtained from experimental data. At this stage, this result has not been proved theoretically. This is one of the challenging perspectives of this thesis. In conclusion, we observe through experiments that wherever the fault is located, the distance between the no-fault and the faulty clusters evolves with the severity of the fault. Additionally, it is not possible to determine the position and severity values from a specific residual value.
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compare the health indicators and perform the detection of the soft fault and the localization of the faulty branch thanks to a signature matrix. In practical applications, these residuals are enhanced by weighting them with correlation coefficients between the compared health indicators. This fault diagnosis method is validated using measurements extracted from a Y-shaped test bench where the transmission coefficients were measured directly using a VNA. The fault is represented in the test bench by the insertion of a resistance in series with the cable, the impedance value represents the severity of the fault. Then, realistic intensive simulations were used to study the robustness and the sensitivity of the proposed residuals by changing the signal-to-noise ratio, the severity of the fault represented by its impedance and its position on the faulty cable. It was found that regardless of the position of the fault, the residual values rise with fault severity. The distance between the fault position and the node position has a slightly smaller influence on the residuals. The more noise there is, the more difficult it is to separate between non-faulty and faulty clusters since the clusters formed by the residuals are enlarged and become more dispersed so that the non-faulty and faulty clusters overlap.

In general, a soft fault does not appear suddenly, so it is possible to follow a local degradation of the network using the residuals. Studying the influence of fault characteristics and the influence of the noise on the residuals can help to determine a minimum detectable fault. An extension of the proposed fault detection and localization method to complex networks and in particular to bus network is proposed in the next chapter.
Chapter 3

Diagnosis method for a complex network

In this chapter, the fault detection and localization method applied to a Y-shaped network in chapter 2 is extended to more complex networks. The first studied network is the bus network. The extended fault detection and localization method results in a great number of residuals to be computed for such networks. Therefore, a hierarchical method is proposed to reduce the number of required residuals. The proposed methodology reduces both communication and computation costs. Afterwards, the diagnosis principle is extended to other network topologies such as hybrid networks. The diagnosis method is validated on realistic simulated data of a bus network.

3.1 Transmission-based fault diagnosis in a bus network

3.1.1 Bus network description

A bus network consists of a main branch to which all electronic control units (ECU) are connected. In a bus network, a node connects only three branches and at least one of these three branches is connected to an ECU. A bus network with $N + 1$ ECU (with $N > 2$) has $N - 1$ nodes and $2N - 1$ branches (see Fig. 3.1). There are $N + 1$ branches $B_i$ directly connected to an ECU and $N - 2$ branches $B_{bi}$ located between...
two successive nodes. The fault detection and localization method in a bus network is detailed in the following.

Let us first recall the main principles of the fault detection and localization method described in Chapter 2 for a Y-shaped network.

The three branches $B_0$, $B_1$ and $B_2$ of the Y-shaped network are either a source branch or receiver branches. The source branch refers to the branch that connects the node to the ECU acting as a source. The receiver branches refer to the branches that connect the node to the ECU acting as receivers. Two health indicators are computed on the two receivers. These health indicators have the following characteristics:

- If the fault is located in the source branch, the 2 health indicators computed by the receivers are equal for all frequencies in the considered bandwidth: $BW = [f_1 : \Delta f : f_N]$.  
- If the fault is located at one of the receiver branches, the 2 health indicators computed at the receivers are different for all frequencies in the considered BW.

Residuals are thus introduced to quantify the global difference on the BW between two health indicators.
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The same principle is extended for fault detection and localization in a bus network. The proposed method is also discussed in terms of computation and communication costs.

3.1.2.1 Fault detection and localization method applied on a bus network - Method I

In the bus network shown in Fig. 3.1, ECU₀ is acting as a source and all the other ECU are acting as receivers. The branches connected to a node \( n_i \) are divided into two sets of branches:

- The source-side branches set \( \{ B_{S_i} \}_{S_0} \).
  This set contains the branches situated between the source \( S_0 \) and the node \( n_i \):
  \[ \{ B_{S_i} \}_{S_0} = \{ B_0; B_1; \ldots; B_i \} \cup \{ B_{b_0}; B_{b_1}; \ldots; B_{b_{i-1}} \}. \]

- The receiver-side branches set \( \{ B_{R_i} \}_{S_0} \).
  This set contains the branches from the other sides of the node \( n_i \):
  \[ \{ B_{R_i} \}_{S_0} = \{ B_{i+1}; B_{i+2}; \ldots; B_N \} \cup \{ B_{b_i}; B_{b_{i+1}}; \ldots; B_{b_{N-3}} \}. \]

The distinction between source-side and receiver-side branches, when the source is \( S_0 \), with respect to a node \( n_i \) is shown in the Fig. 3.2.

**Figure 3.2**: Source-side and receiver-side branches in a bus network with source \( S_0 \).
This bus network can be represented as a Y-shaped network with a node $n_i$ connecting the set of branches $B_{i+1}$, the set of branches $\{B_{S_i}\}_{S_0} - \{B_{i+1}\}$ and the branch $\{B_{R_i}\}_{S_0}$ as shown in Fig. 3.3. This illustration can be useful for extending the fault detection and localization methodology from a Y-shaped network to a bus network.

The first step in the fault detection and localization procedure for a bus network is the estimation of the transmission coefficients (TC) between the source $S_0$ and the receivers $R_i$ with $i \in \{1; 2; \cdots; N\}$. From the reference TC estimated when the network is considered in the no-fault situation and the TC estimated online, the health indicators $I_{R_i,0}(f)$ are computed locally at each receiver $R_i$.

As a direct extension of the health indicators’ characteristics for a Y-shaped network, we have the following:

- When the network is not faulty, all the reference TC and the corresponding estimated TC are equal, which results in all health indicators computed at the receivers, being zero.

Thus we have

$$I_{R_i,0}(f) = 0$$

$\forall i \in \{1; 2; \cdots; N\}, \forall f \in BW = [f_1 : \Delta f : f_N]$.

- A faulty situation results in different values of the transmission coefficients, resulting in non-zero health indicators. The non-zero health indicators values depend on the position of the fault in the network, i.e. which branch is faulty.

If a branch $B_{i}, i \in \{0; 1; \cdots; N\}$ or $B_{b_{i-1}}, i \in \{1; 2; \cdots; N - 2\}$ is faulty:

- The health indicators computed at the receivers connected to the branches of the receiver-side branches set $\{B_{R_i}\}_{S_0}$ are such that:

$$I_{R_j}(f) = I_{R_k}(f) = I(f) \neq 0$$

$\forall j, k \in [i+1 : N], \forall f \in BW = [f_1 : \Delta f : f_N]$.

- The health indicators computed at the receivers connected to the branches of the source-side branches set $\{B_{S_i}\}_{S_0}$ are such that:

$$I_{R_j}(f) \neq 0 \text{ and } I_{R_k}(f) \neq 0$$

$$I_{R_j}(f) \neq I_{R_k}(f) \neq 0$$

$$I_{R_j}(f) \neq I(f) \text{ and } I_{R_k}(f) \neq I(f)$$

$\forall j \in [1 : i] \text{ and } k \in [1 : N](\text{with } j \neq k), \forall f \in BW = [f_1 : \Delta f : f_N]$.
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**Figure 3.3:** Representation of a bus network as a Y-shaped network.

\[ ECU_i: \text{ith ECU} \quad S_i: \text{ith source} \quad R_i: \text{ith receiver} \]

- \( B_i: \text{ith branch connected to } n_{i-1} \text{ and } ECU_i \)
- \( B_{bi}: \text{ith branch connected to } n_i \text{ and } n_{i+1} \)

\( n_i \) node \( n_i \)  
Source-side branch  
Receiver-side branch

**Figure 3.3:** Representation of a bus network as a Y-shaped network.
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Table 3.1: Residual-based bus network signature matrix (residual $r_{N,i}^0$).

<table>
<thead>
<tr>
<th>$r_k$</th>
<th>No-fault $B_0$</th>
<th>Faulty $B_1$</th>
<th>Faulty $B_{b_0}$</th>
<th>...</th>
<th>Faulty $B_{b_i}$</th>
<th>Faulty $B_{b_{i-1}}$</th>
<th>...</th>
<th>Faulty $B_{N-1}$</th>
<th>Faulty $B_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{N,1}^0$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$r_0^0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$r_{N,i}^0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$r_{N,N-1}^0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

0 indicates that $r_{N,i}^0$ is equal to zero.
1 indicates that $r_{N,i}^0$ is different from zero.

Each receiver estimates the transmission coefficient between the source and itself, resulting in $N$ estimated transmission coefficients. Then the $N$ health indicators are computed locally at each receiver for each frequency carrier in the bandwidth $BW$. The health indicator values are then sent to $S_0$, where the residuals are computed. The source $S_0$ computes $N-1$ residuals to compare the health indicators. Using these residuals, the fault may be detected and the faulty branch located.

Let’s define the residual $r_{N,i}^0$:

$$r_{N,i}^0 = \frac{1}{N_f} \sum_{f_1}^{f_{N_f}} |I_{R_{N,0}}(f) - I_{R_{N,i}}(f)|$$

with $f \in BW = [f_1 : \Delta f : f_{N_f}]$ and $i \in \{1, 2, \ldots ; N-1\}$ (3.1)

This residual is used to compare between the two health indicators $I_{R_{N,0}}(f)$ computed at the receiver $R_N$ and $I_{R_{i,0}}(f)$ computed at the receivers $R_i$ when $S_0$ is the source.

A signature matrix, shown in Table 3.1, is constructed based on the residuals $r_{N,i}^0$ with $i = \{1, 2, \ldots , N-1\}$.

Remark 7 The receiver $R_N$ is the farthest receiver from the source $S_0$ which means that the number of nodes between $R_N$ and $S_0$ is maximum. Whatever the selected node, the receiver-side branches set includes the branch $B_N$ connected to $R_N$. A faulty branch, $B_{i+1}$ or $B_{b_i}$, is connected to a node $n_i$. All the health indicators computed at the receivers $R_j$ where $i < j < N$ are equal to the $I_{R_{N,0}}(f)$. Hence, $I_{R_{N,0}}(f)$ and $I_{R_{i,0}}(f)$ are compared with the objective to construct a signature matrix with the fewest possible ambiguities.
The health indicators’ characteristics in no-fault and faulty situations lead to the following characteristics of the signature table 3.1:

- All health indicators are null in the no-fault situation, and all health indicators are equal in the faulty $B_0$ situation. Therefore, in both situations, the residuals computed to compare $I_{R_{N,0}}(f)$ and $I_{R_{i,0}}(f)$ are null. Hence, the signature of the no-fault situation is identical to the signature of the faulty $B_0$ situation.

- The health indicators $I_{R_{k,0}}(f) \forall k \in \{i + 1; \ldots; N\}$ are equal to each other and the health indicators $I_{R_{i,j}}(f) \forall j \in \{1; \ldots; i\}$ are different from each other in the faulty $B_i$ and $B_{b_i-1}$ situations. Therefore, in both situations the residuals $r_{N,k}^0$ are null and the residuals $r_{N,j}^0$ are non-zero. Hence, the signature of the faulty $B_i$ situation is identical to the signature of the faulty $B_{b_i-1}$ situation, with $i \in \{1,2,3,\ldots,N-2\}$.

- All health indicators are different from each other in the faulty $B_N$ and the faulty $B_{N-1}$ situations. Therefore, the residuals computed to compare $I_{R_{N,0}}(f)$ and $I_{R_{i,0}}(f) \forall i$ are non-zero. Hence, the signature of the faulty $B_{N-1}$ situation is identical to the signature of the faulty $B_N$ situation.

To remove the ambiguity caused by identical signatures, it is necessary to compute additional residuals by setting another ECU as a source.

Any other ECU can a priori plays the role of a new source. The two branches $B_N$ and $B_{N-1}$ are connected to the same node $n_{N-2}$. Therefore, these two branches will always be included in the receiver-side branches unless $ECU_N$ or $ECU_{N-1}$ is chosen as the new source. Hence, in order to remove the ambiguity between the faulty $B_N$ and faulty $B_{N-1}$ situations and to assign one of them to the source-side branches and the other to the receiver-side branches, it is necessary to chose one of the ECU, $ECU_N$ or $ECU_{N-1}$, as the new source.

Let us choose $ECU_N$ as the new source $S_N$. The branches connected to any node $n_i$ can be divided into two sets of branches:

- The source-side branches set $\{B_{S_i}\}_{S_N}$:
  It contains the branches situated between the source $S_N$ and the node $n_i$,$\{B_{S_i}\}_{S_N} = \{B_{i+2}; B_{i+3}; \ldots; B_N\} \cup \{B_{b_i}; B_{b_{i+1}}; \ldots; B_{b_{N-3}}\}$.

- The receiver-side branches set $\{B_{R_i}\}_{S_N}$:
  It contains the branches of the other sides of the node $n_i$, $\{B_{R_i}\}_{S_N} = \{B_0; B_1; \ldots; B_{i+1}\} \cup \{B_{b_1}; B_{b_2}; \ldots; B_{b_{i-1}}\}$. 
The distinction between source-side and receiver-side branches, when the source is $S_N$, with respect to a node $n_i$ is shown in the Fig. 3.4. To compute the residuals, the transmission coefficients between the source $S_N$ and the receivers $R_i\ \forall i \in \{1, 2, \ldots, N - 1\}$ are estimated. The health indicators $I_{R_{i,N}}$ are then computed and the residual $r_{i,0}^N$ is computed at the source $S_N$. This residual is defined as follows:

$$r_{i,0}^N = \frac{1}{N_f} \sum_{f} \left| I_{R_{i,N}}(f) - I_{R_{0,N}}(f) \right|$$

with $f \in BW = [f_1 : \Delta f : f_{N_f}]$ and $i \in \{1; 2; \ldots; N - 1\}$ (3.2)

The residual $r_{i,0}^N$ is used to compare the health indicator $I_{R_{i,N}}(f)$ computed at the receiver $R_i$ with $i = \{1, 2, \ldots, N - 1\}$ and the health indicator $I_{R_{0,N}}(f)$ computed at the receiver $R_0$ with the objective to construct a signature matrix (Table 3.1 and 3.2) with the fewest possible ambiguities. Health indicators $I_{R_{i,N}}(f)$ are compared to $I_{R_{0,N}}(f)$ since the receiver $R_0$ is the farthest receiver from the source $S_N$. A signature matrix, shown in Table 3.2, is obtained based on the residuals $r_{i,0}^N$ with $i = \{1, 2, \ldots, N - 1\}$.

Combining the two signature matrices, thus considering $2 \cdot (N - 1)$ residuals, we obtain the signature matrix shown in Table 3.3. For each network situation
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Table 3.2: Residual-based bus network signature matrix (residual $r_{k}^{i,j}$).

<table>
<thead>
<tr>
<th>$r_{0}$</th>
<th>No-fault</th>
<th>Faulty $B_{0}$</th>
<th>Faulty $B_{1}$</th>
<th>Faulty $B_{b_{0}}$</th>
<th>...</th>
<th>Faulty $B_{i}$</th>
<th>Faulty $B_{b_{i-1}}$</th>
<th>Faulty $B_{N-1}$</th>
<th>Faulty $B_{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{0,N-1}^{0}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>...</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$r_{0,N-1}^{1}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>...</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$r_{0,i}^{0}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>...</td>
<td>1</td>
<td>0</td>
<td>...</td>
<td>0</td>
</tr>
<tr>
<td>$r_{0,i}^{1}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>...</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$r_{0,1}^{0}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>...</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
</tr>
</tbody>
</table>

0 indicates that $r_{k}^{i,j}$ is equal to zero.
1 indicates that $r_{k}^{i,j}$ is different from zero.

(no-fault or one faulty branch), a unique signature is obtained. A fault can be detected and the faulty branch can be localized with no ambiguity. The fault detection and localization method for a bus network is summarized in Fig. 3.5. It consists of several steps:

- The receivers estimate the transmission coefficients through pilot signals sent by the source $S_{0}$. The health indicators are computed for all frequencies in the $BW$ by the receivers. The indicators values are sent to the sources $S_{0}$. The residuals are computed.

- The receivers estimate the transmission coefficients through pilot signals sent by the source $S_{N}$. The health indicators are computed for all frequencies in the $BW$ by the receivers. The indicators values are sent to the sources $S_{N}$. The residuals are computed.

- The residuals values computed by the two sources are sent to the supervisor. The supervisor may be one of the two sources.

- The residuals values are compared to the preconstructed signature matrix in Table 3.3.

The huge number of computed residuals is a drawback of this method. A reduction of the required number of residuals for fault detection and localization is proposed in the next subsection.
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Figure 3.5: Fault detection and localization algorithm for a bus network - Method I.

Estimation of the transmission coefficients between the source $S_0$ and the receiver $R_i : H_{R_{i,0}}(f) \forall f \in BW, with i \in \{1; \ldots; N\}$

$\{H_{R_{i,0}}^{Reference}(f)\} \rightarrow \{H_{R_{i,0}}(f)\}$

Computation of the health indicators at the receiver $R_i : I_{R_{i,0}}(f) \forall f \in BW, with i \in \{1; \ldots; N\}$

$\{I_{R_{i,0}}(f)\}$

Transmission of the health indicators to the source $S_0$

Computation of the residuals at the source $S_0 : r_{0, i}^{N, i}$, with $i \in \{1; \ldots; N - 1\}$

$\{r_{0, i}^{N, i}\}$

Transmission of the residuals to the supervisor

Estimation of the transmission coefficients between the source $S_N$ and the receiver $R_i : H_{R_{i,N}}(f) \forall f \in BW, with i \in \{1; \ldots; N\}$

$\{H_{R_{i,N}}^{Reference}(f)\} \rightarrow \{H_{R_{i,N}}(f)\}$

Computation of the health indicators at the receiver $R_i : I_{R_{i,N}}(f) \forall f \in BW, with i \in \{1; \ldots; N - 1\}$

$\{I_{R_{i,N}}(f)\}$

Transmission of the health indicators to the source $S_N$

Computation of the residuals at the source $S_N : r_{N, i}^{i, 0}$, with $i \in \{1; \ldots; N - 1\}$

$\{r_{N, i}^{i, 0}\}$

Transmission of the residuals to the supervisor

Compare the residuals to the preconstructed signature matrix (Table 3.3)

Detection and localization of the faulty branch if it exists
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<table>
<thead>
<tr>
<th>$r_k$</th>
<th>No-fault</th>
<th>Faulty $B_0$</th>
<th>Faulty $B_1$</th>
<th>Faulty $B_{n-1}$</th>
<th>Faulty $B_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{N,1}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$r_{N,2}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>$r_{0}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$r_{N,i}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>$r_{N,i+1}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>$r_{N,N-1}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>...</td>
</tr>
</tbody>
</table>

Note: 0 indicates that $r_{k,j}^{i,k}$ is equal to zero.

1 indicates that $r_{k,j}^{i,k}$ is different from zero.
3.1.2.2 A sequential fault detection and localization method applied on a bus network - Method II

To reduce the number of residuals required for soft fault detection and faulty branch localization, a sequential fault detection and localization method is proposed in this section. The first step consists in considering the \( N - 1 \) residuals \( r_{0,i}^{N,i} \) with \( i = \{1, 2, \ldots, N - 1\} \) that lead to the fault signature matrix given in Table 3.1. As it was pointed out previously, this table has identical fault signatures for each pair of network situations. Each ambiguity can be removed in a second step with only one additional specific residual as follows:

- Ambiguity between the no-fault and the faulty \( B_0 \) situations. To differentiate the two situations, the extra residual \( r_{0,1}^{0,1} \) may be computed. If \( r_{0,1}^{0,1} \neq 0 \), the network is considered to be in the faulty \( B_0 \) situation. Otherwise, it is considered in the no-fault situation.

- Ambiguity between the faulty \( B_i \) and the faulty \( B_{b_i-1} \) situations. To differentiate the two situations, the extra residual \( r_{0,i}^{0,i} \) may be computed. If \( r_{0,i}^{0,i} \neq 0 \), the network is considered to be in the faulty \( B_i \) situation. Otherwise, it is considered in the \( B_{b_i-1} \) situation.

- Ambiguity between the faulty \( B_N \) and the faulty \( B_{N-1} \) situations. To differentiate the two situations, the extra residual \( r_{0,N-1}^{0,N-1} \) may be computed. If \( r_{0,N-1}^{0,N-1} \neq 0 \), the network is considered to be in the faulty \( B_{N-1} \) situation. Otherwise, it is considered in the \( B_N \) situation.

Instead of computing at each time a huge number \( (2 \cdot (N - 1)) \) of residuals, a sequential method may be used. The first step consists in computing the \( N - 1 \) residuals \( r_{0,i}^{N,i} \) with \( i = \{1, 2, \ldots, N - 1\} \). The second step consists in computing only one specific residual by using the source \( S_N \), which is selected to remove the ambiguity.

This method is summarized in the Fig. 3.6. Only \( N \) residuals are computed to identify with no ambiguity the situation.

A hierarchical method is proposed in the next part which will allow to reduce even more the number of required residuals for fault detection and faulty branch localization.
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Estimation of the transmission coefficients between the source $S_0$ and the receiver $R_i : H_{R_i,0}(f) \forall f \in BW, \text{with} \ i \in \{1, \cdots, N\}$

\[
\begin{align*}
\{H_{R_i,0}^{Reference}(f)\} & \quad \rightarrow \quad \{H_{R_i,0}(f)\} \\
\text{Computation of the health indicators at the receiver} & \quad R_i : I_{R_i,0}(f) \forall f \in BW, \text{with} \ i \in \{1, \cdots, N\} \\
\{I_{R_i,0}(f)\} & \\
\text{Transmission of the health indicators to the source} & \quad S_0 \\
\text{Computation of the residuals at the source} & \quad S_0 : r_0^{N,i}, \text{with} \ i \in \{1, \cdots, N - 1\} \\
\{r_0^{N,i}\} & \\
\text{Compare the residuals to the preconstructed signature matrix} & \quad (\text{Table 3.1}) \\
\text{Ambiguity between two possible situations (Define} & \quad j \text{)} \\
\text{Transmission of the preliminary diagnosis result} & \quad \text{to the supervisor} \\
\end{align*}
\]

Estimation of the transmission coefficients between the source $S_N$ and the receiver $R_i : H_{R_i,N}(f) \forall f \in BW, \text{with} \ i \in \{0; j\}$

\[
\begin{align*}
\{H_{R_i,N}^{Reference}(f)\} & \quad \rightarrow \quad \{H_{R_i,N}(f)\} \\
\text{Computation of the health indicators at the receiver} & \quad R_i : I_{R_i,N}(f) \forall f \in BW, \text{with} \ i \in \{0; j\} \\
\{I_{R_i,N}(f)\} & \\
\text{Transmission of the two health indicators to the source} & \quad S_N \\
\text{Computation of only one residual at the source} & \quad S_N : r_N^{j,0} \\
\{r_N^{j,0}\} & \\
\text{Compare the residuals to the preconstructed signature matrix} & \quad (\text{Table 3.2}) \\
\text{Detection and localization of the faulty branch if it exists} & \\
\end{align*}
\]

**Figure 3.6:** Fault detection and localization for a bus network - Sequential method.
3.1.2.3 Hierarchical fault detection and localization method applied on a bus network - Method III

The number of computed residuals is equal to $2 \cdot (N - 1)$ using the first method and is equal to $N$ using the second method. According to the signature matrix presented in Table 3.3, a lower number of residuals may be computed to detect and localize any fault with no ambiguity. A hierarchical method is detailed in the following.

As previously explained, in a bus network, the branches may be divided into two sets with respect to each node: a source-side branches set and a receiver-side branches set, as shown in Fig. 3.7. In a bus network with $N - 1$ nodes, it is thus possible to define $N - 1$ different source-side branches sets and $N - 1$ corresponding receiver-side branches sets.

According to the signature matrix presented in Table 3.3, for each pair of sets, $\{B_S_i\}$ and $\{B_R_i\}$ with $i = \{0, 1, \ldots, N - 1\}$, only two residuals, $r_{0,i+1}^{N,i+1}$ and $r_{N,i+1}^{0,i+1}$, are required to determine which set the faulty branch belongs to.

As it was previously discussed for a Y-shaped network, the residual computed by the source is equal to zero if the fault is located at the source branch and non-zero if the fault is located at a receiver branch. The network is in the no-fault situation if two of the computed residuals are null. Following the same reasoning and from Fig. 3.7, the residuals $r_{0,i+1}^{N,i+1}$ and $r_{N,i+1}^{i+1,0}$ $\forall i \in \{0, 1, \ldots, N - 2\}$ are characterized as follows:

- If the two residuals $r_{0,i+1}^{N,i+1}$ and $r_{N,i+1}^{i+1,0}$ are equal to zero, the network is in the no-fault situation.
- If the residual $r_{0,i+1}^{N,i+1}$ is zero and the residual $r_{N,i+1}^{i+1,0}$ is non-zero, the fault is located in one of the branches of the source-side branches set $\{B_S_i\}_{S_0}$.
- If the residual $r_{N,i+1}^{i+1,0}$ is zero and the residual $r_{0,i+1}^{N,i+1}$ is non-zero, the fault is located in one of the branches of the source-side branches set $\{B_S_i\}_{S_N}$.
- If the two residuals $r_{0,i+1}^{N,i+1}$ and $r_{N,i+1}^{i+1,0}$ are non-zero, the fault is located in the branch $B_{i+1}$.

As a consequence, only some specific residuals are needed to identify the situation of the network. The proposed method consists in bisecting the network by half and check each sub-network separately. If two residuals are different from zero, the faulty branch is directly located. If only one residual is different from zero, the
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**Figure 3.7: Source-side and receiver-side branches representation.**

- **ECU<sub>i</sub>: i<sup>th</sup> ECU**
- **S<sub>i</sub>: i<sup>th</sup> source**
- **R<sub>i</sub>: i<sup>th</sup> receiver**

- \( B_i \): i<sup>th</sup> branch connected to \( n_{i-1} \) and \( ECU_i \)
- \( B_{bi} \): i<sup>th</sup> branch connected to \( n_i \) and \( n_{i+1} \)

- **(A) ECU<sub>0</sub> acting as a source.**

- **(B) ECU<sub>N</sub> acting as a source.**
corresponding source-side branches set containing the faulty branch is identified. This set may be bisected again, and the same procedure is repeated until the set contains only one branch, which is the identified faulty branch.

This step-by-step method is summarized as follows and in Fig. 3.8:

1. To start the algorithm, the node \( n_{\lfloor (N-2)/2 \rfloor} \) is chosen (where \( \lfloor x \rfloor \) is the nearest integer to \( x \)).

2. The two residuals, \( r_0^{N,\lfloor (N-2)/2 \rfloor+1} \) and \( r_N^{\lfloor (N-2)/2 \rfloor+1,0} \), are computed. Depending on the values of these two residuals, four cases may arise:

   - If the two residuals are null, the network is in the no-fault situation \( (r_0^{N,\lfloor (N-2)/2 \rfloor+1} = r_N^{\lfloor (N-2)/2 \rfloor+1,0} = 0) \).
   - If the residual \( r_0^{N,\lfloor (N-2)/2 \rfloor+1} \) is zero and the residual \( r_N^{\lfloor (N-2)/2 \rfloor+1} \) is non-zero, the fault is at one of the branches in the source-side branches \( \{B_{S,\lfloor (N-2)/2 \rfloor}\}_0 \).
   - If the residual \( r_0^{N,\lfloor (N-2)/2 \rfloor+1} \) is non-zero and the residual \( r_N^{\lfloor (N-2)/2 \rfloor+1} \) is zero, the fault is at one of the branches in the source-side branches \( \{B_{S,\lfloor (N-2)/2 \rfloor}\}_N \).
   - If the two residuals are non-zero, the fault is at the branch \( B_{\lfloor (N-2)/2 \rfloor+1} \) \( (r_0^{N,\lfloor (N-2)/2 \rfloor+1} \neq 0 \) and \( r_N^{\lfloor (N-2)/2 \rfloor+1,0} \neq 0) \).

3. The faulty source-side branches set \( \{B_{S_i}\}_{S_k} \) is bisected with \( k \in \{0; N\} \) and \( i = \lfloor (N-2)/2 \rfloor \).

4. The same steps are repeated until the network can no longer be bisected. The faulty branch is identified.

Fig. 3.8 summarizes the hierarchical fault detection and localization method.

The number of residuals required for fault detection and faulty branch localization depends on the number of times the faulty source-side branches set is split in two, which is at most equal to \( \log_2(N) \). 2 residuals are computed at each bisection, thus a total of \( 2 \cdot \log_2(N) \) is at most computed to identify the situation of the network.
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**Figure 3.8:** Fault detection and localization method for a bus network - Hierarchical method.
3.1.3 Comparison of the proposed fault detection and localization methods

Three different fault detection and localization methods have been proposed. They can be compared in terms of number of residuals that are computed and the number of transmitted messages (communication burden).

3.1.3.1 Comparison in terms of the number of required residuals

Table 3.4 summarizes the required number of residuals to be computed for the three fault detection and localization methods for a bus network with $N + 1$ ECU.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of required residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method I</td>
<td>$2 \cdot (N - 1)$</td>
</tr>
<tr>
<td>Method II (Sequential)</td>
<td>$N$</td>
</tr>
<tr>
<td>Method III (Hierarchical)</td>
<td>$2 \cdot \lceil \log_2(N) \rceil$ at worst</td>
</tr>
</tbody>
</table>

The number of required residuals as a function of the number of ECU in a bus network is plotted in Fig. 3.9 for the three proposed fault detection and localization methods. It is shown that when the bus network connects more than 7 ECU, the hierarchical method (method III) computes the lowest number of residuals. If the bus network connects less than 7 ECU, the number of computed residuals is quite the same for the three proposed methods.

![Figure 3.9: Comparison between the three fault detection and localization methods in terms of number of required residuals.](image)
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The three fault detection and localization methods are now compared in terms of communication burden in the following.

3.1.3.2 Comparison in terms of communication burden

The OFDM modulation scheme is used in PLC systems. Using this process, the estimation of the transmission coefficients is always required. The number of transmitted messages needed specifically for the three fault detection and localization methods will thus not consider the communication burden to perform these TC estimations.

A communication protocol needs to be used, so that the ECU communicate with each other for diagnosis purposes. Even though it is outside the scope of this work, some suggestions are made regarding the communication protocol between ECU in a bus network. In the three previously detailed fault detection and localization methods, the two ECU located at the extremities of the backbone branch of the network are chosen to act as sources and the remaining ECU act as receivers. Let’s consider that ECU0 is the supervisor of the network, it will first send a message to all receivers to start the monitoring cycle. Each ECU computes its health indicators on a local level. Then the communication and the number of transmitted messages differ with respect to the applied fault detection and localization method.

- **Method I**: All the ECU send their health indicators to the corresponding source ECU0 or ECU_N. Each health indicator is composed of frequency-dependent variables. Therefore, \( N_f \) messages are required to transmit a health indicator, where \( N_f \) stands for the number of frequency components. This results in a total of \( 2 \cdot N \cdot N_f \) messages. The source ECU_N computes its residuals and sends the \( N - 1 \) residuals’ values to the source ECU_0. In order to compare the computed residuals and the received residuals to the preconstructed signature matrix, ECU_0 also computes its residuals. The diagnosis result is acquired by ECU_0 after comparing the residuals to the signature matrix. Thus, a total of \( 2 \cdot N \cdot N_f + N - 1 \) messages are exchanged across the network for this monitoring method I.

- **Method II**: All the ECU send their health indicators, resulting in \( N \cdot N_f \) messages in total. ECU_0 compute the \( N - 1 \) residuals and compare their values to the preconstructed signature matrix. The ECU_0 send a message containing the preliminary diagnosis results to the ECU_N. Then, the ECU_N, which acts now as the source \( S_N \), will send a message to the two specific ECU identified by
the preliminary diagnosis result to ask them to send their new health indicators. The source ECU$N$ will receive $2N_f$ distinct messages from the two concerned ECU to collect the health indicators. The ECU$N$ will compute the additional residual and send it via a message to the supervisor ECU$0$, who will take the final diagnosis result. Thus, a total of $(N + 2) \cdot N_f + 3$ messages are exchanged across the network for this monitoring method II.

- Method III: The two ECU, ECU$N$ and ECU$w$ send their health indicators to the source ECU$0$ with $w = \lceil (N - 2)/2 \rceil + 1$. The health indicator $I_{R_{w,0}}(f)$ is sent by ECU$N$ via $N_f$ messages to ECU$0$. The two health indicators $I_{R_{w,0}}(f)$ and $I_{R_{w,N}}(f)$ are sent by ECU$w$ via $2 \cdot N_f$ messages to ECU$0$. At the first bisection of the network, $3 \cdot N_f$ messages are delivered across the network. Following the receipt of these indications, ECU$0$ computes its first two residuals, from which it generates a preliminary diagnosis result. This result may be:
  
  - The final diagnosis result, if the network is in its no-fault or faulty $B_w$ situations.
  
  - The first preliminary result, if the fault is at one of the faulty source-side branches sets $\{B_{S_{\lfloor (N-2)/2 \rceil}} \} \cup \{B_{S_{\lfloor (N-2)/2 \rceil}} \} \cup \{B_{S_{\lfloor (N-2)/2 \rceil}} \} \cup \{B_{S_{\lfloor (N-2)/2 \rceil}} \}$. In the first case, the final diagnosis result is reached with only $3 \cdot N_f$ messages.
In the second case, the network should be bisected to localize the faulty branch. Whatever the situation is, the health indicator computed by the ECU$N$ will be sent once to the ECU$0$. Afterwards, if the network is bisected, at each bisection the ECU$0$ sends a message across the network requesting for ECU$w$, with $w \in \{\lfloor w2\rfloor; \lceil N - w \rceil\}$, to send its two computed health indicators. Therefore, for each new bisection a total of $1 + 2 \cdot N_f$ messages must be delivered. In order to receive a final diagnosis result using this method, a total of $(1 + 2 \cdot N_f) \cdot \lceil \log_2(N) \rceil + 3 \cdot N_f$ messages must be delivered across the network.

Table 3.5 summarizes the number of the transmitted messages for each fault detection and localization method for a bus network with $N + 1$ ECU.

The number of transmitted messages as a function of the number of ECU in a bus network is plotted in Fig. 3.10 for the three proposed fault detection and
3.2 Transmission-based fault diagnosis in a hybrid network

In luxury and modern vehicles, communication networks are hybrid networks, combining ring sub-networks, point-to-point sub-networks and bus sub-networks as shown in Fig. 3.11 [44]. It is possible to monitor each sub-network
independently. One of the ECU is designated as the supervisor in each sub-network. The supervisor is in charge of managing the communication for fault detection and localisation purpose. When PLC technology is used, all ECU of the network can estimate the transmission coefficient between a given source and itself. Moreover, each ECU can play the role of a source or of a receiver. The role of an ECU, for a fault detection and localization procedure, depends on the topology of the sub-network:

- For a point-to-point sub-network, one ECU is chosen as a source, the other as a receiver. The choice of the source is indifferent because each one is able to estimate the transmission coefficient between the two ECU. However, it is recommended to choose the ECU that is connected to the largest number of ECU to reduce the number of ECU source and reduce the communication load.

- For a ring sub-network, the ECU are chosen as sources and receivers alternatively to treat point-to-point sub-networks.

- For a bus sub-network, the sources are the two extremities of the backbone branch.

To diagnose a hybrid network, we first highlight each point-to-point link between the ECU and highlight each node. In networks with point-to-point connections (ring, tree, mesh, star communication network etc…) between components, once a fault is detected, the faulty branch is directly localized. This is not the case for bus networks, Y-shaped networks and star energy networks. For sub-networks with only one node, that is to say for Y-shaped network or star-shaped network, the fault detection and localization method is detailed in chapter 2. For sub-networks with successive nodes, that is to say for bus network, the diagnosis method is detailed in the subsection 3.1.2. A hybrid network decomposition is illustrated in the following.

Illustration of hybrid network decomposition The hybrid network illustrated in Fig. 3.12 can be decomposed into three sub-networks, i.e. two bus networks and one star network as seen in Fig. 3.13. Each network may be monitored separately. The fault detection and localization procedure for the bus sub-networks shown in Fig. 3.13a and Fig. 3.13c is detailed in the section 3.1.2. For the star sub-network in Fig. 3.13b, all the ECU of this network are point-to-point connected to the ECU4. Therefore, the fault detection and localization mechanism is straight forward:
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ECU interconnection in a modern mid-size vehicle

**CAN** Controller Area Network, **LIN** Local Interconnected Network, **MOST** Media Oriented Systems Transport.

![Diagram of ECU interconnection in a modern mid-size vehicle](image1)

(A) Modern midsize vehicle.

Possible scenario for a future luxury-class vehicle

**CAN** Controller Area Network, **CGW** Central Gateway, **BCM** Body Computer Module, **IHU** Integrated Head Unit, **VDU** Vehicle Dynamics Unit, **PSM** Passive Safety Manager, **EPM** Engine & Powertrain Manager, **WLAN** Wireless Local Area Network, **LIN** Local Interconnected Network, **MOST** Media Oriented Systems Transport, **PSI** Peripheral Sensor Interface, **LVDS** Low Voltage Differential Signaling.

![Diagram of ECU interconnection in a luxury vehicle](image2)

(b) Luxury vehicle.

**Figure 3.11:** ECU interconnection in mid-size and luxury vehicles [44].
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The $ECU_4$ plays the role of a source $S_4$ and a receiver $R_4$. The other $ECU$, namely $ECU_5$, $ECU_6$ and $ECU_7$ play the role of receivers denoted respectively $R_5$, $R_6$ and $R_7$.

The transmission coefficients $H_{R_{5,4}}(f)$, $H_{R_{6,4}}(f)$ and $H_{R_{7,4}}(f)$ between the source $S_4$ and each one of the receivers are estimated.

The health indicators $I_{R_{5,4}}(f)$, $I_{R_{6,4}}(f)$ and $I_{R_{7,4}}(f)$ are computed by each receiver and sent back to the source $ECU_4$.

The branch between $ECU_4$ and one of the receivers $R_i$ is considered as faulty if its corresponding health indicator $I_{R_{i,4}}(f)$ is not null (with $i \in \{5;6;7\}$).

The fault detection and localization method on hybrid network is based on the decomposition into simple sub-networks, where our proposed method can be carried out. It should be noted that as each monitoring mechanism for each sub-network is independent of the others, multiple faults can be detected and localized if they are not localized in the same sub-network.

3.3 Illustration of the diagnosis method for a simulated bus network

We propose in this section to illustrate the fault detection and localization method on the simulated bus network shown in Fig. 3.14 (the same as the bus network in Fig 3.13a).
3.3. Illustration of the diagnosis method for a simulated bus network

![Diagram of bus sub-networks](image)

**Figure 3.13: Hybrid network decomposition.**

### 3.3.1 Studied network

The studied network, shown in Fig. 3.14, is simulated using the chain matrix model (Chapter 1, subsection 1.4.1). The network consists of \(N + 1 = 5\) ECU, \(2N - 1 = 7\) branches and \(N - 1 = 3\) nodes. Two branches \(B_{b1}\) and \(B_{b2}\) are situated between two nodes. Five branches, \(B_i\) with \(i \in \{0; 1; 2; 3; 4\}\), are situated between a node and an ECU. The nodes are denoted \(n_i\), with \(i \in \{0; 1; 2\}\).

In what follows, three different faulty network situations are detailed:

- **Faulty \(B_2\):** The fault is inserted in the branch \(B_2\).
- **Faulty \(B_3\):** The fault is inserted in the branch \(B_3\)
- **Faulty \(B_{b1}\):** The fault is inserted in the branch \(B_{b1}\).

A soft fault is represented by an impedance of 5 \(\Omega\) inserted in series in the faulty branch.

### 3.3.2 Hierarchical fault detection and localization method application

To illustrate the hierarchical fault detection and localization method detailed in 3.1.2.3 (method III), simulation-based data in the bandwidth
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**Figure 3.14**: Bus network

**Figure 3.15**: Computed transmission coefficients.

BW = [1MHz : 1kHz : 100MHz] are used. ECU0 and ECU4 are acting as sources and as receivers.

In the no-fault situation, the transmission coefficients, denoted $H_{j,i}(f)$, are estimated at each receiver $R_j$ when the source $S_i$ is transmitting OFDM pilot symbols. Each ECU acting as source is connected to four receivers. In total, eight transmission coefficients are estimated. Their module is represented in Fig. 3.15. We can notice that the transmission coefficients $H_{3,0}(f)$ and $H_{4,0}(f)$ between the source $S_0$ and the receivers $R_3$ and $R_4$ respectively have close values. It is straightforward because the receivers $R_3$ and $R_4$ are connected to the same node $n_2$ and the branches $B_3$ and $B_4$ have almost the same length. For the same reasons, the transmission coefficients $H_{0,4}(f)$ and $H_{1,4}(f)$ have also close values. Note that since $H_{4,0}(f)$ and $H_{0,4}(f)$ are equal, they are superimposed.

The health indicators are computed from the transmission coefficients using (2.1) in Chapter 2. Four different situations, no-fault, faulty $B_2$, faulty $B_3$ and faulty $B_{b_1}$, are presented in the Fig. 3.16, Fig. 3.17, Fig. 3.18 and Fig. 3.19 respectively.
3.3. Illustration of the diagnosis method for a simulated bus network

1. In the no-fault situation, all the health indicators are null as shown in Fig. 3.16.

2. In the faulty $B_2$ situation, we have two sets of health indicators that behave as follows:
   - $ECU_0$ is acting as a source: the health indicators computed at the receivers directly connected to any branch of the receiver-side branches set $\{B_{R_2}\}_{S_0}=\{B_3; B_4\}$ are equal, i.e. $I_{R_{3,0}}(f) = I_{R_{4,0}}(f) = I_{R_{(3,4),0}}(f)$.
   - $ECU_4$ is acting as a source: the health indicators computed at the receivers directly connected to any branch of the receiver-side branches set $\{B_{R_0}\}_{SN}=\{B_0; B_1\}$ are equal, i.e. $I_{R_{0,4}}(f) = I_{R_{1,4}}(f) = I_{R_{(0,1),4}}(f)$.

Moreover, we have $I_{R_{0,4}}(f) = I_{R_{4,0}}(f)$. As a consequence, the health indicators $I_{R_{(3,4),0}}(f)$ and $I_{R_{(0,1),4}}(f)$ are equal and thus superimposed. They are drawn in yellow color in Fig. 3.17.

3. In the faulty $B_3$ situation, we have two sets of health indicators that behave as follows:
   - $ECU_0$ is acting as a source: all the health indicators are different from each others, $I_{R_{i,0}}(f) \neq I_{R_{j,0}}(f), \forall i, j \in \{0; 1; 2; 3; 4\}$.
   - $ECU_4$ is acting as a source: the health indicators computed at the receivers directly connected to any branch of the receiver-side branches set $\{B_{R_2}\}_{S_4}=\{B_0; B_1; B_{b_1}; B_2; B_{b_2}\}$ are equal. Thus we have $I_{R_{0,4}}(f) = I_{R_{1,4}}(f) = I_{R_{2,4}}(f) = I_{R_{(0,1,2),4}}(f)$. The health indicator $I_{R_{3,4}}(f)$ is different.

Moreover, we have $I_{R_{4,0}}(f) = I_{R_{0,4}}(f)$. Therefore, $I_{R_{(0,1,2),4}}(f)$ and $I_{R_{4,0}}(f)$ are equal and thus superimposed. They are drawn in purple color in Fig. 3.18.

4. In the faulty $B_{b_1}$ situation, we have two sets of health indicators that behave as follows:
   - $ECU_0$ is acting as a source: the health indicators computed at the receivers directly connected to any branch of the receiver-side branches set $\{B_{R_1}\}_{S_0}=\{B_2; B_{b_2}; B_3; B_4\}$ are equal, thus we have $I_{R_{2,0}}(f) = I_{R_{3,0}}(f) = I_{R_{4,0}}(f) = I_{R_{(2,3,4),0}}(f)$ while $I_{R_{1,0}}(f)$ is different.
   - $ECU_4$ is acting as a source: the health indicators computed at the receivers directly connected to any branch of the receiver-side branches set $\{B_{R_1}\}_{S_4}=\{B_0; B_1; B_{b_1}\}$ are equal: $I_{R_{0,4}}(f) = I_{R_{1,4}}(f) = I_{R_{(0,1),4}}(f)$. The two health indicators $I_{R_{2,4}}(f)$ and $I_{R_{3,4}}(f)$ are different.
Moreover, we have $I_{R_{0,1}}(f) = I_{R_{4,0}}(f)$. Therefore $I_{R_{[2,3],0}}(f)$ and $I_{R_{[0,1],4}}(f)$ are equal. They are drawn in purple color in Fig. 3.19.

The health indicators in the other four faulty situations can be deduced.

The chain matrix model of the network is simulated to get the transmission coefficients (TC). A Gaussian noise is added to the TC, with a $SNR = 100\, dB$. The health indicators and the residuals are computed. As in Chapter 2, in order to reduce the noise effect on the residuals, all residuals $r_{ij}^{jk}$ are weighted by the correlation function $(1 - MFRAC(I_{R_{ij}}(f), I_{R_{ij}}(f)))$, which leads to the practical residuals $\rho_{ij}^{jk}$. Only the practical residuals are considered in the following, which are called residuals to shorten. 100 simulations are performed for each situation (no
3.3. Illustration of the diagnosis method for a simulated bus network

**Figure 3.18:** The health indicators in the faulty $B_3$ situation of the network.

**Figure 3.19:** The health indicators in the faulty $B_{b_1}$ situation of the network.
Chapter 3. Diagnosis method for a complex network

We will follow the hierarchical fault detection and localization procedure detailed in 3.1.2.3.

The source-side branches sets and the receiver-side branches sets are initially defined by selecting the node \( n_1 \). The source-side branches sets, when considering the 2 sources \( S_0 \) and \( S_4 \) are respectively \( \{ B_{S_1} \}_{S_0} = \{ B_0; B_1; B_{b_1} \} \) and \( \{ B_{S_1} \}_{S_N} = \{ B_{b_2}; B_3; B_4 \} \). The receiver-side branches sets are \( \{ B_{R_1} \}_{S_0} = \{ B_2; B_{b_2}; B_3; B_4 \} \) and \( \{ B_{R_1} \}_{S_N} = \{ B_0; B_1; B_{b_1} \} \). The residuals \( \rho_{4}^{4,2} \) and \( \rho_{4}^{0,2} \) are initially computed respectively by the sources \( S_0 \) and \( S_4 \) from the health indicators sent by the receivers \( R_0, R_4 \) and \( R_2 \) to their appropriate sources. Then, the second step is determined in accordance with the residual values.

In the no-fault situation, the residuals, \( \rho_{4}^{4,2} \) and \( \rho_{4}^{0,2} \), are first computed. They are represented by a green cluster of samples in the residual space in Fig. 3.20. Henceforth, this green cluster is addressed as the reference cluster. The three faulty situations of the network are considered in the following:

1. Faulty \( B_2 \): A fault, represented by 5 \( \Omega \) in series is inserted in the branch \( B_2 \) at \( 1m \) from the position of the node \( n_1 \). The residuals \( \rho_{4}^{4,2} \) and \( \rho_{4}^{0,2} \) are computed and plotted in the residual space in Fig. 3.21. The reference cluster is shown in green and the cluster corresponding to the faulty situation is represented in red. The values of the two residuals, \( \rho_{4}^{4,2} \) and \( \rho_{4}^{0,2} \), are different from zero which indicates that the fault is located in the branch \( B_2 \).

2. Faulty \( B_3 \): A fault, represented by a 5 \( \Omega \) resistance in series is inserted in the branch \( B_3 \) at \( 1m \) from the position of the node \( n_2 \). The residuals, \( \rho_{4}^{4,2} \) and \( \rho_{4}^{0,2} \), are computed and plotted in the residual space in Fig. 3.22a. The reference cluster is shown in green and the cluster corresponding to the faulty situation
3.3. Illustration of the diagnosis method for a simulated bus network
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**Figure 3.21:** Residuals in the faulty $B_2$ situation.
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(b)

**Figure 3.22:** Residuals in the faulty $B_3$ situation. (A) Clusters formed by the residuals $\rho_{0,2}^{4,2}$ and $\rho_{4,2}^{0}$, (B) Clusters formed by the residuals $\rho_{0,3}^{4,3}$ and $\rho_{4,3}^{0}$.

is represented in red. The values of $\rho_{0,2}^{4,2}$ are different from zero and the values of $\rho_{4,2}^{0}$ are near zero which indicates that the fault is located at one of the branches of the source-side branches set $\{B_{S_1}\}_{S_N} = \{B_{b_2}; B_3; B_4\}$.

According to the hierarchical algorithm in Fig. 3.8, the source-side branches set $\{B_{S_1}\}_{S_N}$ is considered to be faulty. The source-side branches set is divided in two by selecting the node $n_2$. The new source-side branches sets are $\{B_{S_2}\}_{S_0} = \{B_{b_2}\}$ and $\{B_{S_2}\}_{S_N} = \{B_4\}$, the other branches are left out of the sets since they are considered as non-faulty from the first step. The residuals, $\rho_{0,3}^{4,3}$ and $\rho_{4,3}^{0}$, are computed and represented in Fig. 3.22b. The two residuals are different from zero which indicates that the fault is located in the branch $B_3$.

3. Faulty $B_{b_1}$: A fault, represented by a $5 \, \Omega$ resistance in series is inserted in the branch $B_{b_1}$ at 1m from the position of the node $n_1$. The residuals $\rho_{0,2}^{4,2}$ and $\rho_{4,2}^{0}$
Chapter 3. Diagnosis method for a complex network

3.4 Conclusion

In chapter 2, a residual-based soft fault diagnosis method for point-to-point network and a Y-shaped network has been proposed. This chapter has extended this method to more complex networks as bus networks and hybrid networks. Hybrid networks may be decomposed into typical classical networks such as point-to-point, Y-shaped network, star-shaped network and a bus network.
Three methodologies are proposed to deal with bus networks. These methodologies are compared in terms of computation and communication burden. This comparison reveals that the hierarchical method (method III) is superior to the two others. The hierarchical fault diagnosis method is illustrated using realistic intensive simulations of a bus network.
Chapter 4

General conclusion and future work

This research work proposes a method for detecting and locating cable faults based on data transmission. The method is based on the comparison of transmission coefficients between an ECU acting as a source and another ECU acting as a receiver. From these transmission coefficients, fault-sensitive health indicators and residuals, are computed. The residuals are then compared to a pre-constructed signature matrix based on the topology of the network. This comparison leads to the detection of a fault and to the location of the faulty branch. The methodology is initially detailed for a Y-shaped network and then it is further extended to a more complex network (a combination of different network topologies). In a complex network, a decomposition network approach is proposed, allowing to represent each complex network as a cascading Y-shaped networks, thus facilitating the detection and localisation process. The proposed approach is validated on data real and illustrated on simulated based data. The real data are obtained by means of measurements performed on a Y-shaped test bench built at the IEMN laboratory. The simulated data are obtained using the transmission line chain matrix model. The considered soft faults are represented by adding impedances in series, where the fault severity is represented by this impedance value. The results obtained show the potential of our transmission-based method to detect soft fault and locate the faulty branch, that is to say to follow the health state, of a complex network. This preliminary work opens many research perspectives.

We have considered additive white Gaussian noise on the estimated transmission coefficients. However, depending on the system and its environment, several other types of noise more relevant in industrial applications can be considered, such as: impulsive noise, and narrowband noise in vehicular networks. Impulsive noise mainly due to the switching of the insulated gate bipolar transistor (aperiodic) in power conversion systems and the power supply in the main
network (periodic), has a high power spectral density over a limited and short duration affecting high speed communication. In addition, narrowband noise, mainly from broadcast transmitters, has a variable level depending on the day [84, 141–146]. The impact of both types of noise on the performance of our proposed fault detection and localization method needs to be studied.

The analysis of the residuals with respect to the fault characteristics in Chapter 2 showed that both the position of the fault and its severity have an influence on the residuals. Experimental data has shown that the variation of the residuals is quite linear with the severity of the fault but this has not been proved theoretically. If this qualitative result is proved formally, it could be possible to estimate the severity of the fault. This estimation can be used to track the evolution of the fault and to potentially predict the remaining useful life of the cable (prognostic approach). Preliminary studies using the Mahalanobis distance between the clusters formed by the residuals have been conducted to determine the minimum detectable fault but are not yet finalized. The problem is that the residuals depend on two fault’s characteristics, the severity and the position of the fault. For one characteristic (fault severity) to be estimated, the other must be known (fault position).

As explained in Chapter 1, two different approaches of wireline diagnostic methods may be applied: reflectometry-based and transferometry-based approaches. These two approaches can be compared and their complementarity can be studied. The two approaches may be combined in order to improve the fault detection and localization performance, and try to estimate the severity ($Z_f$) and the exact position of the fault in any branch.

When a fault is detected and the faulty branch located, the network and the communication protocol have to be reconfigured, leading to a fault-tolerant network. If possible, the data transmission route may be changed to avoid the faulty branch. If it is not possible, the communication burden on the faulty part of the network can be kept to a minimum until a maintenance operation is made.

Several assumptions are made to apply our method. We suppose that the terminal loads of the network are matched, that the topology of the network is perfectly known and we consider that only single resistive faults are present in the network. Relaxing these assumptions are very challenging.

The experimental validations must also be continued on the experimental communication network test-bench and carried out on the Zoé autonomous electric vehicle (CRIStAL-PRETIL platform: Robotics and Intelligent Transport Research
Platform of Lille - platform labelled by the University of Lille and the Equipex Robotex). It will be interesting to study real PLC systems and measure the robustness of the diagnosis methods with respect to the performance of the communication link.
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Appendices

A0.1 Expressions of the transmission coefficients in a Y-shaped network

A0.1.1 No-fault situation

In the no-fault situation, the transmission coefficient between \( S_0 \) and \( R_i \) is:

\[
H_{R_{i,0}}(f) = \frac{2}{A_Y^h + \frac{B_Y^h}{Z_c} + C_Y^h \cdot Z_c + D_Y^h}
\]  

(1)

According to (1.50) and (1.51):

\[
A_Y^h + \frac{B_Y^h}{Z_c} + C_Y^h \cdot Z_c + D_Y^h = \cosh[\gamma(\ell_0 + \ell_i)] + \sinh[\gamma\ell_0] \cdot \cosh[\gamma\ell_i] + \sinh[\gamma(\ell_0 + \ell_i)] + \sinh[\gamma\ell_0] \cdot \sinh[\gamma\ell_i] + \sinh[\gamma\ell_0] + \cosh[\gamma\ell_i] + \cosh[\gamma(\ell_0 + \ell_i)] + \cosh[\gamma\ell_0] \cdot \sinh[\gamma\ell_i] + 2 \cdot e^{\gamma(\ell_0 + \ell_i)} + \cosh[\gamma\ell_0] + \sinh[\gamma(\ell_0 + \ell_i)] + 3 \cdot e^{\gamma(\ell_0 + \ell_i)}
\]  

(2)

Then,

\[
H_{R_{i,0}}(f) = \frac{2}{3 \cdot e^{\gamma(\ell_0 + \ell_i)}}
\]  

(3)
A0.1.2 Faulty source branch

In the faulty source branch, $B_0$, situation, the transmission coefficient between $S_0$ and $R_i$ is:

$$H_{R_i0}(f) = \frac{2}{A_Y^{B_0} + B_Y^{B_0} + C_Y^{B_0} \cdot Z_e + D_Y^{B_0}}$$

(4)

According to (1.52), (1.53), (1.54) and (1.55):

$$A_Y^{B_0} + B_Y^{B_0} + C_Y^{B_0} \cdot Z_e + D_Y^{B_0}$$

$$= A_Y^{B_0} + \frac{B_Y^{B_0}}{Z_e} \cdot (\cosh [\gamma (l_0 - x)] \sinh [\gamma (l_i + x)] + \cosh [\gamma (l_0 - x)] \cosh [\gamma x] \cosh [\gamma l_i])$$

$$+ \frac{B_Y^{B_0}}{Z_e} \cdot (\cosh [\gamma (l_0 - x)] \cosh [\gamma (l_i + x)] + \cosh [\gamma (l_0 - x)] \cosh [\gamma x] \cosh [\gamma l_i])$$

$$+ C_Y^{B_0} \cdot Z_e + \frac{Z_f}{Z_e} \cdot (\sinh [\gamma (l_0 - x)] \sinh [\gamma (l_i + x)] + \sinh [\gamma (l_0 - x)] \cosh [\gamma x] \cosh [\gamma l_i])$$

$$+ D_Y^{B_0} + \frac{Z_f}{Z_e} \cdot (\sinh [\gamma (l_0 - x)] \cosh [\gamma (l_i + x)] + \sinh [\gamma (l_0 - x)] \cosh [\gamma x] \sinh [\gamma l_i])$$

$$= A_Y^{B_0} + \frac{B_Y^{B_0}}{Z_e} + C_Y^{B_0} \cdot Z_e + D_Y^{B_0} + \frac{Z_f}{Z_e} \cdot e^{\gamma (l_0 + l_i)} + \frac{Z_f}{Z_e} \cdot (\cosh [\gamma x] \cdot e^{\gamma (l_0 + l_i - x)})$$

$$= 3 \cdot e^{\gamma (l_0 + l_i)} + \frac{Z_f}{Z_e} \cdot e^{\gamma (l_0 + l_i)} + \frac{Z_f}{Z_e} \cdot \left(\frac{e^{\gamma x} + e^{-\gamma x}}{2}, e^{\gamma (l_0 + l_i - x)}\right)$$

$$= 3 \cdot e^{\gamma (l_0 + l_i)} + \frac{Z_f}{2 \cdot Z_e} \cdot e^{\gamma (l_0 + l_i)} \cdot (3 + e^{-2\gamma x})$$

Then,

$$H_{R_i0}(f) = \frac{2}{3 \cdot e^{\gamma (l_0 + l_i)} + \frac{Z_f}{2 \cdot Z_e} \cdot e^{\gamma (l_0 + l_i)} \cdot (3 + e^{-2\gamma x})}$$

(6)

A0.1.3 Faulty receiver branch

In the faulty receiver branch, $B_i$, situation, the transmission coefficient between $S_0$ and $R_i$ is:

$$H_{R_i0}(f) = \frac{2}{A_Y^{B_i} + B_Y^{B_i} + C_Y^{B_i} \cdot Z_e + D_Y^{B_i}}$$

(7)
According to (1.56), (1.57), (1.58) and (1.59):

\[
A_Y^b + \frac{B_Y^b}{Z_c} + C_Y^b \cdot Z_c + D_Y^b
\]

\[
= A_Y^b + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_1 - x_i)] \cosh [\gamma (l_0 + x_i)] + \sinh [\gamma l_0] \cosh [\gamma x_i] \sinh [\gamma (l_1 - x_i)])
\]

\[
+ \frac{B_Y^b}{Z_c} + \frac{Z_f}{Z_c} \cdot (\cosh [\gamma (l_0 + x_i)] \cosh [\gamma (l_1 - x_i)] + \cosh [\gamma (l_1 - x_i)] \cosh [\gamma x_i] \sinh [\gamma l_0])
\]

\[
+ C_Y^b \cdot Z_c + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_0 + x_i)] \sinh [\gamma (l_1 - x_i)] + \sinh [\gamma (l_1 - x_i)] \cosh [\gamma x] \cosh [\gamma l_0])
\]

\[
+ D_Y^b + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_0 + x_i)] \cosh [\gamma (l_1 - x_i)] + \cosh [\gamma (l_1 - x_i)] \cosh [\gamma x_i] \cosh [\gamma l_0])
\]

\[
= A_Y^b + \frac{B_Y^b}{Z_c} + C_Y^b \cdot Z_c + D_Y^b + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + l_1)} \cdot (1 + e^{-2\gamma x})
\]

\[
= 3 \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + l_1)} \cdot (3 + e^{-2\gamma x})
\]

Then,

\[
H_{R_{i,0}}(f) = \frac{2}{3 \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + l_1)} \cdot (3 + e^{-2\gamma x})}
\]

In the faulty receiver branch, \( B_j \), situation, the transmission coefficient between \( S_0 \) and \( R_i \) is :

\[
H_{R_{i,0}}(f) = \frac{2}{A_Y^b + \frac{B_Y^b}{Z_c} + C_Y^b \cdot Z_c + D_Y^b}
\]

According to (1.60):

\[
= A_Y^b + \frac{B_Y^b}{Z_c} + C_Y^b \cdot Z_c + D_Y^b
\]

\[
= A_Y^b + \left( \frac{Z_e}{Z} - 1 \right) \cdot (\sinh [\gamma l_0] \cosh [\gamma l_1]) + \frac{B_Y^b}{Z_c} + \frac{Z_f}{Z_c} \cdot \left( \frac{Z_e}{Z} - 1 \right) \cdot (\sinh [\gamma l_0] \sinh [\gamma l_1])
\]

\[
+ C_Y^b \cdot Z_c + \frac{Z_f}{Z_c} \cdot (\frac{Z_e}{Z} - 1) \cdot (\cosh [\gamma l_0] \cosh [\gamma l_1]) + D_Y^b + (\frac{Z_e}{Z} - 1) \cdot (\cosh [\gamma l_0] \sinh [\gamma l_1])
\]

\[
= A_Y^b + \frac{B_Y^b}{Z_c} + C_Y^b \cdot Z_c + D_Y^b + (\frac{Z_e}{Z} - 1) \cdot e^{\gamma (l_0 + l_1)}
\]

\[
= 3 \cdot e^{\gamma (l_0 + l_1)} + (\frac{Z_e}{Z} - 1) \cdot e^{\gamma (l_0 + l_1)}
\]

\[
= 3 \cdot e^{\gamma (l_0 + l_1)} + \frac{2Z_e + Z_f(1 - e^{-2\gamma x})}{2Z_c + Z_f(1 + e^{-2\gamma x})} - 1 \cdot e^{\gamma (l_0 + l_1)}
\]

\[
= 3 \cdot e^{\gamma (l_0 + l_1)} + \frac{-2 \cdot Z_f e^{-2\gamma x}}{2Z_c + Z_f(1 + e^{-2\gamma x})} \cdot e^{\gamma (l_0 + l_1)}
\]
Then,

\[
H_{R_{i,0}}(f) = \frac{2}{3 \cdot e^{\gamma(l_0 + l_i)} + \frac{-2Z_f e^{-2\gamma \alpha}}{Z_c + Z_f(1+e^{-2\gamma \alpha})} \cdot e^{\gamma(l_0 + l_i)}}
\]  

(12)

A0.2 Expressions of the transmission coefficients in a star-shaped network

A0.2.1 No-fault situation

In the no-fault situation, the transmission coefficient between \( S_0 \) and \( R_i \) is:

\[
H_{R_{i,0}}(f) = 2A_{\text{star}}^h + B_{\text{star}}^h Z_c + C_{\text{star}}^h \cdot Z_c + D_{\text{star}}^h
\]  

(13)

According to (1.31) and (1.32):

\[
A_{\text{star}}^h + B_{\text{star}}^h Z_c + C_{\text{star}}^h \cdot Z_c + D_{\text{star}}^h = \cosh[\gamma(l_0 + l_i)] + (m - 1) \cdot \sinh[\gamma l_0] \cdot \cosh[\gamma l_i] + \sinh[\gamma(l_0 + l_i)] + (m - 1) \cdot \sinh[\gamma l_0] \cdot \sinh[\gamma l_i] \\
- \sinh[\gamma(l_0 + l_i)] + (m - 1) \cdot \cosh[\gamma l_0] \cdot \cosh[\gamma l_i] + \cosh([\gamma(l_0 + l_i)]) + (m - 1) \cdot \cosh[\gamma l_0] \cdot \sinh[\gamma l_i] \\
= 2 \cdot e^{\gamma(l_0 + l_i)} + (m - 1) \cdot e^{\gamma(l_0 + l_i)} \\
= (m + 1) \cdot e^{\gamma(l_0 + l_i)}
\]  

(14)

Then,

\[
H_{R_{i,0}}(f) = \frac{2}{(m + 1) \cdot e^{\gamma(l_0 + l_i)}}
\]  

(15)

A0.2.2 Faulty source branch

In the faulty source branch, \( B_0 \), situation, the transmission coefficient between \( S_0 \) and \( R_i \) is:

\[
H_{R_{i,0}}(f) = \frac{2}{A_{\text{star}}^{B_0} + B_{\text{star}}^{B_0} Z_c + C_{\text{star}}^{B_0} \cdot Z_c + D_{\text{star}}^{B_0}}
\]  

(16)
According to (1.35), (1.36), (1.37) and (1.38):

\[
A_{\text{star}}^B + \frac{B_{\text{star}}^B}{Z_c} + C_{\text{star}}^B \cdot Z_c + D_{\text{star}}^B
\]

\[
= A_{\text{star}}^B + \frac{Z_f}{Z_c} \cdot (\cosh [\gamma (l_0 - x_0)] \sinh [\gamma (l_1 + x_0)] + (m - 1) \cdot \cosh [\gamma (l_0 - x_0)] \cosh [\gamma x_0] \cosh [\gamma l_1]) +
\]

\[
B_{\text{star}}^B \cdot Z_c + \frac{Z_f}{Z_c} \cdot (\cosh [\gamma (l_0 - x_0)] \cosh [\gamma (l_1 + x_0)] + (m - 1) \cdot \cosh [\gamma (l_0 - x_0)] \cosh [\gamma x_0] \sinh [\gamma l_1]) +
\]

\[
C_{\text{star}}^B \cdot Z_c + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_0 - x_0)] \sinh [\gamma (l_1 + x_0)] + (m - 1) \cdot \sinh [\gamma (l_0 - x_0)] \cosh [\gamma x_0] \sinh [\gamma l_1]) +
\]

\[
D_{\text{star}}^B + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_0 - x_0)] \cosh [\gamma (l_1 + x_0)] + (m - 1) \cdot \sinh [\gamma (l_0 - x_0)] \cosh [\gamma x_0 \sinh [\gamma l_1])
\]

\[
= (m + 1) \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot (e^{\gamma (l_0 + l_1)} + (m - 1) \cdot \cosh [\gamma x_0] \cdot e^{\gamma (l_0 + l_1 - x_0)})
\]

\[
= (m + 1) \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot (e^{\gamma (l_0 + l_1)} + (m - 1) \cdot \frac{e^{\gamma x_0} + e^{-\gamma x_0}}{2} \cdot e^{\gamma (l_0 + l_1 - x_0)})
\]

\[
= (m + 1) \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot (2e^{\gamma (l_0 + l_1)} + (m - 1) \cdot (e^{\gamma x_0} + e^{-\gamma x_0}) \cdot e^{\gamma (l_0 + l_1 - x_0)})
\]

\[
= (m + 1) \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot ((m + 1) \cdot e^{\gamma (l_0 + l_1)} + (m - 1) \cdot e^{\gamma (l_0 + l_1 - 2x_0)})
\]

\[
= (m + 1) \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + l_1)} \cdot ((m + 1) + (m - 1) \cdot e^{-2\gamma x_0})
\]

\[
= (m + 1) \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + l_1)} \cdot (2 + (m - 1) \cdot (1 + e^{-2\gamma x_0}))
\]  

Then,

\[
H_{R_{i,0}}(f) = \frac{2}{(m + 1) \cdot e^{\gamma (l_0 + l_1)} + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + l_1)} \cdot (2 + (m - 1) \cdot (1 + e^{-2\gamma x_0}))}
\]  

\[\text{(18)}\]

A0.2.3 Faulty receiver branch

In the faulty receiver branch, \(B_i\), situation, the transmission coefficient between \(S_0\) and \(R_i\) is:

\[
H_{R_{i,0}}(f) = \frac{2}{A_{\text{star}}^B + \frac{B_{\text{star}}^B}{Z_c} + C_{\text{star}}^B \cdot Z_c + D_{\text{star}}^B}
\]  

\[\text{(19)}\]

\(m - 1\) branches are connected to the node, one of which is faulty, in addition to the source branch \(B_0\) and the one directly connected to the receiver \(R_i\). A parallel impedance \(Z\) can replace the \(m - 1\) branches. It is computed as follows: The
ABCD-matrix of the faulty branch $B_j$ is:

$$ABCD^f_{B_j}(l_j, x_j) = \begin{bmatrix}
  \cosh [\gamma l_j] + \frac{Z_f}{Z_c} \cdot \cosh [\gamma (l_j - x_j)] \cdot \sinh [\gamma x_j] \\
  \frac{1}{Z_c} \cdot \sinh [\gamma l_j] + \frac{Z_f}{Z_c} \cdot \sinh [\gamma (l_j - x_j)] \cdot \sinh [\gamma x_j] \\
  Z_c \cdot \sinh [\gamma l_j] + Z_f \cdot \cosh [\gamma (l_j - x_j)] \cdot \cosh [\gamma x_j] \\
  \cosh [\gamma l_j] + \frac{Z_f}{Z_c} \cdot \sinh [\gamma (l_j - x_j)] \cdot \cosh [\gamma x_j]
\end{bmatrix} \tag{20}$$

It can be replaced by an equivalent impedance $Z_{eq_j}$ using the ABCD-parameters of (20) and using (1.30):

$$Z_{eq_j} = Z_c e^{\gamma l_j} + \frac{Z_f}{Z_c} e^{\gamma x_j} \cdot \cosh [\gamma \cdot (l_j - x_j)]$$

$$= Z_c \cdot \frac{2 \cdot Z_c + Z_f \cdot (1 + e^{-2 \gamma x_j})}{2 \cdot Z_c + Z_f \cdot (1 - e^{-2 \gamma x_j})} $$

The equivalent impedance $Z_{p_{m-2}}$ of the $m - 2$ branches is:

$$Z_{p_{m-2}} = \frac{m - 2}{Z_c} \tag{22}$$

The impedance $Z$ representing all the branches connected to the node except $B_0$ and $B_i$ is:

$$\frac{1}{Z} = \frac{m - 2}{Z_c} + \frac{2 \cdot Z_c + Z_f \cdot (1 - e^{-2 \gamma x})}{Z_c \cdot (2 \cdot Z_c + Z_f \cdot (1 + e^{-2 \gamma x}))} $$

$$= \frac{1}{Z_c} \cdot \frac{2(m - 1)Z_c + Z_f ((m - 1) + (m - 3)e^{-2\gamma x})}{2Z_c + Z_f (1 + e^{-2\gamma x})} \tag{23}$$
According to (1.40), (1.41), (1.42) and (1.43):

\[
\begin{align*}
A_{\text{star}}^B + B_{\text{star}}^B + C_{\text{star}}^B Z_c + D_{\text{star}}^B = \\
= A_{\text{star}}^h + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_i - x_i)] \cosh [\gamma (l_0 + x_i)] + (m - 1) \cdot \sinh [\gamma x_i] \sinh [\gamma (l_i - x_i)]) + \\
B_{\text{star}}^h + \frac{Z_f}{Z_c} \cdot (\cosh [\gamma (l_0 + x_i)] \cosh [\gamma (l_i - x_i)] + (m - 1) \cdot \cosh [\gamma x_i] \cosh [\gamma x_i] \sinh [\gamma x_i]) + \\
C_{\text{star}}^h \cdot Z_c + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_0 + x_i)] \sinh [\gamma (l_i - x_i)] + (m - 1) \cdot \sinh [\gamma x_i] \cosh [\gamma x_i] \cosh [\gamma x_i]) + \\
D_{\text{star}}^h + \frac{Z_f}{Z_c} \cdot (\sinh [\gamma (l_0 + x_i)] \cosh [\gamma (l_i - x_i)] + (m - 1) \cdot \cosh [\gamma x_i] \cosh [\gamma x_i] \cosh [\gamma x_i]) \cdot (m + 1) \cdot e^{\gamma (l_0 + x_i)} + \\
\frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + x_i)} \cdot (2 + (m - 1) \cdot (1 + e^{-2 \gamma x_i}))
\end{align*}
\]

(24)

Then,

\[
H_{R,i,0}(f) = \frac{2}{(m + 1) \cdot e^{\gamma (l_0 + x_i)} + \frac{Z_f}{Z_c} \cdot e^{\gamma (l_0 + x_i)} \cdot (2 + (m - 1) \cdot (1 + e^{-2 \gamma x_i}))}
\]

(25)

In the faulty receiver branch, \( B_j \), situation, the transmission coefficient between \( S_0 \) and \( R_i \) is :

\[
H_{R,i,j}(f) = \frac{2}{A_{\text{star}}^B + B_{\text{star}}^B + C_{\text{star}}^B Z_c + D_{\text{star}}^B}
\]

(26)
According to (1.45):

\[ A_{\text{star}}^B + B_{\text{star}}^B Z_c + C_{\text{star}}^B \cdot Z_c + D_{\text{star}}^B = \]

\[ A_{\text{star}}^h + \left( \frac{Z_c}{Z} - (m - 1) \right) \cdot (\sinh[\gamma l_0] \cosh[\gamma l_i]) + B_{\text{star}}^h \frac{Z_c}{Z} - (m - 1) \cdot (\sinh[\gamma l_0] \sinh[\gamma l_i]) + \]

\[ C_{\text{star}}^h \cdot Z_c + \left( \frac{Z_c}{Z} - (m - 1) \right) \cdot (\cosh[\gamma l_0] \cosh[\gamma l_i]) + D_{\text{star}}^h \frac{Z_c}{Z} - (m - 1) \cdot (\cosh[\gamma l_0] \sinh[\gamma l_i]) \]

\[ = (m + 1) \cdot e^{\gamma (l_0 + l_i)} - \left( \frac{2(m - 1) Z_c + Z_f((m - 1) + (m - 3)e^{-2\gamma x})}{2Z_c + Z_f(1 + e^{-2\gamma x})} \right) - (m - 1) \cdot e^{\gamma (l_0 + l_i)} \]

\[ = (m + 1) \cdot e^{\gamma (l_0 + l_i)} - \frac{2Z_f \cdot e^{-2\gamma x}}{2Z_c + Z_f(1 + e^{-2\gamma x})} \cdot e^{\gamma (l_0 + l_i)} \]  \hspace{1cm} \text{(27)}

Then,

\[ H_{R_{ij}}(f) = \frac{2}{(m + 1) \cdot e^{\gamma (l_0 + l_i)} - \frac{2Z_f \cdot e^{-2\gamma x}}{2Z_c + Z_f(1 + e^{-2\gamma x})} \cdot e^{\gamma (l_0 + l_i)}} \]  \hspace{1cm} \text{(28)}