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Titre: Le climat du prochain million d’années : quels scénarios pour le futur ?
Mots clés: climat, calotte de glace, cycle du carbone

Résumé: Tandis que de nombreuses études
s’intéressent à l’impact des émissions anthropiques
de gaz à effet de serre sur le climat du prochain
siècle, très peu s’intéressent aux impacts à plus
grande échelle de temps, de plusieurs dizaines
de milliers d’années jusqu’à un million d’années.
Cependant, dû au long temps de résidence du CO2

dans les enveloppes superficielles de la Terre, les
émissions anthropiques actuelles vont impacter le
climat bien au-delà du prochain siècle. L’objectif
de cette thèse est d’élargir le cadre des études
actuelles sur le climat du prochain million d’années,
en revisitant certaines des hypothèses classique-
ment faites. Les études existantes considèrent
rarement une fonte partielle ou totale de la calotte
Antarctique et supposent que les concentrations
atmosphériques de CO2 reviennent à la valeur
pré-industrielle au bout de centaines de milliers
d’années, grâce à la rétroaction des silicates. Dans
cette étude, nous considérons les évolutions possi-
bles de la calotte Antarctique. Plus précisément,
j’ai étudié l’équilibre de la calotte Antarctique pour
différents niveaux de CO2 atmosphérique, en util-
isant le modèle système terre de complexité inter-
médiaire iLOVECLIM, couplé au modèle de calotte
Antarctique GRISLI. Pour cela, j’ai d’abord ap-

pliqué des niveaux de CO2 croissants, jusqu’à ce
que la calotte Antarctique fonde entièrement, puis
j’ai appliqué des niveaux de CO2 décroissants,
jusqu’à ce que la calotte re-grossisse. Nos résul-
tats montrent qu’il y a un fort effet d’hystérésis.
Notre configuration permet de prendre en compte
la rétroaction de l’albédo sur la fonte, et produit
des transitions entre des états de l’Antarctique
englacés ou désenglacés plus brutales que dans des
études ne prenant pas en compte cette rétroac-
tion. La limite en CO2 conduisant à une glacia-
tion ou déglaciation de l’Antarctique dépend de la
configuration orbitale. En parallèle, j’ai développé
un modèle conceptuel pour le cycle du carbone
géologique, qui comporte des équilibres multiples,
ayant pour objectif de reproduire des cycles de
plusieurs millions d’années dans le δ13C, en co-
hérence avec les données. Ces éventuels équilibres
multiples dans le cycle du carbone pourraient don-
ner lieu à une évolution du CO2 atmosphérique à
long terme très différente de celle modélisée dans
de précédentes études. Enfin, nous discutons des
implications de nos résultats sur une possible sor-
tie du Quaternaire, avec non seulement une fin des
glaciations de l’hémisphère Nord mais aussi une
fonte totale de la calotte Antarctique.
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Abstract: While many studies focus on the im-
pacts of anthropogenic greenhouse gas on climate
on the timescale of the next century, very few have
investigated the impacts on a longer timescale,
from tens of millennia to a million years. However,
due to the long lifetime of CO2 in Earth’s surface
reservoirs, current anthropogenic emissions are ex-
pected to impact the climate on a much longer
timescale than the coming century. The objective
of this thesis is to broaden the scope of existing
studies on the climate of the next million years, by
revisiting some of their classical hypotheses. Ex-
isting studies rarely consider a partial or total melt
of the Antarctic ice sheet, and assume that at-
mospheric CO2 concentrations come back to pre-
industrial levels after hundreds of thousands years,
due to silicate weathering. In this study, we explore
potential evolutions of the Antarctic ice sheet.
More precisely, I have investigated the long term
equilibrium of the Antarctic ice sheet under differ-
ent CO2 levels, using the Earth System model of
intermediate complexity iLOVECLIM, coupled to
the GRISLI Antarctic ice sheet model, by first ap-

plying increasing CO2 levels until the Antarctic ice
sheet retreats entirely, and then applying decreas-
ing CO2 levels until the ice sheet regrows. Our
results show that the ice sheet exhibits a strong
hysteresis behavior. Due to the inclusion of the
albedo-melt feedback in our setup, the transition
between a glaciated Antarctic ice sheet and an ice-
free Antarctic and conversely is more brutal than in
previous studies not including this feedback. The
CO2 threshold for both Antarctic glaciation and
deglaciation varies with the orbital configuration.
Additionally, I have developed a conceptual model
for the geological carbon cycle that includes mul-
tiple equilibria in order to reproduce multi million
year cycles in the δ13C that are coherent with the
data. These potential multiple equilibria in the
carbon cycle could lead to a widely different at-
mospheric CO2 concentration evolution on long
timescales, compared to existing studies. Finally,
we discuss the implications of our results on a po-
tential end of the Quaternary in the future, with a
disappearance of Northern Hemisphere glaciations,
but also a disappearance of the Antarctic ice sheet.
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Introduction

What will be the impact of current’s human societies on climate, at a geological
timescale ? Do the current release of carbon to the atmosphere due to human
activities has the power to interfere with the natural climatic evolution ? Does this
perturbation correspond to a change of geological era ?

The question of the long-term "irreversibility" of the climate changes we are
producing arises. This question also has very practical implications in the case
of high-level radioactive waste, that remain dangerous for hundred of thousand
years. Currently envisaged solutions for high-level radioactive waste management
include disposal in deep geological formations, for hundreds of thousand years. The
possible long term impacts of climatic changes on the safety of radioactive waste
repositories in these deep formations thus needs to be assessed.

In the field of climate modelling, many studies focus on the impact of anthro-
pogenic greenhouse gas emissions on the future evolution of the different com-
ponents of the climate system : atmosphere, ocean, vegetation, cryosphere. The
rise in atmospheric carbon dioxide (CO2) concentration due to human activities
increases the Earth’s radiative forcing. This leads to an increase in global atmo-
spheric temperature, changes in the atmospheric and oceanic circulation, and the
cryosphere.

Created in 1988 in order to provide policymakers with regular scientific assess-
ments on climate change, its implications and potential future risks, the Intergov-
ernmental Panel on Climate Change (IPCC) reviews the state of knowledge on
climate change. In its latest report, the IPCC stated that “Observed increases in
well-mixed greenhouse gas (GHG) concentrations since around 1750 are unequiv-
ocally caused by human activities.” and “It is unequivocal that human influence
has warmed the atmosphere, ocean and land. Widespread and rapid changes in
the atmosphere, ocean, cryosphere and biosphere have occurred” [IPCC, 2021].
As future global warming will depend on the amount of anthropogenic emissions,
with higher levels of greenhouse gas emissions associated with higher greenhouse
gas concentration and warming [IPCC, 2021], several emission scenarios have been
developed in order to compare model projections for different amounts of anthro-
pogenic emissions [Meinshausen et al., 2011, 2020]. These scenarios were called
Representative Concentration Pathways (RCP) in previous IPCC reports and are
called Shared Socio-economic Pathways (SSP) in the latest report, AR 6. The
SSP scenarios range from a low emission scenario, SSP1-1.9 that reflects most
closely a 1.5°C target under the Paris agreement, to a high fossil fuel development
throughout the 21st century scenario, SSP5-8.5, which approximately corresponds
to the RCP4.5 "business as usual" scenario used in previous reports [Meinshausen
et al., 2020]. At the horizon of 2100, the global mean surface temperature increase
compared to the pre-industrial period is projected to be of 2.1°C to 3.5°C (with a
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Introduction
best estimate of 2.7°C), under the “middle of the road” greenhouse gas emission
scenario, SSP2-4.5, and 3.3°C to 5.7°C (with a best estimate of 4.4°C) under the
very high greenhouse gas emission scenario (SSP5-8.5) [IPCC, 2021]. Looking at
the horizon 2300, the global mean temperature increase compared to pre-industrial
is projected to be 2.3°C- 4.6°C under SSP2-4.5, and 6.6°C–14.1°C under SSP5-8.5
[Lee et al., 2021].

Comparison with past climates is insightful to put these temperature increases
into context [Burke et al., 2018b, Tierney et al., 2020a]. The Cenozoic climate
(66 Myr BP to present) is characterized by four different climatic states : the
Hothouse, Warmhouse, Coolhouse and Icehouse states [Westerhold et al., 2020].
During the Warmhouse, and Hothouse global mean temperatures were respectively
more than 5°C and more than 10°C than at pre-industrial. The Warmhouse and
Hothouse state prevailed from the start of the Cenozoic, to the Eocene-Oligocene
Transition. During the Hothouse, in the early Eocene, CO2 levels were estimated
to be ∼1500 ppm [Rae et al., 2021], and ∼1000 ppm in the Warmhouse phase
of the middle to late Eocene. Around ∼34 Myr BP, at the Eocene-Oligocene
transition the Warmhouse transitioned into the Coolhouse state, marked by a strong
temperature drop and increase in continental ice volume, due to the development
of the Antarctic ice sheet. The CO2 levels are estimated to have fallen to ∼ 800
ppm at the Eocene-Oligocene Transition. The Coolhouse state, that spans ∼ 34
Ma to 3.3 Ma BP, covers the Oligocene and Miocene. The Icehouse state, started
3.3 Myr BP, is driven by the waning and waxing of ice sheets in the Northern
Hemisphere, known as the glacial-interglacial cycles. Global mean temperature
expected at the end of the 23rd century, under SSP2-4.5 (2.3°C–4.6°C higher than
at pre-industrial) has not been experienced since the Mid Pliocene, about three
million years ago. Under SSP5-8.5, global mean temperature expected at the end
of the 23rd century (6.6°C–14.1°C higher than over the period 1850–1900) overlaps
with the range estimated for the Miocene Climatic Optimum (5°C–10°C higher)
and Early Eocene Climatic Optimum (10°C–18°C higher), about 15 and 50 million
years ago, respectively. Under high emission scenarios, the CO2 level is expected
to peak around 2200 ppm; a level that has not been seen in the course of the
Cenozoic [Rae et al., 2021].

The majority of studies in the field of future climate, and the one reviewed by
the IPCC only focus on the timescale of the end of the century or a few centuries (up
to 2300). Very few studies exist on multi-millenial timescale, and even less at the
million year timescale. However, it is certain that impacts of current anthropogenic
greenhouse gas emissions will continue after 2100. The timescale associated with
a return to pre-industrial CO2 levels is currently estimated to be several hundred
thousands years [Archer et al., 1997, 1998, Archer, 2005, Lord et al., 2016], which
allows reactions with slower components of the Earth systems, such as ice sheets
[Winkelmann et al., 2015].

This raises the question of the impact of the anthropogenic perturbation in
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terms of geological era. Will the Earth enter a new state ? Leave the Quaternary
Icehouse marked by an alternance of glacial-interglacial cycles in the Northern
Hemisphere ? Is a partial or complete retreat of Antarctica possible ? Will these
changes be transient or permanent ?

In this thesis, we focus on two key elements of the Earth system on long
timescales : ice sheets and the carbon cycle. Despite their scarcity, some studies
on the long term fate of atmospheric CO2 and ice sheets after the anthropogenic
perturbation do exist.

Some studies focus on the evolution of atmospheric CO2 levels following emis-
sion on the timescale of hundreds of millenia to a million years [Archer et al.,
1997, 1998, Archer, 2005, Lord et al., 2016]. For instance, Lord et al. [2016]
used an Earth System Model (cGENIE), to determine the time needed to return
to pre-industrial CO2 levels after a given fossil fuel release. In cGENIE, the addi-
tional atmospheric carbon dioxide is progressively removed by different inorganic
processes having different timescales : chemical equilibrium with the ocean and
export of carbon at depth due to the oceanic circulation, on a timescale from year
to millenia, carbonate dissolution on a timescale of 1 kyr to 10 kyr, and ultimately
via silicate weathering, on a timescale of 200 -300 kyr. The cGENIE model was
forced with different emission scenarios, allowing to obtain a “response function” :
a function that describes the CO2 concentration evolution over time, depending on
the cumulative CO2 emissions. Lord et al. [2016] have found that independently of
the emission scenarios, 7% of emissions are ultimately removed by silicate weather-
ing. In the case of a pulse emission of 5 000 GtC (which corresponds approximately
to the sum of already achieved emissions and emissions of the scenario SSP5-8.5
until year 2250), ∼35%, 12%, and 7% of the carbon emitted remains in the at-
mosphere after respectively 1 000 years, 10 000 years and 100 000 years, leading
to atmospheric CO2 concentration of respectively ∼ 1100 ppm, 560 ppm, and
440 ppm. However, the authors have stressed that their study neglects potential
influence from the organic carbon cycle, and that the link between weathering and
climate is parametrized in a relatively simple way. This could change the response
of atmospheric CO2 concentration over time, following anthropogenic emissions.
Additionally, neglecting the role of the organic carbon cycle does not allow to re-
produce past δ13C data, that exhibit oscillations on different timescales, 400 kyr
as well as much longer multi-million year cycles [Kocken et al., 2019, Boulila et al.,
2012, Martinez and Dera, 2015].

Additionally to studies on the long term fate of atmospheric carbon dioxide,
studies exist on the climate (in terms of global temperature and ice volume) over the
next million year (the BIOCLIM project, Lord et al. [2019], Talento and Ganopolski
[2021]). For instance, Talento and Ganopolski [2021] have developed a reduced-
complexity model in order to assess the impact of anthropogenic CO2 emissions
on future glacial cycles. Their model is based on three equations representing the
evolution of ice volume, temperature and CO2. The sole forcing of the model
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are the insolation and cumulative anthropogenic emissions. In the future, an an-
thropogenic CO2 component is added. The anthropogenic CO2 component is
computed through the use of the impulse response function of Lord et al. [2016].
The model parameters are calibrated using both paleo reconstructions over the
Quaternary and outputs from the CLIMBER-2 model. The model represents quali-
tatively well the glacial-interglacial ice volume evolution over the last million years.
The authors find that even for low (already achieved) emission scenarios of 500
PgC, the behaviour of the climate is affected for a very long period of time, the
next glaciation being very unlikely until 120 kyr AP, while several studies estimate
that it would take place in 50 kyr AP in a natural case. They find that cumu-
lative emissions of 3 000 PgC will most likely lead to Northern Hemisphere Ice
free conditions for the next half million year. One key assumption of their work
is that ice volume is equal or higher than pre-industrial levels at all time, and the
model parameters were calibrated on past glacial cycles, corresponding to varia-
tions of the Northern Hemisphere ice sheet, but where a stable Antarctic ice sheet
remained. Therefore, the authors warn that their approach is not applicable for
cases where anthropogenic emissions lead to a substantial melting of the Antarctic
ice sheet. Additionally, their anthropogenic CO2 component is derived from the
impulse response function of Lord et al. [2016] that neglects processes that could
be of importance for the long term carbon cycle, such as organic matter burial.

To sum up, studies on the timescale of a million year agree that anthropogenic
fossil fuel emissions will impact climate on long timescale, with stronger impacts
for higher cumulated emissions. However, most studies on the long term fate of
carbon rely on the assumption that silicate weathering is the ultimate CO2 sink,
and neglect the influence of organic processes of the carbon cycle. Conceptual
models are often used to project the ice evolution in the future. However, these
conceptual models are calibrated on past glacial-interglacial cycles and cannot be
used to project a complete Greenland ice sheet disappearance or a substantial
Antarctic ice sheet retreat, that can be expected over the next millenia under high
emission scenarios [Clark et al., 2016, Van Breedam et al., 2020, Winkelmann et al.,
2015].

This is what motivates our study. The objective of this thesis is to broaden
the scope of existing studies on the climate of the next million year. We explore
the potential melt of the Antarctic ice sheet due to increased CO2 concentration.
Additionally, we develop a conceptual model for the geological carbon cycle that
includes the role of organic matter burial, and can produce multi-million years
oscillations in the δ13C, in coherence with the data.

In the first chapter, we review important elements of context and existing
studies on the climate of the next million years.

In the second chapter, we investigate what can be said about the terrestrial
ice volume in the next million years in a “natural” case, without anthropogenic
emissions. To do so, we have developed a conceptual model able to represent past
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Introduction
glacial-interglacial ice volume variation, as a response to summer insolation varia-
tions. We have studied the influence of the choice of summer insolation used as
input, and of one important model parameter, the deglaciation threshold, on the
model results. Finally, the conceptual model is used over the next million years. In
this chapter, the ice volume evolution is studied in a case without anthropogenic
emissions. However, current and future anthropogenic emissions can lead to the
partial or total retreat of currently existing ice sheets : Greenland and Antarc-
tica. Currently, less work has been performed on the Antarctic ice sheet, as it is
susceptible to higher levels of warming than the Greenland ice sheet.

Therefore, we have decided to investigate the behaviour of the Antarctic
ice sheet under higher atmospheric CO2 concentrations. To do so, we use the
atmosphere-ocean-vegetation model of reduced complexity iLOVECLIM, coupled
to the GRISLI Antarctic ice sheet model. The models used are presented in Chapter
3. Chapter 3 also details the coupled setting and the model calibration performed
in order to obtain the reference configuration from which simulations with higher
CO2 levels are started : an equilibrated present-day ice sheet under pre-industrial
CO2 levels.

In chapter 4, we apply increasing CO2 levels to the Antarctic ice sheet until it
melts entirely. It is known that ice sheets exhibits an hysteresis behaviour [Pollard
and DeConto, 2005, Garbe et al., 2020, Robinson et al., 2012]. Therefore, we
also study the behaviour of the ice sheet regrowth, by lowering the CO2 levels
applied until the ice sheet regrows. The sensitivity of the results to the insolation
is investigated. In addition, we investigate the role of the albedo feedback, as our
coupled setting allows to take it into account, while it was not in previous modelling
studies of the Antarctic ice sheet long term fate [Garbe et al., 2020, Winkelmann
et al., 2015]. The simulations carried out in Chapter 4 are equilibrium simulations,
performed for a fixed level of atmospheric CO2 and a fixed insolation. In the next
million years, the insolation will vary. The insolation changes at the scale of one
million years are accurately known [Laskar et al., 2004]. However, the evolution
of the atmospheric CO2 concentration on this timescale is much more uncertain.
It will depend on the cumulative CO2 emissions, and on the efficiency of different
processes to remove atmospheric CO2. Currently existing long term CO2 scenarios
do not take into account organic matter burial, and do not permit to reproduce
past δ13C data.

Therefore, in Chapter 5, we develop a new conceptual model for the geological
carbon cycle, that includes organic matter burial. In our model, there are different
possible equilibria in the carbon system. This non linearity allows us to produce
multi-million year cycles in δ13C, as are seen in the data [Boulila et al., 2012,
Martinez and Dera, 2015]. Finally, we look at different idealized scenarios to
illustrate the impact of the possible presence of multiple equilibria in the carbon
cycle on future atmospheric CO2 concentrations, following emissions.

In a last part, we discuss which insights our results bring to the questions : how
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Introduction
will anthropogenic greenhouse gas emissions impact the climate on a timescale up
to a million year ? Is a end of the Quaternary in the future possible? With a
disappearance of Northern Hemisphere glaciations, but also a disappearance of the
Antarctic ice sheet ?
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1 - Context and state of the art

Chapter aims:

1. Present existing knowledge on the carbon cycle on long timescales,
and its modelling.

2. Present generalities about ice sheets, and review current work on their
modelling on a multi-millenia timescale.

3. Present existing studies on the climate of the next million years.

Highlights:

↪→ Existing modelling studies on the carbon cycle on a timescale of a mil-
lion years are based on the assumption that CO2 levels come back to
their pre-industrial value, ultimately due to CO2 removal via silicate
weathering.

↪→ Modelling studies on the climate of the next million years do not
consider a partial or total retreat of the Antarctic ice sheet, while
studies on a timescale of a few millenia have shown that a large retreat
of the Antarctic ice sheet is possible under high emission scenarios.

In this first chapter, we discuss existing knowledge on the two major Earth
System components on long timescales, that are the focus of this thesis : carbon
cycle and ice sheets. First, we review existing knowledge on the carbon cycle at
present and in the past, as well as modelling studies on its long term response to
the anthropogenic greenhouse gas release. Then, we discuss existing studies on
ice sheet modelling on long timescale (several millenia). Finally, we review existing
studies on the climate of the next million years, discuss their limitations and the
novelty of this thesis compared to previous studies.
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Chapter 1
1.1 . Carbon cycle on long time scales

1.1.1 . Global view of the current carbon cycle
Carbon cycle is made of reservoirs that contain carbon and of the exchanges

taking place between these reservoirs. The current emissions of fossil fuel CO2

due to human activities is modifying the carbon cycle. A schematic of the carbon
cycle is presented in Figure 1.1.

Figure 1.1: Global carbon (CO2) budget (2010–2019). Yellow arrows rep-resent annual carbon fluxes (in PgC yr−1) associated with the naturalcarbon cycle, estimated for the time prior to the industrial era, around1750. Pink arrows represent anthropogenic fluxes averaged over theperiod 2010–2019. The rate of carbon accumulation in the atmosphereis equal to net land-use change emissions, including landmanagementplus fossil fuel emissions, minus land and ocean net sinks. Circles withyellow numbers represent pre-industrial carbon stocks in PgC. Circleswith pink numbers represent anthropogenic changes to these stocks(cumulative anthropogenic fluxes) since 1750. In this thesis we will fo-cus on the geological, long term fluxes : volcanism, rock weatheringand burial. Figure from Canadell et al. [2021]. Legend adapted fromCanadell et al. [2021].
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The surface carbon reservoir is constituted of :

• the atmosphere : at the pre-industrial era, the atmosphere contained 600
GtC, corresponding to a CO2 concentration of 280 ppm. The carbon con-
tained in the atmosphere has a major effect on climate, through the radiative
effect of CO2.

• the biosphere, that includes soils and vegetation is estimated to contain 2000
- 3000 GtC

• the ocean : it is a very big carbon reservoir, with approximately 39 000 GtC,
∼60 times the quantity of carbon in the atmosphere.

On short timescale, these surface reservoirs (atmosphere, biosphere, ocean)
interact with each other. For instance, CO2 is exchanged between the atmosphere
and biosphere through photosynthesis and respiration. CO2 is exchanged at the
interface between the atmosphere and the ocean : atmospheric CO2 dissolves into
the ocean if the partial pressure of CO2 of water locally is lower than the local
atmospheric partial pressure of CO2.

On geological timescales, the atmospheric, oceanic and biospheric reservoirs
interact with the geological reservoirs : sediments and rocks. The fluxes are very
small and exchanges take place on much longer timescale.

This is depicted in the (even more) simplified schematic carbon cycle of Figure
1.2.

Figure 1.2: Simplified schematic of the global carbon cycle. Stocks arein the coloured squares and fluxes between the different reservoirsare depicted by arrows. Please note that processes are missing in thissimplified view, and that the objective is not to be exhaustive.
17
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Schematically, the quantity of carbon in the atmosphere depends on :

• the total quantity of carbon in the surface reservoir (atmosphere, terrestrial
biosphere, and ocean). The more there is carbon globally in the surface
reservoir, the more likely it is to have high CO2 quantity in the atmosphere.

• the exchange between atmosphere, biosphere, and ocean. For a same total
surface carbon quantity C, the CO2 content can be lower or higher depend-
ing on the "efficiency" of the two other reservoirs, the biosphere and the
ocean. For instance, the atmosphere interacts with the surface ocean, and
carbon can be exported through several mechanisms at the ocean depth,
before being brought back to the surface by oceanic circulation. At a time
where more carbon is stored at depth, this reduces the carbon at the surface
ocean and the ocean can uptake more of the atmospheric CO2. Similarly,
in case of a growing biosphere, the biosphere will store more atmospheric
carbon due to photosynthesis. This can explain transient changes in the
atmospheric CO2 concentrations on timescales of a few decades to millenia
(timescale of the oceanic circulation).

During the glacial-interglacial cycles of the Quaternary, the atmospheric CO2

concentration was much lower during glacial time. A different repartition of car-
bon between the oceanic and atmospheric reservoirs at that time is the leading
hypothesis to explain the atmospheric CO2 differences on these timescale (∼ 1
000 yrs) [Bouttes et al., 2011].

However, on geological timescale, the atmospheric CO2 content is also deter-
mined by the exchanges with the geological reservoirs (with fluctuations owing to
the repartition with the different surface carbon reservoirs). For instance, volcan-
ism is a CO2 source. Fluxes due to volcanism are currently estimated between
0.04 and 0.175 GtC yr−1 [Burton et al., 2013]. There are also fluxes of inorganic
matter as well as organic matter to and from rocks and sediments. They will be
further detailed in the following and Chapter 5. Although a precise estimate of
these fluxes is a difficult task, they are of the same order of magnitude as volcan-
ism, and much lower than the current flux due to anthropogenic consumption of
fossil fuels (around 9.5 GtC/yr).

As the ocean has a particularly important role in the carbon cycle, acting on
both short and longer timescales, we detail some processes here. The oceanic
carbon cycle consists of both, organic and inorganic carbon.
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• organic carbon

With lights and nutrients, marine phytoplanktons perfom photosynthesis in
surface waters, through the reaction :

106CO2 + 16NO−
3 +H2PO−

4 + 17H3O
+ + 105H2O + light

→ (CH2O)106(NH3)16(H3PO4) + 138O2 (1.1)
This reaction consumes CO2 and produces organic carbon. When the planc-
ton dies, it sinks to the bottom of the ocean. During its way in the water
column, most of the carbon is remineralized and only a small fraction of
it (∼1% or less) is buried into sediments. The fact that CO2 of surface
waters is used to form organic carbon that sinks, and is remineralized at
depths constitutes a carbon sink for the atmosphere on millenial timescale,
as there is less CO2 on surface waters, able to interact with the atmosphere.
It is called the "soft tissue" pump.

• inorganic carbon

In the ocean, the dissolved CO2 reacts following the reaction :

CO2(aq) + CO2¯
3 +H2O ↔ 2HCO−

3 (1.2)
This increases the concentration of bicarbonate ions (HCO−

3 ) and decreases
the concentration of carbonate ions (CO2−

3 ). This also decreases ocean
pH. A part of atmospheric CO2 dissolves in seawater and the surface CO2

enriched waters are brought at depth by the oceanic circulation. This is
especially true in polar regions, zones of deep water formation and where
the water at the surface is colder and thus CO2 more soluble.

Additionally, the biology also produces inorganic carbon. This is the case of
calcifying planktons, planktons that form a calcite shell, such as coccoliths or
foraminifera. They produce CaCO3 in surface water, through the reaction
:

Ca2+ + CO2−
3 → CaCO3 (1.3)

A non negligeable portion of it is buried into sediments (∼25%), while the
rest is remineralized.

A particularly relevant question to the study of climate is : following an initial
carbon release due to anthropogenic activities (fossil fuel consumption or land use
change), how much carbon will stay in the atmosphere, and for how long ?

On a timescale of a few centuries, the anthropogenic CO2 emissions released
into the atmosphere equilibrate between the reservoirs of the atmosphere, ocean
and terrestrial biosphere. For instance, it is estimated that of the CO2 emitted
during the decade 2010–2019, 46% accumulated in the atmosphere, while 31%
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was stored by vegetation in terrestrial ecosystems and 23% was taken up by the
ocean [Canadell et al., 2021]. After the initial equilibrium between the atmosphere,
ocean and vegetation reservoir, a sizeable fraction of atmospheric CO2 remains,
and the processes allowing for a further decrease of CO2 (that will be discussed
below) operate on longer timescales (thousands to ten of thousands of years).

Therefore, anthropogenic carbon emissions can interact with components of
the climate system that have a slow response time, such as ice sheets [Winkelmann
et al., 2015], and impact the climate on very long timescales.

In the following, I start by reviewing our current state of knowledge on the
carbon cycle in the past, more specifically the estimates of atmospheric CO2 and
carbon isotopes (section 1.1.2). Then, I present existing studies on the lifetime
of atmospheric CO2 (section 1.1.3). Finally, I outline some processes that are
not taken into account in these studies and that could be of importance (section
1.1.4).

1.1.2 . What do proxies tell us about carbon cycle in the past ?
Due to the radiative effect of atmospheric CO2, its concentration in the past

is a key information for the study of paleoclimate.
Insights into greenhouse gases (CO2, CH4, N2O) concentrations over the last

800 kyr period are available by analysing the composition of the air trapped in
ice cores in the past [Lüthi et al., 2008, Bereiter et al., 2015, Loulergue et al.,
2008, Spahni et al., 2005]. For instance, it is known that over the last 800 kyr,
CO2 oscillated between 180-200 ppm in cold periods and 240-280 ppm in warmer
periods, as visible in Figure 1.3. This will be further detailed in Chapter 2.

However, for periods of time older than 800 kyr ago, direct measurements of
past CO2 concentrations do not exist, and different proxies are used to reconstruct
past CO2 variations several million years in the past. These proxies are associated
with a much larger uncertainty than ice core measurements, but much progress has
been made in the last decades to improve theses proxies [Beerling and Royer, 2011,
Rae et al., 2021]. They consist for instance of : carbon isotopes in organic matter
alkenones [Zhang et al., 2013], boron isotopes in planktic foraminifera [Hönisch
et al., 2009], carbon isotopic composition of paleosol carbonate nodules [Cerling,
1992], stomatal indices of fossil leaves [Retallack, 2009].

CO2 reconstructions over the Cenozoic (last 66 Myr) have mostly a coherent
behaviour with reconstructions of deep sea temperatures, with warm, ice-free pe-
riods associated with higher CO2 levels and conversely [Beerling and Royer, 2011,
Rae et al., 2021]. A reconstruction of CO2 levels (from a recent review [Rae et al.,
2021] using boron isotopes of carbonate and carbon isotopes of organic matter
estimates), as well as surface temperature and sea level is shown in Figure 1.4.

The CO2 levels reached during the early Eocene were around ∼ 1500 ppm
[Rae et al., 2021]. This corresponds to the "Hothouse" [Westerhold et al., 2020]
period, a period of extreme global warmth with global temperatures more than
10°C higher than today and where no ice sheets were present. Falling CO2 is
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Figure 1.3: Compilation ofCO2 records and EPICA Dome C temperatureanomaly over the past 800 kyr. Figure from Lüthi et al. [2008]

associated with a cooling to the middle and late Eocene "Warmhouse" period with
CO2 levels around ∼ 1000 ppm and surface temperatures more than 5°C higher
than today. The start of Antarctic glaciation at the Eocene-Oligocene boundary
(33-34 Myr BP) follows a sharp drop in CO2 [Beerling and Royer, 2011], with CO2

levels being around ∼ 800 ppm. The "Coolhouse" climates of the Oligocene and
early Miocene correspond to CO2 concentrations around 600 ppm. At the Miocene
Climatic Optimum (18 - 14 Myr BP), a significant retreat of the Antarctic ice sheet
took place, and it is associated with peak CO2 levels [Foster et al., 2012]. Then,
CO2 levels decreased again. There is a slight CO2 rise during the mid-Pliocene
Warm period (∼ 400 ppm), before CO2 falls again in the Plio-Pleistocene (∼180
- 300 ppm). This corresponds to a "Ice house" state with glaciations taking place
in both Hemispheres. For all past CO2 estimations, a large spread in estimations
remains. For instance, there is a large spread when using the same proxy as visible
in panel (c) of Figure 1.4. Additionally, Steinthorsdottir et al. [2016] highlighted
that reconstructed CO2 values with terrestrial proxies are significantly lower than
when using marine proxies (such as in Rae et al. [2021], from which the values are
given above). For instance, Steinthorsdottir et al. [2016] found that CO2 levels
were around ∼410 ppm at the Eocene-Oligocene boundary (in the contrary to
a drop from around ∼1000ppm to ∼800ppm at this period in Rae et al. [2021]).
This highlights the fact that CO2 reconstructions differ widely among proxies used.
Also, it cannot be excluded that CO2 varied on orbital timescale, as observed in the
Quaternary, in addition to the decreasing trend from the Eocene to the Oligocene.
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Figure 1.4: Cenozoic CO2 and global climate. (a) Surface temperatureestimated from the benthic δ18O stack of Westerhold [2020]. (b) Sealevel estimates fromMiller et al. [2020] (c) AtmosphericCO2 reconstruc-tions from boron isotopes and alkenones. Figure from Rae et al. [2021](adapted legend)

The Earth’s has experienced very different CO2 levels over the Cenozoic, with
higher CO2 levels associated with warmer temperatures and less ice. The extension
of the SSP scenarios from the IPCC to the year 2500 [Meinshausen et al., 2020]
show that CO2 levels of ∼ 2000 ppm, similar to high values of the Eocene could
be reached in a few centuries.

Despite advances in the reconstruction of past CO2 levels, records remain
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Figure 1.5: Paleo-CO2 compared with future CO2 change under thedifferent scenarios used in the Intergovernmental Panel on ClimateChange Sixth Assessment Report. The scenarios are shared socioe-conomic pathways (SSPs) SSP2-4.5, SSP4-6.0, and SSP5-8.5 from Mein-shausen et al. [2020]. SSP2-4.5 corresponds tomoderate emissions andSSP5-8.5 corresponds to high emissions. Figure from Rae et al. [2021]
discontinuous and uncertain on the Cenozoic. More robust informations can be
obtained on the carbon cycle from the analysis of the carbon isotopic composition
of deep sea benthic foraminifera.

There are three isotopes of carbon : 12C,13C and 14C. 12C constitutes the
dominant proportion (∼99%), followed by 13C (∼1%). 14C constitutes a negligible
portion of total carbon atoms. The relative proportion of carbon 12 isotopes (12C)
to carbon 13 isotopes (13C) is usually expressed with δ13C, expressed in ‰. δ13C
compares the ratio of 13C to 12C in a sample, to a reference :

δ13C = 1000 · [
13C/12Csample

13C/12Creference
− 1] (1.4)

If we neglect isotopic fractionation during carbonate precipitation, meaning
that the proportion of 13C in the produced carbonate is the same as the one of
the surrounding ocean, analysis of 13C of foraminifera informs us on the evolution
of 13C proportion in the ocean in the past.

Westerhold et al. [2020] presented a highly resolved and well-dated record of
benthic carbon for the past 66 million years. They analyse at the same time carbon
isotope compositions of foraminifera, that give informations on the carbon cycle,
and oxygen isotopes that give informations on global temperatures. The record is
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shown in Figure 1.6.

Figure 1.6: Cenozoic Global Reference benthic foraminifer carbon andoxygen Isotope Dataset (CENOGRID) from ocean drilling core sitesspanning the past 66 million years. Figure from Westerhold et al.[2020].
The δ13C record exhibits shorter and longer term oscillations. Organic matter

is largely 12C-enriched compared to its environment as lighter, 12C atoms, are
favourably taken in the photosynthesis process (in other words, organic matter has
a large fractionation factor). Due to its large fractionation factor, organic matter
fluxes to and from the geological reservoir are the most likely candidate to explain
past δ13C variations. Indeed, organic matter burial removes 12C -rich matter from
the surface system, thus increasing the 13C proportion of the surface system, and
thus its δ13C. This will be further discussed in Chapter 5.

1.1.3 . Classical modelling studies of the long term carbon cycle

In this part, I present the different mechanisms commonly taken into account
in several studies estimating the atmospheric lifetime of CO2. Processes acting
on several timescales to remove atmospheric CO2, as described in various studies
[Archer et al., 1997, 1998, Archer, 2005, Archer et al., 2009, Lord et al., 2016] are
depicted in Figure 1.7 and consist of :

• air-sea gas exchange, taking place on a timescale of 1-10 years (panel (a)
of Figure 1.7). CO2 is a soluble gas and is transferred accross the air-
sea interface. It increases the CO2(aq) concentration. Soluble CO2 reacts
following the reaction of equation 1.2. This increases the concentration of
bicarbonate ions (HCO−

3 ) and decreases the concentration of carbonate
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ions (CO2−

3 ). This also decreases ocean pH and thus the buffering capacity
of the ocean.

• ocean invasion, taking place on a timescale of 10-100 years (depicted in
panel (b) of Figure 1.7). The CO2 enriched surface water are transported
into the ocean interior.

• seafloor CaCO3 neutralization, taking place on a timescale of thousand
years (panel (c) of Figure 1.7). Marine sediments become in contact with
CO2 enriched and thus CO2−

3 depleted waters. This leads to dissolution of
previously deposited CaCO3 on the sea floor, in order to restore the CO2−

3

concentration. Schematically, CaCO3 ↔ Ca2+ + CO2−
3 . Combined with

equation 1.2, this gives :

CO2 +H2O + CaCO3 ↔ Ca2+ + 2HCO−
3 (1.5)

Seafloor CaCO3 dissolution allows to partially restore the buffering capacity
of the deep water, and to allow further atmospheric CO2 uptake when these
water return to the surface.

• terrestrial CaCO3 neutralization, taking place on timescale of ten of thou-
sands of years, and depicted in panel (d) of Figure 1.7. Weathering of
carbonate rocks take place on land, following the equation :

CO2 +H2O + CaCO3 → Ca2+ + 2HCO−
3 (1.6)

This weathering reaction thus consumes atmospheric CO2. Then, the
formed bicarbonate ions are transported to the sea via river, where bio-
genic carbonate can precipitate and be buried on the seafloor. This reaction
produces CO2 :

Ca2+ + 2HCO−
3 → CO2 +H2O + CaCO3 (1.7)

It is usually assumed that these processes are in equilibrium on very long
timescales and thus the weathering of terrestrial carbonate rocks does not
remove carbon from the atmosphere and ocean system, as each mole of car-
bon taken from the atmosphere through the weathering reaction is then re-
turned to the ocean through the precipitation of biogenic CaCO3. However,
seafloor CaCO3 dissolution (seafloor CaCO3 neutralization) decreases the
burial rate of marine CaCO3, the CO2 consumed by the weathering reac-
tion is no longer balanced by the precipitation and burial of biogenic CaCO3

This allows additional CO2 drawdown.

• silicate rock weathering, taking place on timescale of hundred of thousand
years. As carbonate minerals, silicate minerals on land can be broken down
by the dissolution of CO2 in rainwater, following reactions similar to :

2CO2+3H2O+CaAl2Si2O8 → Ca2++2HCO−
3 +Al2Si2O5(OH)4 (1.8)
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The formed bicarbonate ions are transported to the sea via river, where
biogenic carbonate can precipitate and be buried on the seafloor,

Ca2+ + 2HCO−
3 → CO2 +H2O + CaCO3 (1.9)

The difference between terrestrial carbonate weathering and silicate weath-
ering (followed by calcium carbonate formation in the ocean), is that in the
case of carbonate weathering, consumed CO2 from the atmosphere is re-
turned to the ocean, therefore not changing carbon in the (atmosphere +
ocean) system; while in the case of silicate weathering the uptake of two
moles of atmospheric CO2 results in only one mole of carbon returned to the
ocean, thus decreasing the amount of carbon in the (atmosphere + ocean)
system. The silicate weathering reaction can differ according to the type of
silicate weathered, but this does not change the fact that on long timescale,
for two moles of atmospheric CO2 consumed, only one is released to the
ocean, while the other is buried into sediments in the form of CaCO3. This
constitutes a net long term CO2 drawdown.

Since the work of Walker et al. [1981], it is assumed that the strength of
silicate weathering varries with climate. Indeed, weathering is facilitated in
a warmer, wetter climate. This produces a negative feedback for the carbon
cycle, as an increased CO2 concentration results in a warmer climate, leading
to an increase in silicate weathering and thus to more CO2 drawdown.
This is usually referred to as the "weathering thermostat", and it is often
assumed to be the reason of relatively stable climate condition on Earth
(presence of liquid water except during certain ‘Snowball Earth’ episodes
in the Proterozoic), as CO2 increases in the atmosphere are damped by
increased silicate weathering, and conversely for CO2 decrease [Foster et al.,
2017, Kasting, 2019].

Figure 1.7: Primary natural mechanisms ofCO2 sequestration from theatmosphere. Figure and legend adapted from Lord et al. [2016]
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Using an ocean and sediment carbon cycle model, Archer et al. [1997] simulated

the response of the carbon cycle to a range of anthropogenic CO2 release scenarios.
They derived multiple timescales associated with each processes and computed
the fraction of atmospheric CO2 consumed by each process. They found that
70-80% of the CO2 release was dissolved in the ocean on the timescale of several
hundred of years. Sea floor CaCO3 neutralization permitted to account for an
additional 9-15% decrease of the CO2 concentration on a time scale of 5.5 - 6.8
kyr. Terrestrial CaCO3 neutralization accounted for an additional 3-8% decrease
of the CO2 concentration on a time scale of 8.2 kyr. The remaining CO2 in
the atmosphere (7-8 %) is consumed via silicate weathering. However, silicate
weathering was not implemented in their model, and for this process they directly
assumed a timescale of 200 kyr. From the CO2 relased (3000 GtC), they were
able to derive a simple function allowing to compute the evolution of atmospheric
CO2 as a function of time (sum of exponentials) :

CO2(t) = CO2(t = 0) + 3000GtC[0.75e
−t

365yr + 0.135e
−t

5.5kyr

+0.035e
−t

8.2kyr + 0.08e
−t

200kyr ] (1.10)
Due to its simplicity, this function was used in studies of climate of the next

million years, such as the BIOCLIM project (see section 1.3 for details).
In a following study, Archer [2005] took into account a feedback not taken

into account in the previous study : a warming climate reduces the solubility of
CO2 in seawater, thus limiting the immediate CO2 drawdown. This results in an
increase of the percentage of remaining CO2 in the atmosphere. For instance, the
remaining fraction after 100 kyr increased from 5.8% to 6.7% in the low emission
scenario (300 PgC), when taking into account the temperature feedback. However,
in this study the timescale of silicate weathering was once again assumed, rather
than modelled. It was assumed to be 400 kyr.

Lord et al. [2016] used the cGENIE Earth System Model model to carry out
several simulations following various carbon emission scenarios (from 1000 PgC to
20 000 PgC) on a million year timescale. The cGENIE model allows to take into
account first order CO2 climate feedbacks on ocean temperatures and circulation.
A major difference to previous studies ([Archer et al., 1997, 1998, Archer, 2005]) is
that the timescale associated with silicate weathering is not anymore assumed but
modelled. However, as stated by Lord et al. [2016], this relies on a relatively simple
and global mean function linking weathering rates and climate. The terrestrial
carbonate weathering is calculated as :

FCaCO3 = FCaCO3,0(1 + kCa(T − T0)) (1.11)
The silicate weathering flux is calculated as :

FCaSiO3 = FCaSiO3,0e
1000Ea
RT2

0
(T−T0) (1.12)
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where T is the mean annual global land surface temperature, the 0 subscript

represents an initial value of the parameter, kCa is an empirical constant (0.049),
Ea is the activation energy for dissolution, and R is the molar gas constant. The
temperature dependence of CaCO3 weathering (equation 1.11) follows the one
used by Berner [1994], derived by correlating temperatures and bicarbonate con-
centrations of groundwater. The temperature dependence of silicate weathering
(equation 1.12) is based on laboratory studies of the impact of temperature on the
dissolution of Ca and Mg silicates [Brady, 1991].

Lord et al. [2016] found that for shorter timescales (less than a millenia), the
fraction of CO2 removed depends strongly, and in a non linear way on total emis-
sions. This is due to the fact that the buffering capacity of the ocean progressively
saturates with increasing total emission. This difference in removal is compen-
sated by an increase in the fraction removed due to carbonate weathering and
burial, but this operates at a much longer timescale. After 500 kyr, atmospheric
CO2 has not returned to its preindustrial value. In the case of the 1000 PgC
emission scenario, the atmospheric CO2 concentration after 500 kyr is 283 ppm,
not much higher than the pre-industrial one. However, for the 20 000 PgC emis-
sion scenario, the atmospheric concentration after 500 kyr is 360 ppm, still largely
higher than pre-industrial values. The evolution of CO2 over time depending on
the initial emissions is shown in Figure 1.8. From these simulations, Lord et al.

Figure 1.8: Atmospheric pCO2 predicted by cGENIE for the pulse se-ries scenarios (1000–20,000 Pg C). Pre-industrial CO2 concentrationsare shown in black. Figure and legend are from Lord et al. [2016]
[2016] derived a response impulse function, from fitting to several exponentials.
The response impulse function reproduces the modelled atmospheric CO2 concen-
tration over time, following emission. As this provides a simple tool to project the
CO2 concentration over time depending on the emissions, this was used in studies
of the climate of the next million year, such as Lord et al. [2019], Williams et al.
[2022], Talento and Ganopolski [2021] (see section 1.3 for details).
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1.1.4 . A broader view of the long term carbon cycle

The studies presented in the previous section show unambiguously that anthro-
pogenic CO2 release will continue to affect the atmospheric CO2 concentration,
and thus climate, far in the future. As summed up by Archer et al. [2009] "[...]
Generally accepted modern understanding of the global carbon cycle indicates that
climate effects of CO2 releases to the atmosphere will persist for tens, if not hun-
dreds, of thousands of years into the future". However, these studies neglect a
number of processes, that could be of importance on long timescales.

Indeed, these studies focus mostly on the inorganic part of the carbon cycle
and neglect possible variations in the organic carbon cycle. This is probably due
to the fact, that it is easier to model the behaviour of the inorganic carbon cycle.
In addition, it is difficult to quantify the evolution of the organic carbon cycle
in conditions different from today. These studies all rely on increased silicate
weathering to explain the ultimate removing of the reminder airborne fraction.
However, as stated by Lord et al. [2016] "Removal of added carbon from the ocean
and atmosphere need not exclusively take place via increased silicate weathering,
and other feedbacks may be important". Hilton and West [2020] have reviewed
important processes removing or adding CO2 to the atmosphere on geological
timescale, influenced by erosion. They emphasize that one should "look[..] beyond
silicate weathering" and "advocate for a more holistic view of the geological C
cycle", that includes all CO2 sources and sinks.

Among these other possible processes, is the burial of organic carbon in marine
sediments. Enhanced marine productivity due to higher nutrient supply could
enhance organic matter burial. However, this idea is debatted and others think that
an enhanced marine productivity does not necessarily leads to an enhanced burial,
as most of the production is remineralized. An enhanced burial of marine organic
carbon can be obtained under reduced ocean oxygenation. A warmer climate
increases ocean stratification and decrease the solubility of O2 in surface water
[Bopp et al., 2002] and could thus increase organic carbon burial into sediments.

Additionally to marine organic matter burial, erosion of biospheric particulate
organic carbon can provide a CO2 sink. The biosphere produces organic mat-
ter through photosynthesis. This consumes atmospheric CO2 and produces O2.
Particulate organic carbon can be eroded and exported from forests to rivers. Ter-
restrial organic matter has a higher preservation efficiency (10-30%) than marine
organic matter (∼1%) [Burdige, 2005]. If the eroded terrestrial organic carbon
is replaced through new photosynthesis production and the eroded particulate or-
ganic carbon is buried into sediments (in lake or into the ocean), this results in a
long term CO2 drawdown [Berhe et al., 2007, Galy et al., 2007].

An enhanced organic carbon burial into marine sediments can thus act in tan-
dem with silicate weathering to reduce atmospheric CO2 on long timescales.

However, other processes implying organic matter act as a CO2 source on
long timescales. For instance, organic carbon oxidation can happen as sedimentary
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rocks, containing petrogenic organic carbon are exhumed [Petsch et al., 2005],
following the reaction :

CH2O +O2 → CO2 +H2O (1.13)
Additionally, sulfide minerals (such as pyrite, FeS2) can form sulfuric acid

(H2SO4) that can in turn weather carbonate minerals, through the reaction :

CaCO3 +H2SO4 ↔ CO2 +H2O + Ca2+ + SO2−
4 (1.14)

This releases CO2 and acts as a CO2 source [Torres et al., 2014].
Current estimates of CO2 sources and sinks are :

• CO2 release by volcanism : 40 - 175 MtC yr−1 Burton et al. [2013]

• CO2 drawdown by silicate weathering : 90-140 MtC yr−1 [Gaillardet et al.,
1999, Moon et al., 2014]

• CO2 drawdown by erosion of particulate biospheric organic carbon and its
burial into ocean sediments : 40-80 MtC yr−1 [Burdige, 2005, Galy et al.,
2007]

• CO2 release by oxidation of petrogenic organic carbon : 40 - 100 MtC yr−1

[Petsch, 2014].

• CO2 release associated with sulfide oxidation : ∼ 40 MtC yr−1 [Torres et al.,
2016, Burke et al., 2018a]

Despite the large uncertainties, these estimates show that CO2 sources and
sinks not considered by most studies are of the same order of magnitude than
silicate weathering, and therefore need to be taken into account.

These processes all increase with erosion rate [Hilton and West, 2020]. Thus,
they might vary with climate, for instance through climate influence on weathering
rates. Additionaly, climate can influence organic carbon burial. This provides
additional positive or negative feedbacks to the carbon cycle. However, these
processes are poorly constrained at present, and this is probably why they are not
taken into accounted in the studies presented earlier. Though, taking them into
account could change the qualitative behaviour of the evolution of atmospheric
CO2 through time, following emissions.

Additionally, taking into account organic matter fluxes is key to explain the
δ13C variations exhibited by marine carbonates records (see Figure 1.6). Indeed,
organic matter is particularly rich in 12C carbon. For instance, δ13C values of C3
plants range from -20 to -37 ‰ [Kohn, 2010]. Therefore, comparatively to other
inorganic processes, for a same flux, burial or oxidation of organic matter has a
larger impact on the δ13C of the surface reservoir. In other words, for a same
impact on surface carbon, the impact on the surface δ13C is higher with organic
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matter burial or oxydation than with inorganic processes. Explaining the same
δ13C variations solely with inorganic fluxes would require much larger fluxes, and
thus larger surface carbon variations. In as study over the Quaternary, the only
period for which direct records are available for both CO2 and δ13C, Russon et al.
[2010] showed that it was not possible to explain the relatively large δ13C variations
(> 0.4‰) with silicate weathering only while remaining in the the observed range
for atmospheric CO2.

In summary, current modelling studies on the long term fate of atmospheric
CO2 rely on three hypothesis that need to be challenged.

• The assumption is made that the atmospheric CO2 concentration comes
back to pre-industrial levels. There is no real basis for such an assumption,
and the past CO2 records show us that the Earth has already experienced
CO2 levels far from the pre-industrial value of 280 ppm.

• The assumption is made that the ultimate CO2 sink is silicate weathering.
No organic matter fluxes variations are considered. However, this assump-
tion does not allow to reproduce past δ13C variations. Additionally, other
processes removing and releasing CO2, estimated to be of the same order
of magnitude than silicate weathering, are not taken into account.

• In many earlier studies, the timescale associated with silicate weathering,
assumed to be the ultimate inorganic process to remove CO2 was simply
assumed : 200 kyr in Archer et al. [1997, 1998] and 400 kyr in Archer
[2005]. In a more recent study, the timescale was calculated [Lord et al.,
2016]. However, this relies on a relatively simple and global mean function
linking weathering rates and climate.
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1.2 . Ice sheets in the climate system

In this part, I will present some generalities about ice sheets. Then I will
present how climate and ice sheets interact and discuss how these interactions
are modelled. Finally, I will review existing studies on the long term fate of the
Greenland and Antarctic ice sheets.

1.2.1 . Generalities about ice sheets

Ice sheets are masses of ice, that cover at least 50 000 km2. They form due
to presence of snow packs that persist through summer and, due to continuous
accumulation, are compacted into ice. Currently, there are two ice sheets on Earth
: the Greenland and Antarctic ice sheets, shown in Figure 1.9. They represent the
largest reservoir of freshwater. If the Antarctic ice sheet disappeared entirely, this
would correspond to a sea level rise of ∼58 m [Fretwell et al., 2013], and ∼7 m
in the case of the Greenland ice sheet [Bamber et al., 2013]. The ice thickness in
the central regions of the Antarctic ice sheet varies between 2000 and 4000 m, due
to the bedrock that is mountainous (the bed topography varies spatially by more
than a vertical kilometre over just a few kilometres [Fretwell et al., 2013]). The ice
elevation (altitude at the top of the ice sheet) and ice thickness of the Antarctic
ice sheet are depicted in Figures 1.10 and 1.11.

Figure 1.9: (a) Antarctic ice sheet (∼58mof sea level equivalent [Fretwellet al., 2013]); (b) Greenland ice sheet (∼7mof sea level equivalent) Bam-ber et al. [2013]-. Cloud-free imagery courtesy of National Aeronauticsand Space Administration Worldview (worldview.earthdata.nasa.gov).Figure and legend from Fyke et al. [2018]
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Figure 1.10: Antarctic ice surface elevation. Figure from Fretwell et al.[2013]

Figure 1.11: Antarctic ice sheet thickness. Figure from Fretwell et al.[2013]

33



Chapter 1
The shape of ice sheets and their evolution depends at the same time of the

internal ice dynamics and on the boundary conditions (influence of the solid Earth
and of the climate surrounding the ice sheet : atmosphere and ocean).

Ice is a fluid with a very high viscosity. The ice flow is determined by internal
deformations and stress at the interface with the bedrock (boundary condition).
Schematically, ice flows towards lower elevation under the effect of gravity. Ice is
a non Newtonian fluid, and its viscosity depends on the stress applied : the higher
the stress applied, the lower the viscosity. In addition, ice viscosity depends non
linearly on its temperature : ice is less viscous at higher temperatures. The rate
of ice deformation is thus a highly nonlinear function of temperature. Conversely,
the ice temperature is influenced by ice deformation, as it produces heat (thermo
mechanical coupling). At the base of the ice sheet, the friction between ice and
the bedrock slows the ice flow. In cold based areas (temperature at the base lower
than the melting point), the ice has an almost zero velocity at the base. Where the
temperature reaches the melting point (that depends on pressure), the ice sheet
can slide on the bedrock. When waterlogged sediments are present at the base,
they can deform, which facilitates the sliding of the ice. However, the mechanics of
basal friction remains largely unknown and is one of the source of uncertainty in ice
sheet modeling [Pattyn and Morlighem, 2020]. The ice velocity of the Greenland
and Antarctic ice sheet is depicted in Figure 1.12.

Figure 1.12: Ice velocity in Greenland and Antarctic ice sheets. Figurefrom Mouginot et al. [2017]
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Generally, the ice velocity on grounded parts of the ice sheet (parts that rest on

the bedrock, and not the sea) is very low (< 5-10 m/yr). However, there are "ice
streams", where ice flows much faster. Ice streams velocities can be of hundreds
of meter per years. Most of the ice is evacuated from the center of the ice sheet
towards the edges through these ice streams.

As ice flows towards the sea, it can form ice shelves. Ice shelves is the denomi-
nation for floating ice that are mostly fed by the flow coming from the grounded ice.
The separation between the grounded ice and ice shelves is called the grounding
line. The velocity of ice shelves is much higher than the velocity of grounded ice,
sometime reaching velocities up to 1km/ year. These much higher velocities are
due to the fact that ice shelves rest on water, leading to a negligible friction at the
base. Grounded ice and ice shelves have widely different behaviour in response to
normal stresses : grounded ice is characterized by vertical shears, while ice shelves
and ice streams are characterized by longitudinal stresses.

In addition to the bedrock, ice sheets interact with the atmosphere and ocean.
Atmospheric temperature at the ice sheet surface is a boundary condition for tem-
perature evolution in the ice sheet. Warmer temperature at the surface of the ice
sheet lead (through heat advection and diffusion) to warmer temperatures inside
the ice sheet, thus facilitating deformation, and leading to faster ice flow. In addi-
tion, ice sheet gains mass through the accumulation of snow, and loses mass due
to surface processes : surface meltwater runoff by surface melt, snow erosion or
sublimation of surface snow or blowing snow. In the case of floating ice shelves,
mass is also lost due to ocean submarine melt, or iceberg calving [Fyke et al.,
2018].

Figure 1.13: Schematic representation of an ice sheet. Figure from A.Quiquet.
The limit between the part of the surface loosing ice, the "ablation area"

(usually at lower altitude, that corresponds to warmer temperatures) and the one
gaining ice, the "accumulation area", is called the equilibrium line. It is depicted
in Figure 1.13. Currently, the temperature are so cold over Antarctica that there is
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very limited surface melt, limited to flat, low-lying ice shelves in peak austral sum-
mer [Fyke et al., 2018]. At the center of the Antarctic ice sheet, the accumulation
rate is very low; around 10 - 50 mm of water equivalent per year [Van Wessem
et al., 2014].

Surface accumulation or ablation, and ocean submarine melt, or iceberg calving
are affected and modulated by climate (here meant mostly as the atmospheric and
oceanic circulations) and thus climate has a major influence on ice sheets. On the
other side, ice sheets influence the climate. For instance, the ice sheet topography
can impact the atmospheric circulation. These two sides interaction give rise to
multiple possible feedbacks, positive (amplifying) or negative (dampening). This
will be discussed in Section 1.2.2.

The Antarctic Ice Sheet (AIS) is comprised of two main grounded ice sheets:
the West Antarctic Ice Sheet (WAIS) and the East Antarctic Ice Sheet (EAIS),
that are separated by the Transantarctic Mountains [McMillan et al., 2018]. A
map of Antarctica is provided in Figure 1.14.

Figure 1.14: Map of Antarctica. Figure fromhttps://gisgeography.com/antarctica-map-satellite-image/. Ice freerock is in brown, grounded ice sheet in white and ice shelves are ingrey.
More than 90% of the coastline of the AIS has marine margins (their majority

consist of ice-shelves or fast flowing glaciers) [Fretwell et al., 2013, Bindschadler
et al., 2011] that interact directly with the ocean, either at a calving front or
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through floating ice shelves. Ice shelves represent ∼12% of the AIS area [Fretwell
et al., 2013], and can melt through their contact with the ocean (sub-shelf melting).
Icebergs calve from the marine margins of ice shelves, where ice thickness is usually
250-300 m. As there is almost no surface mass loss in Antarctica currently, the mass
loss thus entirely comes from sub-shelf melting and iceberg calving, each process
representing approximately half of the mass loss [Rignot et al., 2013, Depoorter
et al., 2013, Greene et al., 2022].

Figure 1.15: Antarctic bedrock elevation. Figure from Fretwell et al.[2013]
A large part of the AIS bedrock lies below see level, as is visible with the blue

colors in Figure 1.15. This is particularly the case in the West part of the Antarctic
ice sheet (WAIS). The two largest ice shelves of Antarctica, the Filcher-Ronne and
Ross ice shelves are located in the marine-based WAIS. As ice shelves are floating,
the thinning or removal of these ice shelves by either sub-shelf melt or iceberg
calving does not directly contribute to sea level rise. If the WAIS was to disappear
entirely, it would contribute ∼4.3 m to global sea level. Most of the East Antarctic
Ice Sheet (EAIS) lies on bedrock above sea level (visible with the yellow colors in
Figure 1.15). However, approximately one-third of the EAIS is grounded below sea
level [Fretwell et al., 2013]. The largest EAIS basins with marine-based ice are the
Recovery Subglacial Basin (Weddell Sea sector), the Wilkes and Aurora Subglacial
Basins, with a smaller basin existing in the Prydz Bay region (Lambert Trough). If
the marine-based part of EAIS ice sheet melted entirely, it would contribute ∼19.2
m to global sea level [Fretwell et al., 2013].
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While the terrestrial parts of the Antarctic Ice Sheet are expected to be rela-

tively stable, it has long been acknowledged that the marine-based sectors could
be susceptible to retreat or collapse under only moderate climate warming [Weert-
man, 1974, Mercer, 1978]. The transition between the grounded ice sheet and
the ice shelves (grounding line) plays a crucial role in marine ice sheet dynamics,
as it determines the rate at which ice flows out of the grounded part of the ice
sheet. Two important processes are thought to be critical for retreat of marine
based ice sheets. First, when marine-based ice sheets rest on a reverse sloping bed
that deepens inland, they are susceptible to Marine Ice Sheet Instability (MISI).
MISI is a positive feedback that enables rapid retreat following an initial perturba-
tion [Schoof, 2007, Weertman, 1974]. This is due to the fact that ice discharge
through the grounding line increases sharply with ice thickness at the grounding
line. On a retrograde slope, an initial grounding line retreat leads to an increased
ice thickness at the grounding line and thus ice discharge at the grounding line,
leading to further shrinkage.

Figure 1.16: Schematic representation of Marine Ice Sheet Instability.Figure from Pattyn [2017]
Observations and modelling studies suggest that MISI is already underway in

part of West Antarctica such as Pine Island and Thwaites Glacier [Favier et al.,
2014, Joughin et al., 2014].

A second important process is that most ice streams are significantly supported
by buttressing ice shelves. Although the thinning or removal of ice shelves does
not directly contribute to sea level rise as they float, ice shelves induce buttressing
and thus indirectly control upstream grounded ice speed and subsequent sea level
rise contribution. The thinning or removal of ice shelves by either sub-shelf melt or
iceberg calving can reduce the back-stress on the ice and accelerate upstream ice
sheet flow [Dupont and Alley, 2005, Gagliardini et al., 2010, Fürst et al., 2016].
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1.2.2 . Modelling climate / ice sheet interactions

Ice sheet behaviour and dynamics are affected by the solid Earth, ocean and
the atmosphere. In turn, ice sheet evolution affects the solid Earth, as well as at-
mospheric and oceanic circulation. These two sides interaction give rise to multiple
possible feedbacks, positive (amplifying) or negative (dampening). The multiple
feedbacks taking place between ice sheets and the rest of the climate system have
been thoroughly reviewed by Fyke et al. [2018], and the major feedbacks are de-
tailed in the following. Positive feedbacks are marked with a (+) and negative
feedbacks with a (-).

Ice sheet / atmosphere feedbacks
As the ice sheet geometry changes, this leads to atmospheric changes and

potential feedbacks.

• elevation / SMB feedback, also called height feedback (+) : in the case
of an initial externally forced increase in ablation, the surface elevation of
the ablation area will decrease. The ice surface will thus experience warmer
temperature, leading to additional melting.

• ice sheet topography - precipitation feedback (+/-) : changes in the AIS
topography can lead to regional precipitation changes, and thus to changes
in SMB and ice volume. The direction of this feedback is not easily esti-
mated. Nowadays, orographic precipitation dominate over the AIS. All other
things being equal, surface lowering would tend to reduce precipitation in
the coastal area and increase moisture transport towards the interior and
precipitations in the interior.

• albedo / melt (+) : warmer snow has a lower albedo. When snow at the
surface of the ice sheet is melting, the albedo is reduced leading to further
solar radiation absorption and melting. Furthermore, it has been shown over
Greenland, where surface melt takes place, that the exposed underlying ice
often has a lower albedo. This effect can be enhanced locally, by supraglacial
lake formation (that have a low albedo). Additionnaly to the local albedo
effects of the melt, retreat of the ice sheet and replacement of snow or ice by
soil, rocks or vegetation that have a lower albedo further enhances regional
warming.

Ice sheet / ocean feedbacks
Ice sheet ocean feedbacks are curently much less understood than atmosphere

ice sheet feedbacks [Fyke et al., 2018].

• meltwater feedback (+) : Meltwater impact vertical mixing of heat in the
coastal oceans of Antarctica [de Lavergne et al., 2014]. If freshwater in-
put increase, this would enhance vertical stratification and reduce vertical
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mixing, leading to cooling of the surface and warming at depth, potentially
leading to warmer water into ice shelf cavities and more basal melt [Fogwill
et al., 2015].

• feedbacks taking place in cavities are currently poorly represented in models
as cavities under the ice shelves are often not represented [Fyke et al., 2018].
A possible feedback taking place in cavities is the ice pump mechanism (+) :
the salinity and pressure dependence of the freezing point of water (and thus,
ice melting temperature) favors melting at depth in the ice shelf cavities.
This gives rise to buoyant turbulent plumes that drive warm water from
below to intermediate depths of the ice shelf, leading to additional melt that
would have not taken place in immobile waters.

Ice sheet / solid Earth feedback

• Glacial Isostatic Adjustment feedback (-) : when an ice sheet melts, the
lithosphere will rebound and raise to adjust to the load loss. This will
lead to higher ice sheet elevation, and a higher surface mass balance. For
marine ice sheet, this process might reduce Marine Ice Sheet Instabilities.
As the bedrock rises, the ocean depth decreases and a part of the ice that
was floating start to rest on the bedrock. The grounding line moves to a
position where the ice is thinner, counterbalancing the MISI.

• gravity feedbacks (-) : ice volume changes lead to local gravity change
that affect the sea level locally. Ice loss leads to a locally lower sea level,
potentially reducing MISI.

Modelling ice sheet climate interactions

Equilibrium simulations of past climates, such as the Last Glacial Maximum
[Kageyama et al., 2017] or the Last Interglacial [Otto-Bliesner et al., 2017] as well
as transient simulations for the last deglaciation [Ivanovic et al., 2016] are often
performed with imposed ice sheets and prescribed meltwater fluxes. Future climate
simulations for the next centuries performed within the CMIP6 project also mostly
have fixed ice sheets [Eyring et al., 2016]. Conversely, simulations of ice sheet
evolution in the next centuries, such as in the Ice Sheet Model Intercomparison
Project ISMIP6 are mostly performed with ice sheet models run independently from
the climate models used to perform the climate projections (the climate applied
as boundary condition to the ice sheet model is computed beforehand, and is not
affected by the ice sheet evolution) [Nowicki et al., 2016, Seroussi et al., 2020,
Nowicki et al., 2020]. This is due to computational cost arising from the difference
in timescales between the rapid atmospheric variations and much slower ice sheet
variations [Pollard, 2010]. Running a GCM coupled to an ice sheet model during
several millenia would be too expensive, due to the computational costs of GCMs.
However, ice sheets and the atmospheric and oceanic circulations are known to

40



Chapter 1
interact, which can give rise to several feedbacks, as explained previously. Climate
simulations with fixed ice sheets, or ice sheets simulation with a pre-computed
climate not affected by ice sheet variations, do not allow to take into account
these ice sheet and ocean / atmosphere interactions. Coupling between GCMs and
ice sheet model is very new [Smith et al., 2021, Muntjewerf et al., 2020, Gregory
et al., 2020]. In the last decades, much work has been performed in order to model
ice sheet-climate feedbacks, and alternative methods to a direct GCM - ice sheet
model coupling have been developed. These methods are :

• GCM lookup table : different GCM runs are performed, corresponding to
different boundary conditions, that span the space of possible states ex-
pected. Then, the ice sheet model is run (for a long integration) and the
corresponding temperature and precipitation fields at each time are interpo-
lated from the GCM lookup-table. There are different degree of complexity
of this method. The "glacial index" method that has been used over the
last glacial cycle [Zweck and Huybrechts, 2005, Charbit et al., 2007] inter-
polates the climate between two extreme climates (in this case, LGM and
modern). The weight of each extreme state in the interpolation is based on
a "glacial index", such as δ18O, pCO2 or ice core isotopes. A more devel-
oped method is the "climate matrix method". In this case, GCM simulations
are performed for different values of long term drivers of climate (such as
insolation, ice sheet geometry and pCO2 levels). During the ice sheet sim-
ulation, the climate is interpolated from these GCM runs, depending on the
current insolation, ice sheet volume and CO2 level [Pollard, 2010]. This
method has been used over various time periods such as the last deglacia-
tion [Berends et al., 2018], the Eocene - Oligocene transition [DeConto and
Pollard, 2003a, Ladant et al., 2014], the Miocene [Stap et al., 2022].

• Gaussian process emulator. This is a statistical representation of a climate
model (the simulator) [Van Breedam et al., 2021]. A small number of climate
runs (with different climate forcings) are performed and the emulator is
calibrated on them, in order to predict the climate for any given combination
of climatic forcing. The climatic forcing can be the orbital paramaters, CO2

concentration and ice sheet size and / or extent [Van Breedam et al., 2021].
This method allows to run multi-million year simulations and has been used
over the late Eocene to investigate the presence of continental-scale ice
sheets prior to the Eocene-Oligocene transition [Van Breedam et al., 2022].

• Coupling between EMIC and ice sheet model. EMICs have a lower computa-
tion time than GCM. This allows to perform coupled climate-ice sheet sim-
ulations over multi-millenial timescale. Different EMICs or Energy balance
models have been coupled to model past or future periods. For instance,
Berger and Loutre [2002] used an energy balance model coupled to an ice
sheet model to investigate the start of the next glaciation. Some periods of
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the Quaternary have been modelled with coupled EMICs-ice sheet models,
such as the last interglacial [Goelzer et al., 2016], MIS 7 [Choudhury et al.,
2020], the last deglaciation [Quiquet et al., 2021, Heinemann et al., 2014,
Philippon et al., 2006]. The CLIMBER-2 model [Ganopolski and Brovkin,
2017, Willeit et al., 2019] and a simpler energy balance model [Stap et al.,
2014] have been used to model several past glacial-interglacial cycles. To
save computation time, asynchronous coupling are sometimes used [Heine-
mann et al., 2014, Choudhury et al., 2020, Quiquet et al., 2021]. Some of
these coupled climate-ice sheet models have been used for future projections
of the Greenland Ice sheet [Robinson et al., 2012, Van Breedam et al., 2020],
and the Antarctic ice sheet [Van Breedam et al., 2020].

In this study, we take advantage of the low computation time of the model
of intermediate complexity iLOVECLIM (atmosphere-ocean-vegetation model that
will be further described in Section 3.1) to perform coupled simulations with the
GRISLI Antarctic ice sheet model (described in Section 3.2).

1.2.3 . Future long term fate of current ice sheets : review of
existing studies

The disappearance of the Greenland and Antarctic ice sheet can have large
consequences on human population, due to their contribution to sea level rise (∼7
m for Greenland and ∼58 m for Antarctica [Bamber et al., 2013, Fretwell et al.,
2013]. As for climate, most of the focus is being set on ice sheet changes in the
next century, or up to the year 2300. Fewer studies assess the behaviour of ice
sheets on timescales longer than a millenia. In this section, we review some of
the existing studies on the long term (more than a millenia) fate of the Greenland
and Antarctic ice sheets. For the Antarctic ice sheet, we set a particular focus
on studies of higher end projection. Current existing studies on the climate of
the next million years ignore possible important changes in the Antarctic ice sheet
(see section 1.3). We want to broaden this scope and therefore emphasize on
studies that have shown that large to complete Antarctic ice sheet retreat due to
anthropogenic emissions cannot be excluded.

The Greenland ice sheet

Gregory et al. [2020] used a coupled ice sheet - atmosphere general circulation
model and carried out multi-millenial simulation of the Greenland ice sheet. Their
results show that if a climate that gives the recently observed surface mass balance
was maintained, global-mean sea level rise would reach 0.5–2.5m. For any global
warming exceeding 3°C, the contribution to sea level rise exceeds 5m. And for
the largest global warming considered (around 5°C), only a small ice cap remains,
resulting in over 7m of sea level rise.

Van Breedam et al. [2020] used a coupled EMIC-ice sheet model (LOVE-
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CLIMv1.3) to carry out multi-millenial simulation of both the Greenland and Antarc-
tic ice sheet. In their results, the Greenland ice sheet nearly disappears for all forcing
scenarios, with a faster retreat for stronger emission scenarios. The melting of the
Greenland ice sheet takes 10 000 years when Greenland temperature anomalies are
around 2°C respective to 1970-2000 (low emission scenario) and 2000 years when
Greenland temperature anomalies are around 10°C (highest forcing scenario).

Clark et al. [2016] estimated that complete loss of the Greenland ice sheet would
take around 8000 years at 5.5°C of warming, and around 3000 years at 8.6°C. The
IPCC AR 6 [Fox-Kemper et al., 2021] confirmed the assessment previously made in
the AR5 report and SROCC [Meredith et al., 2019] : "complete loss of Greenland
ice, contributing about 7m to sea level over a millenium or more would occur for a
sustained global mean surface temperature between 1°C (low confidence) and 4°C
(medium confidence) above pre-industrial levels."

The Antarctic ice sheet

Chambers et al. [2022] studied the Antarctic mass loss around one millenia from
now (up to the year 3000) by forcing an ice sheet model with climate scenarios
up to 2100 and applying no trend afterwards. They found that for the unabated
warming path simulations, West Antarctica suffers a much more severe ice loss
than East Antarctica. The mass loss amounts to an ensemble average of ∼3.5 m
sea-level equivalent by the year 3000 and ∼5.3 m for the most sensitive experiment.

Van Breedam et al. [2020] carried 10 000 years long coupled EMIC-ice sheet
simulations and found that in the case of a low forcing scenario (∼ 460 GtC emitted
from the pre-industrial period) the Antarctic ice sheet contributes only about 1.6m
to sea level with a limited retreat of the grounding line in West Antarctica. How-
ever, for a higher forcing scenario (cumulative emissions of ∼ 5900 GtC relative to
the pre-industrial period), the marine basins of the East Antarctic Ice Sheet also
become ice free, resulting in a sea-level rise of up to 27m. When using a different
model version in a sensitivity experiment (different parameter set for the climate
model, that led to a stronger climate sensitivity, ∼3K instead of ∼2K) the Antarc-
tic ice sheet disappears entirely in 10 000 years for the higher forcing scenario, due
to a strong albedo-temperature feedback that initiates once a significant part of
the ice sheet has retreated on land.

Winkelmann et al. [2015] showed that burning the current attainable fossil fuel
resources is sufficient to eliminate the Antarctic ice sheet. With cumulative fossil
fuel emissions of 10 000 GtC, the Antarctica is projected to become virtually ice
free on a timescale of 10 kyr. The West Antarctic ice sheet becomes unstable for
600-800 GtC cumulative emissions. The Wilkes grounding line retreats significantly
under fossil fuel carbon emissions of 1000 GtC or more. The Antarctic ice sheet
state after 10 000 years under the different cumulative emissions scenarios is shown
in Figure 1.17.
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Figure 1.17: States of the Antarctic Ice Sheet after 10,000 years in thesimulations from Winkelmann et al. [2015]. Shown is the ice thicknessfor (A) present-day Antarctica and the states of the ice sheet after forc-ing it for 10,000 years with cumulative emissions of (B) 500 GtC, (C) 1000GtC, (D) 2500 GtC, (E) 5000 GtC, and (F) 10,000 GtC, simulated with theice-sheet model PISM. Ice-free bedrock is shown in brown. In the 1000GtC scenario, both the West Antarctic Ice Sheet (red rectangular) andthe Wilkes Basin (green rectangular) become unstable. For the 10,000GtC scenario, the Antarctic continent is almost ice-free. Figure fromWinkelmann et al. [2015] (legend adapted).
Garbe et al. [2020] applied different warming levels to the same ice sheet model

(PISM) and found that at global warming levels around 2°C above pre-industrial
levels, West Antarctica is committed to long term partial collapse due to the marine
ice sheet instability. At 6-9°C of warming above pre-industrial levels, the loss of
more than 70% of the present day Antarctic ice sheet volume is triggered, mainly
due to the surface elevation feedback. At more than 10°C of warming above
pre-industrial levels, the Antarctic ice sheet is committed to become virtually ice
free. They show that the Antarctic ice sheet exhibits hysteresis behaviour : once
the ice sheet is lost, temperatures need to decrease to temperatures lower than
pre-industrial levels to return to the present-day ice volume (see Figure 1.18).

The studies of Van Breedam et al. [2020], Winkelmann et al. [2015] and Garbe
et al. [2020] show that major loss of the Antarctic ice sheet can occur for cumula-
tive emissions of 2 500 -6 000 GtC or 6-9°C global mean warming, with Antarctica
becoming virtually ice free for cumulative emissions of 10 000 GtC, or global mean
warming levels around 10°C. Winkelmann et al. [2015] used emission scenarios (in
terms of cumulative emissions). This was converted into global mean temperature
increase using the GENIE model. Garbe et al. [2020] did not use emission scenar-
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Figure 1.18: Hysteresis of the Antarctic Ice Sheet in the study of Garbeet al. [2020]. Sea level equivalent ice volume is shown for the quasi-static reference simulations (blue curve) as well as the correspondingequilibrium states at discrete temperature levels (blue triangles). Theblue filled area marks the hysteresis gap, that is, the equilibrium vol-ume difference between the upper and lower hysteresis branches. Fig-ure from Garbe et al. [2020], legend adapted from Garbe et al. [2020]

ios and directly applied global mean temperature changes. However, a common
point to their approach is that they force the PISM ice sheet model with global
mean temperature increase. More specifically, global mean temperature increase
(obtained with GENIE in Winkelmann et al. [2015] or levels directly assumed in
Garbe et al. [2020]) is scaled to regional atmospheric Antarctic temperature change
and oceanic Antarctic temperature change, using constant proportionality factors.
The changes in oceanic temperature are used to compute basal melt rates using
the PICO model [Reese et al., 2018]. The changes in atmospheric temperature
in Antarctica are used to compute the surface mass balance, through a Positive
Degree Days (PDD) scheme [Reeh, 1991]. In this approach the elevation / surface
mass balance feedback (see section 1.2.2) is taken into account via the use of
an atmospheric lapse rate. However, the PDD formulation does not depend on
albedo. And the factor scaling global mean temperature change to Antarctic tem-
perature change remains constant, independently of the ice sheet changes. When
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the ice sheet retreats, this leads to albedo changes that promotes further melt
(albedo-melt feedback, see section 1.2.2), and this is not taken into account in
their studies.

Armstrong McKay et al. [2022] reviewed potential tipping points in the climate
system, ie thredhold in a forcing control parameter at which a small additional
perturbation causes a qualitative change in the future state of the system. They
estimated the temperature threshold for the stability of the West Antarctic Ice
Sheet to be ∼1.5°C (1 to 3°C) on a timescale of 2 kyr. They estimated the East
Antarctic Ice Sheet tipping threshold to be of ∼7.5°C (5 to 10°C), on timescales
larger than 10 kyr.

To sum up, studies show that complete disappearance of the Greenland ice
sheet can occur between 1-4°C of warming, levels that can be expected to be
reached under high emission scenarios. Loss of parts of the West Antarctic ice
sheet is expected for relatively low temperature difference to pre-industrial levels
(1 to 3°C), and a significant loss of the Antarctic Ice sheet, including part of
the East Antarctic Ice Sheet cannot be excluded for high emission scenarios (for
instance, 5000 GtC cumulative emissions) and high global mean temperature rise
(5 to 10°C).
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1.3 . Existing studies on the climate of the next million years

Climate studies on the timescale of the next million years are very rare. In-
deed, much of the work on future climate focuses on the next century, or the next
few centuries. Most studies carried out on the million years timescales are being
requested by nuclear waste management agencies. Indeed, the timescale involved
in the radioactivity decay of high level long lived waste (HLW) to safe levels is of
order one million year. Current solutions envisaged for HLW management includes
geological storage. Climatic conditions can affect the geological storage and pos-
sible climate scenarios over the next million years are therefore needed, in order to
evaluate the robustness against possible climatic sites at the storage site. Before
years 2000, benchmarks on future climate performed by nuclear agencies were lim-
ited to an extrapolation of the glacial interglacial cycles of the Quaternary, without
taking into account the influence of anthropogenic carbon emissions. A pioneering
initiative in taking into account the impact of human emissions on future climate
on very long timescales is the BIOCLIM project launched in 2000 and coordinated
by ANDRA. Since then, few other studies on the timescale of the next million
years have been performed, and are reviewed here. Due to the timescales involved,
these studies use a wide range of modelling approach. For instance, conceptual
models are being used, along with EMICs for transient simulations and GCMs for
snapshots simulations. Please note that several studies have also been performed
on the timescale of a 100 000 - 200 000 years, mainly focussing on the assement
of the start of the next glaciation, but are not reviewed here for conciseness.

1.3.1 . The BIOCLIM project

The BIOCLIM project used simple models such as the LLN 2-D NH model
and conceptual thresholds models to simulate the overall long-term evolution of
the global climate. The LLN 2-D is relatively simple (2D) but includes a Northern
Hemisphere Ice sheet component. Global coupled ocean-atmosphere simulations
with the IPSL_CM4_D model were performed for different snapshots, based on
the results of the LLN 2D HN and conceptual models.

• Different CO2 scenarios over the next million years were performed. They
resulted from the addition (or the scaling) of a natural CO2 contribution
and an anthropogenic CO2 contribution. The natural CO2 contribution was
either calculated following a regression to insolation, developed by Burgess
[1998] by linking past insolation and atmospheric CO2 (Vostok record), or
based on the threshold model developed by Paillard [1998]. The anthro-
pogenic CO2 contribution was calculated from emission scenarios using the
response function of Archer et al. [1997], described in Section 1.1.3.

• The LLN 2D HN model as well as the Paillard [1998] conceptual threshold
model were run over the next million years, forced by insolation and the
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computed changes in the atmospheric concentration of CO2, in order to
compute global ice volume evolution.

The climate evolutions obtained differed widely depending on the CO2 scenario
used. A caveat of this approach is that the conceptual model used to simulate
global ice volume was calibrated on glacial-interglacial cycles of the past million
years, and thus the alternance of large to smaller ice sheets in the Northern Hemi-
sphere. Therefore, this model has not been calibrated on periods where the Green-
land ice sheet melts completely nor where the Antarctic ice sheet melts, and is
therefore unlikely to be able to reproduce these features. However, studies show
that the complete disappearance of the Greenland ice sheet and at least, partial
disappearance of the Antarctic ice sheet can be expected over the next millenia,
if emissions continue unabated (see section 1.2.3). Additionally, as discussed in
Section 1.1.3, with the use of the response function of Archer et al. [1997] it is as-
sumed that CO2 levels come back to pre-industrial levels, ultimately due to silicate
weathering, from which the characteristic timescale (200 kyr) is directly assumed.
This assumption does not allow to reproduce past δ13C data, and neglects other
processes that could be of similar importance.

1.3.2 . Other studies

Archer and Ganopolski [2005] also used the conceptual model previously devel-
oped by Paillard [1998] that simulates ice volume evolution over glacial interglacial
cycles, as a response to insolation forcing, and more specifically summer insolation
in the Northern Hemisphere. The Paillard [1998] model is based on insolation
thresholds. For instance, glaciations only initiate if the insolation drops below a
certain threshold. In its original version, the threshold for glaciation was fixed.
Archer and Ganopolski [2005] made the insolation glaciation threshold depend on
the pCO2 levels, based on a relationship obtained with the CLIMBER-2 model (the
higher the CO2, the lower the insolation threshold, and the lower the insolation
has to drop in order for the glaciation to initiate). The CO2 levels are computed
from carbon emissions scenarios, following the model of Archer [2005], previously
described in section 1.1.3. They found that a carbon release of 5000 GtC could
prevent glaciation for the next 500 000 years. The limitations of this approach are
similar to those of the BIOCLIM study. Indeed, the conceptual model used to sim-
ulate global ice volume [Paillard, 1998] is the same as in BIOCLIM. Additionally,
the atmospheric CO2 scenarios are computed from the Archer [2005] model, and
it only slightly differs from the Archer et al. [1997] model. In both cases, the ulti-
mate process to remove atmospheric CO2 is silicate weathering and the timescale
is simply assumed (400 kyr in Archer [2005], compared to 200 kyr in Archer et al.
[1997]).

Talento and Ganopolski [2021] have developed a reduced-complexity model in
order to assess the impact of anthropogenic CO2 emissions on future glacial cycles.
Their model is based on three equations representing the evolution of ice volume,
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temperature and CO2. The sole forcing of the model are the insolation and cu-
mulative anthropogenic emissions. The global mean surface temperature depends
on ice volume and CO2 concentrations. The past CO2 evolution depends on tem-
perature, ice volume evolution. In the future, an anthropogenic CO2 component
is added. This anthropogenic CO2 component is computed through the use of the
impulse response function of Lord et al. [2016], described in 1.1.3. The ice volume
evolution depends on ice volume itself, orbital forcing and CO2 concentrations.
The model parameters are calibrated using both paleo reconstructions over the
Quaternary and outputs from the CLIMBER-2 model. The model represents qual-
itatively well the glacial-interglacial cycle of the last million years. For low, already
achieved, emission scenarios of 500 PgC, the behaviour of the climate is affected
for a very long period of time, the next glaciation being very unlikely until 120 kyr
AP, whereas it would be expected to take place in 50 kyr AP in a natural case.
Cumulative emissions of 3000 PgC most likely lead to Northern Hemisphere Ice
free conditions for the next half million year. Their work is based on the assump-
tion that ice volume is equal or higher than pre-industrial levels at all time and the
authors warn that their approach is not applicable for cases where anthropogenic
emissions lead to a substantial melting of the Antarctic ice sheet. In their work,
the anthropogenic CO2 component is derived from the impulse response function
of Lord et al. [2016] that neglects processes that could be of importance for the
long term carbon cycle, such as organic matter burial (see section 1.1.3).

1.3.3 . SKB studies

The most recent studies performed by SKB are the reports released in 2019 and
2022, respectively : "Modelling changes in climate over the next 1 million years"
[Lord et al., 2019] and "Uncertainties in modelled climate changes at Forsmark
over the next 1 million years" [Williams et al., 2022].

Both reports follow the same methodology. The second one is an extension
of the first one, where simulations are performed for a larger number of model
parameters in order to assess climate uncertainty. Climate scenarios are performed
over the next million years, and temperature and precipitations are downscaled at
the site of interest (Forsmark, in Sweden).

Their methodology consists in several steps :

• First, they translate carbon emission scenarios from the IPCC into carbon
concentration scenarios over the next million years, via the use of the carbon
impulse response function described of Lord et al. [2016], described in 1.1.3.

• The CO2 concentration over the next million years previously obtained and
the insolation (orbital parameters) over the next million years (obtained
through the La04 solution [Laskar et al., 2004] are used as forcing to a
conceptual model of future changes in global sea level, in order to obtain ice
volume changes over the next million years. The conceptual global sea level
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model is based on the model of Archer and Ganopolski [2005], described in
the previous section.

• The ice sheet volume changes obtained with the conceptual global sea level
model, as well as the CO2 concentration and orbital parameters are used to
force a statistical climate emulator [Lord et al., 2017] over one million year.
The statistical emulator produces the evolution of climatic variables such as
temperature and precipitation.

• Lastly, a bias-correction downscaling technique is used, in order to increase
the resolution of the climatic fields in the region of interest (around Forsmark,
Sweden).

The conceptual global sea level model is based on the model of Archer and
Ganopolski [2005]. The same caveats therefore apply to this study : the model
was calibrated on past glacial interglacial cycles, and is not able to simulate a
disappearance of the Antarctic ice sheet. The carbon impulse response function
used is the one of Lord et al. [2016]. As has been mentioned before (see section
1.1.3), this does not take into account the role of organic matter burial on the
long term response.

1.3.4 . Conclusion

Despite their scarcity, studies on impacts of anthropogenic emission on timescales
of several millenia are essential. Indeed, the extremely long lifetime of CO2 and the
timescales associated with ice sheet imply that the impact of anthropogenic CO2

emissions will last for much longer than a century. For instance, studies suggest
that this could delay the next glaciation [Archer and Ganopolski, 2005, Talento
and Ganopolski, 2021]. However, these studies present some limitations. In most
cases, conceptual models are used to project ice volume evolution in the future.
However, these conceptual models are calibrated on past glacial interglacial cycles
and cannot be used to project a complete Greenland ice sheet disappearance or a
substantial Antarctic ice sheet retreat. However, studies using spatially resolved
ice sheet and climate model show that the complete disappearance of the Green-
land ice sheet and at least, partial disappearance of the Antarctic ice sheet can
be expected over the next millenia, if emissions continue unabated (see section
1.2.3). Also, the atmospheric CO2 long term concentration is always computed
based on the assumption that the ultimate removal of atmospheric CO2 is silicate
weathering, and that CO2 levels come back to their pre-industrial value.

In this study, although we definitely do not aim at predicting the climate of
the next million year, we want to broaden the scope of currently existing scenarios,
by considering processes that are not yet included. We have decided to set our
focus mostly on the Antarctic ice sheet, whose potential partial or complete disap-
pearance is currently overlooked in studies on the next million years. Additionally,
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we develop a conceptual model for the long term carbon cycle, that does not rely
on silicate weathering only, but also includes organic matter fluxes. In the next
chapter, we start by investigating what can be said about the climate of the next
million years in a “natural” case, where the impact of anthropogenic emissions is
not taken into account.
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2 - Climate without anthropogenic influence

Chapter aims:

1. Present the main features of the Quaternary climate.

2. Develop a conceptual model able to reproduce the ice volume evolu-
tion over the Quaternary.

3. Study the influence of the insolation forcing used on the model results.

4. Discuss the use of ice volume conceptual models on future climates.

Highlights:

↪→ Our model is able to represent qualitatively the main features of Qua-
ternary ice volume evolution for each insolation forcing, with 41 kyr
cycles dominating in the Early Pleistocene and ∼100 kyr cycles in the
Late Pleistocene, provided the model deglaciation threshold (limit on
insolation and ice volume that initiates the start of the deglaciation)
increases over time.

↪→ Insolation forcing and model parameters leading to similar behaviour
in the past can produce widely different behaviours in the future.

↪→ Conceptual models for ice volume evolution based on Northern Hemi-
sphere glaciation are not suitable to study a potential Antarctic ice
sheet melting due to anthropogenic forcing.

In this second chapter, we investigate what can be said about the climate of the
next million years in a “natural” case, where the impact of anthropogenic emissions
is not taken into account. This is done with the use of a conceptual model.

The climate of the last 2.6 Million year, the Quaternary, being mainly char-
acterized by the alternance of “cold” and “warm” periods associated to Northern
Hemisphere ice sheet build up and retreat, known as the glacial-interglacial cycles
[Paillard, 2001], we focused on modeling the evolution of ice volume in the past.
The alternance of glacial-interglacial cycles is expected to continue in the future in
a case without anthropogenic forcing. Therefore, modelling the ice evolution over
the Quaternary is critical to make scenarios about the ice volume evolution in the
future in the case of a natural scenario.

In the first part, we present the main features of the Quaternary climate and
review existing modeling studies over this period. In a second part, we develop a
simple conceptual model representing the global ice volume evolution as a response
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to the insolation forcing. This model is able to reproduce the ice volume evolution
over the Quaternary. We study the impact of one of the model parameters and
of the insolation forcing used on the model results. This study was published in
Climate of the Past in 2022 ([Leloup and Paillard, 2022]) and the key points are
summarized in this part. In the third part, we run the model on the future, with
the optimal parameters identified in the previous part, and discuss its implications
for a natural climate scenario. We compare our results to other modeling studies
on future long term climate in a natural scenario.

2.1 . Ice sheets over the Quaternary : a short overview of ex-
isting data and modelling studies

The Quaternary period, that started ∼2.6 Million years ago, is characterized
by the alternance of the build up and retreat of Northern continental ice sheets.
We are currently in an interglacial state (the Holocene), and ice sheets in the
Northern Hemisphere are limited to a single one, over Greenland. Around 21 000
years ago, at the last glacial Maximum, Northern Hemisphere ice sheets extended
over the north of Europe and America (as depicted in Fig 2.1) leading to a sea
level approximately 120m lower than today [Clark et al., 2009, Lambeck et al.,
2014]. The global temperature was around 4-6°C colder than in the pre-industrial
era [Annan and Hargreaves, 2013, Tierney et al., 2020b, Annan et al., 2022].

Figure 2.1: Northern Hemisphere ice sheets at present day (left panel,limited to the Greenland ice sheet) and at the Last Glacial Maximum(right panel). Figure from C. Dumas.
Benthic δ18O records [Lisiecki and Raymo, 2005, Ahn et al., 2017] exhibit

oscillations over the Quaternary and are used as a proxy for sea level variations,
although it is also influenced by deep sea temperature [Raymo et al., 2018].
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Figure 2.2: Marine and ice core records of late Pleistocene climatevariability. (A) ‘LR04’ benthic foraminiferal oxygen isotope (δ18O) stack([Lisiecki and Raymo, 2005]). (B) Antarctic ice core temperature recon-struction (∆T, difference from the mean of the last millennium) basedon deuterium isotopes (δDice) in EPICA Dome C ([Jouzel et al., 2007]).(C) Atmospheric carbon dioxide (CO2) concentrations from Antarcticice cores ([Bereiter et al., 2015]). Marine Isotope Stage (MIS) numbersare shown in (A). Note (1) the strong connection between Antarctic tem-peratures, benthic foraminiferal δ18O values and atmospheric CO2; (2)the dominance of quasi 100-kyr cycles for the last 800 kyr; and (3) theenhanced warmth and elevated atmospheric CO2 of Antarctic inter-glacials sinceMIS 11 (i.e. theMid-Brunhes Event at∼430 ka). The legendand Figure are taken from Wilson et al. [2021].

Antarctic ice cores also provide information about past climate. The analysis
of deuterium of the ice reveals information on the evolution of the local Antarctic
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temperature [Jouzel et al., 2007]. Analysis of the air trapped in the ice core provides
insights into greenhouse gases concentrations (CO2, CH4, N2O) in the past [Lüthi
et al., 2008, Bereiter et al., 2015, Loulergue et al., 2008, Spahni et al., 2005]. Both
temperature and greenhouse records exhibit oscillations that are highly correlated
to the global ice volume evolution, as is visible in Figure 2.2. The longest ice core
currently available goes back until about 800 kyr BP [community members, 2004],
and cannot provide information for oldest periods.

Marine cores extend further back in time (around 5 Myr BP for the Lisiecki and
Raymo [2005] record). The analysis of δ18O of marine cores reveals two differences
between the last million year and the earlier part of the Quaternary. In the last
million year, glacial-interglacial cycles have a periodicity around 100 kyr, and the
cycles are strongly asymmetric, with short deglaciations following long glaciations.
However, in the earliest part of the Quaternary, the cycles exhibit a period of 41
kyr, and are more symmetrical. This is depicted in Figure 2.3. The shift from a
41 kyr dominated record to a 100 kyr dominated record occurring approximately
1 Myr BP is known as the Mid-Pleistocene Transition (MPT) [Clark et al., 2006,
Berends et al., 2021].

Figure 2.3: δ18O record of Lisiecki and Raymo [2005] over the Quater-nary. The more recent part of the record (Late Pleistocene) displays ∼100 kyr oscillations, while there are of 41 kyr in the Early Pleistocene.
Spectral analysis demonstrated that astronomical frequencies are present in the

ice volume record [Hays et al., 1976]. This hints at a link between insolation and
the glacial-interglacial ice volume variations. However, questions remain : how are
the insolation variations translated into ice volume variations ? How are the 100
kyr oscillations obtained, as the 100 kyr frequency is very weak in the forcing ?
How to explain the shift from 41 kyr to 100 kyr cycles ?

Milankovitch [1941] popularized the idea that the crucial element for Northern
Hemisphere ice sheet growth, was the summer insolation at typical latitudes for
ice sheets (65°N). A cold summer, linked to reduced summer insolation, favors
ice sheet growth. Since then, glacial interglacial cycles ice volume evolution has
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been modelled over different time periods, ranging from an ice age cycle to the
whole Quaternary, with a wide range of models; conceptual models as well as more
complex models.

The first conceptual model linking insolation and ice volume variations was
developed by Calder [1974] : if the insolation is below a threshold, the ice vol-
ume increases linearly with the insolation, and conversely if insolation is above the
threshold, the ice volume decreases linearly with insolation (with a different propor-
tionality constant). MacAyeal [1979] developed a model where global ice volume
variation is not only controlled by the insolation fluctuations, but also by a second
control parameter that allows to differentiate between fast and slow glaciological
response mechanisms. The model of Imbrie and Imbrie [1980] used different rates
of ice volume change depending on the climate state (warming or cooling). Pail-
lard [1998] represented glacial interglacial cycles as relaxation oscillations between
multiple equilibria, a glaciation and deglaciation state. This idea was carried on
by Parrenin and Paillard [2003, 2012] with slightly different model formulations.
These conceptual models were able to produce 100 kyr cycles as a response to
insolation.

Energy balance models coupled to simplified ice-sheet models have been able to
perform 100 kyr oscillations in the ice volume in response to the insolation forcing
[Pollard, 1983, DeBlonde and Peltier, 1991, Tarasov and Peltier, 1997, Berger
et al., 1999, Stap et al., 2014]. Earth system Model of Intermediate Complexity
(EMIC) have also been coupled to ice sheet models and were able to represent 100
kyr oscillations as a direct response to the insolation forcing [Ganopolski and Calov,
2011, Ganopolski and Brovkin, 2017] as well as a transition from 41 kyr cycles to
100 kyr cycles [Willeit et al., 2019]. Ice sheet models using climate parametrization
for the ice sheet based on timeslice runs of GCM have also been used to produce
100 kyr oscillations [Abe-Ouchi et al., 2013].

Many feedbacks from the climate -cryosphere system can amplify the response
to the astronomical forcing and explain the non linear response of ice sheet to
insolation forcings : delayed isostatic rebound, albedo, dust, carbon cycle and
ocean feedbacks. While in conceptual model the link between ice volume variation
and insolation is parametrized, the use of EMIC or General Circulation Model
(GCM) allows to model more explicitly the different processes that can give rise to
positive and negative feedbacks. For example rapid glacial terminations could be
explained by the dust albedo feedback with large ice sheets and glacial conditions
being associated with high rates of dust deposition over the ice sheets [Ganopolski
and Calov, 2011]. This reduces the ice sheet albedo and therefore enhances its
response to insolation. Stap et al. [2014] have shown that the ice-albedo feedback
is crucial in amplifying ice sheet growth and decay. Feedbacks due to the carbon
cycle have also been suggested. For instance, oceanic circulation changes due to
insolation changes can impact the carbon cycle [Paillard and Parrenin, 2004], and
thus amplify the ice sheet’s response to insolation variations. Others [Pollard, 1982,
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Oerlemans, 1980, Abe-Ouchi et al., 2013] have suggested that the fast retreat of
ice sheets was driven by delayed isostatic rebound : when the ice sheet melt and has
not yet rebound, this lowers the surface elevation and increases the ice ablation.

Due to their simplicity, conceptual models are much less computationally ex-
pensive than EMIC or GCM simulation. Their aim is not to represent the physical
system explicitly, but they allow us to understand important aspects of the climate
system. As they are computationally inexpensive, it is possible to make different
scenarios for the future, with different model parameter values. Therefore, in the
following we have developed a conceptual model, able to represent the ice volume
evolution over the Quaternary. Afterwards, we run it on the future and discuss
about the use of conceptual models in future long term projections.

2.2 . A conceptual model for representing ice volume evolution
over the glacial-interglacial cycles

In this part, we develop a simple conceptual model representing the global ice
volume evolution as a response to the insolation forcing. We study the impact of
the model parameters and of the insolation forcing used as input on the model
results. The model is quickly presented, followed by a more detailed study in the
article. The key results of the article are summarized.

Our model is a simplified version of the Parrenin and Paillard [2003] model.
As in Parrenin and Paillard [2003], we represent the climate system by relaxation
oscillations between two states : glaciation and deglaciation. The model’s only
external forcing is the summer insolation at 65°N (I). In our model, the ice volume
(v) evolution is represented by two different equations : one for the “glaciation”
(g) and another for the “deglaciation” (d) state. These equations are composed of
two terms. The first term, common in both the glaciation and deglaciation state,
is a linear relation to the insolation forcing. When the insolation is high, the ice
volume decreases and conversely. We make the assumption that the global ice
volume changes are mainly driven by the Northern Hemisphere ice sheet volume
changes, and we neglect Antarctic ice volume changes. This seems reasonable as
most recent studies suggest that the Antarctic ice sheet contribution to the ∼120
m sea level drop since the LGM is around 10m sea level equivalent [Briggs et al.,
2014, Golledge et al., 2013, 2014, Whitehouse et al., 2012, Simms et al., 2019,
Wilson et al., 2021].

The second term of the equations depends on the state glaciation or deglacia-
tion. In the glaciation state, there is a slow glaciation trend, while there is a rapid
ice volume decrease trend in the deglaciation state. In comparison to the Parrenin
and Paillard [2003] model, there are only two terms in the equation driving the ice
volume evolution. The Parrenin and Paillard [2003] model included a third term
: a direct dependance to obliquity, additionally to the dependance to the summer
insolation forcing (having contributions from both, precession and obliquity). Here,
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we have discarded the direct dependency to obliquity term as it was possible to
obtain good results without it. The equations of our model are therefore :

(g) dv
dt = − I

τi
+ 1

τg

(d) dv
dt = − I

τi
− v

τd

(2.1)

where v is the normalized ice volume, τi,τd, τg are time constants, I is the nor-
malized summer insolation forcing at 65°N.

In the Parrenin and Paillard [2003] study, the summer insolation was taken equal
to the summer solstice insolation. However, different definitions can be taken for
the summer insolation, and their influence on the model results has rarely been
studied, as will be discussed afterwards.

We emphasize that following our assumption of global ice volume variations
being mainly driven by Northern Hemisphere ice sheets variations, our model is not
applicable to cases where the Antarctic ice sheet melts substantially.

The switch from the glaciation to deglaciation state and conversely in our
model are similar to the Parrenin and Paillard [2003] model. On one hand, the
switch from the deglaciation (d) to the glaciation (g) state happens when the
insolation forcing becomes low enough, lower than the glaciation threshold I0. On
the other hand, the switch from glaciation (g) to deglaciation (d) state happens
when not only the insolation, but the combination of insolation and ice volume
becomes high enough, higher than the deglaciation threshold V0.

(d) to (g) : I < I0

(g) to (d) : I + v > V0

(2.2)
Within the scope of conceptual models, the choice of the astronomical forcing

differs. Milankovitch used caloric seasons at 65°N. Imbrie and Imbrie [1980] used
the July insolation. Paillard [1998, 2001] used the summer solstice insolation.
Parrenin and Paillard [2012] and Imbrie et al. [2011] have used a combination
of orbital parameters. However, these studies did not consider different insolation
forcings and the influence of the insolation forcing on the model results. Therefore,
in the following, we will consider different definitions of the summer insolation and
study its impact on the model results.

In the article, we define different types of summer insolation : the summer sol-
stice insolation, the caloric season and the integrated summer insolation above two
different thresholds. We use these four different summer insolation as model forc-
ing and study the impact on the model results. The goal is to assess the robustness
of the model relative to the choice of definition for the summer insolation. Indeed,
conceptual models are more relevant if they are not too sensitive to parameter
choices. This has rarely been done in previous modelling studies using conceptual
models, where only one type of insolation forcing is considered. We also consider
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how the deglaciation threshold must evolve with time in order to represent the past
volume variations, and more specifically, the Mid-Pleistocene transition.
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Abstract. Over the Quaternary, ice volume variations
are “paced” by astronomy. However, the precise way in
which the astronomical parameters influence the glacial–
interglacial cycles is not clear. The origin of the 100 kyr cy-
cles over the last 1 million years and of the switch from
40 to 100 kyr cycles over the Mid-Pleistocene Transition
(MPT) remain largely unexplained. By representing the cli-
mate system as oscillating between two states, glaciation
and deglaciation, switching once glaciation and deglacia-
tion thresholds are crossed, the main features of the ice vol-
ume record can be reproduced (Parrenin and Paillard, 2012).
However, previous studies have only focused on the use of
a single summer insolation as input. Here, we use a sim-
ple conceptual model to test and discuss the influence of the
use of different summer insolation forcings, having different
contributions from precession and obliquity, on the model
results. We show that some features are robust. Specifically,
to be able to reproduce the frequency shift over the MPT,
while having all other model parameters fixed, the deglacia-
tion threshold needs to increase over time, independently
of the summer insolation used as input. The quality of the
model–data agreement however depends on the chosen type
of summer insolation and time period considered.

1 Introduction

Palaeoclimate records over the Quaternary (last 2.6 Myr),
such as ice cores (Jouzel et al., 2007) or marine cores
(Lisiecki and Raymo, 2005) show a succession of oscilla-
tions. These oscillations are due to the build-up and retreat of

northern continental ice sheets, corresponding to respectively
cold and warm periods known as the glacial–interglacial cy-
cles. Over the last 1 million years, there is an alternation of
long glaciations followed by quick deglaciations, leading to
cycles of a period of 100 kyr. Yet, in the earliest part of the
record, glacial–interglacial cycles are mostly dominated by a
frequency of 41 kyr with lower amplitudes. Spectral analysis
of the record (Hays et al., 1976) has revealed that astronom-
ical frequencies are imprinted into the ice volume record,
suggesting a strong link between insolation and the glacial–
interglacial cycles.

The nature and physics of this link has been a central ques-
tion since the discovery of previous warm and cold periods,
and long before the obtention of continuous δ18O records.
It is known that the variations of annual total energy are
of too-low an amplitude to explain such changes (Croll,
1864). Therefore, focus has been set on seasonal variations.
Croll (1864) assumed that glaciations were linked to colder
winters. In contrast, the idea that the decisive element for
glaciation was the presence of cold summers, due to reduced
summer insolation, at latitudes of the Northern Hemisphere
critical for ice sheet growth (65◦ N), was taken up by Mi-
lankovitch, who made it the key element of his ice age theory
(Berger, 2021). For conceptual models, this raises the ques-
tion of which insolation to use as input. When summer inso-
lation is used, this questions the definition of summer: should
it be defined as a specific single day, like the summer sol-
stice; the astronomical summer between the two equinoxes;
or a fixed number of days around the solstice? The choice
leads to very different forcings with different contributions
from obliquity and precession. For Earth system models and
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climate models, insolation is computed at each time step for
each grid area, and such choice of the input forcing is not
needed. However, other modelling choices have to be made.
For instance, several parameterizations are used to represent
ice sheet surface melt (Robinson et al., 2010), like the pos-
itive degree day (PDD) method (Reeh, 1991), in which sur-
face melt depends solely on air temperature, or the insolation
temperature melt (ITM) method (Van den Berg et al., 2008),
which takes into account the effect of both temperature and
insolation. In both cases, the translation of insolation local
and seasonal variations into ice sheet changes and ice age
cycles remains an open modelling question.

The obtention of 100 kyr cycles is not possible with a lin-
ear theory like that of Milankovitch (Hays et al., 1976; Imbrie
and Imbrie, 1980), and a form of non-linearity is needed. In-
deed, there is no simple relation between insolation extrema
and ice volume extrema. One of the largest deglaciations (ter-
mination V) occurred when insolation variations were min-
imal. Conversely, insolation variations were maximal at ter-
mination III, whereas the transition was rather small. In ad-
dition, the amplitude of summer insolation variations is max-
imal every 400 kyr, but this frequency is absent from the
palaeoclimatic records. The 100 kyr cycles have been pro-
posed to be linked to either eccentricity-driven variations of
precession (Raymo, 1997; Lisiecki, 2010), obliquity (Huy-
bers and Wunsch, 2005; Liu et al., 2008), or both (Huy-
bers, 2011; Parrenin and Paillard, 2012), to internal oscil-
lations phase locked to the astronomical forcing (Saltzman
et al., 1984; Paillard, 1998; Gildor and Tziperman, 2000;
Tziperman et al., 2006), to internal oscillations independent
of the astronomical forcing (Saltzman and Sutera, 1987; Tog-
gweiler, 2008) or to period-doubling bifurcation (Verbitsky
et al., 2018). Additionally, the Mid-Pleistocene Transition
(MPT) and the switch from a 41 kyr dominated record to a
100 kyr one remain mostly unexplained.

Several conceptual models have been developed to try to
solve these questions. Calder (1974) was the first to develop a
simple conceptual model, linking insolation and ice volume
variations. Imbrie and Imbrie (1980) also developed a con-
ceptual model, where the rate of change was different in the
case of a warming or cooling climate. Paillard (1998) devel-
oped the idea that the glacial–interglacial cycles can be seen
as relaxation oscillations between multiple equilibria, like a
glaciation and a deglaciation state. It was suggested that the
criteria to trigger a deglaciation depends on both insolation
and ice volume, whereas insolation alone seems able to trig-
ger glaciation (Parrenin and Paillard, 2003). Here, we adapt
and simplify the model of Parrenin and Paillard (2003) and
extend it over the whole Quaternary.

One of the critical questions for conceptual models is to
decide which insolation to use as input. Milankovitch’s work
utilized “caloric seasons” at 65◦ N, the half-year with the
highest insolation. This was also the case in Calder’s model,
which used caloric seasons at 50◦ N as input. Imbrie and
Imbrie (1980) used the July insolation. The use of summer

insolation gradually shifted towards the use of the summer
solstice insolation, most probably as it is easier to compute
thanks to the tables provided by Berger (1978) and allows
one to obtain better fits for the more recent part of the records
(Paillard, 2015). More recently, Huybers (2006) suggested
that the integrated summer insolation (ISI) over a certain
threshold could be better, as it would more closely follow
PDDs, an important metric for ice sheet mass balance. Others
have also used combinations of orbital parameters as a forc-
ing (Imbrie et al., 2011; Parrenin and Paillard, 2012). How-
ever, most models only use one type of insolation forcing and
do not consider the influence of other insolation forcing types
on the model results.

In our work, we will consider several summer insolation
forcings at 65◦ N (summer solstice insolation, caloric sea-
son and ISI over two different threshold values) in order to
study their influence on the model results. These different
summer insolation forcings have similar shape, but the re-
spective contribution of obliquity and precession differ. The
different insolation forcings have different performances in
matching the data, depending on the time period considered.
However, we show that some features are independent of the
insolation forcing used as input. In particular, we are able to
reproduce a switch from 41 kyr oscillations before the MPT
to 100 kyr cycles afterwards, in agreement with the records
for all insolation forcings, by varying a single parameter: the
deglaciation threshold V0, and keeping all the other model
parameters constant. This is similar to the results of Paillard
(1998), who obtained a frequency shift on the glacial cycles
by using a linearly increasing deglaciation threshold. This is
also coherent with the more recent results of Tzedakis et al.
(2017), who demonstrated that the particular sequence of in-
terglacials that happened over the Quaternary and the fre-
quency shift from 41 to 100 kyr could be explained with a
simple rule, taking into account a deglaciation threshold that
increases over time, leading to “skipped” insolation peaks
and longer cycles.

2 Conceptual model and methods

2.1 Conceptual model

The model used in our study is an adapted and simplified
version of the conceptual model of Parrenin and Paillard
(2003). For the glacial–interglacial cycles, it is not a new idea
that the climate system can be represented by relaxation os-
cillations between multiple equilibria, like a glaciation and
a deglaciation state (Paillard, 1998; Parrenin and Paillard,
2003, 2012). The aim of conceptual models is not to explic-
itly model and represent physical processes but rather to help
us understand critical aspects of the climate system. Here,
we do not intend to explicitly represent the numerous physi-
cal processes involved in ice sheet volume evolution, affect-
ing surface mass balance, ice discharge to the ocean and bot-
tom melt of grounded ice. Instead, we represent the climate
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system with two distinct states of evolution: the “glaciation
state” (g) and “deglaciation state” (d). We make the assump-
tion that the evolution of the ice sheet volume in these two
states can be simply described by two terms. The first one,
common to the glaciation and deglaciation states, is a lin-
ear relation to the summer insolation: when the insolation is
above average, the ice sheet melts, whereas when the insola-
tion is low enough, the ice sheet grows. The second term, spe-
cific to the system state, represents an evolution trend linked
to the system state: a slow glaciation in (g) state and a rapid
deglaciation in (d) state.

In our model, the evolution of the ice volume in these two
states is described by{

(g) dv
dt =−

I
τi
+

1
τg

(d) dv
dt =−

I
τi
−

v
τd

, (1)

where v represents the normalized ice volume. τi, τd and τg
are time constants. I is the normalized summer insolation
forcing at 65◦ N. The implicit assumption is made that the
global ice volume changes are mainly driven by the North-
ern Hemisphere ice sheet waning and waxing, as we focus
on the effect of insolation changes at high northern latitudes.
This is not a limiting assumption as data suggest much lower
sea level variations due to the Antarctic ice sheet than due to
those of the Northern Hemisphere over glacial–interglacial
timescales. For example, the contribution of the Antarctic ice
sheet to the ∼ 120 m Last Glacial Maximum sea level drop
is estimated to be between 10 and 35 m sea level equivalent
(Lambeck et al., 2014). Other effects like thermal expansion,
small glaciers and ice caps are estimated to be around 3 to
4 m sea level equivalent. Furthermore, it has been suggested
(Jakob et al., 2020) that the growth of larger Northern Hemi-
sphere ice sheets since the start of the Quaternary and the
associated sea level drop has a stabilizing effect on the East
Antarctic ice sheet, as it limits its exposure to warm ocean
waters.

A critical point is to define the criteria for the switch be-
tween the glaciation and deglaciation states. To enter the
deglaciation state, both ice volume and insolation seem to
play a role (Raymo, 1997; Parrenin and Paillard, 2003, 2012),
as terminations occur after considerable build-up of ice sheet
over the last 1 million years. To represent the role of both ice
volume and insolation in the triggering of deglaciations, the
condition to switch from (g) to (d) state uses a linear combi-
nation of ice volume and insolation. The deglaciation is trig-
gered when the combination crosses a defined threshold V0:
the deglaciation threshold. As in the work of Parrenin and
Paillard (2003), this allows transitions to occur with moder-
ate insolation when the ice volume is large enough and re-
ciprocally. Conversely, glacial inception seems to depend on
orbital forcing alone (Khodri et al., 2001; Ganopolski and
Calov, 2011). Therefore, the condition to switch from the
deglaciation state to the glaciation state is based on insola-
tion only: it is possible to enter glaciation when the insolation

becomes low enough.{
(d) to (g) : I < I0
(g) to (d) : I + v > V0

(2)

The idea that the deglaciation threshold is linked to both
insolation and ice volume is not new (Parrenin and Paillard,
2003, 2012), and is similar to that developed by Tzedakis
et al. (2017), where the threshold for a complete deglacia-
tion decreases with time as the system accumulates instabil-
ity, with ice sheets becoming more sensitive to insolation in-
crease. As the ice sheet grows and extends to lower latitudes,
the insolation needed to reach a negative mass balance de-
creases. This idea has been confirmed with modelling stud-
ies (Abe-Ouchi et al., 2013). Several reasons can explain this
increase of instability over time: delayed bedrock rebound
and exposure to higher temperature as the ice sheet sinks
(Oerlemans, 1980; Pollard, 1982; Abe-Ouchi et al., 2013),
increase in basal sliding as the ice sheet grows and the base
becomes warmer as it is more isolated from the cold surface
temperature (MacAyeal, 1992; Marshall and Clark, 2002),
ice sheet margin calving (Pollard, 1982), decrease of the ice
sheet albedo due to either snow ageing (Gallée et al., 1992) or
increase of dust deposition as the ice sheet expands (Peltier
and Marshall, 1995; Ganopolski and Calov, 2011) and in-
crease of atmospheric CO2 due to the release of deep ocean
carbon when the Antarctic ice sheet extends over the con-
tinental shelves (Paillard and Parrenin, 2004; Bouttes et al.,
2012).

2.2 Summer insolation

The conceptual model defined previously uses summer inso-
lation as input. It is therefore important to consider which in-
solation should be used. Insolation is usually taken at 65◦ N,
a typical latitude for Northern Hemisphere ice sheets. Sev-
eral articles have used the summer solstice daily insolation
at 65◦ N as input insolation forcing (Paillard, 1998; Parrenin
and Paillard, 2003). Others (Tzedakis et al., 2017) have used
the caloric season, as defined by Milankovitch (1941), de-
fined as the half-year with the highest insolation. It is also
possible to use as input a linear combination of orbital pa-
rameters (Imbrie et al., 2011; Parrenin and Paillard, 2012).
Huybers (2006) also defined the integrated summer insola-
tion (ISI) above a threshold.

Here, for the first time, we want to examine the effect of
this choice on the dynamics of a conceptual model. We there-
fore use four different summer insolation forcings, and com-
pare the model results obtained with each of them. We use
the summer solstice insolation, the caloric season and ISI
above two different thresholds (300 and 400 W m−2). Exper-
iments were also conducted for the summer solstice insola-
tion at 50◦ N instead of 65◦ N, but these are not presented
here as they do not change the conclusions obtained with the
forcings at 65◦ N. We refer the reader to Sect. S1 in the Sup-
plement for information on these experiments.
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These four insolation forcings differ, and have different
contributions from precession and obliquity, as can be seen
in Fig. 1. For example, the summer solstice insolation has
a low contribution from obliquity (41 kyr) compared to the
caloric season, or ISI above 300 W m−2. The summer solstice
insolation and the caloric season were computed using the
AnalySeries software (Paillard et al., 1996). The ISI for a
threshold τ (noted as ISI above τ , or ISI(τ ) in this article)
was defined by Huybers (2006) as the sum of the insolation
on days exceeding this threshold.

ISI(τ )=
∑
i

βi(Wi · 86400)

Here, Wi is the mean insolation of day i in W m−2 and βi
equals one if Wi > τ and zero otherwise.

To compute ISI(τ ), one first needs to compute the daily
insolation on day i, and then sum over the year for the days
exceeding the threshold. Here, we developed a Python code
based on the MATLAB code provided by Huybers (2006).
Unlike the insolation files provided by Huybers (2006),
which used the solution from Berger and Loutre (1991), we
use the orbital parameter value of the Laskar et al. (2004)
solution for the calculation. This results in slightly different
results for deeper time periods as the calculation of orbital
parameters also differ with these two estimations.

2.3 Optimal model parameters

The conceptual model relies on a small number of model pa-
rameters: τi, τg , τd and the two thresholds for the switch from
a glaciation state to a deglaciation state and the inverse: V0
and I0. For all the simulations performed, we kept τi = 9 kyr,
τg = 30 kyr, τd = 12 kyr and I0 = 0, as these parameters gave
correct behaviour in previous studies (Parrenin and Paillard,
2003). No attempt was made to tune these parameters to
obtain a behaviour closer to the data: on the contrary, fo-
cus was set more towards the influence of the deglaciation
threshold parameter, V0, on the model results. To compare
our model results to the data, we used the benthic δ18O stack
“LR04” (Lisiecki and Raymo, 2005) as a proxy for ice vol-
ume, considering that most of the δ18O changes of benthic
foraminifera represent changes in continental ice (Shackle-
ton, 1967; Shackleton and Opdyke, 1973). Lower δ18O val-
ues correspond to lower ice volume. The model results and
the LR04 curve were normalized to facilitate their compar-
ison. In the following, “data” refers to the normalized δ18O
stack curve LR04.

To estimate which model parameters lead to model results
closer to the data, the definition of an objective criteria is
needed. The choice of such a criteria is not straightforward,
and the use of different criteria could have led to slightly
different results. Our model is simple and does not aim at
precisely reproducing the ice volume evolution, but rather at
reproducing the main qualitative features, such as the shape

and frequency of the oscillations. Therefore, we used a cri-
teria based on the state of the system: glaciation or deglacia-
tion. Similar results can be obtained using a simple correla-
tion coefficient (see Sect. S2). The definition of the deglacia-
tion state in the data is explained in Sect. 2.4. A critical point
is that our model should be able to deglaciate at the right
time, when a deglaciation is seen in the data. Conversely, the
model should not produce deglaciation at periods where the
data do not show deglaciation.

We defined a criteria for each of these two conditions,
and assembled them in a global criteria. To determine if
deglaciation is well reproduced by our model, we look at
the state of the model (glaciation or deglaciation) at the time
halfway between the start of the deglaciation and the end of
the deglaciation. If the model state at that time is deglacia-
tion, the deglaciation is considered as correctly reproduced.
Otherwise, it is considered as a “missed” deglaciation. We
simply defined the criteria c1 as the fraction of deglacia-
tions correctly reproduced. This criteria equals one when all
the deglaciations take place at the right time, meaning that
the model produces a deglaciation state every time deglacia-
tion is seen in the data. To ensure that the model does not
deglaciate too often, we looked at insolation maxima that
are not associated with deglaciation in the data and ensured
the corresponding model state was glaciation. We decided to
look specifically at insolation maxima, as they are where the
model is the most likely to deglaciate when it should not. A
deglaciation seen in the model at a place where no deglacia-
tion is seen in the data is considered as a “wrong transition”.
We defined the criteria c2 as c2 = 1−w, with w the frac-
tion of wrong transitions. The c2 criteria equals one when
the model does not deglaciate when it should not. To take
into account these two conditions, the overall accuracy cri-
teria c is defined as c = c1 · c2. It is equal to one when all
the deglaciations are correctly placed and when no additional
deglaciation compared to the data take place.

In order to study the evolution of the optimal deglaciation
threshold V0 over the Quaternary, it was divided into five
500 kyr periods. The V0 values that maximize the accuracy
criteria for each time period and insolation forcing are called
“optimal V0”. To determine the optimal V0 threshold corre-
sponding to each period and insolation forcing, several sim-
ulations were carried out and the parameter values maximiz-
ing the accuracy criteria c were selected. More precisely, for
each insolation and period, 3500 simulations corresponding
to different V0 thresholds (from V0 = 1.0 to V0 = 8.0 with
a step of 0.1) and different initial conditions (initial volume
Vinit ranging from 0.0 to 5.0 with a step of 0.2, and the two
possible initial states – glaciation or deglaciation) were per-
formed. The numerical integration of the model equations
was done with a fourth-order Runge–Kutta scheme.

For each insolation forcing, the best fit over the Quater-
nary is defined as the simulation over the whole Quaternary
(0 to 2500 ka) with V0 changing with time that is equal to
the corresponding optimal V0 at each time period. Addition-

Clim. Past, 18, 547–558, 2022 https://doi.org/10.5194/cp-18-547-2022



G. Leloup and D. Paillard: Conceptual model for glacial–interglacial ice volume evolution 551

Figure 1. (a) The four different summer insolation forcings at 65◦ N (summer solstice, caloric season, ISI above 300 W m−2 and ISI above
400 W m−2) displayed over the Quaternary. The insolation forcings are centred and normalized by their standard deviation. (b) Correspond-
ing spectral analysis over the Quaternary, normalized by standard deviation.

ally, simulations were performed to determine the optimal V0
threshold obtained when the optimization procedure is car-
ried out over the whole Quaternary. It is called V Q

0 in the
following.

2.4 Definition of the deglaciation state in the data

To calculate our accuracy criteria c and therefore determine
the optimal V0 threshold over a given period, a definition of
the deglaciation in the data is needed. We based our definition
on the interglacial classification developed by Tzedakis et al.
(2017). Tzedakis et al. (2017) differentiates interglacials,
continued interglacials and interstadials based on a detrended
version of the LR04 stack curve. A period is considered as an
interglacial if its isotopic δ18O is below a threshold (3.68 ‰).
Two interglacials are considered to be separated if they are
separated by a local maximum above a threshold (3.92 ‰).
This definition differs from the usual characterization of ter-
minations, sometimes leading to several interglacials in the
same isotopic stage. The definition of Tzedakis et al. (2017)
is for interglacials, and as our focus is not on interglacial
periods but rather on deglaciations, we adapted it. We de-
fined deglaciations as periods of decreasing δ18O (and thus,
ice volume, in our assumptions) preceding the interglacials.
The start of the deglaciation is taken as the last local maxima
above the threshold of 3.92 ‰, and the end of the deglacia-

tion is taken as the first local minima below the interglacial
threshold of 3.68 ‰. The deglaciation periods in the data cor-
responding to the time between the deglaciation starts and
deglaciation ends are displayed with blue shading in Figs. 4
and 5.

3 Results and discussion

3.1 Optimal deglaciation threshold V0 and
corresponding accuracy

For each insolation, we computed the deglaciation threshold
V0 maximizing the accuracy for each of the five 500 kyr pe-
riods and the fixed V Q

0 value maximizing the accuracy over
the whole Quaternary. The results are displayed in Fig. 2.

In some cases, several values of the deglaciation threshold
V0 lead to the same accuracy criteria, whereas in others there
is only one V0 value maximizing the accuracy. When several
V0 values are equivalent, the mean value was plotted and the
other possible values are represented with error bars.

Over the same time period, different insolation values lead
to slightly different optimal V0 thresholds. But the most strik-
ing feature is the increase of the optimal V0 threshold over
time, and more specifically for the last 1 million years, af-
ter the MPT. This feature is valid regardless of the insolation
type. The optimal V0 over the whole Quaternary V Q

0 is be-
tween 3.4 and 4 for each insolation type. It is a value in the
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Figure 2. Optimal deglaciation threshold V0 over the five 500 kyr
periods for the four different summer insolation forcings at 65◦ N
and optimal constant V0 threshold obtained when the optimization
procedure is done over the whole Quaternary (VQ

0 ). When several
values of the deglaciation threshold V0 maximize the accuracy cri-
teria, the mean value is plotted and the other possible values are
represented with error bars.

middle of the highest values that best fit the latter part of the
record and the lowest values that best fit the earliest part of
the record.

For each insolation, the accuracy corresponding to the op-
timal V0 threshold for each time period as well as to the fixed
V

Q
0 value maximizing the accuracy over the whole Quater-

nary is displayed in Fig. 3.
It is first noticeable that the accuracy is higher over the last

1 million-year period, regardless the input summer insolation
used. In the last 1 million years, the summer solstice insola-
tion as input produces the best results. However, this is no
longer the case for older time periods: the solstice insolation
gives the worst results at the start of the Quaternary. The ac-
curacy obtained for the whole Quaternary period (fixed V Q

0
value) is globally lower than the accuracy for each time pe-
riod. This is due to the fact that the V Q

0 values obtained are
lower than the optimal V0 values in the later part of the Qua-
ternary and higher than the optimal V0 values in the earliest
part of the Quaternary, leading to a poorer representation of
both of these periods.

In the earlier part of the Quaternary (periods earlier than
1.5 Ma), the results are less robust. This is due to increased
uncertainties in the LR04 record, and the associated defini-
tion of interglacial periods, which affects our accuracy crite-
ria. In their classification, Tzedakis et al. (2017) stated that
the definition of the valley depth needed to separate several
interglacials was quite straightforward in the earlier part of

Figure 3. Accuracy over the five 500 kyr periods for the four differ-
ent summer insolation forcings at 65◦ N, and accuracy criteria over
the Quaternary when the optimization procedure is done over the
whole Quaternary (constant VQ

0 ).

the record, whereas for earlier time periods (ages older than
1.5 Ma), their method led to several “borderline cases”. Ad-
ditionally, slightly different choices for the interglacial and
interstadial thresholds would have led to a different popu-
lation of interglacial. For us, this would lead to a different
definition of deglaciation, and thus a different accuracy cri-
teria. In addition, the resolution of the LR04 curve decreases
with increasing age (Lisiecki and Raymo, 2005), and for pe-
riods with lower resolution or more uncertain age matching,
the amplitude of the peaks might be reduced (Tzedakis et al.,
2017).

Moreover, the δ18O LR04 curve includes at the same time
an ice volume and deep water temperature component. Ice
volume and sea level reconstructions do exist (Bintanja et al.,
2005; Spratt and Lisiecki, 2016), but are however limited to
the more recent part of the Quaternary and do not allow for
the investigation of the pre-MPT period. The use of δ18O
as an ice volume proxy has already been largely debated
(Shackleton, 1967; Chappell and Shackleton, 1986; Shack-
leton and Opdyke, 1973; Clark et al., 2006), and recent stud-
ies (Elderfield et al., 2012) have shown that the temperature
component may be as large as 50 %. Furthermore, the stack
was tuned to insolation (Lisiecki and Raymo, 2005). We re-
fer the reader to Raymo et al. (2018) for a review of possible
biases in the interpretation of the LR04 benthic δ18O stack as
an ice volume and sea level reconstruction. All these reasons
encourage us to remain at a qualitative level to fit the data.

The increase in the optimal deglaciation threshold V0 over
the MPT is however a robust feature that does not depend on
the input summer insolation forcing used. This is coherent
with the work of Paillard (1998) and Tzedakis et al. (2017),

Clim. Past, 18, 547–558, 2022 https://doi.org/10.5194/cp-18-547-2022



G. Leloup and D. Paillard: Conceptual model for glacial–interglacial ice volume evolution 553

who obtained a frequency shift from 41 to 100 kyr cycles
with an increasing deglaciation threshold. The classical hy-
pothesis and possible physical meanings of the rise of the V0
threshold often imply a gradual cooling, due to lower pCO2
(Raymo, 1997; Paillard, 1998; Berger, 1978), but this idea is
not supported by more recent data, which do not show a grad-
ual decrease in the pCO2 trend, but rather only a decrease
in minimal pCO2 values (Hönisch et al., 2009; Yan et al.,
2019). Other hypothesis imply a gradual erosion of a thick
regolith layer that exposed the ice sheet to a higher friction
bedrock, allowing for a thicker ice sheet to develop (Clark
and Pollard, 1998; Clark et al., 2006), or a sea ice switching
mechanism (Gildor and Tziperman, 2000).

The overall lowest accuracy in the older part of the record
suggests that our non-linear threshold model is less adapted
for this time period. Indeed, the ice volume might respond
more linearly to the insolation forcing before the MPT, as
some studies suggest (Tziperman and Gildor, 2003; Raymo
and Nisancioglu, 2003). In contrast, others (Ashkenazy and
Tziperman, 2004) have shown that the 41 kyr pre-MPT os-
cillations are in fact significantly asymmetric and therefore
suggested that oscillations both before and after the MPT
could be explained as the self-sustained variability of the cli-
mate system, phase locked to the astronomical forcing. In
our model, the deglaciation threshold V0 changes over time,
leading to an amplitude change of the cycles. However, it
cannot be excluded that the mechanisms behind the pre- and
post-MPT glacial cycles are structurally different, and that
they cannot be explained with the same physics and the same
equations in our model. Moreover, this kind of conceptual
model has mainly been constructed in order to explain the
non-linear features of the 100 kyr cycles, and it is therefore
not surprising that its agreement with the data on the pre-
MPT period is less satisfying.

3.2 Best fit over the Quaternary

Our conceptual model is able to reproduce qualitatively well
the data (LR04 normalized curve) over the whole Quaternary.
The model’s best fit over the Quaternary for each insolation
forcing, as defined in Sect. 2.3, is displayed in Fig. 4. It is
able to reproduce the frequency shift from a dominant 41 kyr
period before 1 Ma to longer cycles afterwards, as observed
in the data, and thus by varying only one parameter dur-
ing the whole simulation length: the deglaciation threshold
V0. Like the previous model of Parrenin and Paillard (2003),
from which our model is adapted, ours quickly looses its sen-
sitivity to the initial conditions (after no more than 200 kyr).
For every input forcing, longer cycles are obtained in the last
part of the Quaternary (last Myr). Figure 4 displays the re-
sults over the whole Quaternary with the V0 threshold being
set to its optimal value for each 500 kyr period, while Fig. 5
displays the results over the last 1 million years with the V0
threshold being set to its optimal value for the [0–1000] ka
period.

For the last 1 million years, it is possible to reproduce
all terminations with the right timing, apart from the last
deglaciation, for all insolation forcings, by using a single
value of the V0 threshold over this period. Some differences
are however noticeable between the different forcings. In par-
ticular the agreement for the ISI above 300 W m−2 forcing is
not as good as for the other forcings: termination V (around
420 ka) is triggered later compared to in the data, while ter-
mination III (around 240 ka) is triggered too early. For the ISI
above 300 W m−2 forcing, the range of V0 values that allow
us to correctly reproduce most of the terminations during the
last 1 million years is reduced (only values of V0 = 3.9–4.0),
whereas the results are more robust for the three other insola-
tion forcings, with a broader range of working V0 values. The
ISI above 300 W m−2 forcing has a low precession compo-
nent, which explains why it is less successful in reproducing
the data over the last 1 million years. Experiments with our
model setup have shown that a summer forcing with no pre-
cession component could not successfully reproduce the data
over the post-MPT period as accurately as the four forcings
presented here that contain both precession and obliquity (see
Sect. S3).

Despite the accurate timing of terminations, the spectral
analysis of the model results over the last 1 million years dif-
fers from the spectral analysis of the data. For all forcings
except the summer solstice insolation, obliquity continues to
dominate after the MPT. The spectral analysis shows sec-
ondary and third peaks of lower frequency, but does not show
a sharp 100 kyr cyclicity as in the LR04 record. Compared to
the data, all the model outputs over the post-MPT period have
a more pronounced obliquity and precession component and
a less pronounced 100 kyr component. This feature is most
probably due to the model formulation, and more specifi-
cally the direct dependence of ice volume evolution to inso-
lation via the dV/dt =−I/τi term. This is one of the limits
of our conceptual model. While the criteria on the switch to
deglaciations allow us to reproduce the deglaciations at the
right timing, the direct dependance of ice volume change to
the insolation forcing is definitely too simplistic and prob-
ably produces an overestimated dependency of the ice evo-
lution to the astronomical forcing for the latter part of the
record.

In the first part of the Quaternary (2.6 to 1 Ma), the spec-
tral analysis of the data is dominated by a 41 kyr (obliquity)
peak. It is also the case for the model results, for each type
of insolation. However, the model outputs also show a pre-
cession component (19 to 23 kyr), especially for the sum-
mer solstice and the ISI above 400 W m−2 forcings, which
does not exist on the data. Although our model reproduces
the features of the record qualitatively well, there are some
noticeable model–data mismatches that occur for all insola-
tion types around 1100 and 2030 ka. Additionally, the ampli-
tude of the oscillations produced is slightly too high in the
older part of the Quaternary, especially when the ISI above
300 W m−2 is used.
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Figure 4. Best model fit over the whole Quaternary and corresponding spectral analysis. (b) presents the best fit of the model for the different
summer insolation used as input, compared to the data. The results for the summer solstice insolation, caloric season, ISI above 300 and ISI
above 400 W m−2 are displayed. The data (normalized LR04 curve) are in black. The blue shading presents deglaciation periods in the data
and the yellow shading deglaciation periods in the model. This results in a green shading when deglaciations are seen in the model and data
at the same time. (a) presents the spectral analysis of the best fit solution over the last 1 million years. (c) presents the spectral analysis over
the older part of the Quaternary (before 1 Ma).

On the oldest part of the Quaternary, the caloric season
forcing and the ISI above 300 W m−2 seem to perform better
in reproducing the frequency of the oscillations than the sum-
mer solstice insolation and ISI above 400 W m−2. They cor-
respond to the forcing with the strongest obliquity (41 kyr)
component, which might explain why they more successfully
represent this part of the record, which is dominated by obliq-
uity.

Over the last 1 million years, the highest accuracy is ob-
tained with the summer solstice insolation as input forcing
(c = 0.92 for the summer solstice insolation, c = 0.82 for the
caloric season and ISI above 400 W m−2 and c = 0.87 for the
ISI above 300 W m−2). This is mainly due to the fact that for
the three other forcings (caloric season, ISI above 300 and
ISI above 400 W m−2), the last deglaciation occurs one in-
solation peak too early, around 50 ka. However, if one com-
putes the accuracy over the last 1 million years excluding
the last 100 kyr (period from 100 ka to 1000 ka), the accu-
racy is similar for all four forcings (0.92 for summer solstice,
caloric season and ISI above 400 W m−2 and 0.89 for ISI
above 300 W m−2). Figure 5 displays two different alterna-
tives. For the first one (full line), the optimal V0 is calibrated
over the [100–1000] ka period and maintained for the whole
simulation (V0 = 5.0 for the summer solstice insolation, 4.5
for the caloric season, 4.0 for the ISI above 300 W m−2 and
4.6 for the ISI above 400 W m−2). Except with the summer
solstice insolation as input, the three other insolation forcings

fail to accurately reproduce the last deglaciation, as the last
deglaciation occurs one insolation peak too early. The second
alternative (dashed line) is to raise the deglaciation threshold
V0 over the last cycle (raised to V0 = 5.5 from 100 ka on-
ward). In this case, the model does accurately reproduce the
last deglaciation for all insolation forcings. This suggests that
we might need to further raise the V0 threshold in order to
model a theoretical “natural” future (without anthropogenic
influence) with longer cycles. A cycle is not enough to con-
clude about a trend, but this should be envisaged for future
natural scenarios. This is coherent with the idea of Paillard
(1998), who used a linearly increasing deglaciation thresh-
old over the Quaternary.

3.3 Reflections about the future

To model future natural evolutions of the climate system,
possible evolutions of the V0 threshold should be considered.
However, we do not exclude the fact that variations of other
parameters, which were kept constant in this study, could
vary in the future. For instance, different I0 thresholds have
to be considered. The fate of the next thousands of years in
a natural scenario cannot be ascertained with our conceptual
model. Indeed, this depends on the onset (or not) of a glacia-
tion, which is determined by the I0 parameter. In our model,
a broad range of I0 parameter values lead to satisfying re-
sults over the last 1 million years. These different values pro-
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Figure 5. Normalized model results over the last 1 million years, with the different summer insolation forcings: insolation at the summer
solstice, caloric season, ISI above 300 W m−2 and ISI above 400 W m−2. The full coloured lines are the best fit computed over the 100–
1000 ka period for each input insolation. The dashed lines represent the same solution, but with an increased V0 threshold for the last
deglaciation. The data (normalized LR04 stack curve) are in black. The blue shading represents deglaciation periods in the data. The yellow
shading represents deglaciation periods in the model outputs (case of the increased V0 threshold). This results in a green shading when
deglaciations are seen in the model and data at the same time.

jected into the future lead either to, in one case, a glaciation
start at present, or, in the other case, a continued deglacia-
tion, switching to a glaciation state only around 50 kyr af-
ter present at the next insolation minima. This is due to the
current particular astronomical configuration, with very low
eccentricity, which leads to high summer insolation minima,
where the threshold for glaciation might not be reached. This
is coherent with previous studies (Berger and Loutre, 2002;
Paillard, 2001), which suggested that without anthropogenic
forcing, the present interglacial might have lasted 50 kyr.

However, this exercise is purely academic, as we are
not taking into account the role of anthropogenic CO2,
which would affect the glaciation and deglaciation thresh-
olds (Archer and Ganopolski, 2005; Talento and Ganopol-
ski, 2021). Furthermore, our conceptual model cannot be
extended outside the Quaternary, as the ice volume varia-
tions considered are exclusively those of the Northern Hemi-
sphere, and our model is, by construction, unable to represent
projected future Antarctic ice sheet mass loss.

4 Conclusions

We have used a conceptual model with very few tunable pa-
rameters that represents the climatic system with multiple
equilibria and relaxation oscillation. Only one parameter was
varied, the deglaciation threshold parameter V0. We used dif-
ferent summer insolation as input for our conceptual model:
the summer solstice insolation, the caloric season and ISI

over two different thresholds. With all these forcings, which
have different contributions from obliquity and precession,
we are able to reproduce the features of the ice volume over
the whole Quaternary. More specifically, we are able to rep-
resent the MPT and the switch from a 41 kyr dominated
record to larger cycles by raising the deglaciation threshold
and keeping the other model parameters constant. This rise
in the deglaciation threshold is valid regardless of the type of
summer insolation forcing used as input. However, the data
agreement is less satisfying before the MPT. This suggests
the possibility that climate mechanisms might be structurally
different before and after the MPT, with a more linear be-
haviour in pre-MPT conditions. This highlights that models
are designed to answer rather specific questions, and a model
built specifically to explain 100 kyr cycles might be less ef-
ficient in a more linear setting. More generally, this kind of
glacial–interglacial conceptual model is designed to explain
the main features of the Quaternary time period characterized
by the waning and waxing of Northern Hemisphere ice sheets
under the influence of changing astronomical parameters. In
our case, this raises the question of which physical phenom-
ena are responsible for making deglaciations “harder” to start
in the latest part of the Quaternary compared to the earliest
part. This kind of model is however unlikely to be directly ap-
plicable in a more general context, like during the Pliocene
and earlier periods, or in the context of future climates under
the long-term persistence of anthropogenic CO2 (Archer and
Ganopolski, 2005; Talento and Ganopolski, 2021). In order
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to tackle such questions, it would be critical to gain a deeper
understanding of the natural evolution of the other forcings
involved in the climate system and most notably of the dy-
namics of the carbon cycle. Conceptual models are likely to
pave the way in this direction (Paillard, 2017). Indeed, just
as in the case of the Quaternary, a full mechanistic simula-
tion of the many processes at work is currently out of reach
and modelling work can only be very exploratory. Here, we
have shown that some robust features are required to explain
Quaternary ice age cycles. Similar conceptual modelling on
a wider temporal scope over the Cenozoic could help better
explain the connections between astronomical forcing, the
carbon cycle, ice sheets and the climate. This would help us
imagine what the Anthropocene might be like.
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Chapter 2
In the article, we have used a conceptual model with few tunable parameters

to represent the ice volume evolution over the Quaternary. The glaciation thresh-
old I0, as well as the different time constants (τi, τd,τg) are kept fixed and the
deglaciation threshold V0 is the only parameter being varied in our study. We used
different summer insolation, at 65°N, as input : the summer solstice insolation, the
caloric season and the integrated summer insolation above two different thresholds
: 300 and 400 W · m−2. We have shown that our model is able to represent
the main features of the Quaternary ice volume record. We are able to represent
the evolution from 41 kyr cycles before the MPT to longer cycles afterwards by
raising the deglaciation threshold V0 over time, while the other model parameters
are kept fixed. This is valid for each of the four insolation types studied. The
100 kyr cycles observed over the last million year are more easily reproduced with
the summer solstice insolation, that has a stronger precession component, while
the 41 kyr cycles found prior to the MPT are better reproduced with insolations
having a stronger obliquity component, such as the caloric season. For three out
of the four summer insolation used (all except the summer solstice insolation), it is
not possible to represent the last million year with the same deglaciation threshold
V0. This threshold needs to increase over the last cycle to correctly represent the
longer last cycle.

2.3 . What can be said about ice volume evolution over the next
million years in a natural case with a conceptual model

In this part, we use the model developed previously and run it over the next
million years. This represents the case of a natural scenario and we do not take
into account the influence of anthropogenic CO2 emissions.

In the article, we have shown that it is possible to find values of the deglaciation
threshold V0 allowing to reproduce the ice volume evolution over the Quaternary for
the four insolation types considered. For three out of the four summer insolation
types used, the deglaciation threshold needs to increase again over the last glacial
cycle in order to fit the data. Therefore, we present here 4 scenarios, one for
each insolation type studied, with an increased deglaciation threshold over the last
cycle. The simulation started at 1 Myr BP. For each insolation, the deglaciation
threshold that best reproduces the data over the last million year is used until 100
kyr BP. It varies between 4.0 and 5.0 depending on the insolation type. After 100
kyr BP, the deglaciation threshold is raised at 5.5 for each insolation type, and this
value is kept constant for the whole interval [100 kyr BP, 1 Myr AP]. The results
are presented on Figure 2.4. They correspond to the dashed lines of Figure 5 of
Leloup and Paillard [2022], extended over the next million years.

The model results with the four different insolation share a similar feature until
around 350 kyr AP. After this time, the timing of the deglaciation differs depending
on the input forcing used. This experiment shows that only by changing the
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Figure 2.4: Ice volume evolution computed with our model from 1 MyrBP to 1 Myr AP, with the four different insolation types. The deglacia-tion threshold V0 is raised from 100 kyr BP from (the last glacial cycle)onward. Model results with the summer solstice insolation, caloric sea-son, ISI above 300W−2 and ISI above 400W−2 are respectively in green,brown, orange and pink. The δ18O data (Lisiecki and Raymo [2005]curve) is in black.
definition of the summer solstice insolation, very different results can be obtained
after 400 kyr AP. This shows one of the limits of this kind of conceptual model,
with threshold behaviour. It is sensitive to the insolation forcing used : at a specific
time the threshold might be crossed or not for a slight change in the definition of
the insolation forcing, leading to very different behaviour.

In the previous experiments, we have kept all parameters fixed to the value
used in Leloup and Paillard [2022]. In Leloup and Paillard [2022], the glaciation
threshold, the insolation threshold for which the model enters the glaciation state,
was fixed to a constant value of I0 = 0. We have not considered other I0 threshold
values, nor the possibility of a trend in the I0 threshold. This choice was made in
order to focus rather on the deglaciation threshold V0. Here, as an example, we
focus on the case of the summer solstice insolation forcing in order to study the
influence on the model results of the use of another glaciation threshold I0. The
model is run on the last and next million years for the summer solstice insolation
forcing with two different glaciation threshold : I0 = 0 like in the article, and a
lower insolation threshold, I0 = -0.8. In these runs, the deglaciation threshold is
set to 4.5 before 100 kyr BP and raised to 5 after. The results are displayed in
Figure 2.5.

For the two glaciation thresholds, the model behaviour is very similar over the
past million year. However, results on the next million years differ, especially in
the next 50 kyr, and around 400 kyr and 800 kyr AP, corresponding to periods of
eccentricity minima. In the next 50 kyr, the model either simulates a glaciation
for I0 = 0 or a long interglacial for I0 = −0.8. This very different behaviour
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Figure 2.5: Ice volume evolution for two different glaciation thresholds(I0 = 0 in orange and I0 = -0.8 in blue) over the last Myr, and extendedover the next Myr, with the summer solstice insolation as input. Thered shading represents the spread between the model results for thedifferent glaciation thresholds.
between these two glaciation thresholds in the next 100 kyr is not surprising and
is due to the low eccentricity of the Earth, and the corresponding low variation
of summer insolation, especially in the case of the summer solstice insolation. If
the insolation threshold is “missed” at present, then it takes a long time before
reaching again a value of insolation that is low enough to start a glaciation state.
These widely different behaviour of the ice volume evolution over the next 100 kyr,
depending on the glaciation threshold, is in accordance with the work of previous
authors For instance, Paillard [2001] used a similar conceptual model for the ice
age evolution (the Paillard [1998] model). He also obtained two widely different
behaviours over the next glacial cycle, depending on the glaciation threshold used.
Similarly to our result, a glaciation at present is obtained in the case of a higher
glaciation threshold, while a lower glaciation threshold leads to a particularly long
interglacial. In this case also, the use of different glaciation thresholds does not
change the results obtained over the past million year, with almost identical ice
volume evolution in both cases.

Additionally, it is most likely that the I0 threshold is not constant over time.
Indeed, the insolation needed to reach a glacial inception varies with other factors,
such as the CO2 [Ganopolski et al., 2016]. The insolation threshold decreases
with increased CO2 levels : if the CO2 levels are higher, then the insolation must
be even lower to reach the conditions for a glaciation, which corresponds to a
lower insolation threshold value. This possibility is not accounted for in our model,
where the I0 threshold was set to a constant value. However, other studies have
investigated this effect with ice sheets models and climate models of intermediate
complexity. For instance, Berger and Loutre [2002] have used the LLN 2-D model,
a sectorially averaged latitude-latitude model including northern hemisphere ice
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sheets over the next hundred thousand years. The model was forced with different
CO2 levels and a “natural” CO2 scenario (obtained from the CO2 evolution in the
past, shifted to correspond to current CO2 levels). The results obtained on the
next 100 kyr differ widely depending on the CO2 level, with either a glaciation
start at present for CO2 levels around 250 ppm and no glacial inception at all in
the next 130 kyr in the case of levels around 290 ppm. For the case of a natural
CO2 scenario, the current interglacial is exceptionally long. Very similar results
have been obtained by Cochelin et al. [2006]. They used the green MPM EMIC,
containing interactive vegetation and ice sheet with different CO2 levels, over the
next thousand hundred years. They have shown that the next glacial inception
depends on the CO2 concentration, with an imminent glaciation at present in the
case of low CO2 (lower than 270 ppm) or an inception in 50 kyr in the case of CO2

levels around 280-290 ppm. No glacial inception is obtained over the next 100 kyr
in the case of CO2 levels higher than 300 ppm. Ganopolski et al. [2016] used
the CLIMBER-2 model, including the SICOPOLIS ice sheet model to obtain four
different versions of the model, being coherent with paleodata. The model was
forced with insolation and CO2 data and the versions producing a glaciation at MIS
19 and 11, and no glaciation at the Holocene were selected. With these model
versions, it was shown that if the CO2 levels of the Holocene had been lower
(240 ppm instead of 280 ppm), this would have led to a glaciation at present.
However, as the threshold for glaciation has been narrowly missed at present, the
next glaciation is only expected to occur at the next favorable orbital configuration,
in 50 kyr AP. Therefore, with the current orbital configuration, a relatively small
change in the CO2 level can have a strong impact, as it will correspond to crossing
or not the threshold.

In this section, we have developed a conceptual model that is able to correctly
reproduce ice volume evolution over the past. However, simulations on the next
million years highlight the model sensitivity to several parameters. More specifi-
cally, the choice of the summer insolation definition used as input to the model
leads to different results over the next million years. The results are also sen-
sitive to the glaciation and deglaciation thresholds. Conceptual models are very
computer efficient and are very useful to investigate past changes. Due to their
computing efficiency, this kind of conceptual models are currently widely used in
studies on timecales of the next million years such as in the BIOCLIM project and
more recently in Lord et al. [2019], Williams et al. [2022]. However, due to their
sensitivity to model parameters, several experiments should be carried out, and one
cannot rely on a single model realization. Another downside of the use of concep-
tual model on the future is the underlying assumption that the governing processes
on the next million years remain the same as in the past. However, anthropogenic
forcing will likely modify these processes. For instance, the Greenland ice sheet
exhibits hysteresis behaviour [Robinson et al., 2012] and its complete melting that
is expected under moderate to high emissions scenarios or warming [Van Breedam
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et al., 2020, Clark et al., 2016, Gregory et al., 2020] could impact the sequence
of glacial interglacial cycles. But most importantly, conceptual models of ice vol-
ume evolution based on the Northern Hemisphere ice volume evolution (such as
used in BIOCLIM, Archer and Ganopolski [2005], Lord et al. [2019], Talento and
Ganopolski [2021], Williams et al. [2022]) are structurally not designed to model
melting of the Antarctic ice sheet. However, modelling studies have shown that
a substantial loss of the Antarctic ice sheet can be expected on a multi millenial
timescales if emissions continue unabated [Winkelmann et al., 2015, Van Breedam
et al., 2020]. In the following, we therefore focus on the possibility of a melting
of the Antarctic ice sheet, and its reversibility by investigating the ice sheets be-
haviour under different CO2 levels, when starting from a configuration where ice is
present and a configuration where no ice is present. The methodology is described
in the next chapter, Chapter 3, and the results are described in Chapter 4.

77



Chapter 2

78



3 - Setup of the coupled iLOVECLIM-GRISLI
model

Chapter aims:

1. Present the models used in this study : the climate model of interme-
diate complexity iLOVECLIM, and the ice sheet model GRISLI (used
for Antarctica).

2. Develop a reference configuration, for which the Antarctic ice sheet
obtained with the coupled iLOVECLIM-GRISLI model is in equilib-
rium at pre-industrial CO2 levels ans insolation, and close to the
observations.

Highlights:

↪→ The low computation time of the iLOVECLIM and GRISLI model
allows to perform several coupled simulations to calibrate the coupled
iLOVECLIM-GRISLI model.

↪→ The reference ice sheet obtained for pre-industrial CO2 levels and
insolation, with the coupled iLOVECLIM-GRISLI Antarctica setting
is in equilibrium. It has a satisfactory geometry and velocity pattern.

In this study, we would like to investigate the behaviour of the Antarctic ice
sheet under different CO2 levels, while taking into account the different feedbacks
between ice sheet and climate. To do so, the climate response to different CO2

levels is modelled using the climate model of intermediate complexity iLOVECLIM,
that represents the ocean, atmosphere, and vegetation. The Antarctic ice sheet
is modelled with the GRISLI ice sheet model. The interactions between ice sheet
and climate are taken into account by coupling the two models : climate changes
impact ice sheet geometry, and in turn ice sheet geometry changes impact climate.
This chapter presents the two models used, iLOVECLIM and GRISLI and details
the coupling setup between the two models. The results will be presented in the
next chapter, Chapter 4. It is the first time that the iLOVECLIM model and the
Antarctic component of the GRISLI model are coupled. Therefore, calibrations
were needed in order to obtain a satisfactory reference ice sheet with the coupled
iLOVECLIM-GRISLI setting under pre-industrial CO2 levels, ie an ice sheet that
resembles the observations and is in equilibrium. The modifications performed and
the reference ice sheet obtained are detailed in this Chapter.
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3.1 . The climate model of intermediate complexity iLOVE-

CLIM

General description

The iLOVECLIM model is a three dimensional Earth system Model of Inter-
mediate Complexity (EMIC). Although there is a wide variety of EMICs [Claussen
et al., 2002], a common feature of EMICs compared to General Circulation Model
(GCM) is their coarser spatial resolution, and the parametrization of some processes
that are explicitely modelled in GCMs. This results in a much lower computational
time than GCMs, and therefore permits the integration of additional components
of the Earth System into the model, and / or the achievement of longer simula-
tions. EMICs are particularly useful tools for studying feedbacks between different
components of the Earth System on long timescales. On the contrary, EMICs are
not suitable for the study of small scale processes requiring high spatial resolution
[Claussen et al., 2002]. In this study, EMIC is the designated tool as multi-millenial
simulations are needed, in order to reach the equilibrium with the ice sheet.

The iLOVECLIM model originates from the LOVECLIM model, described in
Goosse et al. [2010]. The LOVECLIM model is composed of an atmospheric com-
ponent (ECBILT), a ocean and sea ice component (CLIO), a vegetation component
(VECODE), a carbon and biogeochemical cycles component (LOCH) and an ice
sheet component (AGISM). Compared to the LOVECLIM model, several modifica-
tions have been performed in the iLOVECLIM model, notably by the implementa-
tion of water isotopes in the model [Roche, 2013, Roche and Caley, 2013], a new
ocean carbon cycle model [Bouttes et al., 2015], a permafrost module [Kitover
et al., 2019], an iceberg module [Bügelmayer et al., 2015], the addition of optional
more complex vegetation module (CARAIB), that can optionally replace VECODE
[Extier, 2019]. However, the atmospheric (ECBILT), ocean and sea ice (CLIO),
and vegetation component (VECODE) that we will use here remain similar to the
version described in Goosse et al. [2010]. In this study, the carbon cycle was not
activated. Indeed, we have chosen to focus on the evolution of the climate system
(and notably, ice sheet evolution) in the case of different, prescribed CO2 levels.
In our simulations, we impose a constant CO2 concentration throughout the sim-
ulation, and do not look at its influence on the carbon distribution between the
different reservoirs. Our focus being mainly the interactions with the atmosphere,
ocean and ice sheet, we have kept the simplest version of the vegetation module,
VECODE.

A major difference between the LOVECLIM and iLOVECLIM model relevant
to our study is the difference in the ice sheet component. Whereas in LOVECLIM,
AGISM is included for the ice sheet component, it is the GRISLI ice sheet model
[Quiquet et al., 2018a] in iLOVECLIM [Roche et al., 2014, Quiquet et al., 2021].
The GRISLI ice sheet model will be further detailed in Section 3.2. As the typical
resolution of the ice sheet model is much smaller than the resolution of the at-
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mospheric grid, dynamical downscaling of the temperature and precipitation fields
has been implemented into iLOVECLIM to produce higher resolution fields to feed
the climate model [Quiquet et al., 2018b]. The coupling between the atmospheric,
oceanic and ice sheet components will be further detailed in Section 3.3. Ice
sheets are part of the climate system and GRISLI can be seen as a component of
the iLOVECLIM Earth System Model. However, for simplicity we refer in the fol-
lowing by "iLOVECLIM" to the atmospheric oceanic and vegetation components.
The ice sheet model GRISLI is here seen as an external component, coupled to the
iLOVECLIM model. iLOVECLIM "offline" simulations refer to simulations with
ECBILT-CLIO-VECODE, where the ice sheet model GRISLI is not included and
the Greenland and Antarctic ice sheets are imposed to their current geometries.
GRISLI "offline" simulations refer to simulations of the GRISLI model only, not
coupled to the iLOVECLIM model. iLOVECLIM-GRISLI coupled simulations refer
in this work to simulations where the iLOVECLIM model and the GRISLI Antarctic
ice sheet module are coupled. Until very recently the inclusion of the ice sheet
component in iLOVECLIM was limited to the Northern Hemisphere [Roche et al.,
2014, Quiquet et al., 2021]. No studies have been published yet on the Antarctic.
As a result of the current code structure, it is not yet possible to have at the
same time Antarctic and Northern Hemisphere ice sheets included in iLOVECLIM.
Therefore, in this study, the Northern Hemisphere ice sheet is fixed to its current
geometry (Greenland ice sheet). At the beginning of my PhD, the code of the
coupling of the iLOVECLIM model and GRISLI for the southern Hemisphere was
implemented, but remained to be tested and tuned. The ice sheet obtained under
pre-industrial condition was very far from the observations. This led to coupling
modifications, as well as a retuning of the dynamical parameters of the GRISLI
model, that will be further discussed in 3.3.3.

In this section, a short description of the atmospheric, oceanic and vegetation
components of iLOVECLIM is provided.

The atmospheric component : ECBILT

In the iLOVECLIM model, the most important simplifications compared to
GCMs are in the atmospheric component, as it is usually a very computationally
expensive component in GCMs [Goosse et al., 2010]. ECBILT is a three dimen-
sional atmospheric component. Its vertical extent consists of three levels and its
horizontal resolution is T21; corresponding to ∼5.6° in latitude and longitude,
and a grid size of ∼625km at the equator. It is based on the quasi-geostrophic
approximation.

The longwave radiation scheme is based on anomalies from a reference state.
The longwave flux is computed as the sum of a reference value (for a specific
temperature profile, humidity content, and greenhouse gases concentration) and
anomaly terms, relative to the difference of temperature profile, greenhouse gases
concentration and humidity compared to the reference. Longwave fluxes are com-
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puted following this method for both clear-sky and covered conditions. The long-
wave flux is then obtained by a weighted average of these "clear-sky " and "cov-
ered" longwave fluxes, depending on the cloud cover. In iLOVECLIM, the clouds
are not computed explicitly and the cloud cover is fixed and prescribed to an obser-
vational dataset. The prescribed cloud cover depends on the location and season.
Therefore, the impact of cloud modifications in response to different CO2 levels
cannot be investigated with the iLOVECLIM model. In a similar manner, the trans-
missivity of the atmosphere is not computed directly, but varies with the season
and location. The surface albedo is computed relatively to the different fraction
of the cell covered by ocean, sea ice and vegetation (trees, gras and desert) and
their corresponding albedo.

The oceanic component : CLIO

The CLIO component [Goosse et al., 1997, Goosse and Fichefet, 1999] comes
from the coupling of a comprehensive sea ice model [Fichefet and Morales Maqueda,
1997] and an ocean general circulation model [Campin and Goosse, 1999]. The
ocean flow is described by the Navier Stokes equations, with classical approxi-
mations. The horizontal discretization, is 3° x3°. There are 20 levels along the
vertical. The sea ice component is a thermodynamic-dynamic sea ice model. The
surface albedo of sea ice is parametrized and takes into account the state of the
surface (frozen or melting) and the thickness of the snow and ice covers.

The continental biosphere component : VECODE

The VECODE terrestrial biosphere component [Brovkin et al., 2002] simulates
changes in vegetation structure and terrestrial carbon pools. Here, we focus only
on the vegetation structure, as the carbon cycle is not activated in our study.
VECODE possesses two plant functional types (PFTs): grass, and trees. The
rest is desert. For a given climate (atmospheric fields), there is a unique stable
composition of PFTs. As the climate evolves, the vegetation changes according
to the changes in the atmospheric fields. The albedo is computed following the
albedo of tree, grass and desert, and their relative proportion into a T21 grid cell.
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3.2 . Modelling the Antarctic ice sheet with the GRISLI Antarc-

tic Ice sheet model

To model the Antarctic ice sheet, we use the GRISLI ice sheet model. The
GRISLI ice sheet model has been extensively described in Ritz et al. [2001] and
Quiquet et al. [2018a]. Some of the main features are summarized here. In
particular, the parameters that will be tuned in the next section are introduced.

3.2.1 . The GRISLI ice sheet model

Mass conservation equation

In GRISLI, the ice sheet is considered as composed of pure ice only and its
density is taken homogeneous and constant (ρi= 918 kg·m−3). The ice is therefore
considered as an incompressible fluid, and the mass conservation equation reads :

−→∇ · −→u =
∂ux
∂x

+
∂uy
∂y

+
∂uz
∂z

= 0 (3.1)
where (ux, uy, uz) are the components of the ice velocity vector −→u in a Cartesian
frame. Integrating the mass conservation equation, Eq. 3.1 over the vertical
between the base of the ice sheet (z = b(x,y,t)) and the surface (z = h(x,y,t))
gives :

∂H

∂t
= −∂HUx

∂x
− ∂HUy

∂y
+ SMB −Bmelt (3.2)

where H is the ice thickness, H = h - b. Ux and Uy are the vertically integrated
velocities, Ux =

∫ z=h
z=b uxdz and Uy =

∫ z=h
z=b uydz. SMB is the Surface Mass

Balance, and Bmelt the basal melt.

Momentum conservation equation

For ice sheets, the Reynolds number is very low, and inertial terms of the
momentum equation are therefore neglected. When considering an infinitesimal
cube of ice, the gravity force is the single force acting on it. Therefore, the
equation reads : 

∂σx
∂x +

∂τxy
∂y + ∂τxz

∂z = 0
∂τxy
∂x +

∂σy

∂y +
∂τyz
∂z = 0

∂τxz
∂x +

∂τyz
∂y + ∂σz

∂z = ρig

(3.3)

with τij,i̸=j the shearing stress tensor terms and σi the longitudinal stress tensor
terms (τii = σi). The deviatoric stress tensor is defined as sij = τij + δijP with
P = −1

3(σx+σy+σz) = −1
3 tr(τ). Isotropy is assumed, thus the deviatoric stress

tensor and the deformation rate ε̇ij are related by :

ε̇ij =
1

η
sij (3.4)
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with η being the ice viscosity. The ice is considered as a non-Newtonian fluid, there-
fore the ice viscosity varries with the stress applied. The viscosity variation with
the stress applied are computed following a Glen flow law (empirical formulation).

1

η
= BAT τ

n−1 (3.5)
The BAT term represents the viscosity variations of the ice with the temperature.
The ice viscosity increases with decreasing temperatures, following an exponential
Arrhenius law.

BAT = SfBBAT0exp(
Ea

R
(
1

Tm
− 1

T
)) (3.6)

Sf is a flow enhancement factor, BBAT0 a flow law coefficient, Ea the activation
energy, R the gas constant and T the local temperature. In GRISLI, both a Glen
viscosity with n = 3 and a linear Newtonian viscosity (n =1) are used, with added
contributions : ε̇ij = (BAT1 + τ2BAT3)sij . The Sf parameter will be calibrated
in Section 3.3.3.

Heat equation

The temperature calculation is performed by resolving the heat equation. The
temperature field is determined by heat conduction, heat convection and heat
production due to ice deformation. In the ice sheet, the horizontal diffusion is
assumed to be negligible relative to the vertical diffusion.

The temperature at the ice sheet surface is taken equal to the near surface
annual air temperature. A geothermal heat flux is applied at 3km below the
bedrock, and is used to compute (by solving the heat equation in the bedrock) the
heat flux at the ice bedrock interface.

Modelling accurately the temperature profile in the ice sheet is of particular
importance, as the viscosity, and thus the deformation depends on temperature.
Moreover, the boundary conditions at the base of the ice sheet for basal drag and
basal velocity differ for cold-based ice or temperate based-ice.

Shallow ice and Shallow Shelf Approximation

Ice sheets are considered as an incompressible fluid and their motion can be
described by the Navier-Stokes equations. Therefore, it is possible to resolve explic-
itly the motion equations, without the use of approximation. This kind of model,
that resolve explicitly all the terms in the stress tensor are called full Stokes models
[Seddik et al., 2012, Larour et al., 2012]. Their application at the ice sheet scale
is however limited to a few decades, due to a strong computational cost. For pa-
leo applications as well as long future simulations, less computationally expensive
models are needed. And to do so, approximations have to be made. This is the
case of the GRISLI ice sheet model [Ritz et al., 2001, Quiquet et al., 2018a], used
in this study. The GRISLI ice sheet model is a hybrid Shallow Ice Approximation
(SIA) and Shallow Shelf Approximation (SSA) model. These approximation use
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the small aspect ratio of ice sheet : the vertical scales are much shorter than
the horizontal ones, as the mean Antarctic ice thickness is around 2200m and the
horizontal scale is 3000km.

• The Shallow Ice Approximation (SIA) is well suited for regions where the ice
flows slowly, dominated by vertical shear stress (gravity driven flow).

Figure 3.1: Schematic representation of the Shallow Ice Approximation.Figure from Aurélien Quiquet.
• The Shallow Shelf Approximation (SSA) is used in fast flowing regions, where

the vertical stresses are much smaller than the longitudinal shear stresses,
and are therefore neglected. This approximation is valid in case of floating
ice shelves, where the basal drag is negligible. Within this approximation,
the horizontal velocities are uniform along the vertical dimension.

Figure 3.2: Schematic representation of the Shallow Shelf Approxima-tion. Figure from Aurélien Quiquet.
The velocity in GRISLI is computed on the whole domain as a superposition of

the SIA and SSA components : u = uSIA+uSSA. This allows a smooth transition
from frozen regions, where there is no basal sliding to non frozen regions where
basal sliding occurs.

The ice anisotropy tends to facilitate deformation due to vertical shear and re-
duce deformation due to longitudinal stress. The anisotropy is not directly modelled
into GRISLI. However, in order to take into account its effect, different propor-
tionality factors are used in the Arrhenius law linking viscosity variations of the
ice with the temperature in the case of the computation of the SIA component or
the SSA component. The proportionality coefficient in the Arrhenius law for the
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SIA, driven by vertical shear, is the enhancement factor, Sf (equation 3.6). The
proportionality coefficient in the Arrhenius law for the SSA, driven by longitudinal
stress is set to Sf

8 . For similar conditions, this smaller proportionality coefficient in
the Arrhenius law for the SSA compared to the SIA results in a lower BAT value,
and thus in a higher viscosity (following Eq. 3.5) and thus a smaller deformation
rate for a similar stress applied (following Eq. 3.4).

Figure 3.3: Schematic representation of the different types of flows inGRISLI and their associated velocity profiles. The red arrows stand forthe sliding velocity, which is non-zero for temperate-based groundedregions. Figure and legend from Quiquet et al. [2018a].
Basal drag

For cold-based grounded ice (depicted in blue in Fig. 3.3), the basal velocity
ub is equal to zero. A very high basal drag (of order τb = 105Pa) is imposed to
ensure no-slip conditions at the interface with the bedrock.

For floating ice shelves, the basal drag τb is negligible.
For temperate-based grounded ice (depicted in red in Fig. 3.3), the basal drag

and basal velocity (−→ub) are related by a sliding law. Several sliding laws have been
proposed. However, the parameters of these laws remain weakly constrained, as we
have limited knowledge of the ice-sediment interface. In addition, these parameter
can even change at the scale of a grid cell (40 km). It is often assumed that sliding
depends on the effective water pressure at the base of the ice sheet. In GRISLI,
we use a Weertman sliding law [Weertman, 1957] :

|τb|m−1−→τb = −β−→ub (3.7)
β, the basal drag coefficient, is positive. The law is viscous (linear) for m = 1, and
plastic for m > 1. In this study, we have assumed that the deformation is viscous.
This corresponds to m = 1 and leads to a linear relation between the basal drag
and basal velocity :

−→τb = −β−→ub (3.8)
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In our study, the β coefficient is taken proportional to the effective water pressure
ie the pressure difference between the pressure exerted by the ice to the ground,
and the pressure exerted by the water :

β = CfN (3.9)
with Cf a parameter that needs to be calibrated. And N defined by :

N = ρigH − ρwghw (3.10)
with ρi and ρw respectively the ice and water densities, H the ice thickness, hw
the water height, computed within the GRISLI basal hydrology module.

Studies suggest that the ice sheet grounding line is more dynamic in the case
of a non linear, more plastic law [Pattyn, 2017, Brondex et al., 2019, Sun et al.,
2020], and that it could better represent the ice sheet behaviour [Gillet-Chaulet
et al., 2016]. Non linear sliding law has recently been implemented into the GRISLI
ice sheet model, following the methodology of Pattyn [2017]. However, due to lack
of time, simulations were performed with the linear law only, and no sensitivity test
to the use of a more plastic sliding law were performed.

Another possibility to compute the basal drag coefficient β are inverse methods.
In this case, the basal drag coefficient is computed in order to match the observed
ice sheet geometry and / or velocity. By construction, the ice sheet obtained is
very close to the observations, and this method is widely used for short term sea
level projections, like in the first phase of the Ice Sheet Modelling Intercomparison
project [Nowicki et al., 2016, Quiquet and Dumas, 2021]. However, the basal
drag coefficient computed with the present day geometry becomes inappropriate
when the ice margin moves from its present day position. As we want to carry
simulations leading to the complete deglaciation of the Antarctic ice sheet, we have
not used an inverse method in this study, and have chosen to compute the basal
drag coefficient from the effective water pressure.

Basal hydrology

The GRISLI model has a basal hydrology module. The water obtained by
melting at the base of the ice sheet is routed outside, following a Darcy law, that
describes the flow of fluid through a porous medium. The water flux is proportional
to the hydraulic conductivity of the till K0. The evolution of the water height hw
is computed with a diffusivity equation.

Isostasy

Under the load of an ice sheet, the bedrock is deformed. The bedrock sinks
for a rising ice thickness and rises for a decreasing ice thickness, modifying the
ice sheet elevation (altitude of the ice sheet surface). It is important to take this
process into account, as some points of the ice sheet previously above sea-level
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could become below it (and conversely). All other things being equal, this also
changes the surface temperature seen by the ice sheet, as the surface altitude
changes. In GRISLI, an elastic lithosphere - relaxed asthenosphere model as in
Le Meur and Huybrechts [1996] is used.

Iceberg calving

In GRISLI, iceberg calving is not modelled explicitly. Instead, a constant ho-
mogeneous thickness criterion is used. At a point in an ice shelf, if the ice flow is
not able to sustain a ice thickness higher than 250m, then the corresponding point
is considered to be deglaciated, and represents the iceberg calving.

Flux at the grounding line

The grounding line is the separation between the grounded ice sheet and the
floating ice shelves, and its representation is therefore of crucial importance for the
ice sheet dynamics. To represent it correctly, a very high resolution, lower than 5
km, is needed [Durand et al., 2009]. Due to the computational cost, this is not
suited for paleo or long term applications. In GRISLI, to accurately represent the
grounding line migration, the ice flux at the grounding line is computed using the
analytical formulation of either Schoof [2007] or Tsai et al. [2015]. In this study,
we use the analytical formulation of Tsai et al. [2015].

3.2.2 . GRISLI Antarctic reference ice sheet

Reference parameters and offline Antarctic ice sheet

Different parameters have been identified as important over the years for the
GRISLI ice sheet model. These parameters are the enhancement factor Sf (all
other things being equal, a higher enhancement factor leads to lower viscosities, as
visible in Equations 3.5 and 3.6, and thus faster flow), the basal drag coefficient
Cf (proportionality factor between basal drag and effective pressure in equation
3.9), the till conductivity K0 that changes the efficiency of basal water routing
(the greater K0, the faster the basal water is routed outside glaciated areas), as
well as a proportionality coefficient for basal melting rates. Quiquet et al. [2018a]
have realized a calibration of these parameters. The GRISLI ice sheet model was
forced with the annual mean temperature and SMB of the regional climate model
RACMO2.3 [Van Wessem et al., 2014] and the basal melting rates were prescribed
according to the ISMIP-Antarctica project [Nowicki et al., 2016]. The parameter
space was sampled using a Latin Hypercube Sampling Method, and simulations
corresponding to the sampled parameter sets were carried out. The simulated ice
thickness of the different simulation where then compared to the ice thickness
observation (data from Fretwell et al. [2013]). Parameters of simulations with the
lowest Root Mean Square Error between the modelled and observed ice thickness
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were kept as reference parameter.
Since the Quiquet et al. [2018a] paper, code modifications were performed to the
GRISLI model that notably affect the friction of the points at the grounding line.
This changes the behaviour of the ice sheet. When using the GRISLI model offline,
the previously calibrated parameters do not give a satisfactory present day ice sheet
with the new code version. Additionally, when using the GRISLI model coupled
to iLOVECLIM, some parameters adjustments have to be made. Indeed, in the
coupled setting, the GRISLI model is not forced anymore with the surface mass
balance from RACMO and prescribed basal melting rates, but by the outputs from
the atmospheric and oceanic component of the iLOVECLIM model. This changes
the surface and basal melt balance, and parameters have to be adjusted in order
to keep a satisfactory present day ice sheet geometry. Instead of performing a new
calibration of the GRISLI parameters for the offline version, and then performing
changes for the iLOVECLIM-GRISLI coupled version, I have directly focused on
calibrating the GRISLI ice sheet model, when coupled to the iLOVECLIM climate
model. This will be explained in the next section.
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3.3 . Coupling between the iLOVECLIM and GRISLI models

The first version of the coupling between the iLOVECLIM and the GRISLI
model has been performed by Roche et al. [2014]. The coupling procedure has been
modified, with an improved computation of the surface and sub-shelf mass balance.
These modifications are described in Quiquet et al. [2021]. However, previous
published work only focused on the Northern Hemisphere Ice sheet. Therefore,
calibration and coupling modifications were needed for Antarctica.

The objective of this chapter is to obtain a reference configuration, from which
to start further simulations with different CO2 levels. We cannot know if the pre-
industrial Antarctic ice sheet was at equilibrium or would have gained or lost mass
if CO2 levels and insolation had remained identical to pre-industrial. In order to
study the influence of CO2 levels on the Antarctic ice sheet, we have no choice
but to make the assumption that it was equilibrated (ice sheet not gaining or
losing mass) under pre-industrial CO2 levels and insolation. Therefore, we want to
obtain a reference configuration for which the Antarctic ice sheet obtained with the
coupled iLOVECLIM-GRISLI model is in equilibrium at pre-industrial CO2 levels
and insolation, and close to the observations.

First, the default coupling procedure between the iLOVECLIM and GRISLI
Antarctica models is presented in section 3.3.1. In order to obtain the reference
configuration, I have first run an equilibrium simulation with the default version of
the coupling between iLOVECLIM and GRISLI Antarctica, with pre-industrial CO2

levels and insolation. The results of this simulation are presented in section 3.3.2
and highlight the fact that with the default coupling version, the obtained ice sheet
under PI CO2 levels and insolation does not resemble the current Antarctic ice
sheet. Thus, calibrations are needed in order to obtain the reference configuration.
This is presented in section 3.3.3. I have computed the atmospheric and oceanic
temperature and precipitation biases of the iLOVECLIM model, and modified the
coupling code in order to correct these biases, when atmospheric or oceanic fields
are given as input to the GRISLI model. Also, I have performed several simulations
with the iLOVECLIM-GRISLI coupled model in order to calibrate some of the model
parameters : the enhancement factor Sf of the GRISLI model (defined in section
3.2.1), and the proportionality coefficient KT for the basal melt rates (defined in
3.3.1).

3.3.1 . Standard version of the coupling

As discussed in Section 1.2.2, ice sheets interact with the atmosphere, ocean,
and solid Earth. The interactions of the ice sheet with the solid Earth are not
part of the coupling detailed here. The bedrock response to the ice sheet load is
directly included in the GRISLI ice sheet model. Varying sea level is not taken into
account in our simulations and the eustatic sea level seen by the ice sheet is fixed
to the pre-industrial level. Therefore, only the interactions of the ice sheet with the
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atmosphere and ocean are described in the following. For clarity, "climate" refers
here to the atmospheric and oceanic fields. First, the way in which atmospheric
and oceanic variations affect the ice sheet evolution in the coupled model are
described. Then, the way in which ice sheet variations affect the modelled climate
are described.

Influence of the climate on the ice sheet

Climate influences ice sheet evolution. Indeed, the ice sheet is forced by the
surface mass balance, the atmospheric surface air temperature and the oceanic
basal melting rates (represented in Figure 3.4). The surface mass balance de-
pends on atmospheric conditions and the oceanic basal melting rates on oceanic
conditions.

Figure 3.4: Schematic representations of the interactions of the atmo-sphere and ocean to the ice sheet. Figure adapted from Aurélien Qui-quet.
The atmospheric part of iLOVECLIM, ECBILT, has a resolution of T21. This

is a coarse resolution, with cells of ∼250km width around 80°S. The GRISLI ice
sheet model has a much higher resolution, with grid cells of 40km x40km. To force
the ice sheet model with the atmospheric fields (temperature and precipitation),
they need to be interpolated on a higher resolution grid. This is done using a
downscaling procedure, described in Quiquet et al. [2018b]. Based on the surface
topography (at the higher resolution), the temperature and precipitation fields are
interpolated from the coarser grid to the higher resolution grid.

GRISLI does not include a snow module. Therefore, the surface mass balance
is calculated directly from the atmospheric fields and is used to force the ice sheet
model. The surface mass balance is composed of an accumulation (Acc) and a
melting term (Ms). In this study, we have neglected the possibility of refreezing.
The surface mass balance (SMB) therefore reads :

91



Chapter 3

SMB = Acc−Ms (3.11)
The accumulation (Acc) is taken equal to the snow precipitation of iLOVE-

CLIM. We therefore make the assumption that all the snow that falls on the ice
sheet contributes to ice sheet mass gain.

The melting term Ms is computed following the ITM methodology [Pollard,
1980, van den Berg et al., 2008], using the downscaled fields. The amount of melt
Ms over one timestep ∆t is computed by :

Ms = max(0,
∆t

ρwLm
((1− α)SWs + crad + λTs)) (3.12)

Ts is the near surface air temperature (in °C), SWs is the shortwave radiation at
the surface, α is the surface albedo, ρw is the density of water (liquid), Lm is the
specific latent heat of fusion. The λT+crad term is a parametrisation for longwave
radiation and turbulent exchange. λ and crad are empirical parameters that need
to be calibrated. The albedo α on the downscaled grid is obtained by interpolating
the albedo from the coarser T21 grid. Then, a linear correction with the altitude
is performed, that leads to lower albedo values at lower altitude. Additionally, it
is imposed that the albedo in the downscaled cell is always higher than 0.5 when
there is ice underneath.

Most studies [Pollard, 1980, van den Berg et al., 2008, Robinson et al., 2010]
have set λ = 10Wm−2K−1. This is also the case in Quiquet et al. [2021],
which describes the iLOVECLIM- GRISLI coupling for the Northern Hemisphere
ice sheets. The value of λ = 10Wm−2K−1 was therefore kept for this study.

The crad parameter depends on the domain considered [van den Berg et al.,
2008] as well as on the parametrisation used for the albedo [Robinson et al., 2010].
Contrary to the λ parameter, the crad parameter value used differs broadly in
the literature and following the area considered. For instance, for the Northern
Hemisphere ice sheets value vary from crad = −88 Wm−2 in Bintanja et al. [2002]
to values up to crad = −32Wm−2 in de Boer [2014]. For the Antarctic Ice Sheet,
values of -30 and -5 Wm−2 were used in for the East Antarctic Ice sheet and the
West Antarctic Ice sheet respectively in Stap et al. [2014]. In Stap et al. [2022],
a value of -5.2 Wm−2 was used on the whole Antarctic ice sheet. In this study, I
have kept the value used in Quiquet et al. [2021] for the Northern Hemisphere ice
sheet and set crad = -40 Wm−2.

The SMB is calculated at each time step of the atmospheric model (4h), and
is summed over the year. The SMB summed over the year is then used as input
for the ice sheet model.

The sub-shelf melt rates depend on the oceanic conditions in the cavities under
the ice shelves. However, most climate models do not resolve the ocean in the
cavities. To solve this problem, various parametrization linking basal melt under
the ice shelves and the properties of the open ocean (temperature and salinity)
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have been developed over the years. The simplest of these parametrisation are
linear [Beckmann and Goosse, 2003] or quadratic [Holland et al., 2008, DeConto
and Pollard, 2016, Favier et al., 2019] : the melt rate increases linearly or in
a quadratic way with the thermal forcing at the edge of the ice shelf and at
the corresponding depth. More recently, models have been developped that try
to mimic the ocean behaviour under the cavities, with for instance box models
[Olbers, 2010, Reese et al., 2018] that simulates the overturning transport of heat
and salt from the far field to the grounding line, and then along the ice-ocean
interface up to the front; plume parametrisations [Jenkins, 1991, Lazeroms et al.,
2018, 2019, Jourdain et al., 2020] that describes the evolution of a 2-dimensional
buoyant plume, starting at the grounding line with zero thickness, or a combination
of box model and plume parametrisation [Pelle et al., 2019].

Currently, it is only possible to parametrize the basal melt in a linear or
quadratic manner in the iLOVECLIM-GRISLI model, as none of the more complex
model is yet implemented. In Quiquet et al. [2021], a linear parametrization to the
thermal forcing was used. Favier et al. [2019] assessed various melting parametriza-
tions ranging from simple linear and quadratic parametrizations to more complex
box and plume models. They show that for simple scalings, a quadratic as opposed
to linear dependency on thermal forcing is required. Therefore, we have used a
quadratic parametrization instead of linear in this study :

bmelt(z) =
KTρwcw
ρiLf

|T0 − Tf | (T0 − Tf ) (3.13)
bmelt is the basal melting rate in m yr−1 that depends on the horizontal location
(longitude and latitude) as well as the depth z. T0 is the ocean temperature of
the nearest point, at the same depth in the CLIO model. Tf is the local freezing
point temperature at the ice base. ρw and ρi are the density of liquid water and
ice, cw the specific heat capacity of sea water, Lf the enthalpy of fusion, and KT

a parameter that needs calibration. In the model, the basal melt is computed each
day and summed over the year.

As in DeConto and Pollard [2016], we apply a sector dependant calibration of
the KT parameter. This will be further detailed in Section 3.3.3.

The freezing point temperature depends on the depth z and the salinity S. We
compute the temperature of the freezing point (in °C) following the formulation
of Beckmann and Goosse [2003] :

Tf = 0.0939− 0.057S + 7.64 · 10−4z (3.14)
Influence of ice sheets on the rest of the climate system

The presence of ice sheets and their geometry influences the climate system.
The ice sheet geometry influences the atmospheric circulation. Therefore, the
topography seen in the climate model is updated each year, based on the ice sheet
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Figure 3.5: Schematic representations of the interactions of the icesheet to the atmosphere. Figure adapted from Aurélien Quiquet.
evolution. Ice sheet have a strong albedo and their presence or not at a grid point
affects the albedo seen by the climate model. In the model, the atmospheric grid
cells (coarse resolution) are either glaciated or not. Atmospheric grid cells are
considered glaciated if more than 30% of the sub-grid cells have an ice thickness
greater than 1m. Glaciated cells have a fixed albedo of 0.85. The albedo of
unglaciated cells is calculated according to the vegetation, as explained in Sect.
3.1.

Basal and surface melt, as well as iceberg calving can influence the oceanic
circulation. However, this effect is not taken into account in our study : the
freshwater released by ice melting is not transferred to the ocean.

The updated topography and ice mask seen by the climate model as the ice
sheet evolves in our setup allows to take into account several feedbacks that can-
not be taken into account by ice sheet model forced with climatic fields. These
feedbacks are the elevation / SMB feedback, ice-sheet topography / precipitation
feedback and the albedo / melt feedback (see Section 1.2.2).

Coupling ratio

In the default version of the coupling between GRISLI and iLOVECLIM, ex-
changes between the climate and ice sheet take place every year. Most of the
computation time arises from the iLOVECLIM model. In this study, we want to
perform equilibrium simulations for the ice sheet, which can take several thousand
years. In order to save computational time, we use a "coupling ratio". The cli-
mate model is not run after every year of ice sheet simulation, but after every
100 years. Therefore, one year of climate is used to force 100 years of ice sheet
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evolution. This allows us to reduce the computational time, while keeping most
of the coupling mechanisms. As ice sheets evolve slowly, it is not necessary to
update the topography and ice mask and compute the corresponding climate every
year. However, a downside of this methodology is that a particularly cold or warm
year due to natural variability is then used to force the ice sheet during 100 years.
Also, we emphasize that with this setup, the number of years performed by the
ice sheet model does not correspond to a "real" transient time as our model is
asynchronously coupled. Specifically, if we apply a CO2 perturbation in an un-
coupled climate model, atmospheric temperature equilibrium will be reached after
∼1000 years. In our case, as we run one year of climate model every 100 year of
ice sheet model, the ice sheet model will have already run ∼100 000 years when
atmospheric temperature reach equilibrium. In addition, the insolation is kept fixed
to the pre-industrial values over the simulation length in all the simulations (to the
exception of sensitivity experiments, where the insolation is also kept fixed, but to
other values than pre-industrial). In the following, we therefore mostly focus on the
equilibrium of the simulations, not the transient part, or only to discuss qualitative
features, not in terms of timing. Climatic years refer to years run by the climate
model and ice sheet years to year run by the ice sheet model (100 times more).
When it is not specified, the time refers to the years run by the ice sheet model.
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3.3.2 . Simulation with the default coupling configuration

A first simulation was carried out with the default version of the coupled
iLOVECLIM-GRISLI model under pre-industrial CO2 levels. This simulation starts
from an uncoupled iLOVECLIM simulation, equilibrated with the (offline) GRISLI
reference ice sheet. From this, the coupling of the iLOVECLIM and GRISLI model
and the climate evolution starts to affect the ice sheet evolution and conversely.
The simulation is run for 100 climatic years, with a coupling ratio of 100. This
corresponds to 10 000 years of simulation for the ice sheet.

The total ice mass evolution over the simulation is displayed in Figure 3.6.
Over the simulation, the ice sheet is quickly gaining mass. After 10 000 ice sheet
years, the ice sheet has gained ∼ 20% mass, and is much bigger than the offline
GRISLI reference ice sheet, from which it started.

Figure 3.6: Total ice mass evolution.
The ice sheet obtained at the end of the 10 000 years of simulation as well as

the observations (BEDMAP) and the GRISLI reference ice sheet are displayed in
Figure 3.7.

Figure 3.8 represents the ice thickness difference between BEDMAP and the
reference offline GRISLI ice sheet (panel a), the ice thickness difference between
BEDMAP and the ice sheet simulated after 10 000 years (panel b) and the ice
thickness difference between the GRISLI reference ice sheet and the ice sheet sim-
ulated after 10 000 years (panel c).
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Figure 3.7: Ice elevation (in grey), ice shelves (in red / orange) andbedrock topography (in blue below sea level, brown above) for :BEDMAP, the GRISLI offline reference ice sheet and the ice sheet ob-tained after 10 000 years of simulation (no modifications of the cou-pling). 97
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Figure 3.8: Ice thickness difference between : (a) the current Antarcticice sheet (Bedmap observations) and the GRISLI offline reference icesheet, (b) the current Antarctic ice sheet and the coupled simulationafter 10 000 years (no coupling modifications), (c) the GRISLI offline ref-erence ice sheet and the coupled simulation after 10 000 years98
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At the end of the simulation, the ice sheet simulated is much thicker in the

Eastern part than the BEDMAP observations. The ice sheet has also expanded over
the oceans and the shelves are more developed than in the observations. With the
default version of the coupling (no coupling modification), the simulated ice sheet is
not in equilibrium after 10 000 ice sheet years and differs from the GRISLI reference
ice sheeet and the observations (BEDMAP). This is not surprising for several
reasons. First, since the calibration of the dynamical parameters of the GRISLI
model, the code has changed (see Section 3.2.2). Second, the reference offline ice
sheet was obtained by forcing the SMB by the RACMO SMB [Van Wessem et al.,
2014] and imposing basal melt rates. In the coupled version, the SMB comes from
the atmospheric outputs of iLOVECLIM and the basal melt is calculated from the
oceanic temperature and salinity of iLOVECLIM. This leads to different SMB and
basal melt rates, and the ice sheet evolves from its initial state.

The goal of our study is to look at the effect of different CO2 levels on the
Antarctic ice sheet. We cannot know if the pre-industrial Antarctic ice sheet was
at equilibrium or would have gained or lost mass if CO2 levels and insolation had
remained identical to pre-industrial. In order to study the influence of CO2 levels on
the Antarctic ice sheet, we have no choice but to make the assumption that it was
equilibrated (ice sheet not gaining or losing mass) under pre-industrial CO2 levels
and insolation. Then, we can examine if higher CO2 levels lead to mass loss or
gain and how much. Therefore, we would like to obtain a coupled ice-sheet climate
reference configuration, where the ice sheet is equilibrated with the pre-industrial
climate and resembles the observations. From this configuration, different CO2

levels could then be applied. In order to obtain this reference pre-industrial ice
sheet, I have carried out modifications of the coupling, as well as re calibrated one
of the dynamical parameters of the GRISLI model, that are explained in the next
section.

3.3.3 . Coupling modification and reference coupled ice sheet

The modifications performed on the coupling can be divided into two cate-
gories. First, a correction of the biases of the iLOVECLIM model and second,
a calibration of several model parameters : the enhancement factor Sf of the
GRISLI model (defined in section 3.2.1), and the proportionality coefficient KT for
the basal melt rates (defined in 3.3.1).

Bias correction

Biases in the computation of air temperature, snow precipitation and oceanic
temperature in the iLOVECLIM model affect the SMB and basal melt rates pro-
vided to the ice sheet model. To obtain a modelled ice sheet that is in equilibrium
for a PI climate and resembles the observations, we could have chosen to calibrate
the modelling parameters based on these (biased) climatic fields. Instead we have
preferred to correct the biases in the climatic field before calibrating the parameters.
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The fields are not directly corrected into the iLOVECLIM model, but corrected in
a simple way before being given as input to the GRISLI ice sheet model.

A 2000 years simulation under PI CO2 levels was carried out with the iLOVE-
CLIM model offline (not coupled to the GRISLI ice sheet model). This reference
simulation for PI climate was then compared to the temperature modelled by
RACMO [Van Wessem et al., 2014], over the historical period. In doing so, we
make the hypothesis that the differences arising between the PI and historical cli-
mate are much smaller than the model biases, and that differences between the PI
simlation and the historical observations provide a good estimate of the iLOVE-
CLIM model biases.

Records of the temperature and surface accumulation covering the whole
Antarctica and over time do not exist. Due to the scarcity of observations on
the ice sheet, regional climate models (RCMs) outputs are often used as an al-
ternative to observed fields [Agosta et al., 2019]. Therefore, we have chosen to
compare the results of iLOVECLIM with the output of regional climate models,
such as the regional climate model RACMO [Van Wessem et al., 2014] or MAR
[Agosta et al., 2019]. As the surface temperature and surface mass balance of
RACMO averaged over the 1979 - 2006 period was used to calibrate the GRISLI
ice sheet model [Quiquet et al., 2018a], we use it again here as a reference sur-
face mass balance over Antarctica. For atmospheric temperature, the temperature
modelled by iLOVECLIM on the downscaled grid (40km x 40 km) was compared
to the RACMO temperature.

Compared to the RACMO model, the iLOVECLIM model is too warm in the
center of the Antarctic ice sheet, but too cold on the sides and the Western
part. This temperature bias (displayed in Figure 3.9) can affect the surface melt.
Therefore, as in Quiquet et al. [2021], we used a local modification of the melt
parameter crad. For positive temperature biases (when the iLOVECLIM model
is warmer than RACMO), the crad parameter is decreased, reducing the surface
melt computed. This is done using a linear correction to the temperature bias. In
this study, I have used a different value for the correction factor, and a positive
10°C bias leads to crad = -52 W ·m−2, instead of the reference value crad = -40
W · m−2. For simulations with different CO2 levels than the pre-industrial one,
we make the assumption that the temperature bias remains constant locally.

The modelled PI surface melt for the iLOVECLIM model is displayed in Figure
3.10 and compared to the snowmelt modelled by RACMO. In the pre-industrial
configuration, iLOVECLIM overestimates the melt a little on the side of the East
Antarctic, and underestimates it on the Antarctic peninsula. Under present-day
conditions, the surface melt on the Antarctic ice sheet is small, and limited to the
Antarctic peninsula and some parts of the ice sheet edges. Therefore, it would be
very difficult to "tune" our model to the present-day "observed" melt. We have
therefore retained the parameter values presented here as they give a relatively
satisfactory melt pattern and magnitude for pre-industrial conditions.
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Figure 3.9: Temperature difference at 2m between the iLOVECLIM andRACMO models. The Antarctic ice contour is shown in black.

Figure 3.10: Modelled surface melt by the RACMOmodel [Van Wessemet al., 2014] and the iLOVECLIM model.
The iLOVECLIM snow precipitations were compared to the Accumulation in

RACMO. Figure 3.11 represents the SMB of the regional climate model RACMO2.3
[Van Wessem et al., 2014] averaged over the period 1979 - 2006, and interplated
into the GRISLI grid. As the SMB was only available on the ice sheet, the data
were completed with the SMB of MAR outside the ice sheet. The snow accumu-

101



Chapter 3
lation (averaged over 100 years) for a pre-industrial simulation obtained with the
iLOVECLIM model, on the downscaled grid is also displayed. As the snowmelt is
very low under present-day conditions, the SMB is a good approximation of the
accumulation.

Figure 3.11: RACMO surface mass balance [Van Wessem et al., 2014]compared to the iLOVECLIM Accumulation. The ice contour (Bedmap2observations [Fretwell et al., 2013]) is displayed in brown.
Figure 3.12 displays the ratio between the RACMO SMB (averaged over the

1979 - 2016 period) and the Accumulation in the iLOVECLIM model (pre industrial
simulation, averaged over the simulation length). The ratio was then smoothed by
averaging with neighbouring cells, and bounded by 0.2 and 5.

iLOVECLIM does not produce enough snow precipitation over the Western part
of Antarctica (ratio higher than one) and produces too much snow precipitation
over the Eastern part of Antarctica (ratio lower than one). This bias in accumula-
tion is partly responsible for the large mass gain in the center of the East Antarctic
ice sheet compared to the GRISLI offline reference ice sheet, and mass loss in over
West Antarctica visible in Figure 3.8.

We have decided to correct this bias in the simplest manner possible, and
modify the accumulation given as input to GRISLI by multiplying by this spatially
varying ratio.

Acc(new) = Acc(ilc) · ratio (3.15)
where Acc(ilc) is the snow accumulation computed by iLOVECLIM and Acc(new)

is the accumulation given as input to the GRISLI model. We therefore make the
assumption that the precipitation biases remain constant in time. For example, we
suppose that regions where the iLOVECLIM model simulated two times less precip-
itation compared to the observation for PI CO2 levels will also produce two times
less precipitations under different CO2 levels. We know that this is not entirely
valid. Indeed, the high precipitations over West Antarctica seen in the observations
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Figure 3.12: Ratio of Accumulation between RACMO (averaged over the1979 - 2016 period) and the iLOVECLIMmodel (pre industrial simulation,averaged over the simulation length). The ratio was then smoothed byaveraging with neighbouring cells, and bounded by 0.2 and 5.
are orographic precipitations. These orographic precipitation patterns will evolve
in coupled simulations, as the ice sheet evolve. However, having no practical other
alternatives, we kept this methodology for correcting the precipitation bias. The
ratio is bounded by 0.2 and 5 to avoid to multiply or divide the initially computed
snow by too large amounts.

iLOVECLIM also has oceanic temperature biases. To estimate the oceanic
temperature biases of iLOVECLIM, we used the present-day oceanic temperature
dataset constructed by Jourdain et al. [2020]. This dataset was made by combin-
ing data from two standard ocean climatologies (data from the World Ocean Atlas
[Locarnini et al., 2018] and the Met Office EN4 subsurface ocean profiles [Good
et al., 2013]) as well as data from the Marine Mammals Exploring Oceans from
Pole to Pole (MEOP) community [Treasure et al., 2017]. The observations were
compared to the temperature of a pre-industrial simulation with iLOVECLIM (av-
eraged over 100 years after 2000 years of simulation) and the oceanic temperature
bias around Antarctica at different depths is displayed in Figure 3.13.
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Figure 3.13: Temperature anomaly (iLOVECLIM pre-industrial simula-tion - observations)
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As explained previously, we have decided to use a quadratic parametrisation

for the oceanic basal melting rates (see equation 3.13).
with T0 the oceanic temperature computed by the iLOVECLIM model and Tf

the temperature of the freezing point. T0 and Tf both depend on the location and
depth. To account for the oceanic temperature biases, we replace this formula by
:

bmelt =
KTρwcw
ρiLf

|T0 − Tbias − Tf | (T0 − Tbias − Tf ) (3.16)
with Tbias the oceanic temperature bias (at the corresponding location and depth).

As in DeConto and Pollard [2016], we use a sector dependant calibration of
the KT parameter. To do so, we took the ISMIP sectors [Jourdain et al., 2020].
The reference value of the KT parameter was taken to KT = 47.5 m · yr−1K−1.
This reference value for KT is very close to the value used in Choudhury et al.
[2020], KT = 47.3 m · yr−1K−1, and is of the same order of magnitude as the
value used in Pollard and DeConto [2012], DeConto and Pollard [2016], where the
reference KT of 15.77 m · yr−1K−1 is modulated by a sector dependant factor of
order one.

Parameter calibration

Having accounted for temperature and precipitation biases, several parameters
remain to be calibrated. The KT parameter, proportionality constant for the basal
melt rates (see equation 3.16), needs a calibration over the different Antarctic
sectors, and the dynamical parameters of the GRISLI ice sheet model also need to
be recalibrated.

To do so, I started by calibrating the dynamical parameters of the GRISLI ice
sheet model. I have performed several simulations with the GRISLI model cou-
pled only to the the atmospheric component of the iLOVECLIM model, under
pre-industrial CO2 levels. These simulations are called "atmosphere only" in the
following. In this setting, the GRISLI ice sheet SMB is computed from the iLOVE-
CLIM fields, but the oceanic basal melt rates are imposed, and do not depend
on the modelled oceanic temperature and salinities. They are taken equal to the
values used for the GRISLI reference ice sheet.

As explained in section 3.2.2, different parameters of the GRISLI ice sheet
model concerning the ice dynamics have been identified as particularly important
on the ice sheet behaviour. These parameters are the enhancement factor Sf (see
equations 3.5 and 3.6)), the basal drag coefficient Cf (see equation 3.9), and
the till conductivity K0. However, these parameters are weakly constrained and
need to be calibrated. As the GRISLI code has changed since the calibration made
by Quiquet et al. [2018a], a new calibration is needed. This new calibration is
performed directly on the coupled iLOVECLIM-GRISLI setting. A calibration using
a Latin Hypercube Sampling of the parameters as in Quiquet et al. [2018a] could
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be performed. However, this requires a large amount of simulations. Previous
sensitivity studies with the GRISLI model offline (not shown here) had shown that
the Sf parameter has a large influence on ice sheet dynamics, while being weakly
constrained. Therefore, I have chosen to re-calibrate the Sf parameter only. No
calibration of the other dynamical parameters such as the till conductivity K0 and
the basal drag coefficient Cf was performed.

The Sf parameter can usually take values between 1 and 5 [Quiquet et al.,
2018a]. I have performed "atmosphere only" simulations with different values of
the Sf parameter and selected a Sf parameter that minimize the RMSE between
the modelled ice sheet and the current ice sheet (BEDMAP).

Figure 3.14: Total ice mass evolution for different Sf parameter values,for "atmosphere only" simulations. The grey and black dotted linesrepresent respectively the total icemass of the GRISLI offline referenceice sheet and of the observations (BEDMAP). Please note that the y-axisdoes not start at zero.
Simulations with Sf = 1.8, Sf = 2.4, Sf = 3.0, Sf = 3.5 were performed. The

total ice mass evolution of the "atmosphere only" simulations with the different Sf

parameters for 50000 years of simulation (500 years of climate with a coupling ratio
of 100) are displayed in Figure 3.14. The ice thickness differences with BEDMAP
of the corresponding modelled ice sheets at the end of the simulations are displayed
in Figure 3.15. The simulation with Sf = 3.5 minimizes the RMSE between the
modelled ice thickness at the end of the simulation and the observation. The
simulation with Sf = 3.0 gives similar results in terms of RMSE globally, and the
ice thickness is not as underestimated in the Antarctic Peninsula as with Sf = 3.5.
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Figure 3.15: Ice thickness difference to BEDMAP for the "atmosphereonly" simulations, with different values of the Sf parameter.
As a compromise, the value of Sf = 3.0 was chosen and is used in the following.

In a second step, I have performed simulations with the iLOVECLIM and
GRISLI model fully coupled. This means that the GRISLI SMB is given by the
atmospheric fields of iLOVECLIM and the basal melt rates are computed depend-
ing on the iLOVECLIM oceanic temperature and salinity. The KT parameter
remains to be calibrated and can vary depending on the sector.

First, the homogeneous value of KT = 47.5 was applied in each sector. The
corresponding total ice mass evolution, ice thickness difference to BEDMAP and
ice thickness are represented in Figures 3.16, 3.18 and 3.17.
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Figure 3.16: Total icemass evolution for fully coupled simulations. Withan homogeneousKT parameter in blue, and the configuration chosenas reference (varying KT per sector) in orange. Please note that they-axis does not start at zero.

Figure 3.17: Ice elevation and shelf thickness for (a) observations(BEDMAP), (b) the GRISLI offline reference ice sheet, (c) the simulationwith homogeneous KT (end of the simulation, after 50 000 years), (d)the reference simulation (end of the simulation, after 50 000 years)
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Figure 3.18: Ice thickness difference to observations (BEDMAP) for : (a)the GRISLI offline reference ice sheet, (b) the simulation with homoge-neous KT (end of the simulation, after 50 000 years), (c) the referencesimulation (end of the simulation, after 50 000 years)
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There are several differences between the simulated ice sheet with an homoge-

neous KT and the observations. Based on the difference between the observations
and the simulation with a homogeneous KT , the KT value was adjusted in some
sectors : it was increased when the ice thickness was too high, and conversely.
Compared to the observations, the simulation with an homogeneous KT has too
much ice in the Amery sector. The ice sheet even become grounded there, while it
is an ice shelf at present. Therefore, it was decided to increase the value of KT in
the Amery sector, in order to increase the basal melt in this sector. The Antarctic
peninsula is smaller in the simulation than in the observations, and the KT value
was reduced in this sector. The ice shelves around Dronning Maud Land are not
well represented in the simulation, and are almost absent in the simulation. The
KT value was therefore reduced in the corresponding sector. There are too thick
and developed shelves in the Pine Island sector, so the KT value was raised in this
sector. The choice of the new values was done with a "trial and error" method,
and only the chosen ice sheet is displayed here.

The ice sheet obtained at the end of the 50 000 ice sheet years simulation
with the varying KT is called "reference coupled ice sheet". It is displayed in
panel (d) of Figure 3.17. It is compared with the observations (BEDMAP2, panel
(a)), the GRISLI offline reference ice sheet (ie the reference GRISLI ice sheet when
there is no coupling with the iLOVECLIM model, panel (b)) and the modelled ice
sheet with an homogeneous KT (panel (d)). Its ice thickness difference to the
BEDMAP2 observations is shown in panel (c) of Figure 3.18. It is compared to
the ice thickness difference between the modelled ice sheet with an homogeneous
KT and the observations (panel (b)), and the ice thickness difference between the
GRISLI offline reference ice sheet and the observations (panel (c)). The velocity
at the end of the reference coupled simulation is displayed in panel (b) of Figure
3.20. This velocity is compared with the observations (panel (a)) and the modelled
velocity of the GRISLI offline reference ice sheet (panel (c)).

The configuration obtained with a spatially varying KT has a global RMSE
of ice thickness of 353m with respect to the observations. In comparison, the
GRISLI offline (not coupled to iLOVECLIM) reference ice sheet, obtained at the
same resolution of 40km and with the same methodology for the basal friction
computation, through a calibration with a Latin Hypercube Sampling has a RMSE
of 305m. We therefore cannot expect to obtain much lower RMSE values with
our simpler procedure. Lower RMSE can be obtained with the GRISLI ice sheet
model, by using a higher spatial resolution and an inverse method to compute
the basal drag coefficient. For instance the RMSE is of 120 m in Quiquet and
Dumas [2021] with a resolution of 16 km and the use of an inverse method to
compute the basal drag coefficient. However, using a spatial resolution of 16 km
would largely increase the computational time and the use of inverse methods to
compute the basal drag coefficient is not suited when the ice margins move away
from their present day condition. Also, the value of 353m is in the range of model
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value used in the ISMIP Antarctica project [Seroussi et al., 2020], where RMSE of
ice thickness range from 100 to 400m depending on models. As the focus of this
thesis is on long term future, it is not crucial to have an ice sheet that perfectly
matches the observations for pre-industrial CO2 levels. Therefore, the RMSE of
353m was considered satisfactory for our purpose and we did not try to improve
further the agreement with the observations.

Modelled velocity

The modelled velocity pattern is coherent with the observations, with very low
velocities at the center of the ice sheet, and the presence of ice streams, with much
larger velocity. The ice velocity is much higher on the ice shelves than on grounded
ice, as in the observations. The modelled velocity pattern is smoother than the
observations. This is due to the model resolution, that cannot represent all small
scale features. The modelled velocity (for the coupled and uncoupled ice sheets)
against observed velocity are plotted in Figure 3.19.

Figure 3.19: Observed ice velocity (data from Mouginot et al. [2017])against modelled ice velocity. Panel (a) : the modelled velocity is thevelocity at the end of the 5000 years coupled iLOVECLIM-GRISLI PI sim-ulation. Panel (b) : the modelled velocity is the velocity of the GRISLIoffline reference ice sheet.
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Figure 3.20: Ice velocity. Panel (a) observations (data from Mouginotet al. [2017]) Panel (b) : modelled velocity at the end of the 5000 yearscoupled iLOVECLIM-GRISLI PI simulation. Panel (c) : modelled velocityof theGRISLI offline reference ice sheet. The grounding line is displayedin brown countour.112
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Pre-industrial simulation from the reference configuration

The configuration obtained at the end of the 50 000 ice sheet years simulation
with the modified Sf value and the spatially varying KT parameter has a satis-
factory geometry (not too far from BEDMAP2 observations) and velocity pattern.
It was defined as the reference pre-industrial configuration, from which further
simulations will be started.

Starting from the reference pre-industrial configuration, the simulation was
extended for 200 kyr (2000 years of climate with a coupling ratio of 100, with the
same parameter values and CO2 content). The total ice mass evolution over the
extended simulation is displayed in Figure 3.21. This extended PI simulation from
the reference configuration shows that the ice sheet obtained at the end of the
reference configuration simulation is in equilibrium with the simulated climate, as
the ice sheet mass does not vary much (<1%) over the extended simulation.

Figure 3.21: Total ice mass evolution for a PI iLOVECLIM-GRISLI coupledsimulation under PI CO2 levels, starting from the reference configura-tion. Please note that the y-axis does not start at zero.
The different mass loss fluxes were estimated during this simulation. The mass

fluxes are divided according to their cause : surface melt or accumulation (grouped
in surface mass balance), basal melt or calving. Due to the structure of the code,
these fluxes are only computed on the "ice mask", where the ice sheet is present.
Ice advected outside the existing ice sheet (outside the ice mask) that is lost due
to either surface or basal melt is grouped in a single term ("mass loss outside ice
mask"). As a consequence, the contribution of the different processes to the mass
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loss outside the ice mask usually cannot be differentiated. However, in the case of
this pre-industrial simulation, there is very limited surface melt (see Figure 3.10),
so we assume that in this simulation, all mass lost outside the ice mask corresponds
to basal melt.

Figure 3.22: Antarctic ice mass fluxes (Gt/yr) for the reference PI sim-ulation (200 000 ice sheet years). The fluxes are averaged over 10 000ice sheet years. Negative values contribute to mass loss and positivevalues correspond to mass gain. The total mass balance is in blue, sur-face mass balance in orange, basal melt fluxes in green, calving fluxesin red. The purple curve corresponds to the ice mass that is lost ongrid cells that are not part of the ice sheet at the previous timestep (icemask). This can be due to surface melt or basal melt.
The average of the different fluxes over the simulation (200 000 ice sheet years)

is :

• Surface Mass Balance : ∼2775.1 Gt yr−1

• Calving : ∼-855.1 Gt yr−1

• Basal melt : ∼-1919.8 Gt yr−1 (from which 245Gt yr−1 is lost outside the
ice mask)

• Total mass balance : ∼0.2 Gt yr−1

Mottram et al. [2021] performed an intercomparison of five different regional
climate models, forced by ERA-Interim reanalysis, in simulating the near-surface
climate and surface mass balance (SMB) of Antarctica. They found an ensemble
mean annual SMB over the Antarctic ice sheet including ice shelves of 2329 ± 94
Gt/yr over the 1987–2015 period and 2483 Gt/yr over the 1980 to 2010 period,

114



Chapter 3
with individual estimates varying from 1961 ± 70 to 2519 ± 118 Gt / yr. We
make the assumption that the Surface Mass Balance over the pre-industrial period
is not too far away from the surface mass balance over the 1980 - 2010 period.
With a model value of ∼2775 Gt/yr, we are slightly overestimating the surface
mass balance over the Antarctic Ice sheet.

Rignot et al. [2013] and Depoorter et al. [2013] estimated Antarctic calving
fluxes to be 1089 ± 139 Gt yr−1 and 1321±144 Gt yr−1 respectively, and the
basal melt fluxes being 1325 ± 235 Gt yr−1 and 1454 ±174 Gt yr−1. Adusumilli
et al. [2020] estimated basal melt flux from ice shelves to be 1100 ± 60 Gt yr−1

in steady state, 1090 ± 150 Gt yr−1 in 1994, 1570 ± 140 Gt yr−1 in 2009, 1160
± 150 Gt yr−1 in 2018. With averaged model values of ∼855 Gt/ year for calving
and ∼1920 Gt/yr for basal melt, we are slightly underestimating calving fluxes. On
the contrary, we are overestimating basal melt.

The mean total mass balance over the simulation (200 000 ice sheet years)
is 0.2 Gt yr−1: starting from the reference PI configuration, the PI simulation
performed give an ice sheet that is in equilibrium (very small imbalance value).

The PI ice sheet we obtain is in equilibrium and only slightly overestimates the
ice sheet mass compared to the BEDMAP observations (see Figure 3.21). The
surface mass balance is slighlty over estimated and the the calving flux slightly
underestimated, but this is partly compensated by an overestimated basal melt.

To sum up, in this Chapter, I have presented the model of intermediate com-
plexity iLOVECLIM and the ice sheet model GRISLI used in this study. I have
developed the reference configuration for the coupled iLOVECLIM-GRISLI Antarc-
tica setting, which had never been done before. This implied to correct biases
in the iLOVECLIM output fields as well as recalibrating parameters (the internal
parameter of the GRISLI model, Sf and the basal melt proportionality coefficient,
KT ). The ice sheet chosen as reference pre-industrial configuration has a sat-
isfactory geometry and velocity pattern. In addition, it is equilibrated with the
pre-industrial climate. Compared to the observations, the basal melt and surface
mass balance are overestimated, but are of the same order of magnitude than the
observations. It is therefore considered that the obtained reference coupled ice
sheet is satisfactory for our purpose : studying long term Antarctic changes. In
the next chapter, we apply different CO2 levels, starting from this configuration
and study the ice sheet’s response.
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4 - Investigating the Antarctic ice sheet be-
haviour under different atmospheric CO2

levels with the coupled ice sheet - climate
model iLOVECLIM-GRISLI

Chapter aims:

1. Investigate the Antarctic ice sheet response to different CO2 levels,
when starting from a present-day like ice sheet or a configuration with
no ice.

2. Investigate the role of the orbital configuration on the results.

3. Investigate the role played by the albedo-melt feedback.

Highlights:

↪→ The Antartic ice sheet exhibits a strong hysteresis behaviour in our
coupled setting, with the equilibrium Antarctic ice sheet for a same
CO2 level being either a widely developed ice sheet or no ice sheet
at all, depending on the starting configuration.

↪→ The transitions between an ice free and glaciated Antarctica and con-
versely are more brutal than in studies not including the albedo-melt
feedback. In our setup, when increasing the CO2 level, there is no
intermediate configuration between a widely developed ice sheet in
East Antarctica and an ice free Antarctica. In a similar manner,
when decreasing the CO2 level, there is no intermediate configura-
tion between an almost ice free Antarctica and a widely developed
ice sheet.

↪→ A different orbital configuration leads to different CO2 threshold for
Antarctica glaciation or complete deglaciation. In our equilibrium
simulations with fixed CO2 levels and insolation, at CO2 levels around
three times the pre-industrial value, both states (ice being present on
Antarctica or not) can be stable, depending on the insolation.

In this chapter, we use the previously developed iLOVECLIM-GRISLI coupled
setting to carry out simulations under different atmospheric CO2 levels. First,
starting from the reference configuration, that resembles the current Antarctic
ice sheet, we apply increasing CO2 levels. In a second time, we start from a
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configuration where there is no Antarctic ice sheet anymore, and apply decreasing
CO2 levels. This was motivated by the fact that previous studies have highlighted
that the Antarctic ice sheet exhibits hysteresis behaviour [Pollard and DeConto,
2005, Garbe et al., 2020]. For instance, Garbe et al. [2020] used an ice sheet model
forced by temperature increase until the Antarctic ice sheet melts completely (for
∼10°C increase in Global Mean Temperature compared to the pre-industrial period)
and then forced by temperature decrease, until the ice sheet grows back. They
showed that for each anomaly of temperature compared to pre-industrial, the ice
sheet is bigger in the melt phase than in the growth phase. Here, we perform the
same kind of study, but instead of forcing an ice sheet model with global mean
temperature increase or decrease, we use the coupled iLOVECLIM-GRISLI setting
and look at increasing and decreasing CO2 levels. We also study the influence
on our modelling results of two important processes : the inclusion of the albedo
feedback, and the insolation. Lastly, we discuss our results and propose some
perspectives.

4.1 . Simulations under different atmospheric CO2 levels start-
ing from both the current Antarctic configuration and a
configuration without ice sheet.

4.1.1 . Simulations starting from the reference configuration : the
melt branch

Starting from the reference configuration (pre-industrial simulation with equi-
librated climate and Antarctic ice sheet, presented in Chapter 3), simulations with
different atmospheric CO2 levels are performed : two, four, six, eight, ten and
twelve times the pre-industrial CO2 level (280 ppm). The simulations are noted
2xCO2, 4xCO2, 6xCO2, 8xCO2, 10xCO2, 12xCO2 in the following. We apply a
constant CO2 concentration over the simulation length. As explained in section
3.3.1, our model is asynchronously coupled with a coupling ratio of 100 in order to
reduce the computational time needed to reach equilibrium. The climate model is
run for a year and then the ice sheet model is run for 100 years with this climate.
The ice sheet obtained is used to calculate the climate during a year, and so on.
Consequently, in the following, the different times are either expressed as "climate
years" when referring to the number of climate years run by the model and "ice
sheet years" when referring to the number of ice sheet years run by the model. We
emphasize that the number of years performed by the ice sheet model does not
correspond to a classical transient time as our model is asynchronously coupled.
Therefore, we mostly focus on the ice sheet equilibrium. For most simulations,
the model is run for 3000 climatic years, corresponding to 300 000 ice sheet year,
in order to reach equilibrium for both the climate and ice sheet. As we apply
a positive CO2 perturbation at the start of the simulation, the atmospheric and
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oceanic temperatures increase over time as a result of equilibrium to both the CO2

perturbation and the ice sheet changes over time.
The ice mass evolution of the Antarctic ice sheet over the simulations is dis-

played in Figure 4.1. Additional simulations with CO2 levels of 6.7xCO2 and
7.4xCO2 were performed, in order to refine between the 6xCO2 and 8xCO2 simu-
lation. These simulations were started from the end of the 6xCO2 simulation, and
run for another 3000 climatic year (300 000 ice sheet years). The 8xCO2 simula-
tion was not equilibrated after 300 000 ice sheet years and was therefore carried
out for 100 000 additional ice sheet years (400 000 years in total). The 1xCO2

simulation is run for 200 000 ice sheet years (the simulation is already equilibrated,
as no CO2 perturbation from the reference configuration is applied).

Figure 4.1: Total ice mass evolution over time for the different simula-tions carried out. The upper black dotted line represent the total icemass of the reference configuration, from which the simulations start.The lower black doted line denotes zero. The time axis is the ice sheettime : simulations are run for 3000 climatic years with a coupling ratioof 100, leading to 300 000 ice sheet years.
Figure 4.1 shows that in all simulations carried out for CO2 levels higher than

pre-industrial, the Antarctic ice sheet melts at least partly and is losing mass over
time. Therefore, in the following, the simulations starting from the reference con-
figuration to which higher CO2 levels are applied are called the “melt simulations”.
The higher the CO2 level applied, the lower is the ice mass at the end of the
simulation. The mass loss occurs sooner in the case of higher CO2 levels, as at-
mospheric and oceanic conditions are sooner favourable to ice sheet mass loss in
the simulations. The ice sheet state at the end of the 2xCO2, 4xCO2, 6xCO2

and 8xCO2 simulation are displayed in Figure 4.2. These are compared to the
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current Antarctic ice sheet (Bedmap2 observations [Fretwell et al., 2013]) and the
ice sheet at the end of the 200 000 years 1xCO2 simulation.
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Figure 4.2: Panel (a) : present-day Antarctic ice sheet (observations :Bedmap2 [Fretwell et al., 2013]). Panel (b) : ice sheet at the end of the1xCO2 simulation, similar to the reference ice sheet. Panels (c), (d), (e),(f) : ice sheet at the end of the 2xCO2, 4xCO2, 6xCO2 and 8xCO2 simu-lations. 121
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At the end of the 2xCO2 simulation, a part of the West Antarctic ice sheet

has disappeared. Notably, the sector of Pine Island is not grounded anymore and
there are instead ice shelves in this sector, and the Ross ice shelf has disappeared.
There are no shelves anymore around the East Antarctic ice sheet, which becomes
only grounded. At 4xCO2, all the ice shelves have disappeared, even in West
Antarctica. Ice remains on West Antarctica only on the parts where the bedrock
lies above sea level, such as the Antarctic Peninsula. In the Eastern part, the ice
sheet has retreated in the sectors of Wilkes and Aurora, mostly where the bedrock
lies below sea level. However, a large ice cap remains in East Antarctica mostly
where the bedrock lies above sea level. The marine parts of the ice sheet are thus
susceptible to lower levels of warming than the parts resting on bedrock above sea
level. The fact that marine ice sheets are more sensible to warming is coherent with
the litterature [Weertman, 1974, Mercer, 1978, Winkelmann et al., 2015, Golledge
et al., 2015, Garbe et al., 2020]. Warmer water melts the ice shelves at the base,
and in case of retrograde slopes, Marine Ice Sheet instability can be triggered (see
section 1.2.1). At 6xCO2, all ice caps have disappeared in West Antarctica, even
on parts whose bedrock lie above sea level. The ice sheet has further retreated
on the margins in the East. However, there remains a large Antarctic ice cap in
the East. A striking feature is the huge difference between the end of the 6xCO2

and 8xCO2 simulation. While there is still more than half of the initial total ice
mass at the end of the simulation 6xCO2 simulation, the Antarctic ice sheet has
completely disappeared at the end of the 8xCO2 simulation.

Therefore, simulations were carried out at intermediate CO2 levels between
6 and 8xCO2 : 6.7xCO2 and 7.4xCO2, starting from the end of the 6xCO2

simulation. The state of the Antarctic ice sheet at the end of the 6, 6.7, 7.4 and
8xCO2 simulations are displayed in Figure 4.3.

Compared to the 6.7xCO2 simulation, the ice sheet has further retreated in
the Wilkes basin, and around Coats land in the 7.4xCO2 simulation. However,
differences between the 6.7 and 7.4xCO2 simulations remain limited and in both
cases a large grounded East Antarctic ice sheet remains. The remaining ice sheet
at 7.4xCO2 is mostly terrestrial, although some small parts remain in contact with
the ocean, such as in the Amery sector and Coats land sector. These additional
simulations between 6xCO2 and 8xCO2 show that there is no intermediate state
of the ice sheet possible in our coupled model between a large terrestrial East
Antarctic ice sheet and an Antarctic ice sheet that has completely disappeared.
There seems to be a critical threshold around 8xCO2 levels, that leads to the
complete disintegration of the Antarctic ice sheet.
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Figure 4.3: Ice sheet at the end of 6xCO2 6.7xCO2, 7.4xCO2 and 8xCO2simulations.
In the following, we focus on the 8xCO2 simulation and the different stages

of the ice sheet melt. The maps of the Antarctic ice sheet at different model
timesteps of the 8xCO2 simulation is displayed in Figure 4.4, and the Antarctic
temperature and ice volume evolution in Fig. 4.6.

Even if the times do not correspond to a real transient evolution, this allows
us to see which parts of the ice sheet are more vulnerable, and lost before others.
First (state (A) of Figure 4.4), the Ross ice shelf disappears. The Pine Island sector
is not grounded anymore. The ice sheet has retreated in the Wilkes basin. Then
(state (B) of Figure 4.4), the ice shelves in the Pine Island sector have completely
disappeared. The ice sheet has further retreated in the Wilkes sector and the Aurora
sector. However, the Ronne Filchner ice shelf remains. Then (state (C) of Figure
4.4), almost all ice has disappeared on the Western part, even on parts where the
bedrock lies above sea level. In the East, the ice sheet has retreated further in the
Wilkes and Aurora basin. At some point (state (F) of Figure 4.4), the ice sheet
is not in contact with the ocean anymore, at the exception of limited location in
Coats Land and the Amery sector. In state (H), the ice sheet is fully terrestrial
and its extent is largely reduced to above half of its extent of state (F). At the end
of the simulation (not shown on Figure 4.4 but visible on Fig. 4.2), the ice sheet
has completely disappeared. During the simulation, marine parts of the ice sheet
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Figure 4.4: Total ice mass evolution and ice sheet state at differentsteps of the 8xCO2 melt simulation.

are the first to disappear. This is coherent with previous work, and with the results
obtained from the equilibrated ice sheets under different CO2 levels. Indeed, as
the CO2 perturbation is applied at the start of the simulation, and the climate
updated only every 100 ice sheet years, the temperature increases throughout the
simulations, as a result of both the radiative adjustment to higher CO2 levels, and
adjustment to ice sheet loss. Marine parts, affected by oceanic warming, are lost at
lower global mean temperatures changes compared to grounded parts : therefore,
sooner in the course of the 8xCO2 simulation, and in general for lower CO2 levels
when looking at the equilibrium.

The difference in atmosphere and ocean driven processes is further indicated
by the different ice mass fluxes over the 8xCO2 melt simulation, displayed in
Figure 4.5. Positive mass fluxes correspond to mass gain and conversely. The
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Figure 4.5: Left axis : Antarctic ice mass fluxes (Gt/yr). Negative val-ues contribute to mass loss and positive values correspond to massgain. The total mass balance is in blue, surface mass balance in or-ange, basal melt fluxes in green, calving fluxes in red. The purple curvecorresponds to the ice mass that is lost on grid cells that are not partof the ice sheet at the previous timestep (ice mask). This can be due tosurface melt or basal melt. Right axis : ice-sheet volume (in m SLE).

mass fluxes are divided according to their cause : surface melt or accumulation
(grouped in surface mass balance), basal melt or calving. Due to the structure of
the code, these fluxes are only computed on the "ice mask", where the ice sheet
is present. Ice advected outside the existing ice sheet (outside the ice mask) that
is lost due to either surface or basal melt is grouped in a single term ("mass loss
outside ice mask"). As a consequence, the contribution of the different processes
to the mass loss outside the ice mask cannot be differentiated. At the start of the
simulation, there are strong calving and basal melt fluxes. Due to these strong
negative contribution, the total mass balance is strongly negative and the ice sheet
looses mass quickly, due to oceanic processes. The basal melt and calving fluxes
diminish over time as there is less and less ice in contact with the ocean. Between
the state (C) and (F), the positive surface mass balance and the negative fluxes
almost balance each other and the total mass balance is only slightly negative.
The ice sheet looses mass less rapidly than at the start. However, starting around
state (F) of Figure 4.4, when the ice sheet that remains is mostly grounded in East
Antarctica, the surface mass balance flux decreases, and the total mass balance
becomes more negative. The ice sheet is losing mass quickly via atmospheric
processes due to the albedo and elevation feedbacks.

As our model is asynchronously coupled, the direct adjustment to the CO2

perturbation that would usually take 1000 - 2000 years in an ocean-atmosphere
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model takes 100 000 - 200 000 simulation year in our setting, as the climate is
only run every 100 ice sheet years. To this direct adjustment to the CO2 forcing,
feedbacks come into play as a result of a coupling to the ice sheet model. Indeed,
as the ice sheet melts, the albedo and surface elevation decrease, resulting both in a
temperature increase. Therefore, during the simulation, the Antarctic temperature
increases as a result of both the adjustment to the 8xCO2 perturbation applied
(and the internal climatic feedbacks, excluding the ice sheet) and the feedbacks
due to the ice sheet.

Figure 4.6: Left axis : Antarctic near surface temperature. Two defini-tions of the Antarctic temperature are shown : one on the ice sheet(in grey), the other outside (in blue). Right axis : the black dotted linerepresents ice-sheet volume (in m SLE).
Figure 4.6 represents the Antarctic temperature in parallel with the ice volume

evolution. Two different Antarctic temperature are computed. First, the tem-
perature is averaged on grid points that belong to the ice sheet at the start of
the simulation (ice mask of the reference coupled ice sheet). This is displayed
in grey in Figure 4.6. This corresponds to the average near surface temperature
change on the initial Antarctic ice sheet and is due to the adjustment to the CO2

perturbation, the change in albedo due to the ice sheet retreat (a lower albedo
increases near surface temperature) as well as changes in surface elevation as the
ice sheet melts (near surface temperature are higher for lower surface elevations).
Second, the temperature is averaged on grid points of latitudes lower than 60◦

south, that are outside the ice sheet at the start of the simulation (ie outside the
ice mask of the reference coupled ice sheet). These point remain outside the ice
sheet for the whole simulation, as the ice sheet melts and does not grow outside
the initial ice mask. This corresponds to oceanic points of latitudes lower than 60◦

and this temperature is therefore not directly influenced by the surface elevation
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changes. It is visible on both Antarctic temperature that there is a slope change
in the temperature evolution at the time where the East Antarctic part of the ice
sheet starts to melt (starting around state (F), depicted with grey shading in Figure
4.6). This slope increase is due to the temperature feedback resulting from the
ice sheet melt. In the case of the temperature outside the ice sheet, this is due
to the albedo feedback, and in the case of the temperature on the ice sheet, this
is due to both albedo and surface elevation changes. Within the initial ice sheet
mask, the 8xCO2 perturbation leads to an average +35°C temperature change as
a result of adjustement to the CO2 perturbation and the height and albedo feed-
back resulting from the ice sheet change. Outside the ice sheet, the temperature
increase is around +17°C.

Figure 4.7: Surface mass balance over the ice sheet at differenttimesteps (8xCO2 simulation). The contour of the ice sheet is repre-sented in red and the boundary between positive and negative massbalance is represented in blue countour. Positive surface mass bal-ance (accumulation) is displayed in blue while negative surface massbalance (melt) is displayed in red. The black contour represents theAntarctic ice contour at present day.
Figure 4.7 represents the surface mass balance over the ice sheet for the 8xCO2

simulation. At state (D) and (E), the surface mass balance is mostly positive inside
the ice sheet. The surface mass balance is slightly negative on the edges of the
ice sheet. This leads to ice sheet melt on the sides of the ice sheet. This melt
is however limited and the total ice mass remains mostly stable. As the ice sheet
melts and its elevation decreases, the temperature becomes higher at the ice sheet
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surface. Additionally, as the ice sheet contour evolves, the albedo is reduced outside
the ice sheet, leading to higher temperatures locally and allowing further melt on
the ice sheet edges. Around state (F), the melt increases largely, decreasing the
surface mass balance and the ice sheet volume. At state (H), when the ice sheet
has already retreated to about half of its initial extent in East Antarctica, the
surface mass balance is not only negative on the edges of the ice sheet, but also
on large parts inside, leading to faster mass loss.
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4.1.2 . Simulations starting in a configuration without Antarctic ice

sheet : growth branch

After having looked at the melt behaviour of the Antarctic ice sheet when
higher CO2 levels are applied, we have looked at the growth behaviour. To do
so, a new initial condition is needed. We want to start in a configuration without
Antarctic ice sheet, and look at its behaviour when lower CO2 levels are applied.
To do so, the growth simulations were started from the end of the 8xCO2 melt
simulation, and lower CO2 levels were applied. At the end of the 8xCO2 melt
simulation, the atmospheric temperature is equilibrated. The oceanic temperature
around Antarctica has not yet fully equilibrated at the end of the simulation and is
increasing, as it is still adjusting to the ice sheet mass loss and the local temperature
change it triggered. However, this is not problematic, as lower CO2 levels are
applied starting from this configuration, leading to lower temperatures. As the ice
sheet model has run for more than 80 kyrs after the complete loss of the Antartic
ice sheet in the 8xCO2 melt simulation (from ice sheet years around 320 000 to
the end of the simulation - 400 000), the bedrock has completely bounced back.
In the following, the end of the 8xCO2 melt simulation is called the "reference no
Antarctic" configuration.

Starting from the reference no Antarctic configuration, simulations of 300 000
ice sheet years (3000 climate years with a coupling ratio of 100) with a lower CO2

levels were performed in order to obtain equilibrated ice sheets and climate. The
CO2 levels applied at the start of the simulation are multiples of the pre-industrial
CO2 level (280 ppm): 6xCO2, 4xCO2, 2xCO2, 1xCO2, 0.8xCO2 and 0.5xCO2.
Additional simulations between 2xCO2 and 1xCO2 levels were performed, starting
from the end of the 2xCO2 simulation : 1.75xCO2, 1.5xCO2 and 1.25xCO2. The
ice sheet state at the end of the 0.5xCO2, 0.8xCO2, 1xCO2, 1.25xCO2, 1.5xCO2,
2xCO2 growth simulations are displayed in Figure 4.8.
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Figure 4.8: Ice sheet at the end of 0.5xCO2, 0.8xCO2, 1xCO2, 1.25xCO2,1.5xCO2, 2xCO2 growth simulations.
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At the end of the 2xCO2, 1.5xCO2 and 1.25xCO2, the Antarctic ice sheet

has not regrown at all. This was also the case at the end of the 6xCO2 and
4xCO2 simulations (not shown here). At the end of the 1.25xCO2 simulation,
there are limited ice caps, in the West and one in the East near Wilkes basin.
However, the rest of the bedrock remains bare, and no marine ice sheet develop.
However, at 1xCO2, the final state of the ice sheet differs widely : the ice sheet has
developed over all East Antarctica, although the ice sheet is less developed than
in the reference pre-industrial configuration. There is ice on all parts of the West
Antarctic ice sheet where the bedrock lies above sea level, and the Ronne Filchner
ice shelf has recovered. However, the Ross ice shelf has not recovered. The sector
of Pine Island is composed of ice shelves and is not grounded as it was in the
reference PI configuration. The ice thickness difference between the regrown ice
sheet (1xCO2,0.8xCO2 and 0.5xCO2 growth simulations in panels (a), (b), (c))
and the reference ice sheet are plotted in Figure 4.9. The blue shading represents
parts where the regrown ice sheet has more ice than the reference ice sheet, and
conversely for red shadings. The yellow area represent parts where the regrown ice
sheet is ice free, while there was ice in the reference ice sheet.

Figure 4.9: Ice thickness difference with the reference ice sheet for (a)the 1xCO2 growth simulation, (b) the 08xCO2 growth simulation, (c)the 05xCO2 growth simulation. The grounding line of the referenceice sheet is depicted with red contour. The grounding line of the icesheet at the end of the 1xCO2, 0.8xCO2, 0.5xCO2, growth simulation isdepicted in blue contour. The yellow shading represents parts whereice was present in the reference configuration and which are ice freefor the regrown ice sheet.
It is striking that the final state of the 0.5xCO2, 0.8xCO2 and 1xCO2 growth

simulations are very similar. For the three simulations, the ice sheet grows back in
East Antarctica, but the Ross shelf remains ice free and the Pine Island sector is
not grounded. There are some differences in the Aurora sector, where the 0.8xCO2

and 0.5xCO2 simulated ice sheets are thicker than the 1xCO2 : there are less ice
free area (in yellow in Figure 4.9) and the ice thickness difference with the reference
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ice sheet becomes lower.

In our model, there is no intermediate state between an absent Antarctic ice
sheet (very limited ice caps at CO2 levels higher or equal to 1.25xCO2) and a widely
developed Antarctic ice sheet (for CO2 levels lower or equal to 1xCO2). However,
even for lower levels than PI (such as the 0.5xCO2 and 0.8xCO2 simulations), the
ice sheet does not regrow to its full pre-industrial extent. This will be discussed in
section 4.3.2.

In the following, we focus on the 1xCO2 growth simulation. The ice mass
evolution over the simulation as well as the ice sheet state at different timesteps
are shown in Figure 4.10. Once again, due to our asynchronous coupling setup,
these time do not correspond to transient times and we therefore refer to different
ice sheet steps. The ice volume evolution as well as the Antarctic temperature
evolution during the simulation are represented in Figure 4.11.

Figure 4.10: Total ice mass evolution and ice sheet state at differentsteps of the 1xCO2 growth simulation.
At the start of the 1xCO2 growth simulation (start of the simulation, state

(A) to state (B) in Figure 4.10), only limited ice caps form. These ice caps are in
parts of West Antarctica where the bedrock lies above sea level. From the start
of the simulation to state (B), there is a decreasing temperature trend, due to the
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adjustement to the CO2 level, as the simulation is started from a configuration
where 8xCO2 was applied, and 1xCO2 levels are applied at the beginning of the
simulation. At that time, there are almost no feedbacks due to ice sheet changes
(albedo changes or elevation changes), as the ice caps are very limited, and the
decreasing temperature trend can therefore be attributed to the adjustment to
CO2 levels. From state (B), the ice sheet starts to grow, and the total ice mass
increases quickly : from 2 · 1017 kg at state (B) to 1.14 · 1019 kg at state (D),
which represents a change from less than 1% to 46% of the reference PI ice sheet
mass. In our setting, this happens in 20 000 ice sheet year (200 climate year with a
coupling ratio of 100). At the same time, starting from state (B), their is a marked
slope change in the temperature curve : it decreases faster than before. This is
due to the growth of the ice sheet that feedbacks on the climate system. As the
ice sheet forms, this raises the albedo and decreases the temperature around. Also,
as the surface elevation increases, the near surface temperature decreases.

Figure 4.11: Left axis : Antarctic near surface temperature for the 1xCO2growth simulation. Two definitions of the Antarctic temperature areshown : one on the ice sheet (in grey), the other outside (in blue). Rightaxis : the black dotted line represents ice-sheet volume evolution (in mSLE) for the 1xCO2 growth simulation.
Figure 4.11 shows two different Antarctic temperature, as in Figure 4.6. The

near surface temperature outside the ice mask of the reference coupled ice sheet (in
blue in Figure 4.11) decreases sharply after state (B), due to the albedo feedback.
The near surface temperature inside the ice mask of the reference coupled ice sheet
(in grey in Figure 4.11) is affected by both the albedo feedback and the height
feedback.

A striking feature visible in Fig. 4.10 is that the ice sheet rapidly covers the
whole continent : at state (B) there is limited ice, while at state (C), the ice sheet
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covers the whole continent. Additional timesteps between state (B) and state (C)
are shown in Figure 4.12. It takes around 2000 simulation years in our setting (20
climate years with a coupling ratio of 100, 2000 ice sheet years) for the ice sheet to
extend to almost all the East Antarctic continent. Once the ice sheet has initiated,
the albedo feedback and the consequent temperature drop it triggers, favors the
ice sheet extension over the whole continent.

Figure 4.12: Total ice mass evolution and ice sheet state at differenttimes of the 1xCO2 growth simulation. The different timesteps aretaken at state (B) + 1000, 2000, 3000 and 4000 ice sheet years (10, 20,30, 40 climatic years with a coupling ratio of 100)
In the 1xCO2 simulation, the ice sheet starts to grow when the temperature

has decreased enough to allow for perennial snow to stay all year long in some
locations. This highly increases the albedo at these locations, leading to lower
temperatures that enable the formation of the ice sheet.
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The coupled climate ice - sheet system exhibits a strong hysteresis behaviour

: equilibrium ice sheet volume are very different for the same CO2 levels if the
simulation starts from the PI Antarctic ice sheet or without Antarctic ice sheet.
Equilibrium ice sheet volumes for the melt and growth branch as a function of the
CO2 levels applied are displayed in Figure 4.13. Equilibrium ice sheet volumes for
the melt and growth branch as a function of the global temperature change at
the end of the simulation (relative to the reference pre-industrial configuration) are
displayed in Figure 4.14. In our simulations, the hysteresis loop does not close, as
the ice sheet does not regrow to its full extent, even for lower CO2 values than
PI. Possible explanations are discussed in section 4.3.2.

Figure 4.13: Sea level equivalent ice volume (m SLE) at the end of thedifferent melt and growth simulations, as a function of the CO2 levelapplied.
We emphasize the fact that the global mean temperature change at the end

of the simulation does not correspond to a "threshold temperature" that leads to
the obtained equilibrium, as it is influenced by the ice sheet feedbacks. In the case
of the 8xCO2 melt simulation, as the ice sheet melts entirely, this changes the
albedo over the whole Antarctic continent and thus further increases the Global
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Figure 4.14: Sea level relevant ice volume (m SLE) at the end of the dif-ferent melt and growth simulations, as a function of the global meantemperature change at the end of the simulation (relative to the refer-ence PI configuration).
Mean Temperature. The Global Mean Temperature change leading to the complete
disintegration of the ice sheet is thus lower than the Global Mean Temperature at
the end of the simulation. Conversely, for the 0.5xCO2, 0.8xCO2 and 1xCO2

growth simulations, the ice sheet grows back to a large extent of the pre-industrial
configuration, and the consequent albedo changes over the Antarctic continent
leads to a Global Mean Temperature decrease. The Global Mean Temperature at
the end of the simulation is thus lower than the Global Mean Temperature limit,
allowing the ice sheet to grow.
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4.2 . Additional study : the role of insolation and of the albedo

feedback

In this part, sensitivity studies to two important processes are carried out.
First, a sensibility study to the insolation used in our simulations is performed.
Indeed, the orbital parameters were kept fixed to their present-day values in our
previous simulations. However, on the timescale of millenia, orbital parameters
evolve and can impact the thresholds obtained previously. Second, the role of
the albedo feedback is studied. A particularity of our coupled setting compared
to studies that force ice sheet model with climatic fields (such as in Winkelmann
et al. [2015], Garbe et al. [2020]) is that the albedo feedback can be taken into
account. We therefore look at its influence on our results.

4.2.1 . Influence of the insolation

In the simulations carried out previously, the orbital parameters (eccentricity,
precession and obliquity), were kept to their present day values. Although the
mean energy received by the Earth only slightly varies with the eccentricity, orbital
parameter variations have a strong influence on the energy quantity received on
a specific latitude at a specific season. For a given eccentricity and precession, a
higher obliquity corresponds to more energy received at the poles annually. For a
given obliquity, the energy received at the summer solstice in the Southern hemi-
sphere increases with the precession parameter, defined as esin(ω).
In the following, I have decided to focus on two idealized case in order to study the
influence of the orbital parameters on the results and the thresholds of the hystere-
sis. I have considered the maximum and minimum December solstice insolation
at 80◦S on the next million years. The minimum december solstice insolation at
80◦S is reached at 631 kyr AP, and the maximum at 642 AP (shown in Figure
4.15). The corresponding orbital parameters are summed up in Table 4.1. I carried
out simulations in the melt branch with the maximum insolation, to see how the
CO2 threshold for complete Antarctic deglaciation (see section 4.1.1) varies with
insolation. I also carried out simulations in the growth branch to see how the CO2

threshold for Antarctic glaciation (see section 4.1.2) varies with insolation.

PI min inso max insoeccentricity 0.0167 0.0539 0.0480precession angle (°) 102.4 263.16 88.12obliquity (°) 23.45 22.79 23.62december solstice insolation at 80°S (Wm−2) 553 469 594
Table 4.1: Values of eccentricity, precession angle and obliquity used inthe different simulations. The corresponding december solstice inso-lation value at 80°S is also shown.
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Figure 4.15: (top) December solstice insolation at 80◦S over the nextmillion year, (middle) precession parameter on the next million year,(bottom) obliquity over the next million year.
Influence of the insolation on the melt branch

First, I carried out simulations at 2xCO2, 4xCO2, and 6xCO2 levels with the "max
inso" configuration (starting from the 2xCO2, 4xCO2, and 6xCO2 simulations
with present-day insolation respectively). The ice sheet at the end of the 2xCO2,
4xCO2, and 6xCO2 "max inso" melt simulations are shown in panels (d), (e), (f)
of Figure 4.16, and compared with the ice sheet at the end of the 2xCO2, 4xCO2,
and 6xCO2 with present-day insolation simulations (panels (a), (b), (c)). The
two equilibrium ice sheet at the end of the 2xCO2 simulations look very similar,
independently from the insolation applied. At 2xCO2 levels, a higher insolation
than the present-day does not impact much the ice sheet obtained. In the case
of the 4xCO2 and 6xCO2 levels, the situation is very different than with 2xCO2

levels. With the present day insolation, a large ice sheet in East Antarctica remains
for 4xCO2 and 6xCO2 levels, with also grounded ice in parts of West Antarctica
whose bedrock lie above sea level for the 4xCO2 simulation. With the maximum
insolation, there is almost no ice at all in Antarctica at the end of the 4xCO2

simulation, with only a small ice cap remaining, close to the Dronning Maud
land sector, where the bedrock topography is high. For the 6xCO2 maximum
insolation simulation, there is no ice at all at the end of the simulation. These
simulations highlight the fact that the orbital configuration can largely impact
the CO2 threshold for Antarctic deglaciation. As explained earlier, there is a
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critical threshold in our simulation for which the Antarctic ice sheet switches from
a developped East Antarctic ice sheet to no ice sheet at all. This threshold depends
on both CO2, and insolation. A stronger Southern Hemisphere summer insolation
will decrease the CO2 level at which the Antarctic ice sheet disappears. With the
present-day insolation, the CO2 threshold is between and 7.4 and 8xCO2, whereas
it is between 2 and 4xCO2 in the case with the maximum insolation.

Figure 4.16: Ice sheet at the endof the simulation. Panels (a) -(f) : 2xCO2,4xCO2 and 6xCO2 simulations, with present-day or maximum insola-tion.
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Influence of the insolation on the growth branch

In the growth simulations with the present-day orbital configuration, the ice sheet
did not regrow at 2xCO2. And the threshold leading to glaciation was found
between 1.25xCO2 (limited ice caps in West Anatrctica) and 1xCO2 (widely de-
velopped ice sheet). Here, a growth simulation with 2xCO2 levels and the "min
inso" orbital parameters was performed, in order to determine if insolation changes
can change the previously obtained threshold for Antarctic glaciation.

The ice sheet obtained at the end of the 2xCO2 "min inso" growth simulation
is shown in panel (b) of Figure 4.17, and compared with the ice sheets obtained at
the end of the 2xCO2 and 1xCO2 growth simulation with present-day insolation
(panels (a) and (c) of Figure 4.17).

Figure 4.17: Ice sheet at the end of the simulation. Panel (a) : 2xPI sim-ulation, with present-day insolation. Panel (b) : 2xPI simulation, withthe minimum insolation. Panel (c) : 1xPI simulation, with present-dayinsolation.
With the minimum insolation, the ice sheet grows at 2xCO2 levels, which was

not the case with the present-day insolation. Changing the insolation changes the
CO2 threshold for Antarctic glaciation. The ice sheet obtained at 2xCO2 with the
minimum insolation is widely developed over East Antarctica and resembles the
ice sheet obtained at 1xCO2 with the present day insolation. There are however
difference between the 2xCO2 min inso and 1xCO2 equilibrium ice sheet, notably
in the marine parts of the East Antarctic Ice Sheet. At 2xCO2 with the minimum
insolation, the ice sheet has not regrown to its pre-industrial extent in the Wilkes
and Aurora sectors. This is also visible in Figure 4.18, that displays the differences
of the equilibrium 2xCO2 min inso and 1xCO2 regrowth ice sheets with the pre-
industrial reference ice sheet. Additionnaly, a growth simulation with the "min
inso" orbital parameters and CO2 levels of 4xCO2 was also carried out. In this
case, no ice sheet forms on Antarctica.

In our simulations, the threshold for Antarctic glaciation with present day in-
solation is between 1 and 1.25xCO2 levels. With the minimum insolation, this
threshold is crossed for CO2 levels between 2xCO2 and 4xCO2.
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Figure 4.18: Ice thickness difference with the reference ice sheet for :(a) the 2xCO2 min insolation growth simulation, (b) the 1xCO2 growthsimulation. The grounding line of the reference ice sheet is depictedwith red contour. The grounding line of the ice sheet at the end of thesimulation is depicted in blue contour. The yellow shading representsparts where ice was present in the reference configuration and whichare ice free for the regrown ice sheet.
The equilibrium ice volume of the simulations carried out with the present day

insolation, as well as with a different insolation than present-day (2xCO2, 4xCO2

with a maximum insolation for the melt branch and 2xCO2, and 1.25xCO2 with
a minimum insolation for the growth branch) are depicted in Figure 4.19.
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Figure 4.19: Sea level equivalent ice volume (m SLE) at the end of the dif-ferent melt and growth simulations, as a function of the CO2 level ap-plied. The simulations with present-day insolation are marked with cir-cles. The simulations withmaximum insolation for themelt branch aredepicted in orange squares(2xCO2, 4xCO2). The simulations with min-imum insolation for the growth branch are depicted in blue squares(4xCO2, 2xCO2, and 1.25xCO2).
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These simulations with a higher or lower summer insolation in the South than

at present-day highlight the fact that the orbital configuration can impact the CO2

threshold for Antarctic glaciation and deglaciation. With the "optimal" insolation,
the threshold for Antarctic glaciation and deglaciation are closer to another : the
deglaciation threshold is between 2 and 4xCO2 with the highest insolation and the
glaciation threshold is also between 2 and 4xCO2 with the minimum insolation.

In our simulations, at CO2 levels around three times the pre-industrial value,
both states (ice being present on Antarctica or not) can be stable, depending on
the insolation. This suggests a possibility to obtain oscillations of the Antarctic
ice sheet at CO2 levels around 3xCO2, due to the varying insolation. However,
the simulations performed here remain idealized as the orbital parameters remain
fixed throughout the simulations, and transient simulations would be needed to
investigate this possibility.
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4.2.2 . Influence of the albedo feedback

In this part, we focus on the albedo feedback and its influence on our simula-
tions. The objective is double. First, to determine the role played by the albedo
feedback and second, being able to compare our work to studies that do not take
this feedback into account. To do so, I have performed simulations with the cou-
pled setting used in 4.1, with the notable exception that the albedo on the Antarctic
continent is kept fixed and does not varry when the ice sheet melts. This concep-
tually corresponds to painting the Antarctic continent in white. These simulations
are called "melt simulations without albedo feedback" in the following. Starting
from the reference PI configuration, different CO2 levels were applied : 2xCO2,
4xCO2, 6xCO2, 8xCO2 and 16xCO2. The simulations were run for 300 000 ice
sheet years (3000 climate years with a coupling ratio of 100). The state of the ice
sheet at the end of the simulations is displayed in Figure 4.20 and compared to the
state of the ice sheet at the end of the simulations including the albedo feedback
for the same CO2 levels. The fact that the albedo is kept constant impacts two
components of our model. First, the albedo is used to compute the melt with
the insolation temperature melt (ITM) method (see section 3.3.1 and Equation
3.12), and in this setup albedo changes are not taken into account in the ITM
computation. Second, albedo changes lead to local temperature changes, which
also affects the melt (see equation 3.12).
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Figure 4.20: Antarctic ice sheet state at the end of the 2xCO2, 4xCO2,6xCO2, 8xCO2 melt simulations with and without the albedo feedback.
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For the 2xCO2 melt simulations, taking into account or not the albedo feedback

does not change significantly the equilibrium ice sheet. At 4xCO2, some difference
appear between the simulations with and without albedo feedback. Without the
albedo feedback, the ice caps remaining in West Antarctica are more extended, and
the ice sheet does not retreat as much in the Wilkes basin. For the 6xCO2, the
differences become stronger between the two simulations : there are still ice caps
in West Antarctica when the albedo feedback is not taken into account while they
have disappeared when the albedo feedback is taken into account. On the edges of
the Eastern part, the ice sheet retreats less without albedo feedback. However, the
most striking difference appears at 8xCO2. While in the simulation with albedo
feedback, surface melt has led to the disappearance of the whole ice sheet, there
remains a large East Antarctic ice sheet when the albedo feedback is not taken
into account. As could have been expected, taking into account or not the albedo
feedback does not change anything to the loss of marine ice sheet parts, that are
lost due to basal melting. However, taking into account the albedo feedback leads
to strong differences in the parts that are lost due to surface melt. When the albedo
does not change, the melt of ice sheet edges do not raise the temperature locally
at the new ice sheet edges, and this does not lead to additional melt, contrary
to the case with albedo feedback. Additionally, in the reference setting (with
albedo feedback), the albedo on the downscaled grid, that is used to compute the
melt with the ITM is first interpolated from the coarser T21 grid. Then, a linear
correction with the altitude is performed, that leads to lower albedo values at lower
altitude (see Section 3.3.1). In the case without albedo feedback, the albedo is
always fixed to the ice sheet value, and thus there are no lower values at the ice
sheet edges, that could facilitate ice sheet melt.

After having seen that the albedo feedback plays a key role in ice sheet loss
due to surface melt, I choose to investigate its impact on the hysteresis behaviour
of the ice sheet. A possibility is to perform simulations without albedo feedback
with higher CO2 levels, where the ice sheet melts completely and then lower the
CO2 level and let the ice sheet regrow. However, without enabling the albedo
feedback (albedo on the Antarctic continent remains fixed at the ice sheet albedo
value, whether ice is being present or not), it was not possible to melt entirely
the Antarctic ice sheet. Indeed, a large East Antarctic ice sheet remained up to
16xCO2 levels. As its radiative code is based on the linearization of the radiative
code of a GCM, the iLOVECLIM model is not suited for very high CO2 levels.
To circumvent this problem, simulations without the albedo feedback but with
artificially "enhanced melt" were performed. More specifically, we modified the
surface melt (equation 3.12). The λTs term is replaced by λTPI + λβ(Ts − TPI)

where TPI is a temperature obtained with a reference pre-industrial simulation. The
temperature depends on the location and the time of the year, TPI(lat, lon, day).
For values of β higher than one, this corresponds to artificially increasing the
temperature difference to PI seen by the ice sheet. Thus, taking β > 1 produces
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an enhanced melt compared to our default simulations and β < 1 a reduced melt.
Here, we have taken β = 1.5. This allows us to have a stronger melt given as
input to the GRISLI ice sheet model, without modifying the climate computed by
the iLOVECLIM model. In the following, these simulations are called "enhanced
melt simulation".

Simulations of 300 000 ice sheet years (3000 climatic years with a coupling ratio
of 100), starting from the reference pre-indutrial configuration were performed for
different CO2 levels : 2xCO2, 4xCO2, 6xCO2, 8xCO2, 10xCO2 and 16xCO2

(melt branch). In the 16xCO2 enhanced melt simulation, only ice caps remain in
high altitude regions such as the Transantarctic mountains and Dronning Maud
Land. From the end of the 16xCO2 enhanced melt simulation, simulation with
lower CO2 levels were carried out : 10xCO2, 8xCO2, 6xCO2, 4xCO2, 2xCO2 and
1xCO2 (melt branch). The corresponding ice sheet state is shown in Figure 4.21.
The corresponding hysteresis curve is shown in Figure 4.22. We emphasize that
these results cannot be compared with the results of section 4.1 according to the
CO2 level, as we have artificially increased the temperature in the melt equation.
However, the "enhanced melt" simulation can still give us insights into the system
behaviour when no albedo feedback due to ice sheet retreat or regrowth is taken
into account.
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Figure 4.21: Antarctic ice sheet state at the end of the 2xCO2, 4xCO2,6xCO2, 8xCO2 and 16xCO2 enhanced melt simulations (not taking intoaccount the albedo feedback). Both branches (melt and growth) areshown.
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Figure 4.22: Sea level equivalent ice volume (m SLE) at the end of the"enhanced melt, no albedo feedback" simulations, as a function of the
CO2 level applied. We emphasize that these results cannot be com-pared with the results of section 4.1 according to the CO2 level, as wehave artificially increased the temperature in the melt equation.

There is a major difference between the simulations with and without albedo
feedback in the growth and melt behaviour. In the simulations with albedo feed-
back, there are critical thresholds : once a CO2 threshold is crossed, the ice sheet
state is very different from before this threshold. This is the case in both the
melt and growth branch. In our melt simulations with albedo feedback, the ice
sheet final state switches from an extended East Antarctic ice sheet at 7.4xCO2

(34m SLE) to no ice sheet at all at 8xCO2. In our growth simulations with albedo
feedback, the ice sheet final state switches from reduced ice caps in a very limited
amount of regions (amounting to only 0.3 m SLE) to a fully developed ice sheet
(at the exception of some parts in West Antarctica) for CO2 values around 1xCO2

(47 m SLE). However, these critical thresholds do not exist anymore in the sim-
ulations without albedo feedback. There are intermediate states in the Antarctic
ice sheet. For instance, at 6xCO2 in the melt branch, there is a stable ice sheet in
part of East Antarctica (23m SLE), with a reduced extent compared to the 4xCO2
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simulation. At 4xCO2 in the growth simulation, a large ice sheet has developed
(19 m SLE), but it does not extend to the whole Antarctic continent. For the
simulations without albedo feedback, the hysteresis is less pronounced than with
albedo feedback. Even without the albedo feedback, there is still a pronounced
hysteresis behaviour, especially around 4xCO2 CO2 levels where the sea level rel-
evant volume difference between the melt and regrowth phase amounts 19m. For
large CO2 values (larger than 8xCO2) the difference between the melt and growth
branch diminishes, and ice caps only exist in high altitude regions in both cases.
As for the simulation with albedo feedback, the ice sheet does not regrow to its
initial extent.

These additional simulations show that inclusion of the albedo feedback gives
rise to critical thresholds, that lead to the complete loss of the Antartic ice sheet
or its almost complete regrowth, that are not obtained in simulations without
albedo feedback (there are intermediate ice sheet states). Therefore, we suggest
that studies on the future long term Antarctic ice sheet evolution not taking into
account the albedo feedback might underestimate the thresholds for Antarctic
melt, and that more sudden ice sheet mass loss once a threshold is crossed could
be expected.

150



Chapter 4
4.3 . Discussion

4.3.1 . Comparison with the litterature

The fact that the Antarctic ice sheet exhibits hysteresis is consistent with other
studies [Pollard and DeConto, 2005, Garbe et al., 2020, Stap et al., 2022]. In the
following, we compare our results with studies having performed hysteresis curves
for the Antarctic ice sheet, and to studies focusing on the Antarctic glaciation at
the Eocene-Oligocene transition.

The Eocene-Oligocene transition represents an important shift in the Earth’s
climate, marking the transition from the Eocene “Warmhouse” to the Oligocene
“Coolhouse” [Westerhold et al., 2020]. A long term decline in global temperatures
and atmospheric CO2 concentration [Anagnostou et al., 2020, Rae et al., 2021]
culminated in the rapid expansion of the Antarctic ice sheet [DeConto and Pollard,
2003a, Westerhold et al., 2020]. The suggested cause for the Antarctic expansion
are oceanic circulation (and associated ocean heat transport) changes, due to the
opening of Southern Ocean gateways [Kennett, 1977, Bijl et al., 2013], a decrease
in atmospheric CO2 [DeConto and Pollard, 2003a] and favorable insolation [Coxall
et al., 2005].

Several modeling studies have investigated the CO2 threshold for Antarctic
glaciation. DeConto and Pollard [2003a] have estimated that the Antarctic ice
sheet could reach a continental scale when atmospheric CO2 levels were around
2.5-3xCO2 (700-840 ppm). Ladant et al. [2014] estimated this threshold to be
rather around 900 ppm (3.2xCO2). Gasson et al. [2014] forced an ice sheet model
with different GCMs, and found that the threshold was between 560 and 920 ppm
(between 2xCO2 and 3.3xCO2), except for one model (HadCM3L) that did not
produce Antarctic glaciation, even for pre-industrial CO2 levels (280 ppm). The
values around 700-900 ppm are in the range of published CO2 values for this period
with marine proxies [Pagani et al., 2011, Pearson et al., 2009, Rae et al., 2021].
For instance, Rae et al. [2021] suggests that CO2 levels have fallen from ∼ 1000
ppm (3.6xCO2) in the late Eocene Warmhouse to below ∼ 800 ppm (2.9xCO2)
at the Eocene Oligocene boundary. However, Steinthorsdottir et al. [2016] pointed
out that reconstructed CO2 values with terrestrial proxies such as fossil plant
stomata are significantly lower than when using marine CO2 proxies, with CO2

levels estimated around ∼410 ppm (1.5xCO2) at the Eocene-Oligocene boundary.
Thus, CO2 reconstructions differ widely among proxies used. Even when using the
same proxy there remains a large spread in this period (as visible for instance with
the alkenone and boron CO2 proxy on Figure 1.4 of section 1.1.2), and it cannot
be excluded that CO2 varied on orbital timescale in addition to the decreasing
trend from the Eocene to the Oligocene.

At the Eocene, the paleogeography and the Antarctic bedrock topography
were different than at present. The bedrock topography can influence the CO2

threshold for Antarctic glaciation. For instance, Van Breedam et al. [2022] found
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that the threshold could vary between CO2 levels lower than 620 ppm to 880
ppm (from less than 2xCO2 to 3.1xCO2), depending on the bedrock topography,
with a lower bedrock topography leading to a lower threshold. Paleotopographic
reconstructions for West Antarctica and the East Antarctic marine basins 34 Ma
ago [Paxman et al., 2019, Wilson et al., 2012] show that they were largely above
sea level at that time. Thus Antarctica could hold more terrestrial ice than today,
even with a warmer climate, as the cooling threshold necessary to allow a high
elevation terrestrial-based ice sheet to develop is lower than that of a marine-based
ice sheet, that are highly sensitive to oceanic heat fluxes [Wilson et al., 2013,
Galeotti et al., 2022].

In our simulations, the threshold for Antarctic glaciation varies with insolation.
It is between 1 and 1.25xCO2 in a case with present day insolation and between
2xCO2 and 4xCO2 in a case with minimal insolation. This is coherent with previous
studies. Pollard and DeConto [2005] carried out experiments with decreasing CO2

levels until the Antarctic ice sheet grows, and then increasing CO2 levels until the
ice sheet melts. They performed different experiments : in a case they include
orbital variability, while the insolation was kept fixed in another case. They showed
that varying insolation allowed to reach earlier the thresholds than when there is no
orbital forcing (a higher CO2 threshold is obtained for glaciation when insolation is
decreased, and a lower CO2 threshold is obtained for deglaciation when insolation
is increased). Van Breedam et al. [2022] also found that there was a range of CO2

threshold to glaciation for a given bedrock topography depending on the orbital
forcing.

Due to the dependency of the CO2 threshold for Antarctic glaciation to paleo-
geography, bedrock topography and insolation, it is not straightforward to compare
the CO2 threshold we obtain to modeling studies specifically performed on the
Eocene-Oligocene transition. Additionally our simulations are equilibrium simula-
tion with fixed CO2 levels and orbital configuration, while most of the studies had
varying orbital parameters through the course of the simulation.

In our study, once the glaciation threshold is crossed, the ice sheet extends
to a large area of the continent rapidly. This differs from other studies such
as DeConto and Pollard [2003a,b], Pollard and DeConto [2005], Ladant et al.
[2014], where there are several thick ice caps that form on higher elevation areas
and then join to form the Antarctic ice sheet. This difference might be due to
the different methodologies used. These studies ([DeConto and Pollard, 2003a,b,
Pollard and DeConto, 2005, Ladant et al., 2014]), used a climate matrix method
to interpolate climate between different CO2 levels and ice sheet sizes (see section
1.2.2). This method allows them to take into account feedbacks between ice
sheet and climate, but the albedo feedback might be underestimated. For instance
Pollard and DeConto [2005] state that with their methodology (being the same as
in DeConto and Pollard [2003a,b]) “[...] the albedo feedback of ice sheet extent
on the climate is only roughly captured, and not at all for sudden transitions”.
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Therefore, we suggest that the Antarctic glaciation could be more brutal than
suggested by previous modelling studies, due to the albedo feedback, with an ice
sheet rapidly extending in area. However, the albedo effect might be overestimated
in our simulations, as will be explained in Section 4.3.2.

Our results with and without the albedo feedback show that the inclusion of the
albedo feedback gives rise to sharper transitions, between a glaciated East Antarctic
ice sheet and an ice free Antarctic, or between an ice free Antarctic and a widely
developed ice sheet. In the work of Garbe et al. [2020] or Pollard and DeConto
[2005] that do not include the albedo feedback, there are more intermediate steps
possible in the melt and growth branch.

For the melt of the Antarctic ice sheet, the most comparable study to our results
is the one of Garbe et al. [2020]. Garbe et al. [2020] performed simulations of the
Antarctic ice sheet starting from both the current Antarctic configuration towards
an ice free Antarctica and a configuration without ice towards a glaciated Antarc-
tica (melt and growth branch). However, our simulations cannot be compared in
terms of CO2 levels as they applied temperature anomalies and not CO2 level. In
their study, global mean temperature anomalies are scaled to regional atmospheric
Antarctic temperature changes and oceanic Antarctic temperature changes, using
constant proportionality factors : a constant scaling factor of 1.8 for atmospheric
temperature variation for latitudes lower than 66°S (Antarctic near surface tem-
perature) compared to global mean temperature difference, and a constant ratio
of 0.7 for oceanic temperatures compared to the global mean temperature differ-
ence. The changes in oceanic temperature are used to compute basal melt rates
using the PICO model [Reese et al., 2018]. The changes in Antarctic near surface
temperature are used to compute the surface mass balance, through a Positive
Degree Days (PDD) scheme [Reeh, 1991]. In this approach the elevation / surface
mass balance feedback (see section 1.2.2) is taken into account via the use of an
atmospheric lapse rate. However, their approach does not take into account the
albedo feedback, as the PDD formulation does not depend on albedo and near
surface Antarctic temperature changes are always scaled with the same scaling
factor (1.8) to global mean temperature increase, which conceptually corresponds
to a constant polar amplification. This does not take into account the fact that a
lower albedo as the ice sheet retreats will increase temperatures locally, and thus
polar amplification. Figure 4.23 displays the results of the equilibrium simulations
carried out by Garbe et al. [2020] for every degree of global mean temperature
anomaly with the pre-industrial climate. Results of the equilibrium simulations
of Garbe et al. [2020] are compared with the results we obtained in Section 4.1.
For our results, the global mean temperature difference is taken at the end of the
simulation. However we emphasize the fact that while global mean temperature
difference is solely a forcing in the study of Garbe et al. [2020], it is not with our
coupled climate-ice sheet setting, as the global mean temperature increase is influ-
enced by both the CO2 forcing, and the feedbacks due to the (partial or complete)
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ice sheet retreat. In other words, the global mean temperature at the end of the
melt simulations is higher than the global mean temperature needed to trigger the
obtained ice sheet retreat. As previously noted, the presence of brutal transitions

Figure 4.23: Equilibrium ice sheet volume as a function of global meantemperature difference to pre-industrial, for the study of Garbe et al.[2020] and this study.
in both the melt and growth branch found in our results differs from the Garbe
et al. [2020] study, which might be explained by the fact that their setting does
not allow to take into account the albedo feedback.

In our simulations, the threshold for complete Antarctic deglaciation is reached
around 6°C of global mean temperature difference with the pre-industrial : there is
still a large East Antarctic ice sheet at +5.2°C, and there is no ice sheet anymore
at +6.2°C. In the study of Garbe et al. [2020], there remains less than 10% of the
initial ice sheet (in SLE) at 8°C of warming, and around 1% at 10°C. One of the
main reasons for the different values obtained for the Global Mean Temperature
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increase leading to an ice free Antarctica in the Garbe et al. [2020] study and ours
is that the polar amplification of the iLOVECLIM model is stronger than the one
used in the Garbe et al. [2020] study. Simulations for different CO2 levels with the
iLOVECLIM model not coupled to the GRISLI ice sheet model (not shown here)
have shown that the polar amplification (defined here as the ratio of temperature
change for latitudes lower than 66°S to global mean temperature difference, to be
coherent with Garbe et al. [2020]) is ∼2.6. This polar amplification of 2.6 is almost
constant for different CO2 levels in iLOVECLIM, when not coupled to an ice sheet
model. Garbe et al. [2020] used a value of 1.8 for the polar amplification, based on
the results of a long-term simulation with the climate model ECHAM5/MPIOM.
Therefore, for a same global mean temperature increase, the Antarctic temperature
increase is stronger in our case than in the case of Garbe et al. [2020].

Therefore, a more suitable metric to compare our results is in terms of Antarctic
surface temperature change. However, as previously discussed and visible in Figure
4.6 and 4.11, the temperature in and around Antarctica is widely influenced by the
growth and the decay of ice sheets in our simulations. For instance, in the 8xCO2

melt simulation where the Antarctic ice sheet disappears entirely the Antarctic
near surface temperature at the end of the simulation is much higher than the
temperature that initially led to retreat, due to the albedo and elevation feedbacks.
Conversely, in the 1xCO2 growth simulation, the temperature at the end of the
simulation is much lower than the temperature that initially allowed the ice sheet
to initiate. In order to be able to compare our results for the melt branch, we have
considered that the Antarctic temperature difference to pre-industrial leading to the
obtained ice sheet could be approximated by the global mean temperature increase
multiplied by the polar amplification of the iLOVECLIM model, when not coupled
to an ice sheet model (2.6 in our case). However, this methodology is not applicable
for the regrowth branch. On Figure 4.24 the equilibrated ice sheet volume for the
melt branch is plotted as a function of Antarctic near surface temperature difference
to pre-industrial (1.8 times the global mean temperature difference to pre-industrial
for Garbe et al. [2020], 2.6 times the global mean temperature difference to pre-
industrial in our case). Our settings are different, with melt computed with a
PDD approach in Garbe et al. [2020] and no albedo feedback. However, we find
similar order of magnitude for Antarctic temperature increase from pre-industrial
leading to a virtually ice-free Antarctic ice sheet : around +15-18°C compared to
pre-industrial.

Our results show a strong hysteresis with a stable Antarctic ice sheet once it is
formed, and conversely, a stable ice free-Antarctica once the ice sheet has melted.
However, there are also suggested evidence for ephemeral glaciations before the
Eocene-Oligocene transition [Gulick et al., 2017, Scher et al., 2014]. These findings
contradict the view of a very stable Antarctic ice sheet once established. Van
Breedam et al. [2022] modelled ephemeral glaciation prior to the Eocene. In their
setup, they use a varying insolation, as well as a varying CO2 curve based on several
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Figure 4.24: Equilibrium ice sheet volumeas a function of Antarctic nearsurface temperature difference to pre-industrial, for the study of Garbeet al. [2020] and this study. For this study, the Antarctic temperaturedifference was computed as the product of the polar amplification (2.6)and global mean temperature difference at the end of the simulation.
reconstructions. In addition to the overall declining trend in CO2 throughout
the late Eocene, their CO2 curve displays a large temporal variability. With this
temporally variable CO2, the ice sheet can grow to a continental scale and decline
when CO2 values exceed a threshold.

Our simulations with different orbital configurations have shown that the CO2

threshold for Antarctic glaciation and deglaciation are dependant of orbital parame-
ters. In our setting with a present day insolation, if the Antarctic becomes glaciated
(around ∼1xCO2 levels) the CO2 needs to largely increase in order to permit the
ice sheet to disappear (around ∼8xCO2 levels). However, when considering the
most favourable insolation for melt (max inso) and growth (min inso), the dif-
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ference between the CO2 threshold for glaciation and deglaciation is much lower,
with both an Antarctic glaciation and a complete melt being possible at CO2 levels
between 2 and 4xCO2, depending on the orbital configuration. Thus at CO2 levels
around 2-4xCO2, varying CO2 and insolation could lead to an Antarctic glacia-
tion and deglaciation. While at CO2 levels around pre-industrial, the Antarctic ice
sheet will not retreat significantly, even for large insolation changes.
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4.3.2 . Study limitations and perspectives

In this section, we discuss the limitations of our study and possible perspectives.

Our simulations were carried out with fixed insolation until equilibrium. The
threshold for glaciation and deglaciation would probably be different in a transient
case (where the orbital parameters do not stay to the most favorable configuration
for melt or growth during the whole simulation). In our simulations, once the ice
sheet starts to grow it extends to a widely developed and stable ice sheet, with no
intermediate configuration. However, in a setting with variable insolation, if an ice
sheet started to grow for a favorable orbital configuration, it might not be stable
enough when the next insolation maxima is reached (∼10 kyr afterwards, due
to the ∼20 kyr periodicity of precession), leading to an ice sheet retreat, before
the ice sheet has reached its maximum regrowth size. Therefore, it would be
insightful to carry out transient simulations with varying insolation. Additionally,
simulations with varying CO2 levels and insolation could also be carried out. For
instance, when looking at the Antarctic ice sheet response to anthropogenic CO2

levels, transient simulations with varying CO2 and insolation would be needed.
In our simulations, the Antarctic ice sheet disappears entirely for fixed CO2 levels
around 8xCO2 (2240 ppm) and a present day insolation. In the extended SSP5-8.5
scenario (high fossil fuel development), peak CO2 levels are around 2200 ppm, but
are expected to decrease afterwards [Meinshausen et al., 2020]. With a varying
insolation and CO2 level, the behaviour of the Antarctic ice sheet will probably
differ than from the one modelled here with a fixed insolation and CO2. Also,
we have kept concentrations of other greenhouse gas such as methane (CH4) and
nitrous oxide (N2O) constant to their pre-industrial values. After CO2, CH4 is the
major contributor to additional radiative forcing. Although it has a higher radiative
impact, its atmospheric lifetime is short (∼ 10 years), as it is then oxidized into
CO2. For transient simulations, other greenhouse gas should also be consider, as a
higher concentration of other greenhouse gas than CO2 will decrease the amount
of CO2 needed in order to obtain the same radiative forcing. For instance, for
the Pliocene, other greenhouse gas than CO2 could represent ∼40% of the CO2

radiative forcing [Hopcroft et al., 2020].

Most of the time, the results were discussed depending on the CO2 applied.
However, the results obtained are dependant of the climate model used, and its
sensitivity to CO2. iLOVECLIM has a low climate sensitivity compared to other
models. Indeed, its climate sensitivity (obtained when not coupled to an ice sheet
model) is of 2◦C while the IPCC AR6 best estimate is 3◦C with a likely range
of 2.5◦ to 4◦C (high confidence) [IPCC, 2021]. On the other hand, the polar
amplification of iLOVECLIM is quite strong (ratio of 2.6 between Antarctic tem-
perature difference and global mean temperature difference, when not coupled to
an ice sheet model). The value of the CO2 threshold for a given insolation could
be different if using an other climate model with the same ice sheet model. The
influence of the value of polar amplification on the results could be investigated by
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using different factors β, that was used previously for the "enhanced melt" simu-
lations (see Section 4.2.2). Taking β<1 corresponds to a "reduced melt" setting,
that reduces the temperature seen by the ice sheet model for computing the melt.
This conceptually corresponds to lowering the polar amplification. However, this
approach would be incomplete, as the temperature difference is reduced in the
melt seen by the ice sheet model, but remains unchanged in the rest of the climate
model. Additionally, the uncertainty in the projection made due to the parameters
of the iLOVECLIM model could be assessed by using different parameter sets. For
instance, Van Breedam et al. [2020] used the LOVECLIM climate model coupled to
the AGISM ice sheet model and performed sensitivity tests with different parame-
ter sets of the LOVECLIM climate model, leading to different climate sensitivities.
This results in wide differences in the modelled Antarctic ice sheet after 10 000
years. In the case of a high emission scenario, a large East Antarctic ice sheet
remains after 10 000 years (the sea level rise due to Antarctica is ∼27m) with their
default parameter set (climate sensitivity ∼2K). However, with a higher climate
sensitivity parameter set (climate sensitivity ∼3K), the whole Antarctic ice sheet
is lost after 10 000 years. More generally, more coupled ice sheet - climate studies
are needed in order to compare our results.

A number of limitations arise from the fact that in order to do several coupled
equilibrium climate-ice sheet simulations, the model used should not be too com-
putationally expensive, and one should make concessions. For instance in our case,
our coupling is not synchronous (coupling ratio of 100), the iLOVECLIM model
cells are coarse, and the surface mass balance and basal melt are parametrized.

We have carried out simulations with a coupling ratio of 100. This can bias our
results as a single climate year is used to force 100 ice sheet years. For example, in
the case of initiation of ice sheet growth, a single cold year allowing for perennial
snow to maintain over year is used to force 100 ice sheet model years. In the
meantime, an ice sheet can start to develop, and its high albedo can lead to
further ice sheet development on the sides. Similarly, a particularly warm year can
provide a surface mass balance with melt on ice sheet edges, that is then used
to force the ice sheet model during 100 years, leading to ice loss on the edges
and potentially triggering a melt-albedo feedback. Therefore, the influence of the
coupling ratio should be investigated in further studies. Due to computational
limitations, it would not be possible to carry out all the simulations performed here
with a coupling ratio of 1. But the coupling ratio could be reduced at specific
critical times of the simulation. An other alternative that would not change the
computation time could be to force 1000 ice sheet model years with the mean
climate obtained on 10 climatic years. Changing the coupling ratio might change
the threshold at which the ice sheet completely melts, or the threshold at which it
regrows.

Our simulations exhibit strongly different behaviour when the albedo feedback
is or not taken into account. Taking into account the albedo feedback is expected
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to raise non linearity, as it triggers a positive feedback. However, this effect might
be partly overestimated in our setup. Indeed, the iLOVECLIM model has a coarse
resolution, and the albedo changes are seen at the level of the coarse T21 cells,
not the downscaled one (40km x 40km). If at least 30% of the subgrid cells are
glaciated, the corresponding T21 cell is considered glaciated, and its albedo is
set to the value of the ice sheet albedo (0.85 in our study). If less than 30% of
the subgrid cells are glaciated, the cell albedo is calculated following the albedo
of the vegetation (see section 3.1), with values usually around 0.4-0.5. Thus,
brutal albedo changes take place on the whole T21 cell when the threshold of
30% of subgrid glaciated cells is crossed. In the case of a melting ice sheet, this
can potentially lead to higher temperature in zones that are still glaciated, thus
favouring their melt. Conversely, in the case of a growing ice sheet, this can lead to
lower temperatures in areas that are not yet glaciated, favouring ice sheet initiation
in these areas. Therefore, our modelling results likely depend on the threshold of
subgrid glaciated cell to switch the T21 cell albedo to glaciated (30% in our study).
Furthermore, the albedo value of the ice sheet in our model is very high, and this
probably enhances the impact of the albedo feedback (differences would be lower
if the ice albedo was around 0.7, for example). Thus, the sensitivity of our model
results to both the 30% threshold of subgrid glaciated cells and the ice sheet
albedo value should be tested in further studies. Instead of using a threshold on
the amount of glaciated subgrid scale, an alternative way could be to parametrize
the albedo of the coarse T21 grid cells relatively to the fraction of glaciated subgrid
cells. This would allow for a smoother transition between vegetation albedo values
around 0.4-0.5 and the 0.85 ice sheet value when ice grows, and conversely for ice
sheet melt. Allowing for a smoother transition might dampen the effect of the melt
albedo feedback seen in our model. However, other aspects of our modelling setup
potentially artificially reduce the albedo feedback. Indeed, in our study, the albedo
/ melt feedback is only partly taken into account. Warmer snow (with higher
liquid content) has a lower albedo than cold snow. Furthermore, when snow melts,
underlying snow that has a lower albedo is exposed. This is not taken into account
in our study, where the albedo only changes when the ice sheet has retreated.
Taking into account this effect by a parametrization of an albedo decrease for
warmer snow or previously unexposed snow, could lead to faster Antarctic ice
sheet retreat.

The use of a snow model could be an option to better represent the albedo, at
a subgrid scale. In our setting, the surface mass balance is computed through the
semi-empirical Insolation Temperature Melt formulation (equation 3.12 in section
3.3). An alternative way could be to use the BESSI model [Born et al., 2019]. The
BESSI model is a surface energy and mass balance model that is relatively com-
putationally efficient. Based on precipitation, shortwave radiation at the bottom
of the atmosphere and surface air temperature fields, the BESSI model simulates
the snow and firn on 15 layers. Work is currently ongoing to implement the BESSI
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model in the coupled iLOVECLIM-GRISLI model.

In our simulations, the ice sheet does not regrow to its full extent, even for lower
CO2 values than PI. The major differences between the reference configuration and
the regrown ice sheet at 05xCO2 appear in West Antarctica. The Ross shelf does
not regrow, and the Pine Island sector does not return to grounded, though the
basal melt rates in the 05xCO2 regrowth simulation are comparable to the basal
melt rates in the reference PI configuration. This might be due to the fact that
there is not enough ice flow from the grounded ice sheet to this sector. Basal melt
rates need to be probably much lower to allow the ice sheet to ground, compared to
the pre-industrial configuration, where the ice sheet is grounded in this sector and
ice flux to this sector is higher. In a similar manner, the Ross ice shelf probably does
not regrow due to a lack on ice inflow from the Pine Island sector, that is grounded
at present-day and feeds the Ross ice shelf. Additionally, we might be applying too
large melt rates for the regrowth phase in our setup, for instance in the Pine Island
sector. In our setup, the oceanic circulation in cavities is not represented. Melt
rates at a given depth and location are computed depending on the temperature
and salinity of the closest oceanic grid point in the CLIO model, and at the same
depth (see section 3.3). The grid of the CLIO ocean model is fixed, and does
not evolve as ice sheet retreats. Thus, while in the pre-industrial configuration,
the grounding line is relatively close to the closest oceanic point in the CLIO
oceanic grid (except for the Ross and Ronne-Filchner ice shelves), temperatures
are extrapolated from further away in the regrowth branch, as the grounding line
is further away from the closest oceanic grid point. Ideally, one could use fully
coupled ocean-ice sheet model, where the oceanic circulation is resolved under the
shelves and the oceanic cavities evolve as the ice sheet retreats or advances. Such
models do exist ([Goldberg et al., 2012, Seroussi et al., 2017]) but they are still
limited to short timescales (decades- centuries) due to their computational cost. An
alternative way that could be suitable for our application (long term simulations) is
to use the PICO model [Reese et al., 2018], which simulates the vertical overturning
circulation in ice-shelf cavities. It is based on an ocean box model that coarsely
resolves ice shelf cavities and its computational time thus remains relatively low.
In PICO, the cavity is divided into n boxes along the ice-shelf base. Ocean water
from the ice shelf front (first box) enters the ice-shelf cavity at the depth of the
sea floor and is advected to the grounding line (second box). Freshwater influx
resulting from melting at the ice-shelf base makes the water buoyant, causing it
to rise along the shelf, where further melt can occur. Work is currently ongoing
to implement the PICO model in the iLOVECLIM-GRISLI coupled model, and it
would be particularly interesting to study how the use of a different parametrization
of basal melting influences the retreat and regrowth of the ice sheet.

Model parameters such as dynamical parameters of the GRISLI model and
coefficients in the surface melt and basal melt equations have been chosen in
order to obtain a pre-industrial ice sheet equilibrated with the climate. A better
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approach would be to calibrate these parameters over the past glacial interglacial
cycles. However, this is not an easy task as climate models have biases. Therefore,
we have chosen to calibrate our model parameters on the pre-industrial in our
study. However, a sensitivity to model parameters should be carried out in a
further study in order to assess the dependence of our modelling results to these
parameter choice. Parameters that seems of particular influence are parameters
involved in the basal sliding law. Indeed, the mechanics of basal friction remain
largely unkwnown [Pattyn and Morlighem, 2020], and the basal sliding law has a
strong influence on grounding line retreat and glacier acceleration in response to
perturbations, and varies spatially [Sun et al., 2020].

In our setting, the Greenland ice sheet is fixed to its present day configuration.
For the range of CO2 levels considered here, the Greenland ice sheet is expected
to melt entirely. This would slightly raise the global mean temperature due to
the albedo change, but could also lead to circulation changes that are not taken
into account in this study. However, circulation changes are often not modelled
correctly by climate models.

Finally, it should be noted that some feedbacks are not taken into account
into our setting. We have focused on feedbacks that are expected to be the most
important, such as the albedo and elevation feedbacks. However, other feedbacks
could dampen or amplify the ice sheet response to CO2 changes. For instance,
gravity feedbacks are expected to dampen the ice sheet melt. Ice volume changes
lead to local gravity change that affect the sea level locally. Ice loss leads to a
locally lower sea level, potentially reducing marine ice sheet instability [Fyke et al.,
2018]. In addition, the solid Earth’s response to ice sheet loading or unloading is
spatially homogeneous in GRISLI. However, several studies have shown that the
rheological properties under the AIS vary strongly spatially, with a with a thin
lithosphere and a low-viscosity upper mantle beneath West Antarctica and a thick
lithosphere and a more viscous upper mantle beneath East Antarctica [Chen et al.,
2018, Lloyd et al., 2020, van der Wal et al., 2015]. The structure observed under
the WAIS will produce a faster and more localized viscoelastic response of the solid
Earth to ice-load changes accentuating the local relative sea-level fall, facilitating
stabilizing feedbacks and promoting the stability of the West Antarctic ice sheet
(WAIS) [Gomez et al., 2015, Konrad et al., 2016, Coulon et al., 2021]. On the
other hand, other positive feedbacks not taken into account could be of importance,
such as the fact that surface melt can enhance hydrofracturing and thus, ice shelves
collapse [Scambos et al., 2009].
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5 - A broader view of the long term carbon
cycle ?

Chapter aims:

1. Develop a new conceptual model for the geological carbon cycle, that
is able to reproduce past δ13C variations.

2. Discuss the future CO2 evolution on the next million years, based on
idealized scenarios.

Highlights:

↪→ The geological carbon cycle model developed here is able to reproduce
multi-million years cycles observed in past δ13C records, that were not
modelled by previous studies, as a response to astronomical forcing
of organic matter burial.

↪→ The modelling of multi-million years cycles in δ13C as a response
to eccentricity forcing is possible due to the presence of multiple
equilibria in the geological carbon cycle in our model.

↪→ The potential presence of multiple equilibria in the geological carbon
cycle could have important implications for the CO2 evolution on long
timescales.

In this chapter, we explore other possible theories for the long term fate of at-
mospheric CO2. As was explained in Chapter 1, current existing modelling studies
on long term removal of atmospheric CO2 make the assumption that CO2 is ulti-
mately removed by silicate weathering only. However, in these studies, no changes
of the organic matter fluxes are considered, and this does not allow to explain the
δ13C variations that are recorded over the Cenozoic. Due to the large fractionation
factor of organic matter, changes in its fluxes to and from the geological sinks is
the most likely candidate to explain δ13C variations. In this chapter, we first de-
scribe the δ13C oscillations seen over the Cenozoic and current modelling studies
aiming at reproducing these oscillations. In these studies, some oscillations seen in
the δ13C are reproduced, such as oscillations at 400 kyr and 2.4 Myr. However,
these studies do not model longer term oscillations, such as the 8-9 Myr oscilla-
tions observed in the record. Therefore, we propose a new conceptual model for
the geological carbon cycle. Contrary to previous carbon cycle models, this one is
not linear, and has multiple equilibria. This allows us to produce oscillations of 8-9
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Chapter 5
Myr in the δ13C, that are visible in the data but were not represented by previous
models. This study was submitted to the journal Earth System Dynamics and is
currently under review. The model is shortly described in the main text, and the
manuscript submitted to the journal Earth System Dynamics containing the whole
study is included. Finally, we look at idealized scenarios for the carbon cycle over
the next million years.

5.1 . Records of δ13C oscillations over the Cenozoic and current
modelling studies

During the whole Cenozoic, δ13C exhibit oscillations with a period of 400
kyr : during the Paleocene [Westerhold et al., 2011], the Eocene [Lauretano et al.,
2015], the Oligocene [Pälike et al., 2006], Miocene [Billups et al., 2004] and during
more recent time periods [Wang et al., 2010]. The 400 kyr frequency corresponds
to one of the frequencies of eccentricity, and this is the most stable astronomical
periodicity through geological times [Laskar et al., 2004]. The δ13C oscillations
are correlated to the eccentricity oscillations. This is for instance visible in Figure 1
of Pälike et al. [2006] (panels C and D) : filtered eccentricity and (inverted) δ13C

curve exhibit the same pattern.
In addition to 400 kyr oscillations, 2.4 Myr oscillations are also observed over

the Cenozoic in δ13C records : over the Oligocene [Boulila et al., 2012] and
Miocene [Liebrand et al., 2016]. The 2.4 Myr periodicity is at the same time a
true eccentricity cycle and present in the Amplitude Modulation (AM) of the 100
kyr and 400 kyr cycles [Laskar et al., 2011, Boulila et al., 2012]. The 2.4 Myr
oscillations are for instance visible in Figure 2 of Boulila et al. [2012] (panel a) :
there is a good correlation between δ13C record and AM eccentricity.

Much longer and dominant cycles of approximately 9 Myr have been found
in δ13C records, over the Cenozoic [Boulila et al., 2012] and the Mesozoic [Mar-
tinez and Dera, 2015]. Cycles of around 8 Myr have been seen in δ13C in the
late Cretaceous [Sprovieri et al., 2013]. This periodicity is very stable over time
and the robust presence of ∼9 Myr cycles over various time periods, hints at an
astronomical origin. The ∼9Myr cycles over the Cenozoic and Mesozoic are visible
in Figure 1 of Boulila et al. [2012] (panels 4 and 5) and Figure 3 of Martinez and
Dera [2015] (panels C, D, E, H).

Cycles of ∼4.5 Myr have also been observed in δ13C in the late Creataceous
[Sprovieri et al., 2013] as well as the latest Ordovician and Silurian [Sproson, 2020].
In the case of 4.5 and 9 Myr cycles, the link to the astronomical forcing is less clear
than in the case of the 400 kyr and 2.4 Myr oscillations, as these frequencies are
not easily seen in the eccentricity spectra. A ∼4.5 Myr periodicity is visible in the
eccentricity solution, although with a very low amplitude. The AM envelopes of the
100 kyr and 400 kyr eccentricity also show a ∼4.5 Myr cyclicity, but again with low
amplitude. The ∼9 Myr frequency is not directly visible in the eccentricity spectra.
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Although it has been suggested that the AM envelope of the ∼2.4 Myr filtered
eccentricity has a ∼9 Myr cyclicity [Boulila et al., 2012], this remains uncertain or
with a very low amplitude. Therefore, the way in which the astronomy could pace
these multi-million year cycles remains mysterious.

5.2 . Modelling the observed δ13C oscillations

Modelling studies [Paillard, 2017, Kocken et al., 2019] were able to reproduce
the higher frequency cycles in δ13C : 400 kyr and 2.4 Myr cycles. This was
performed by forcing astronomically the organic carbon burial. For instance, in
Kocken et al. [2019], marine organic carbon burial decreases with eccentricity
values. Periods of low eccentricity favour low seasonal contrast and annual wet
conditions and thus favour clay formation. As the majority of organic carbon
is buried in association with clay particles [Hedges and Keil, 1995], eccentricity
minima could lead to higher organic carbon burial in the ocean, and thus increase
δ13C. Others explanation have been proposed for a link between organic matter
burial and astronomical forcing and are detailed in the manuscript submitted to
Earth System Dynamics. However, these studies [Paillard, 2017, Kocken et al.,
2019] were not able to reproduce the ∼4.5 Myr and ∼8-9 Myr cycles observed in
the data. In both studies, the carbon cycle model used were linear.

In our study, we introduce a new conceptual model for the carbon cycle, that
possesses multiple equilibria, and look at the modelled δ13C evolution when the
organic matter burial is forced with the eccentricity. We base our work on the
previous conceptual model of Paillard [2017].

As in Paillard [2017], the conceptual model represents the evolution of the
Earth’s surface carbon content C, that includes carbon stored in the atmosphere,
ocean and biosphere. This is opposed to carbon stored in deep soils, rocks, or
sediments (geological reservoir). In our model, exchanges between surface and
geological carbon reservoirs take place by either : carbon release to the surface
reservoir through volcanism, that is supposed constant (V0); carbon loss from
the surface reservoir through the oceanic carbonate deposition flux (D) that is
associated with silicate weathering; net organic matter burial flux (B), that is
composed of organic matter burial (B+) and organic matter oxidation (B−) :
B = B+ −B−. The model is schematized in Figure 5.1.

The surface carbon content C evolution is represented by the equation :

dC

dt
(t) = V0 −B(t)−D(t) (5.1)

As in the Paillard [2017] model, organic matter burial is forced astronomically.
The forcing term differs slightly in both models.

The main difference to the Paillard [2017] model, is that the net organic matter
burial does not only depend on the astronomical forcing. Additionally, the organic
matter burial varies with climate. At first order, climate is influenced by the
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Figure 5.1: Schematic representation of themodelled geological carboncycle.
CO2 quantity in the atmosphere and thus the surface carbon content C. Organic
matter burial (B) depends on surface carbon content (C) through the climate
dependency of organic matter burial, and reciprocally C depends on B since the
carbon content evolution depends on organic matter burial, as visible in Equation
5.1. In addition, the organic matter burial varies with oxygen contents. We have
considered a global oxygen content (O) representing both the atmospheric O2 and
dissolved O2 in oceans. Organic matter burial is facilitated in locally lower oxygen
concentrations. All other things being equal, a higher oxygen content globally in
the atmosphere will lead to higher oxygen contents locally in the ocean. Therefore,
organic matter burial decreases for higher oxygen concentrations and inversely. The
oxygen contents also vary with organic matter burial, as organic matter oxidation
reduces the oxygen quantity, while burial of organic matter adds oxygen to the
surface system. Thus, B depends on O and O depends on B. The surface carbon
content C and oxygen content O are thus coupled via the organic matter burial
term B. This is schematically represented in Figure 5.2.

Figure 5.2: Schematic representation of the coupling between the car-bon content C and oxygen content O through the net organic matterburial B.
The organic matter burial variations can be expressed as :

B(C(t), O(t), F (t)) = B0(C(t), O(t))− afF (t)
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with F (t) being the astronomical forcing, F (t) = (e(t) -mean(e(t))) / max(e(t))
where e(t) is the eccentricity at time t, mean and max represent respectively the
mean and maximum of eccentricity over the time period considered. af is a coef-
ficient that represents the strength of the astronomical forcing. B0(t) represents
the organic matter burial value without astronomical forcing.

If B0 is a non linear function of climate C, it is possible to obtain multiple
equilibria in the coupled (C,O) system, and internal oscillations. The system can
oscillate between different (C,O) values even when the organic matter burial is not
forced astronomically. This is further discussed in the manuscript submitted to
Earth System Dynamics. These multiple equilibria and internal oscillations allow
to obtain a different behaviour in the model when the organic matter burial is
additionally forced astronomically (B = B(C(t), O(t), F(t))), than in a case where
the organic matter burial depends of the astronomical forcing only.
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Abstract.

Along with 400 kyr periodicities, multi-million year cycles have been found in δ13C records over different time periods.

A ∼8-9 Myr periodicity is found throughout the Cenozoic, and part of the Mesozoic. The robust presence of this periodicity

in δ13C records suggests an astronomical origin. However, this periodicity is barely visible in the astronomical forcing. Due

to the large fractionation factor of organic matter, its burial or oxidation produces large δ13C variations for moderate carbon5

variations. Therefore, astronomical forcing of organic matter fluxes is a plausible candidate to explain the oscillations observed

in the δ13C records. So far, modelling studies forcing astronomically the organic matter burial have been able to produce 400

kyr and 2.4 Myr cycles in δ13C, but were not able to produce longer cycles, such as 8-9 Myr cycles. Here, we propose a

mechanism that could explain the presence of multi-million year cycles in the δ13C records, and their stability over time, as

a result of preferential periodicity locking to multiples of astronomical forcing periods. With a simple non linear conceptual10

model for the carbon cycle that has multiple equilibria, we are able to extract longer periods than with a simple linear model,

and more specifically, multi-million year periods.

1 Introduction

Astronomical frequencies are imprinted into the carbon cycle. A 400 kyr oscillation has been seen in many δ13C records

covering the Cenozoic : during the Paleocene (Westerhold et al., 2011), the Eocene (Lauretano et al., 2015), the Oligocene15

(Pälike et al., 2006), Miocene (Billups et al., 2004) and during more recent time periods (Wang et al., 2010). The 400 kyr

frequency corresponds to one of the frequencies of eccentricity, and this is the most stable astronomical periodicity through

geological times (Laskar, J. et al., 2004).

Longer cycles of 2.4 Myr have also been found in δ13C records over the Cenozoic : over the Oligocene (Pälike et al., 2006;

Boulila et al., 2012), and Miocene (Liebrand et al., 2016). The 2.4 Myr periodicity is at the same time a true eccentricity cycle20

and present in the amplitude modulation (AM) of the 100 kyr and 400 kyr cycles (Laskar, J. et al., 2011; Boulila et al., 2012).

∼4.5 Myr cycles have also been observed in δ13C in the late Creataceous (Sprovieri et al., 2013) as well as the latest Ordovician

and Silurian (Sproson, 2020).

Much longer and dominant cycles of approximately 9 Myr have been found in δ13C records, over the Cenozoic (Boulila et al.,
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2012) and the Mesozoic (Martinez and Dera, 2015). Cycles of around 8 Myr have been seen in δ13C in the late Creataceous25

(Sprovieri et al., 2013). This periodicity therefore seems very stable over time. The robust presence of ∼9 Myr cycles over

various time periods, hints at an astronomical origin. However, in the case of 4.5 Myr and 9 Myr cycles, the link to the

astronomical forcing is less clear, as these frequencies are not easily seen in the eccentricity spectra. A ∼4.5 Myr periodicity

is visible in the eccentricity solution, although with a very low amplitude. The AM envelopes of the 100 kyr and 400 kyr

eccentricity also show a ∼4.5 Myr cyclicity, but again with low amplitude. The ∼9 Myr frequency is not directly visible in the30

eccentricity spectra. Although it has been suggested that the AM envelope of the ∼2.4 Myr filtered eccentricity has a ∼9 Myr

cyclicity (Boulila et al., 2012), this remains with a very low amplitude. Therefore, the way in which the astronomy could pace

these multi-million year cycles remains mysterious.

It has been suggested (Paillard, 2017; Kocken et al., 2019) that an astronomical forcing of organic carbon fluxes could explain

the observed δ13C cyclicities at 400 kyr and 2.4 Myr. Indeed, organic, 12C enriched, matter burial or oxidation can lead35

to relatively large δ13C variation for a moderate carbon variation, which is not possible with silicate weathering (Paillard,

2017; Russon et al., 2010). It is usually assumed that long term carbon cycle is mainly controlled by silicate weathering. But

it is a negative feedback, that does not allow for oscillatory behaviour as observed in the data. Additionally, recent studies

have highlighted the importance played by organic carbon fluxes in the long term carbon budget, acting as either a source if

petrogenic organic carbon is eroded and oxidized, or a sink if terrestrial organic carbon is exported and buried into sediments40

(Hilton and West, 2020). Organic carbon contributions are of the same order of magnitude than silicate weathering (Hilton and

West, 2020). Therefore, astronomical forcing of the organic matter burial is a plausible candidate to explain the observed cyclic

δ13C variations.

Kocken et al. (2019) suggested that the link between δ13C and the astronomical forcing could be explained by enhanced marine

organic carbon burial for lower eccentricity values. Periods of low eccentricity and therefore low seasonal contrast could favor45

annual wet conditions, and consequently clay formation. The majority of organic carbon burial is buried in association with

clay particles (Hedges and Keil, 1995). If transport is not limiting, lower eccentricity would lead to higher marine organic

carbon burial and increase δ13C. Paillard (2017) suggested a link between monsoons and organic carbon burial. Monsoon

favor soil erosion and sediment transports. Recent soil as well as petrogenic organic carbon can be eroded and carried to

the oceans via rivers. The net effect on organic carbon burial depends on the geomorphological dynamics. For aggradational50

situations, that favour burial, the net result is organic matter burial. In that case, δ13C increases with increased eccentricity and

monsoon strength. However, for progradational situations, oxidation of petrogenic organic carbon is favoured, leading to a δ13C

decrease with eccentricity increase. Martinez and Dera (2015) suggested that low eccentricity values and the associated stable

and humid conditions could favor constant freshwater and nutrient inputs, thus favoring water mass stratification, productivity

levels, leading to persistent anoxia and therefore higher organic carbon burial rates. On the contrary, high eccentricity values are55

associated with a recovery of oxic conditions during the cool season, limiting organic carbon burial. It has also been suggested

that terrestrial organic carbon burial could increase with eccentricity minima, as this would favor annual soil anoxia (Kurtz

et al., 2003). Laurin et al. (2015) suggested that δ13C variations in the Late Cretaceous could be explained by a transient

storage of organic matter or methane in quasi-stable reservoirs such as wetlands, soils, marginal zones of marine euxinic strata,

2
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and permafrost. These quasi-stable reservoirs could respond non linearly to changes in obliquity and the consequent high60

latitude insolation changes or changes in meriodional insolation gradients. Other mechanisms have been proposed to explain

δ13C variation as a consequence from astronomical variations. de Boer et al. (2014) suggested that ice sheet dynamics and

linked changes in carbon cycle dynamics could explain the 400 kyr cycles in δ13C. However, this mechanism does not permit

to explain the presence of such cycles for periods without ice sheet (Kocken et al., 2019).

Modelling studies forcing the net organic matter burial through eccentricity have been able to produce 400 kyr and 2.4 Myr65

cycles in the δ13C (Paillard, 2017; Kocken et al., 2019). However, these studies did not find longer cycles, such as the ∼4.5 and

∼9 Myr cycles observed in geological records. The model used were linear, and non linear mechanisms might be necessary in

order to produce multi-million year cycles that have a very low amplitude in the input forcing.

Here, we develop a new conceptual model of the carbon cycle, that includes a net organic matter burial term and force it

astronomically with the eccentricity, similarly to the study of Paillard (2017). However, contrary to this study, the organic70

matter fluxes depend also on the surface carbon content, through its influence on climate, and on atmospheric oxygen content.

Our model therefore couples the carbon and oxygen cycle, and is non linear, with the possibility of multiple equilibria. With

this model, it is possible to obtain multi-million year frequencies in the δ13C. Depending on the strength of the astronomical

forcing, periodicities of 2.4 Myr, ∼4.8 Myr ∼7 Myr, and ∼9 Myr are produced preferentially, presumably as a result of

periodicity doubling of the 2.4 Myr eccentricity frequency.75

2 Methods

2.1 Model description

Here, we develop a simple, yet non linear conceptual model, coupling the carbon and oxygen cycle. When forced by the

eccentricity signal as input, the model is able to produce multi-million year frequencies as output, and multiples of the 2.4 Myr

frequency of eccentricity : 2.4 Myr cycles, ∼4.5 Myr cycles, ∼7 Myr cycles and ∼9 Myr cycles.80

Our model is based on the conceptual model of Paillard (2017). This model represents the evolution of the surface Earth

carbon content, including the atmosphere, the ocean and the biosphere. This is opposed to carbon stored in deep soils, rocks or

sediments. In our model, we have added a crude representation of the surface oxygen evolution. In the following, the features

common to the Paillard (2017) model and ours are summarized and the differences are described.

In our model, the modeling of the surface carbon evolution is identical to the Paillard (2017) model. The surface carbon evolu-85

tion is determined by the volcanic input V, the oceanic carbonate deposition flux D that is associated with silicate weathering,

and the organic carbon burial B.

dC

dt
= V −B −D (1)

The organic matter burial B is meant as a net burial, and represents all organic carbon fluxes. B = B+ −B− where B+

represents organic carbon burial and B− represents organic matter oxidation.90
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As in Paillard (2017), we assume that the oceanic calcium concentration does not vary significantly over time and that

carbonate compensation restores the oceanic carbonate content. With the use of an alkalinity balance (see Paillard (2017) for

details), we obtain the following equation for the carbon evolution :

dC

dt
= 2(V −B)−W (2)

where W is the alkalinity flux to the ocean associated with silicate weathering. As in Paillard (2017), we assume silicate95

weathering to be the main stabilizer of the carbon system, with a fixed relaxation time τc : W = C/τc. The volcanic input is

considered as constant, V = V0. The δ13C evolution is described by :

dδ13C

dt
=

1
C

(V (δ13V − δ13C)−B(δ13B − δ13C)) (3)

We have assumed a constant -5‰ volcanic source (δ13V = -5‰) and a constant -25‰ organic matter fractionnation (δ13B −
δ13C = -25‰). This slightly differs from the equation used in Paillard (2017), however the results remain very similar (for a100

detailed discussion, see the interactive discussion of the Paillard (2017) paper).

Compared to the previous model, we have added a crude representation of the oxygen cycle. Indeed, the oxygen interacts

closely with organic matter burial and oxidation. On one side, the burial of organic matter is facilitated in low oxygen zones.

On the other side, organic matter oxidation reduces the oxygen quantity, while burial of organic matter adds oxygen to the

surface system. We consider a global oxygen content O, representing both the atmospheric O2 and dissolved O2 in oceans. On105

geological timescales, the atmospheric O2 is driven by the net organic matter burial, the net burial of pyrite (Fpb −Fpo with

Fpb and Fpo the pyrite burial and oxidation), oxidation of volcanic gases (Fv) and oxidative weathering of sedimentary rocks,

not already accounted in the net organic matter and pyrite burial, such as ferrous iron (Fw) (Berner, 2001; Canfield, 2005).

dO

dt
= (B+ −B−) + (Fpb −Fpo)−Fv −Fw (4)

The oxidation of other elements than organic carbon is grouped in a single term, Ox, leading to :110

dO

dt
= B −Ox (5)

We make the assumption that the oxidation of other elements than organic carbon increases linearly with oxygen contents :

Ox = aox ·O + box, with aox and box two constants.

Although organic carbon perturbations are expected to have a weak impact on atmospheric O2 concentrations, as atmospheric

O2 is relatively high in the Phanerozoic (Bergman et al., 2004; Berner and Canfield, 1989), perturbations to atmospheric O2 of115

a few permill have been seen in Pleistocene ice cores (Stolper et al., 2016).

As in the Paillard model, the organic matter burial is forced astronomically, while the forcing term differs slightly in both

models. Here, we choose to express the organic matter burial variations as :

B = B0 − afF (t)

with F(t) = (e(t) -mean(e(t))) / max(e(t)) where e(t) is the eccentricity at time t, mean and max represent respectively the120

mean and maximum of eccentricity over the time period considered. B0 represents the organic matter burial value without
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astronomical forcing. The Analyseries software (Paillard et al., 1996) provides the La04 orbital parameters (Laskar, J. et al.,

2004).

Several mechanisms have been proposed to be responsible of the link between organic matter burial and astronomical forcing.

Here, we do not intend to focus on a specific mechanism. We rather focus on the output signal that can be obtained from125

a simple astronomical forcing. Therefore, we have chosen the easiest possible relationship : a linear variation of the organic

matter burial with the astronomical forcing. The negative sign was chosen in order to match the data, where eccentricity minima

correspond to δ13C minima, and thus organic matter burial maxima.

In the Paillard model, the B0 term was constant and the organic matter burial therefore only varried with the astronomical

forcing. However, in our model, the organic matter burial depends not only on the astronomical forcing but also on the surface130

carbon content and the oxygen content, meaning B0 = B0(C,O), as explained below.

Organic matter burial is facilitated in locally lower oxygen concentrations. All other things being equal, a higher oxygen

content globally in the atmosphere will lead to higher oxygen contents locally in the ocean. Therefore, organic matter burial

decreases for higher oxygen concentrations and inversely. Here, we have assumed an inverse linear dependency between the

organic matter burial and the oxygen content O. If O1 and O2 are two oxygen contents, then the difference in organic matter135

burial (for the same carbon content C) is :

B0(C,O1) = B0(C,O2)− δ(O1 −O2) (6)

δ is a positive constant. For a similar carbon content C, the organic matter burial is higher in the case of lower oxygen quanti-

ties.

Here, we also suggest that net organic carbon burial depends on the surface carbon quantity C. Indeed, climate can influence the140

organic matter burial, and as a first approximation, larger carbon values C in the surface system correspond to warmer, wetter

climates. Net organic matter burial contribution to the surface carbon evolution is composed of two opposite contributions :

biospheric organic carbon erosion leading to CO2 drawdown (CO2 sink) and therefore surface carbon decrease, and oxidation

of petrogenic organic carbon, leading to CO2 rise (CO2 source), and therefore surface carbon increase. Eroded terrestrial

organic matter from plants is delivered to rivers (Meybeck, 1982; Ludwig et al., 1996). If a part of this biospheric organic145

carbon is buried into sediments without being degraded, this corresponds to a decrease of the surface carbon content. It has

been estimated that the current burial flux of organic carbon eroded from land into oceanic sediments is around 40-80 MtC/yr

(Hilton and West, 2020). On the other hand, exhumation of sedimentary rocks can lead to the oxidation of petrogenic organic

carbon and therefore to CO2 release (Hilton et al., 2014). The carbon flux released to the atmosphere through petrogenic or-

ganic carbon oxidation has been estimated to be between 40 and 100 MtC/yr (Hilton and West, 2020). Climate can act on these150

processes on several ways. When the surface carbon content increases, this globally results in a warmer and wetter climate.

Warmer temperatures and stronger runoff increase erosion and transfer of biospheric organic carbon (Hilton, 2017; Smith et al.,

2013). In addition, warmer temperatures increase ocean stratification and decrease the solubility of oxygen in surface waters

(Bopp et al., 2002), leading to expansion of oxygen minimum zones (Stramma et al., 2008, 2010). This decreases organic

matter oxidation and favours its burial into oceanic sediments (Jessen et al., 2017). Other climatic related factors, have been155
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suggested to limit dissolved oxygen in the ocean, such as increased phosphorus inputs (Baroni et al., 2020; Niemeyer et al.,

2017). These inputs are expected to increase for warmer and wetter climate, that increases weathering, leading to regional

deoxygenation and organic carbon burial (Baroni et al., 2020).

It has also been suggested that the oxidation of petrogenic organic carbon could be linked to climate as petrogenic organic car-

bon oxidation could be locally limited by temperature, O2 contents, and microbial activity (Chang and Berner, 1999; Bolton160

et al., 2006; Hemingway et al., 2018; Petsch et al., 2005). Higher temperature could lead to stronger petrogenic carbon oxida-

tion. We have made the assumption that for intermediate carbon value, and thus intermediate temperatures, this mechanism is

dominant, whereas the increase in export of biospheric carbon and increased burial dominates for warmer temperatures (larger

C values). We have supposed that there is no dependency to climate for lower carbon values. This results in a non monotonic

dependency of B to C. For low carbon values (C <C1) and thus colder climates, the organic carbon burial B does not depend165

on C. Then, for intermediate carbon values (C1 < C < C2), the organic carbon burial decreases with increasing temperatures,

and thus increasing carbon C. Finally, for higher carbon values (C > C2) the organic carbon burial increases with increasing

temperature (and thus, carbon C). For the sake of simplicity, we have made the assumption of linear variations. The resulting

shape of the evolution of organic carbon burial fluxes as function of the carbon content C is represented in Figure 1.

Figure 1. Schematic representation of the organic carbon burial B evolution with carbon content C

These assumptions on the dependency of the organic matter burial flux to the surface carbon content C are strong. It is not an170

easy task to quantify at present day the net magnitude of carbon burial, as some regions are known to be carbon sinks and others

known to be carbon sources. It is an even more complicated task to have an estimation of this budget for different climates, and

therefore different carbon contents. However, the results discussed below do not depend on the specific shape choosen for the

dependency of the organic matter burial B to the carbon content C. Similar results could be obtained with an other dependency,

as long as it is non monotonic with the carbon content C and we place ourselves here in one of the simplest case possible. The175

shape of the organic burial evolution is certainly different and more complex than the one presented here. However, as many
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process act on the net organic matter burial, some favoring organic matter burial, and some favoring organic matter oxidation,

we are confident in the fact that the relationship between organic matter burial and surface carbon content is non monotonic.

In our model, carbon and oxygen evolution depend on the organic matter burial term, that conversely depends on both, carbon

and oxygen quantities. Therefore, in our model the carbon and oxygen cycle are coupled via the organic matter burial term.180

This is the main difference with the model of Paillard 2017, as this results in a non linear model, where it is possible to have

multiple equilibria in the carbon and oxygen system, and thus oscillations even without astronomical forcing.

2.2 Parameter values

We first consider the case where the organic matter burial is not forced astronomically (af = 0). For simplicity, we have chosen

B0 to be piecewise constant when considering the variations due to carbon. It is decreasing linearly with oxygen. Therefore,185

we can write B0 as :

B0(C,O) = B0(C,Oref )− δ(O−Oref ) (7)

with

B0(C,Oref ) =





α for C < C1

α−β(C −C1) for C1 <C < C2

α−β(C2 −C1) + γ(C2 −C1) for C > C2

(8)

Where δ (δ >0) is the coefficient representing the strength of the organic matter burial evolution with oxygen. The higher δ,190

the stronger is the organic matter burial decrease with oxygen content. α represents the constant value of organic matter burial

for low carbon values (C < C1). -β (−β < 0) represents the slope of the carbon burial evolution for intermediate carbon values

(C1 < C < C2), for which the organic matter burial decreases with increasing carbon content. γ (γ > 0) represents the slope

of the carbon burial evolution for high carbon values (C > C2), for which the organic matter burial increases with increasing

carbon content. We choose to place ourselves in the case where there are two stable equilibria for the carbon cycle for the195

current oxygen value (see section 3.1). This corresponds to panel (a) of Figure 2. These equilibria are called Ceq1ref and

Ceq2ref .

Our unforced model therefore contains 13 parameters : the value of carbon emissions associated with volcanism V0, the time

constant associated with silicate weathering τc, the current oxygen content Oref , the two values of the equilibria for O = Oref ,

Ceq1ref and Ceq2ref , parameters linked to the shape of the evolution of organic carbon burial with carbon (C1, C2, β, γ, α),200

one parameter linked to the evolution of organic matter burial with oxygen (δ), and two parameters linked to the evolution of

oxidation of other elements than carbon with oxygen (aox and box). When the organic carbon burial is forced astronomically,

there is one additional parameter, representing the strength of the astronomical forcing : af .

Oref is the current oxygen level and is equal to Oref = 1.19 · 106 Pg. Ceq1ref and Ceq2ref are the stable equilibria for

O = Oref . We have choosen Ceq1ref to be equal to the pre industrial carbon content of Earth’s surface reservoirs (atmosphere,205

oceans and biosphere). It is estimated to be around 43 000 PgC (Ciais et al., 2013). We have chosen the second equilibria to be
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at higher carbon values, Ceq2ref = 47000 PgC. The τc constant is set to 200 kyr (Archer et al., 1997). The V0 value was chosen

in order to have δ13C values around zero for medium carbon values, V0 = (5/8)·(1/2)(Ceq1ref +Ceq2ref )/τc = 140 TgCyr−1.

This is a value slightly higher than in Paillard (2017). However, it remains in the range of possible values for carbon emissions

from volcanism, estimated between 40 and 175 TgC/yr (Burton et al., 2013). That Ceq1ref and Ceq2ref are equilibria for O =210

Oref in the unforced case gives constraints on the α and γ parameters. Several values of β remain possible, with the constraint

that we should have β > 1/2τc. C1 and C2 should be contained between Ceq1ref and Ceq2ref : Ceq1ref < C1 < C2 < Ceq2ref .

In the following, we have taken β = 2.4 ·1/2τc, C1 = Ceq1ref +(1/3)(Ceq2ref −Ceq1ref ), C2 = Ceq1ref +(2/3)(Ceq2ref −
Ceq1ref ). Changing these parameters would change slighlty the form of the unforced oscillations. The δ parameter influences

the size of the free oscillations for the oxygen. We have set δ in order to have free oscillations of the size of a few percent of215

the reference oxygen value. This corresponds to δ ∼ 2 · 10−7. Different values of the parameters aox and box are studied in the

following, corresponding to the four possible different cases outlined by the four panels of Figure 3 (see Section 3.1).

3 Results and discussion

Here we study the results for three different cases to examine the importance of the different processes.

– In a first step, we do not consider astronomical variations of the organic matter burial B. Therefore, organic matter burial220

only depends on the carbon and oxygen quantities, B = B0(C,O).

– In a second step, we consider a formulation similar to the model of Paillard (2017), where the organic matter burial

depends on the astronomical forcing but does not depend on the carbon and oxygen quantities : B = B0cst − afF (t)

with B0cst being a constant.

– In a last step, we consider that the organic matter burial depends on both the astronomical forcing and the carbon and225

oxygen contents (complete form) : B = B0(C,O)− afF (t)

3.1 Results without astronomical forcing of the organic matter burial

First, we look at our model results in the case where the organic matter burial is not forced astronomically, corresponding to

af = 0 : B = B0(C(t),O(t)). This is done in order to better understand the dynamics of the coupled oxygen/ carbon system

without astronomical forcing. We first consider the system from a theoretical point of view, by describing the different possible230

equilibria. Then, we compute the results numerically for different parameter values.

Equilibria for the carbon are defined as dC
dt = 0. From equation 2, we get :

1
2

dC

dt
= (V − W

2
)−B (9)

Carbon equilibria are thus equivalent to B = V −W/2. As we have assumed W = C/τc, and V to be constant, V = V0, this

corresponds to B = V0 −C/(2τc). Figure 2 represents schematically the evolution the organic matter burial term and the V -235

W/2 term as a function of the carbon content C. Depending on the relative position of the B curve to the V - W/2 curve, this
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leads to one or two stable equilibria. For clarity, in the following we will call the B curve (green in the Figures) the organic

term, and the V - W/2 curve (red curve) the inorganic term.

Figure 2. Schematic representation of the organic (green, B) and inorganic (red, V0−C/(2τc)) terms as a function of the carbon content C.

(a) Case of two equilibria in the carbon system (Ceq1 and Ceq2). (b) Case of one equilibria in the carbon system, at low carbon value (Ceq1).

(c) Case of one equilibria in the carbon system, at high carbon value Ceq2.

In the case represented by panel (a) of Figure 2, the organic and inorganic curves cross at three different locations, meaning

that there are three different carbon values C for which an equilibrium is obtained (dC/dt = 0). However, only two of these240

equilibria are stable and are indicated by full purple circle, while the unstable equilibria is indicated by an empty purple circle.

In the case of the empty circle, if we diverge a little from the equilibria value to higher carbon values, then V - W/2 > B (the

red curve is above the green one) and thus dC/dt >0. This small divergence to higher carbon value, leads to even higher carbon

values : the equilibrium is unstable. The same reasoning can be done if we diverge a little from the equilibrium towards lower

carbon values. On the contrary, if we consider the first full purple point from panel (a) of Figure 2, it is a stable equilibrium.245

If we diverge a little from this equilibrium towards higher carbon values, then B > V - W/2 (the green curve is above the

red) and thus dC/dt < 0. The system is brought back towards lower carbon values : the equilibrium is stable. Panel (a) of

Figure 2 represents the case of two stable equilibria in the carbon system. However, it is possible to have only one stable

equilibrium in the carbon system, if the value of B is higher or lower, as is shown in panels (b) and (c) of Figure 2. In the

case of a higher organic matter burial, there is only one crossing between the green and red curves as represented in panel250

(b) of Figure 2 : there is only one equilibrium for the carbon cycle, Ceq1. A similar reasoning than previously shows that this
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equilibrium is stable. In a similar manner, in the case of a lower organic matter burial, there is only one crossing between the

green and red curves as represented in panel (c) of Figure 2 : there is only one equilibrium for the carbon cycle, Ceq2. This

equilibrium is stable. These three configuration of the organic matter burial correspond to different oxygen values. Indeed, as

B(C,O) = B(C,Oref )−δ(O−Oref ), higher oxygen values correspond to a shift of the organic matter (green) curve towards255

the bottom, and conversely. Therefore, it is possible to switch between the configurations, if the oxygen evolves.

Similarly to what has been done for the carbon cycle, we look at possible equilibria in the oxygen cycle. In our model, dO/dt =

0 corresponds to B = Ox, meaning that the organic matter burial is equal to the oxidation of other elements than carbon. These

terms are represented in Figure 3. The four different configurations shown in panels (a) - (d) correspond to different values for

the slope and intercept of the Ox curve. For these four configurations, the shape of the organic matter burial B (green) curve260

is similar. For low oxygen values (O < Olim2), there is only one possible value of the organic matter burial B for each oxygen

value. This corresponds to the case displayed in panel (b) of Figure 2, where there is only one possible equilibrium value for

the carbon content C, and therefore only one possible value of B for a given oxygen value. For decreasing oxygen value, the

organic burial increases. For high oxygen values, (O > Olim1), there is also only one possible value of the organic matter burial

B for each oxygen value. This corresponds to the case displayed in panel (c) of Figure 2. There is only one possible value for265

the carbon content C, and therefore only one possible value of B for a given oxygen value. These values of organic carbon

burial B are lower than the one obtained with O < Olim2. For intermediate oxygen values (Olim2 < O < Olim1) there are two

possible equilibrium values for the carbon content C, and therefore two possible equilibrium values for the organic matter

burial B for a given oxygen value. This corresponds to the case displayed in panel (a) of Figure 2. The unstable equilibrium is

displayed with dotted line.270

Following our hypothesis, the Ox curve is simply a straight line. However, depending on the slope and intercept of the Ox

curve, this leads to four different configurations, where the (blue) Ox curve either crosses the upper branch of B, the lower

branch of B, none of them or both of them. These four different possibilities are schematized in Figure 3. When the Ox curve

crosses the upper branch of B (Panel (b) of Figure 3), there is one possible equilibrium value for the oxygen (dO/dt = 0),

represented by the full orange circle. It is a stable equilibrium : if we divert to lower oxygen values, then B > Ox (the green275

curve is above the blue line), meaning that dO/dt > O, and the oxygen value increases back towards equilibrium. Similarly,

when the Ox curve crosses the lower branch of B (Panel (c) of Figure 3), there is one possible equilibrium value for the oxygen.

This is also a stable equilibrium. When the Ox curve crosses both the upper and lower branches of B (Panel (d) of Figure 3), it

crosses also the middle, unstable, branch. There are three possible equilibrium values for the oxygen, two of which are stable

(the crossing with the upper and lower branch). For these three cases (panels (b), (c) and (d) of Figure 3), the system will280

converge towards an equilibrium value (Ceq , Oeq) and remain in this state as this are stable equilibria. When the equilibrium

is reached the carbon and oxygen content will not evolve anymore. The organic matter burial and the δ13C will therefore also

not change.

However, the situation is different in the case where the Ox curve does not cross the lower or upper branch of B, but crosses

the middle branch (dashed line), as represented in Panel (a) of Figure 3. This branch is not stable from the carbon point of view285

(it corresponds to the unstable equilibria of Figure 2). It is also not a stable equilibria for oxygen. In this case, no equilibrium is
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Figure 3. Schematic representation of the organic term (B, green curve) and the Ox term (blue curve) as a function of the oxygen content O.

Four different cases are displayed, depending on the slope and intercept of the Ox curve : (a) one unstable equilibrium; (b) and (c) a stable

equilibria; and (d) two stable equilibria

reached for the (C, O) system, and oscillations of the oxygen and carbon content can be obtained without astronomical forcing

of the organic matter burial. The organic matter burial and the δ13C therefore also oscillate.

To illustrate these cases, we run our model without astronomical forcing. For conciseness reasons, we consider only two out

of the four possible cases described above. We will consider the two cases for which the Ox curve crosses the unstable middle290

branch, corresponding to panels (a) and (d) of Figure 3. We define the parameter alim as alim = (Blim1 −Blim2)/(Olim1 −
Olim2). If aox > alim, this corresponds to the case of panel (d) of Figure 3. If aox < alim, this corresponds to the case depicted

in panel (a) of Figure 3.

3.1.1 aox > alim

The model is run for 100 Myr with aox = 1.5 · alim, for one specific set of model parameters. The simulations start from295

different initial values for the carbon and oxygen. The Ox curve intercept parameter box, is chosen in order to follow the

configuration of panel (d) of Figure 3, where the Ox curve crosses 3 times the B curve. The carbon, oxygen, organic matter

burial and δ13C evolution over time are displayed in Figure 4. An equilibrium is reached in less than 10 Myr for all the

simulations. The equilibrium value depends on the initial conditions. This is expected as there are two stable equilibria for the

(C,O) system in this configuration. In the case of a different value of the parameter box, leading to a single crossing with the B300

curve (case of panel (b) and (c) of Figure 3), an equilibrium would also be reached. The only difference is that the equilibrium

would not depend on initial conditions, as there is only one possible equilibrium value.
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Figure 4. Modelled carbon content C, oxygen content O, organic matter burial B and δ13C evolution in the case without astronomical forcing

for different initial states. Case a > alim.

3.1.2 aox < alim

The model is run for 100 Myr with aox = 0.5 · alim, for one specific set of model parameters, starting from different initial

values for the carbon and oxygen. The parameter box, is chosen in order to follow the configuration of panel (a) of Figure305

3, where the Ox curve only crosses the unstable part of the B curve. The carbon, oxygen, organic matter burial and δ13C

evolution over time are displayed in Figure 5.

In this case, no equilibrium is reached and the system oscillates. The amplitude of the oscillations for the carbon is around

6000 PgC. The δ13C oscillations have an amplitude around 2.5‰. The frequency of the oscillation is identical for the different

initial conditions, and only the phase is different. The oscillations have a period of approximately 15 Myr with the parameter310

set used on this example. The frequency and shape of the oscillations depend on the model parameters. For example, for higher

values of the δ parameter, the system would oscillate more quickly.

To sum up, we have detailed here a simple case, without astronomical forcing of the organic matter burial B. In that case, there

are two possibilities for the evolution of the (C, O) system. If there is at least one stable equilibrium for the oxygen (case of

panels (b), (c) and (d) of Figure 3), then the system will converge towards an equilibrium (Ceq , Oeq), and the modelled δ13C315

will also converge towards an equilibrium. If there is no stable equilibrium for the oxygen (case of panel (a) of Figure 3), the
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Figure 5. Modelled carbon content C, oxygen content O, organic matter burial B and δ13C evolution in the case without astronomical forcing

for different initial states. Case a < alim.

(C,O) system will oscillate freely, and the modelled δ13C will also oscillate. However, in our model, the organic matter burial

is also forced astronomically, through a dependency to eccentricity. This makes the situation more complex. When a stable

equilibrium is reached in a case without astronomical forcing, the equilibrium can become unstable in the forced case, if the

astronomical forcing is relatively strong (relatively high values of the af parameter). In this case, the astronomical forcing320

pushes the system away from its equilibrium towards another. This will be detailed in the third result section.

3.2 Results without oscillatory dynamics - organic matter burial not depending on surface oxygen.

In a second step, we study our model results in the case where the net organic matter burial does not depend on surface carbon

and oxygen quantities, but is solely forced by the astronomical forcing : B = B0cst − afF (t), where B0cst is a constant. This

is close to the model of Paillard (2017). In this case we have no coupling anymore between the carbon and the oxygen cycle,325

and the system is linear, with an astronomical forcing.




dC
dt = − 1

τc
C + c1 − 2afF (t)

dO
dt = −aoxO + c2 + afF (t)

(10)
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with c1 and c2 being constants, c1 = 2(V0 −B0), c2 = B0 − b. As aox > 0 and 1
τc

> 0 the system is stable. Without the astro-

nomical forcing, it would converge towards an equilibrium. The addition of the astronomical forcing yields oscillations around

it.330

In the following, we have run the model with the same parameters as previously, for different values of the af parameter. In

Figure 6 the evolution of carbon, oxygen, organic carbon burial and δ13C over time are displayed for af = 0.01 (green curves),

af = 0.03 (orange curves) and af = 0.05 (blue curves). There are oscillations around an equilibrium value for the carbon and the

δ13C. Changing the af value does not change the shape nor the frequency of the oscillations. It only changes their amplitude.

For the δ13C, the oscillation amplitude varies from around 0.5‰ for the weakest astronomical forcing considered (af = 0.01)335

to 2‰ for the strongest astronomical forcing considered (af = 0.05). For the carbon, the oscillation amplitude varies from

around 1000 PgC to 6000 PgC.
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Figure 6. Modelled carbon content C, oxygen content O, organic matter burial B and δ13C for different af values (af = 0.01 in green, af =

0.03 in orange and af = 0.05 in blue) when B0 is a constant. The right panel is a zoom on the last 10 Myr of the simulation.

The spectral analysis of the δ13C curve is shown in panel (a) of Figure 7. The dominant frequencies of the δ13C oscillations

are 400 kyr and 2.4 Myr. These frequencies are present in the input forcing (the eccentricity). The 400 kyr frequency is already
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Figure 7. (a) Normalized spectral analysis of the resulting δ13C for different af values (af = 0.01, 0.03 and 0.05 in green, orange and blue)

when B0 is a constant. (b) Spectral analysis of the eccentricity input forcing.

strong in the input forcing. However, the 2.4 Myr frequency is of low power in the eccentricity spectra, but strong in the340

modelled δ13C. The δ13C spectral analysis also contains a weaker ∼4.5 Myr peak. This frequency is of very low amplitude

in the input eccentricity forcing. As in the Paillard (2017) model, we are able to produce 400 kyr and 2.4 Myr cycles in δ13C

through the astronomical forcing of organic matter burial. However, as this model is linear, it is not possible to produce longer

term cycles with a high amplitude, corresponding to frequencies with very low amplitude in the eccentricity spectra. A non

linear model is needed to produce larger periods with a strong amplitude in δ13C with a simple eccentricity forcing. This is the345

case with our model when we add the dependency of the organic matter burial to the carbon and oxygen contents. The results

for specific parameter values are discussed in the next section.

3.3 Complete model : forcing of the organic matter burial.

Here, we use the complete form of the organic matter burial, as described in Section 2.1. The organic matter burial depends on

the surface carbon quantity C, the surface oxygen quantity O and the astronomical forcing : B = B0(C(t),O(t))−afF (t). We350

perform simulations for different af parameter values ranging from af = 0 to af = 0.05. This corresponds to different relative

importance of the astronomical forcing on the organic matter burial. The simulations are run over 120 Myr. We perform these

simulations in two different cases. The first [case A] corresponds to a situation where the system oscillates freely for af =

0. This corresponds to panel (a) of Figure 3. The second one [case B] corresponds to a situation where the system does not

oscillate for af = 0 (presence of a stable equilibria). In our case, we have taken a situation corresponding to panel (b) of355

Figure 3. The evolution of δ13C in these both cases is displayed in panels (a) of Figures 8 and 9. A zoom on the last 20 Myr of
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simulation is provided in panels (b). The spectral analysis of the modelled δ13C is displayed in panels (c). The spectral analysis

were carried out with the Blackman Tuckey method implemented in the Analyseries software (Paillard et al., 1996).

In case A, the δ13C oscillates freely when the system is not forced astronomically (af = 0), with an amplitude around 2‰.

For a relatively small influence of the astronomical forcing (af = 0.01) the shape of the large, free oscillations is still visible,360

and small oscillations of amplitude around 0.1‰ occur around it. However, the frequency of the free oscillations is affected

by the astronomical forcing and differs from the unforced case. In case B, there are no oscillations for af = 0. For af = 0.1,

oscillations similar to case A occur. In both cases, for higher values of af , the free oscillations are not visible anymore, and

the signal is dominated by oscillations of lower period. The dominant, low period oscillations have an amplitude of around

2‰, and the smaller higher frequency oscillations have an amplitude of around 0.05‰. Oscillations of 400 kyr are present365

for all cases where the system is forced astronomically. However, their relatively low amplitude makes them hard to notice in

the spectral analysis, especially for low af value. As the relative strength of the astronomical forcing increases (af increases),

the power of the 400 kyr oscillations becomes stronger. The dominant period of the oscillations decreases with increasing af

parameter.
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Figure 8. [case A] (a) Modelled δ13C for different af values and a = 0.5 ·alim. (b) Zoom on the last 20 Myr of the simulation. (c) Spectral

analysis of the modelled δ13C.
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Figure 9. [case B] (a) Modelled δ13C for different af values and a = 1.5 ·alim. (b) Zoom on the last 20 Myr of the simulation. (c) Spectral

analysis of the modelled δ13C.

In both cases, the addition of the astronomical forcing changes the behaviour of the coupled system. The output signal has370

a dominant frequency that differs from the frequency of the unforced system. We are able to obtain oscillations on the δ13C

of several million years. However, one important feature to notice is that when the af parameter decreases, the output signal

dominant period does not decrease continuously. Figure 10 represents the dominant period of the signal depending on the af

parameter, for different parameter sets. The plot shows "steps" : there are preferential periods, meaning that for a range range

of af values, the output dominant period remains the same. The 2.4 Myr periodicity and its multiples are schematized with375

blue dotted lines.

For large af values (around 0.4 - 0.5), the dominant frequency is 2.4 Myr. Both 2.4 and 4.8 Myr periodicities are present

in the spectral analysis. As the af parameter decreases slightly, the 4.8 Myr periodicity becomes dominant. It is particularly

striking that for each parameter set, it is not possible to have a dominant frequency value between 2.4 and 4.8 Myr. The 4.8

Myr periodicity is the double of the 2.4 Myr periodicity of eccentricity. As the af parameter decreases, a period around 7 Myr380

becomes dominant. It is between 7.2 and 7.7 depending on the parameter set. This periodicity is not present in the eccentricity

spectra. However, it corresponds to the triple of the 2.4 Myr periodicity. It is possible to obtain dominant frequencies between
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Figure 10. Dominant period of the modelled δ13C as a function of the af value, for different parameter sets.

4.8 and 7 Myr. However, this is limited to very specific cases (specific af values for specific parameter values). On the contrary,

the ∼7 Myr period is dominant for a wide range of af parameters, for all parameter sets (between af = 0.025 and af = 0.04

depending on the parameter set). Decreasing again the af parameter produces longer periods. The isolation of a preferential385

periodicity is not as clear as for the 2.4, 4.8 and ∼7 Myr frequencies, and the rise of the dominant frequency of the output

signal with the af parameter decrease becomes more continuous. However, for each parameter set there is a small step around

the fourth multiple of 2.4 Myr, ∼ 9.6 Myr (between 9 and 10 Myr, depending on the parameter set). The corresponding af

interval is much smaller than in the case of the 4.8 and ∼7 Myr periods. As the af parameter decreases again, the evolution

of the dominant frequencies seems to vary in a non continuous way, with preferred frequencies, but the behaviour is less clear.390

The presence of preferred period suggests a mechanism of frequency locking and periodicity doubling, which allows to obtain

multiple of the 2.4 Myr eccentricity frequency.

As a response to a simple eccentricity forcing, our non linear model is able to produce multi-million year cycles of periods

absent of the input forcing (or present with very low amplitude), most probably via a mechanism of period doubling.

However, the shape of the oscillations obtained is quite far away from the data. For each parameter set, there are values395

of the af parameter that produce ∼9 Myr cycles in the δ13C. One of them is displayed in Figure 11. For comparison, δ13C

from deep sea records (Zachos et al., 2001; Westerhold, 2020) are also shown. In the modelled δ13C, there are oscillations

between high and low δ13C value, and the shift between the low and high values is quite sudden. This is due to the fact that

in our model the δ13C has two equilibrium values, when the organic matter burial is not forced astronomically. When the

astronomical forcing is added, oscillations occur around one equilibrium value, until the astronomical forcing becomes strong400
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set 1 set 2 set 3 set 4 set 5
a

alim
0.5 1.5 0.2 0.5 1.5

δ 1.3e-7 1.3e-7 2e-7 2e-7 2e-7
Table 1. Value of the different parameter sets displayed in Figure 10.

enough to push the system towards the second equilibrium. 400 kyr cycles are also noticeable on top of the multi-million year

oscillations. However, their strength is underestimated compared to the data.
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Figure 11. Comparison of (a) the modelled δ13C and (b) deep sea record δ13C (data are from Westerhold (2020)) in blue and filtered

(frequency = 0.107; bandwidth = 0.05) in orange. The modelled δ13C shown was taken among the model outputs that produces ∼9 Myr

cyclicities.

At these timescale, many other processes not taken into account here, such as plate tectonics (Müller and Dutkiewicz, 2018),

or other geochemical cycles could play a role and influence the carbon cycle. Our model is simple and excludes many pro-

cesses that could be of importance, and other mechanisms can be considered to produce an internal oscillatory dynamics. In405

this model, we have linked the carbon and oxygen cycle through the organic matter burial term. The "real" dependency of
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the net organic carbon burial B to the surface carbon C and thus climate is probably much more complicated than the shape

envisaged here. However, the results obtained are generic, and multiple equilibria and self-sustained oscillations (without any

external forcing like eccentricity) could be obtained in the Earth system with a different shape of B corresponding to different

mechanisms. One of the conditions to allow for multiple equilibria to exist is to have a non monotonic dependency of B(C).410

That B(C) has the same shape as the one assumed in this study is highly unlikely, but the fact that B varies in a non monotonic

way with climate and thus the carbon content C is highly probable, due to the variety of processes involved, that might be

favored for certain climate and thus lower or higher carbon values. One could also imagine to obtain more complex oscillations

involving the sulfur cycle. Oxidation of sulfide minerals produces sulfuric acid, which can react with carbonate minerals and

thus release CO2 (Torres et al., 2014). And sulfide oxidation also affects the oxygen content. Here, we have based the oscilla-415

tions on the (C,O) elements, but other mechanisms could certainly be considered.

4 Conclusions

Multi-million year oscillations are present in the δ13C records throughout the Cenozoic and part of the Mesozoic. It has been

suggested that these variations could be related to astronomical forcing of organic matter burial fluxes. However, no modelling420

study has been able to perform such long oscillations through astronomical forcing of organic matter fluxes. Here, we have

proposed a mechanism that could explain the presence of multi-million year cycles in the δ13C record, and their stability over

time, as a result of preferential periodicity locking to multiples of astronomical forcing periods. A simple, linear astronomical

forcing cannot alone produce multi-million year cycles longer than 2.4 Myr with a strong amplitude, but the presence of

multiple equilibria in our model allows to extract longer periods. Our result show that astronomical forcing, superimposed to425

internal oscillations of the climate system (like here with carbon and oxygen) is a way to obtain very long term cycles on δ13C,

with periodicities that are not directly present in the initial astronomical forcing.
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Chapter 5
In this study, we have proposed a new conceptual model for the geological

carbon cycle. Contrary to previous studies [Paillard, 2017], the organic matter
burial depends not only on astronomical forcing, but also on the surface carbon
content C in a non linear way (through carbon content influence on climate, and
climate influence on organic matter burial), and the oxygen content O. These
assumed dependencies result in a non linear model with multiple equilibria. With
this non linear model, it is possible to produce multi-million year oscillations as a
response to eccentricity forcing. Multiples of the 2.4 Myr eccentricity frequency
are preferred outputs of the model, suggesting a mechanism of periodicity locking.
Our study shows that astronomical forcing, superimposed on internal oscillations
of the climate system (in our case, obtained with the surface carbon and oxygen
contents) is a way to obtain very long term cycles on δ13C, with periodicities that
are not directly present in the initial astronomical forcing. We emphasize that the
purpose of our model is not to be realistic. Net organic matter burial involves
many different processes, already difficult to quantify at present, and impossible to
evaluate for different climates, carbon contents, or oxygen contents. Additionally,
several mechanisms not taken into account in our model could play a role on these
timescales, such as plate tectonics [Müller and Dutkiewicz, 2018] or the release of
atmospheric CO2 through the oxidation of sulfide minerals that forms sulfuric acid
and its reaction with carbonate rocks [Torres et al., 2014]. However, we emphasize
the fact that linear models are not able to produce multi-million year oscillations
in the δ13C as a response to astronomical forcing, while it is possible with a non
linear model based on multiple equilibria.

5.3 . Implications of multiple equilibria in the carbon cycle on
future CO2 projections

Current modelling studies on the long term fate of atmospheric CO2 do not
take into account organic matter burial and thus are not able to reproduce past
δ13C data. In addition, the formulation used is linear, either assumed [Archer et al.,
1997, 1998, Archer, 2005] or modelled [Lord et al., 2016] : when the atmospheric
CO2 increases, CO2 uptake by silicate weathering increases, allowing to return to
the initial CO2 values. The possibility of existence of multiple equilibria in the
geological carbon cycle has never been considered before.

Here, we use the conceptual model we have developed in an idealized case.
First in section 5.3.1 we look at the global surface carbon evolution over time,
following a carbon release due to anthropogenic fossil fuel consumption. Our
model represents the evolution of the surface carbon content C, of the ocean,
atmosphere, and biosphere, opposed to the carbon stored in geological reservoirs.
However, our model does not represent the exchanges and repartition between
the different reservoirs that take place on shorter timescales and thus does not
represent the CO2 concentration for a given surface carbon content C. In a second
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part, in section 5.3.2, we build illustrative scenarios of the CO2 concentration over
time, following anthropogenic emissions. On timescales up to 10 - 50 kyr, our
scenarios are based on the existing litterature on these timescales. For timescales
of a hundred thousand years, we suggest alternative possibilities to the currently
existing litterature.

5.3.1 . Idealized scenarios for the surface carbon evolution, follow-
ing a major carbon release

First, we look at the global surface carbon evolution in our model, following a
carbon release. For past times, we use the conceptual model as described previ-
ously. At t=0, we add an anthropogenic contribution to the model. Indeed, the
current anthropogenic use of fossil fuel corresponds to a release of carbon from
the geological reservoir to the surface reservoir. More specifically, this corresponds
to additional organic matter oxidation. This is schematized in Figure 5.3.

Figure 5.3: Schematic representation of the geological carbon cyclemodel, with anthropogenic contribution
The surface carbon content C evolution is then represented by the equation :

dC

dt
= V − (B −A)−D (5.2)

with A being the annual carbon release associated with anthropogenic fossil fuel
consumption (anthropogenic organic matter oxidation). After a few decades, we
consider that the anthropogenic fossil fuel emissions have stopped, and the an-
thropogenic contribution A is not included anymore in the model equations. We
then compare the surface carbon content evolution in a case where an anthro-
pogenic fossil fuel release took place for a few decades, and the case where no
anthropogenic fossil fuel release took place.
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It is estimated that fossil CO2 emissions from coal, oil and natural gas from

1850 to 2020 represented 430 GtC [Friedlingstein et al., 2022]. Current yearly
emissions (estimated on years 2019, 2020, 2021) are 9.5 - 10 GtC/yr [Friedlingstein
et al., 2022]. In our case, we either apply an anthropogenic contribution of 5 or 10
GtC/yr during 100 year. This corresponds to a global anthropogenic contribution
of 500 or 1 000 GtC. We do not seek to follow the temporal pattern of fossil fuel
emissions following the already achieved emissions or the estimated future emissions
(SSPs scenarios). Indeed, these simulations do not aim at being realistic, but rather
illustrative and the temporal pattern of emission does not affect much the results.
Furthermore, this model represents only the long term processes, on timescales
larger than 10 kyr.

Here, three cases are shown, corresponding to different values of surface carbon
at t=0, and different amount of anthropogenic carbon release. The first case is
shown in Fig. 5.4, the second in Fig. 5.5 and the third in Fig. 5.6. In the first
case (Figure 5.4), the surface carbon concentration is already quite high at t=0.
The total anthropogenic carbon release is 1 000 GtC. In the second and third case
(Figures 5.5 and 5.6), the surface carbon concentration is relatively low at t=0.
The difference between the second and third case is the total carbon release : it is
500 GtC in the second case and 1 000 GtC in the third.

Figure 5.4: Surface carbon content evolution in case 1. In the left panel,the results are shown from 20Myr BP to 20Myr BP. In the right panel, azoom on the period 0 - 1 Myr AP is performed. The evolution over pastperiods is shown in blue. The evolution between t=0 and t=1000 yearis shown in green in the case where anthropogenic fossil fuel releasetakes place. The evolution after the fossil fuel perturbaton is shown inpurple. The "natural" evolution (no fossil fuel perturbation) is shown inred.
In the first case (Figure 5.4), the anthropogenic perturbation, leads to a carbon

increase after the year t = 0. Compared to the anthropogenic perturbation (1 000
GtC in our case), the raise in carbon quantity of the surface reservoir is twice as
high (2 000 GtC in this case), due to the carbonate compensation. The decrease
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in oceanic CO2−

3 concentration following an addition of carbon leads to seafloor
CaCO3 dissolution until the CO2−

3 concentration is restored, adding carbon to the
surface system. This leads to a coefficient 2 in the equations, visible in Equation (2)
of the preprint submitted to Earth System Dynamics. In the first case, the surface
carbon content is affected ∼ 1 Myr after the perturbation. However, this does not
affect the carbon cycle million years into the future, and the surface carbon content
after the anthropogenic perturbation equals that of the case without anthropogenic
perturbation after ∼1 Myr.

Figure 5.5: Surface carbon content evolution in case 2. In the left panel,the results are shown from 20Myr BP to 20Myr BP. In the right panel, azoom on the period 0 - 1 Myr AP is performed. The evolution over pastperiods in shown in blue. The evolution between t=0 and t=1000 yearis shown in green in the case where anthropogenic fossil fuel releasetakes place. The evolution after the fossil fuel perturbaton is shown inpurple. The "natural" evolution (no fossil fuel perturbation) is shown inred.
In the second case (Figure 5.5), the anthropogenic perturbation, leads to a

carbon increase after the year t = 0. As in the first case, the surface carbon
content after the anthropogenic perturbation is similar to the one of the case
without anthropogenic perturbation after ∼1 Myr.

However, the situation is completely different in the third case (Figure 5.6).
In the third case, the anthropogenic perturbation does not only affect the surface
carbon content over the next Myr, but over the following million years as well. This
is due to the fact that our model is based on multiple equilibria in the carbon cycle
(two equilibria in our case) and the anthropogenic perturbation has pushed the
system from the lower equilibrium carbon value to the higher equilibrium carbon
value. 1 Myr after the perturbation, the surface carbon content is still widely
different from its value in a case without anthropogenic fossil fuel release. Due to
the presence of multiple equilibria in the system, there is no return to the values
of a case without anthropogenic perturbation on the next million years.

We emphasize that the simulations shown here are illustrative, and not predic-
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Figure 5.6: Surface carbon content evolution in case 3. In the left panel,the results are shown from 20Myr BP to 20Myr BP. In the right panel, azoom on the period 0 - 1 Myr AP is performed. The evolution over pastperiods in shown in blue. The evolution between t=0 and t=1000 yearis shown in green in the case where anthropogenic fossil fuel releasetakes place. The evolution after the fossil fuel perturbaton is shown inpurple. The "natural" evolution (no fossil fuel perturbation) is shown inred.
tive. As explained previously, our conceptual model has a number of limitations. In
particular, the numerical values of the possible equilibria are not well constrained
and depend on the model parameters. As explained in section 2.2 of the manuscript
submitted to Earth System Dynamics, in our case we have chosen to have a first
equilibria for surface carbon values around 43 000 GtC, corresponding to pre-
industrial carbon content, and a second equilibria around 47 000 GtC. However,
these values could be changed. Despite these limitations, these three cases show
that when taking into account the possibility of multiple equilibria in the carbon
system, the response of the global surface carbon content C, to a sudden carbon
addition is not necessarily to come back to values similar to those without pertur-
bation. In our case, if the carbon perturbation is large enough, the system can be
pushed towards a different equilibrium.

5.3.2 . Idealized scenarios for the surface atmospheric CO2 evolu-
tion following a major carbon release

As explained previously, our model represents the sum of carbon contained in
the surface reservoirs (the ocean, atmosphere, and biosphere). However, this does
not represent the repartition between the different reservoirs and thus the CO2

concentration for a given surface carbon content C. However, what is particularly
relevant for the climate is the atmospheric CO2 concentration, due to its green-
house effect. In order to discuss climatic evolution over the next million years,
scenarios for the evolution of the atmospheric CO2 concentration are needed. In
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the following, we develop four different idealized scenarios for the CO2 concentra-
tion evolution.

Previous studies have represented the CO2 concentration evolution over time
after an emission pulse by a sum of decaying exponentials having different time
constants [Archer et al., 1997, Solomon et al., 2009, Joos et al., 2013, Colbourn
et al., 2015, Lord et al., 2016]. Therefore, here we assume that the CO2 concen-
tration evolution over time after an emission pulse can be represented by a sum of
decaying exponentials having different time constants.

The CO2 evolution over time can be described by :

CO2(t) = COf
2 + E ·

n∑
i=1

αi · e−t/τi (5.3)

with CO2(t = 0) = COp
2, with COp

2 the peak CO2 concentration. E are the
total carbon emissions (converted into ppm). τi are time constants and αi are
coefficients.

The number n of exponentials used to fit the decay of atmospheric CO2 varries
between studies. For instance, Archer et al. [1997] used n=4 exponentials, Lord
et al. [2016] used n=5, and Colbourn et al. [2015] found that the optimal value
was n = 6. The exponentials correspond to different processes or combinations
of processes that act on different timescale to remove atmospheric CO2. The
timescales used also vary in the different studies. For instance in Archer et al.
[1997] the timescales are 365 years, 5.5 kyr, 8.2 kyr and 200 kyr. In Lord et al.
[2016], the different timescales are 1.2 yr, 36 yr, 730 yr, 11 kyr and 268 kyr.
The shortest timescales are associated with ocean-atmosphere exchange, oceanic
circulation (∼ 1000 years), carbonate compensation (∼ 10 kyr). In these studies,
the largest timescales is associated with removal of remaining carbon via silicate
weathering.

Here, we do not seek to fit the exponentials to one particular model result,
but rather to provide scenarios that are representative of the literature. We choose
to use 4 exponentials, and to account for the different timescales of the processes
acting in CO2 removal, we used timescales covering the range of existing studies :
τ1 ∼ 100 years, τ2 ∼ 1 000 years, τ3 ∼ 10 000 years, τ4 ∼ 100 000 years.

However, while in existing studies, the longest timescale process (assumed
to be silicate weathering) brings back CO2 concentrations to pre-industrial CO2

levels, here we make the assumption that the CO2 concentration can equilibrate
at a different value than the pre-industrial one, due to both the role of organic
matter burial and oxidation, and silicate weathering. For two scenarios, the CO2

concentration comes back to pre-industrial CO2 levels (280 ppm). For the two
others, the CO2 concentration equilibrates at 700 ppm. We emphasize that the
scenarios are only illustrative. The 700 ppm value is purely a modelling choice, in
order to represent the possibility to reach a different equilibrium value than pre-
industrial due to the geological processes and the precise number has no particular
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justification.

To determine the value of the αi coefficients, we based ourselves on existing
modelling studies having examined the time evolution of the remaining atmospheric
CO2 fraction after an emission pulse (called airborne fraction) up to 10 000 years,
with climate-carbon cycle models. These studies have usually examined the evo-
lution of the CO2 concentration after a pulse of emission of either 100, 1 000 or 5
000 GtC and many have found that the proportion taken by the ocean is a func-
tion of the size of emissions [Archer, 2005, Eby et al., 2009, Archer et al., 2009,
Joos et al., 2013, Lord et al., 2016]. This is due to different carbon feedbacks :
when the CO2 emitted increases, so does temperature, which results in a lower
solubility of gaseous CO2 in sea water. Additionally, when CO2 increases in the
ocean, the buffering capacity of sea water decreases. Finally, feedbacks can occur
due to modification of the oceanic circulation for higher CO2 levels and thus tem-
perature (decrease of the ocean overturning strength), leading to a less efficient
CO2 transport to depth [Lord et al., 2016]. Thus, the fraction of total emissions
that remains after a certain time increases with total emissions.

In the following we focus on studies exploring the response to a 5 000 GtC
pulse emission. Indeed, we want to focus on a high end scenario, and 5 000 GtC is
close to the value of the high end scenario of the IPCC, SSP5-8.5. This scenario
has been extended until 2500 [Meinshausen et al., 2020]. Under this scenario,
cumulative emissions from 2015 to 2100 are 2 178 GtC, and 2 566 GtC from 2100
to 2250 (there are no emissions after 2250). With historical emissions from the
pre-industrial period to 2015 being ∼600 GtC (assessed using data of Friedlingstein
et al. [2022]) , this leads to a total of 5 344 GtC, close to the 5 000 GtC value.
Another advantage of the 5 000 GtC release, is that several modelling experiments
have been performed with this value.

Values of airborne fraction after 100, 1 000 and 10 000 years following a 5
000 GtC emission pulse from different studies are summed up in Table 5.1. The
airborne fraction ranges from 50 - 85 % after 100 years, 14-60% after 1 000 years
and 10-30% after 10 000 years. We consider total carbon emissions of 5 344 GtC
corresponding to the sum of historical emissions up to 2015 and emissions under
SSP5-8.5, and start from the peak CO2 concentration of SSP5-8.5 (2210 ppm,
reached around year 2250). We fitted the αi coefficients of the exponentials in
order to span the range of airborne fraction after 100, 1 000 and 10 000 years
seen in the literature. For two scenarios, the airborne fraction after 100, 1 000
and 10 000 years is taken at the upper end of the literature and for the two other
scenarios, it is taken at the lower end.

The four scenarios are displayed in Figure 5.7. The final CO2 concentration
is 280 ppm (pre-industrial value) for scenarios S1 and S3, while it is 700 ppm
for scenarios S2 and S4. Scenarios S1 and S2 are at the upper end of modelled
airborne fraction after 100, 1 000 and 10 000 years, while scenarios S3 and S4 are
at the lower end. After 100 years, 73% of the total carbon emitted remains in the
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atmosphere for scenarios S1 and S2 while it is 57% for scenarios S3 and S4. After
1 000 years, 58-59% of the total carbon emitted remains in the atmosphere for
scenarios S1 and S2 and 30% for scenarios S3 and S4. After 10 000 years, 29-30%
of the total carbon emitted remains in the atmosphere for scenarios S1 and S2 and
10-11% for scenarios S3 and S4.

100 years 1 000 years 10 000 yearsArcher [2005] - 33% 15%Lenton and Britton [2006] - 14-16% 10-15 %Ridgwell and Hargreaves [2007] - 34% 12%Tyrrell et al. [2007] - 42% 21%Archer and Brovkin [2008] - 57% 26%Eby et al. [2009] - 60% 30%Archer et al. [2009] 50 -80 % 22-60% 10-30%Joos et al. [2013] 60 - 85% 30-60% -Lord et al. [2016] 70% 37% 13%
Table 5.1: Airborne fraction (ie remaining fraction of the total emis-sions) 100, 1 000, 10 000 years after a 5 000 GtC pulse emission. Archeret al. [2009] and Joos et al. [2013] are model intercomparison studies.

Scenarios in which the CO2 concentration does not come back to its pre-
industrial value on a million year timescale (scenarios S2 and S4) could lead to
significant changes in the climate evolution over the next million year, compared
to "conventional scenarios" where the CO2 concentration comes back to its pre-
industrial value (scenarios S1 and S3).

These scenario will help us to discuss possible climatic evolution over the next
million years in the next section. However, we highlight that these scenarios are
only illustrative. Several processes of the carbon cycle on different timescales
require a better understanding. Particularly, while inorganic processes such as
concentration equilibrium with the ocean, are taken into account in carbon cycle
models, many carbon cycle model lack a representation of organic matter, and its
subsequent burial or oxidation. In addition, the atmospheric CO2 concentration
has oscillated over the last million year with CO2 values being lower during glacial
periods and higher during interglacial periods [Lüthi et al., 2008, Bereiter et al.,
2015]. The scenarios we have presented here do not consider the possibility of
glacial-interglacial variations.
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Figure 5.7: Illustrative CO2 scenarios. The four different scenarios cor-respond to different assumptions : for S1 and S2, the airborne fractionafter 100, 1 000 and 10 000 years is taken at the upper end of existingstudies (73% after 100 years,∼60% after 1 000 years and∼30% after 10000 years). for S3 and S4, the airborne fraction after 100, 1 000 and 10000 years is taken at the lower end of existing studies (57% after 100years, ∼30% after 1 000 years and ∼10% after 10 000 years). Evolutionof the CO2 concentration for scenarios S1, S2, S3, S4 are respectivelyin blue, orange, green and red. The SSP5-8.5 scenario is depicted inpurple.
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Discussion and conclusion

In this thesis we have focussed on two important components of the Earth
System on long timescales : ice sheets and the carbon cycle.

First, we have used a conceptual model to represent the ice volume evolution
over the Quaternary, and investigated possible scenarios for ice volume evolution
in a case without anthropogenic influence. Then, using the iLOVECLIM - GRISLI
coupled model, we have investigated the Antarctic ice sheet equilibrium behavior
under different levels of atmospheric CO2. In our equilibrium simulations with
the present day orbital configuration, all marine parts of the West Antarctic ice
sheet disappear for CO2 levels between 2 and 4xPI. At 6xCO2, only a grounded
ice sheet remains in East Antarctica. This remaining ice sheet disappears abruptly
for CO2 levels between 7.4xCO2 and 8xCO2. With the present day orbital con-
figuration, the ice sheet does not regrow until CO2 levels have come back to the
pre-industrial level. These thresholds for Antarctic deglaciation and glaciation de-
pend on the orbital configuration, with a lower summer insolation in the Southern
Hemisphere allowing to reach the threshold for glaciation at higher CO2 levels,
and conversely a higher summer insolation in the Southern Hemisphere allowing
to reach the threshold for deglaciation at lower CO2 levels. Finally, we have de-
veloped a conceptual model for the geological carbon cycle. This model is non
linear and possesses multiple equilibria, that allow to produce multi-million year
cycles in δ13C in response to an astronomical forcing of organic matter fluxes.
We have illustrated possible CO2 evolution following anthropogenic emissions, in
a case where the surface carbon equilibrates at a different value than before the
perturbation.

In this last part, we discuss which insight our results can bring to the question :
How will the anthropogenic fossil fuel emissions affect the climate, on a timescale
up to a million years ?

There are of course many uncertainties on the climate of the next million years,
and we do not aim at representing the climate evolution in a deterministic way over
the next million years, but rather to explore possible scenarios.

One of the major uncertainties is the carbon content that will be released
to the atmosphere due to anthropogenic emissions, with larger climatic changes
expected for higher emissions. We have chosen to focus on high emission scenarios.
Indeed, we want to have a comprehensive interval of possible future climate. In a
case without anthropogenic emissions, glacial-interglacial cycles would have been
expected to continue a million years into the future. Existing studies on the next
million years such as Talento and Ganopolski [2021], Lord et al. [2019] or the
BIOCLIM project have already focused on modeling the climate in a case where
the global ice volume remains larger than at present. A novelty of this study is to
consider the potential melt of the Antarctic ice sheet.

201



Discussion

Figure 5.8: Illustrative CO2 scenarios. The four different scenarios cor-respond to different assumptions : for S1 and S2, the airborne fractionafter 100, 1 000 and 10 000 years is taken at the upper end of existingstudies (73% after 100 years, ∼60% after 1 000 years and ∼30% after10 000 years). for S3 and S4, the airborne fraction after 100, 1 000 and10 000 years is taken at the lower end of existing studies (57% after100 years, ∼30% after 1 000 years and ∼10% after 10 000 years). Forscenarios S1 and S3, the CO2 comes back to pre-industrial CO2 lev-els after several hundreds of thousand years. For scenarios S2 andS4, the CO2 concentration does not return to pre-industrial CO2 lev-els. Evolution of the CO2 concentration for scenarios S1, S2, S3, S4 arerespectively in blue, orange, green and red. The SSP5-8.5 scenario isdepicted in purple. The thresholds for the West Antarctic deglaciation,complete Antarctic deglaciation and Antarctic regrowth obtained withthe iLOVECLIM-GRISLI model are depicted in grey.
Our results with the iLOVECLIM-GRISLI model have shown that the equilib-

rium of the Antarctic ice sheet depends on the CO2 levels and the insolation. While
the orbital parameters are known accurately for the next million years, large un-
certainties remain in the carbon cycle, and the CO2 evolution over time following
fossil fuel release. In the last chapter, we have presented four idealized scenarios
for the CO2 evolution in the next million years, following a total carbon release
of 5344 GtC, corresponding to the sum of emissions under scenario SSP5-8.5 of
the IPCC, and historical emissions. The four CO2 scenarios of Chapter 5 are dis-
played in Figure 5.8. The CO2 threshold for deglaciation of the West Antarctic Ice
sheet, of the complete Antarctic ice sheet as well as the threshold for glaciation
are superimposed.

For the possible melt of the Antarctic ice sheet, we focus on the first ∼10
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000 years following anthropogenic emissions, as it is a timescale relevant for ice
sheet melt, and where the CO2 levels are expected to be the highest. In our
four scenarios, carbon dioxide concentrations are largest in the decades following
anthropogenic emissions, then decreasing due to exchanges with the biosphere,
the ocean and ultimately the geological reservoirs. According to different modeling
studies, 10 to 30% of the emitted carbon could remain in the atmosphere after
10 000 years [Lenton and Britton, 2006, Archer and Brovkin, 2008, Archer et al.,
2009, Lord et al., 2016]. In a sensitivity experiment with model parameters leading
to a higher climate sensitivity (∼3K) than their default parameter set (that leads to
a climate sensitivity of ∼ 2K), and a high emission scenario (∼ 5900 GtC emitted
from the pre-industrial period), Van Breedam et al. [2020] has shown that the
entire Antarctic ice sheet could melt in 10 000 years. With a very high emission
scenario (10 000 GtC), Winkelmann et al. [2015] has also shown that the Antarctic
ice sheet could melt almost entirely in 10 000 years.

The peak atmospheric CO2 concentration (2210 ppm) reached under the
SSP5-8.5 scenario is very close to the threshold leading to the deglaciation of
the whole Antarctic ice sheet in our simulations with the present day insolation
(between 2072 and 2240 ppm). Our simulations are equilibrium simulations with a
fixed insolation and concentration of CO2 and other greenhouse gas. The actual
ice sheet evolution will depend on the transient evolution of insolation, CO2 and
other greenhouse gas. Over the next 10 000 years, summer insolation in the South-
ern Hemisphere will be lower than at present day. It will vary only slightly, due to
the low value of eccentricity at present. For instance, over the next 10 millenia,
the maximum December Solstice insolation at 80°S is 553 W m−2 (present-day)
and its minimum value will be 505 W m−2. The ice sheet evolution will largely
depend on CO2 evolution. If the CO2 concentration decreases more rapidly as in
scenarios S3 and S4 of Section 5.3, it is less likely that the entire Antarctic ice
sheet would melt than in a case where the CO2 decreases less rapidly. However,
even if CO2 decreases, this might not be sufficient to decrease the global temper-
ature, due to the inertia of the climate system. For instance, Van Breedam et al.
[2020] used CO2 scenarios where CO2 decreases after a peak : for the highest
emission scenarios, there remains 25 - 33% of the total carbon emitted in the at-
mosphere after 10 000 years, but the global mean temperature anomaly has only
slightly decreased compared to its peak, and remains high over the 10 000 years of
simulation. Another question is the timing of the melting compared to the CO2

and temperature evolution. In our simulations, a wide East Antarctic ice sheet
is stable up to CO2 levels between 2072 and 2240 ppm, where a strong albedo
and height feedback initiate. Once the ice sheet has started to retreat, and these
feedbacks have initiated, is a CO2 and temperature decrease enough to counter-
act these feedbacks ? The answer to this question likely depends on the speed
and magnitude of the CO2 and temperature reduction, and cannot be assessed
with the equilibrium simulations we have performed here. Furthermore, the CO2
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threshold for Antarctic complete deglaciation is very likely to be model dependent.
As was mentioned in Section 4.3.2, the results obtained by Van Breedam et al.
[2020] depend widely on the parameter set used for the LOVECLIM model and
the corresponding climate sensitivity. It is expected that different climate and / or
ice sheet models will lead to a different threshold. Another source of uncertainty
is the quantity of carbon that will be emitted by societies in the future. The esti-
mated resources and reserves vary largely in the literature. Resources correspond
to the ultimate quantity of oil, gas, or coal that could be extracted, regardless of
today’s economical and technological conditions. Reserves represent a fraction of
resources that are defined as recoverable under current economic conditions. The
5th report of the IPCC stated that reserves are between ∼1000 and ∼1940 GtC,
while resources represent ∼ 8500 to ∼13650 GtC [Bruckner et al., 2014]. Addi-
tionally, future CO2 concentrations will depend on potential carbon release to the
atmosphere not due to anthropogenic fossil fuel consumption. For instance, large
amounts of organic carbon are stored in Arctic permafrost (ground that remains
frozen throughout the year) [Canadell et al., 2021]. With a warming climate due
to an initial increase in greenhouse gas, areas of permafrost can thaw releasing
some of carbon into the atmosphere in the form of carbon dioxide or methane,
which results in additional warming. Existing projections from permafrost carbon
models estimate the carbon release to be equivalent to 4-50 GtC released per 1°C
of global warming.

The Antarctic ice sheet was formed ∼34 Myr ago, at the Eocene-Oligocene
transition, and our results suggest that under high emission scenarios, a complete
disappearance of the Antarctic ice sheet cannot be ruled out. Further studies in-
cluding transient runs with varying insolation, CO2 concentration and other green-
house gas concentration should be carried out, in order to assess the evolution of
the Antarctic ice sheet. Additionally, other climate and ice sheet models should be
used in order to compare the results. As we have shown in Chapter 4, the inclusion
of the albedo feedback largely influences the results, and it should ideally be taken
into account in studies assessing the melt sensibility of the Antarctic ice sheet to
anthropogenic emissions.

A follow-up question is, if the Antarctic ice sheet was to melt entirely following
anthropogenic emissions, would it regrow ? Once again, there are large uncertain-
ties associated with this question, as one of the primary drivers will be the evolution
of the CO2 concentration, that is highly uncertain. On the timescale of hundreds
of thousand years to a million years, studies have assumed that silicate weathering
brings back CO2 concentration to their pre-industrial values [Archer et al., 1997,
Archer, 2005, Colbourn et al., 2015, Lord et al., 2016]. However, if we consider the
possibility for multiple equilibria in the carbon system, one can assume that CO2

concentration can equilibrate to another value, which is schematically represented
by our scenarios S2 and S4. In the case where CO2 concentrations come back to
their pre-industrial levels after a hundred of thousand years, it is likely that an ice
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sheet will develop again on the Antarctic continent. Indeed, with our equilibrium
simulations, the threshold for Antarctic regrowth after melting is around 280 - 350
ppm for the present day insolation, and can be at higher CO2 levels (> 560 ppm)
in cases with a minimal insolation. However, if CO2 levels were to remain at a
higher level (700 ppm in our example, but that is solely illustrative), the Antarctic
continent could remain ice free over the next million years. Here, we have de-
liberately focused on higher end scenarios, but substantial although not complete
retreat of the Antarctic ice sheet could take place for intermediate scenarios.

There are several perspectives for this work.
The sensitivity of the results to the iLOVECLIM parameters could be assessed.

The iLOVECLIM model has a relatively low climate sensitivity (∼2K). The likely
range of climate sensitivity estimated by the IPCC is 2.5◦ to 4◦C, with a best
estimate of 3◦C [IPCC, 2021]. Using the LOVECLIM model, that shares the
same code as the iLOVECLIM model for the atmosphere, ocean and vegetation
components used in this study, Van Breedam et al. [2020] showed that using
different parameter sets for the LOVECLIM model, with climate sensitivity of either
∼2K or ∼3K, the final ice sheet state could differ widely. Also, the sensitivity of the
results to parameters of the GRISLI model or of the coupling should be assessed.

Additionally, transient simulations with varying insolation and greenhouse gases
concentrations should be carried out, as we have only performed equilibrium sim-
ulations. For instance, one could carry out a 10 000 year transient simulation
(without coupling frequency) with varying insolation and CO2.

Furthermore, the behaviour of the Antarctic ice sheet under a given insola-
tion and CO2 concentration evolution is likely to be model dependent, and other
coupled climate-ice sheet model should be used in order to compare the results.

All these perspectives require plausible scenarios of CO2 on the future, which
remains largely uncertain. On timescales up to 10 000 kyr, there is a relatively
large spread between models on the proportion of the emitted carbon that has been
removed from the atmosphere. For instance, it varies between 10 and 30% after
10 000 years [Archer et al., 2009]), most probably leading to different response
of the Antarctic ice sheet in the two cases. In addition, it is not precisely known
how the potential melt of the Greenland and Antarctic ice sheet could affect the
oceanic circulation, and oceanic carbon sequestration. The uncertainty on CO2 is
even larger on geological timescales (a few hundred thousand years). While burial
and oxidation of organic matter has been identified as potentially as important
as silicate weathering to remove or add CO2 on geological timescales [Hilton and
West, 2020], it is currently not implemented in carbon cycle models used to predict
the CO2 evolution at the million year timescale. Before being able to implement
these processes in carbon cycle models, a better quantification of these processes
and their potential dependency to climate is needed. In addition, besides from the
natural CO2 evolution following emissions, the future evolution of technologies
developed to capture carbon cannot be foreseen.
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More generally, this thesis joins previous studies emphasizing that the current

greenhouse gas release due to human activities, taking place on a few decades to
centuries, will impact the Earth’s climate on a timescale of hundreds of millenia
[Archer and Ganopolski, 2005, Talento and Ganopolski, 2021], and can even lead
to climatic states that have not been seen for millions of years.

206



Résumé en français

Quel sera l’impact de l’Homme sur le climat, à très long terme ? A quel point
la consommation actuelle d’énergies fossiles, ayant lieu sur quelques décennies
ou siècles peut-elle perturber l’évolution du climat terrestre ? Est-ce que cette
perturbation correspond à un changement d’ère géologique ?

La question de l’ "irreversibilité" à long terme des changements climatiques
que nous sommes en train de produire se pose. Par ailleurs, ces questions ont
également des implications très concrètes dans la gestion des déchets nucléaires, et
plus particulièrement des déchets de haute activité (HA) et des déchets de moyenne
activité à vie longue (MA-VL), qui restent dangereux pendant des centaines de
milliers d’années. L’une des solutions envisagées pour gérer ces déchets est le
stockage profond, et les impacts climatiques long terme sur la sécurité des sites de
stockage doivent donc être étudiés.

Actuellement, peu d’études s’intéressent à la question de l’impact des émissions
anthropiques de gaz à effet de serre sur l’évolution du climat à plus de quelques
siècles. Pourtant, dû au long temps de résidence du CO2 dans les enveloppes
superficielles de la Terre, il est certain que les émissions anthropiques de gaz à
effet de serre vont impacter le climat bien au delà du prochain siècle.

L’objectif de cette thèse est d’élargir le cadre des études actuelles sur le climat
du prochain million d’années, en revisitant certaines des hypothèses classiquement
faites. Pour cela, nous nous intéressons à deux composantes majeures du système
climatique à long terme : les calottes de glace, et le cycle du carbone.

Dans un premier chapitre, nous posons le contexte et discutons des principales
limitations des études existantes sur le climat du prochain million d’année. Con-
cernant les calottes de glace, les études existantes considèrent rarement une fonte
partielle ou totale de la calotte Antarctique. Concernant le cycle du carbone, les
études existantes supposent que les concentrations atmosphériques de CO2 revi-
ennent à la valeur pré-industrielle au bout de centaines de milliers d’années, grâce
à la rétroaction des silicates.

Dans cette thèse, nous revisitons ces hypothèses classiques. Nous commençons
par étudier l’évolution des calottes de glace dans le futur, dans un cadre "naturel",
c’est à dire sans influence anthropique. Puis, à l’aide du modèle couplé climat-
calotte Antarctique iLOVECLIM - GRISLI nous étudions le comportement de la
calotte Antarctique en réponse à différents niveaux de CO2. Ensuite, nous dévelop-
pons un modèle conceptuel pour le cycle du carbone géologique qui contient des
équilibres multiples et ayant pour objectif de reproduire les cycles de plusieurs mil-
lions d’années observés dans le δ13C. Nous étudions l’influence de ces potentiels
équilibres multiples dans le cycle du carbone, sur l’évolution du CO2 à long terme.
Enfin, nous discutons de l’implication de nos résultats sur le climat du prochain
million d’années.
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Dans le chapitre 2, nous commençons par nous intéresser à l’évolution des

calottes de glace dans le futur dans un cadre "naturel", c’est à dire sans influ-
ence anthropique. Le climat des derniers 2.6 millions d’années, le Quaternaire,
est caractérisé par l’alternance de périodes dites froides, avec des calottes de glace
très largement étendues dans l’Hémisphère Nord, et de périodes dites chaudes, avec
des calottes de glace beaucoup moins étendues dans l’Hémisphère Nord. Ces alter-
nances sont connues sous le nom de cycles glaciaires - interglaciaires. Tout d’abord,
nous développons un modèle conceptuel permettant de représenter l’évolution du
volume de glace au cours du Quaternaire. Dans ce modèle, le système climatique
est représenté par des oscillations de relaxation entre deux états : glaciation et
déglaciation. L’évolution du volume de glace est représentée par deux équations
différentes : une pour l’état de glaciation et une autre pour l’état de déglaciation.
Le seul forçage externe du modèle est l’insolation d’été à 65°N. Le passage de
l’état de déglaciation à celui de glaciation se produit lorsque l’insolation devient
suffisamment faible, inférieure au seuil de glaciation I0. Le passage de l’état de
glaciation à celui de déglaciation se produit lorsque la combinaison de l’insolation et
du volume de glace devient suffisamment élevée, supérieure au seuil de déglaciation
V0. Afin d’étudier la robustesse du modèle, nous considérons différentes définitions
de l’insolation d’été : l’insolation au solstice d’été, les saisons caloriques, ou bien
l’insolation intégrée au dessus d’un certain seuil. Nous étudions également le rôle
du paramètre de seuil de déglaciation, V0. Cette étude à fait l’objet d’une publica-
tion dans le journal Climate of the Past ([Leloup and Paillard, 2022]). Notre modèle
est capable de représenter les principales caractéristiques de l’évolution du volume
de glace du Quaternaire, avec des cycles de 41 milliers d’années avant la transition
Mid-Pleistocène et des cycles plus longs après, en augmentant le seuil de déglacia-
tion V0 au cours du temps. Ceci est valable pour les quatre types d’insolation
étudiées. Ensuite, nous utilisons le modèle avec différents types d’insolation et dif-
férents seuils de glaciation I0, afin de discuter des scénarios d’évolution du volume
de glace dans le futur, dans un cadre naturel.

Les modèles conceptuels d’évolution du volume de glace calibrés sur le passé,
et l’alternance de cycles glaciaires-interglaciaires dans l’Hémisphère Nord ne sont
pas adaptés pour étudier l’évolution de l’Antarctique. Cependant, des études ont
montrée qu’une fonte substantielle de l’Antarctique pouvait être attendue pour des
scénarios de réchauffement importants [Van Breedam et al., 2020, Winkelmann
et al., 2015].

Dans la suite, nous nous concentrons donc sur la possibilité d’une fonte de
la calotte Antarctique et sur sa réversibilité en étudiant le comportement de la
calotte sous différents niveaux de CO2, en partant d’une configuration où la glace
est présente et d’une configuration où il n’y a plus de glace. La méthodologie est
décrite dans le chapitre 3, et les résultats dans le chapitre 4.

De nombreuses études de modélisation des climats passés et futurs sont réal-
isées en considérant que les calottes de glace n’évoluent pas [Kageyama et al.,
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2017, Otto-Bliesner et al., 2017, Ivanovic et al., 2016]. A l’inverse, les simulations
s’intéressant à l’évolution des calottes Groënlandaise et Antarctique au cours du
prochain siècle utilisent des modèles de calotte de glace, forcés avec des champs
climatiques (atmosphère, océan) qui sont calculés en amont [Nowicki et al., 2016,
Seroussi et al., 2020, Nowicki et al., 2020]. Les champs climatiques ne sont alors
pas affectés par l’évolution des calottes glaciaires.

Cependant, les calottes intéragissent avec les circulations atmosphériques et
océaniques, ce qui peut donner lieu à de nombreuses rétroactions. Par exem-
ple, lorsqu’une calotte recule, l’albédo diminue localement. Cette diminution de
l’albédo va entrainer une hausse des températures, et potentiellement générer plus
de fonte. C’est la rétroaction de l’albédo. Une autre rétroaction est due à la
hauteur. Lorsque l’épaisseur de la calotte diminue suite à un réchauffement, cela
augmente la température en haut de la calotte (car elle est plus basse en altitude),
ce qui peut donner lieu à de la fonte additionnelle.

Les simulations climatiques avec des calottes fixées ou les simulations de calotte
avec un climat pré-calculé ne permettent pas de prendre en compte ces interactions.
Une des particularités de notre étude est de modéliser ces interactions, grâce au
modèle couplé iLOVECLIM- GRISLI. Le modèle iLOVECLIM permet de représen-
ter l’océan, la végétation et l’atmosphère. Il s’agit d’un modèle de complexité
intermédiaire, ce qui le rend relativement rapide, et permet de réaliser plusieurs
simulations. Le modèle GRISLI est un modèle de calotte de glace, que nous util-
isons pour l’Antarctique. L’évolution de la calotte est prise en compte par le modèle
de climat iLOVECLIM, ce qui modifie le climat. Inversement, les modifications du
climat sont transmises au modèle GRISLI, ce qui modifie l’évolution de la calotte
Antarctique.

Avant d’utiliser ce modèle couplé, différentes calibrations étaient nécessaires.
En effet, lorsque l’on appliquait un niveau de CO2 pré-industriel, la calotte Antarc-
tique devenait très étendue, bien plus qu’à l’actuel. J’ai donc corrigé certains biais
du modèle iLOVECLIM, ainsi que modifié des paramètres du modèle GRISLI, et
des paramètres liés au couplage, afin d’avoir une calotte Antarctique qui soit à
l’équilibre pour un niveaux de CO2 pré-industriel, et qui soit proche des observa-
tions. Cette configuration (configuration de référence pré-industrielle) nous sert
de base pour étudier le comportement de la calotte Antarctique pour différents
niveaux de CO2.

Dans le chapitre 4, nous réalisons différentes simulations d’équilibre à partir de
la configuration de référence pré-industrielle, en appliquant des niveaux de CO2

plus élevés que le pré-industriel : 2xCO2, 4xCO2, 6xCO2, 6.7xCO2, 7.4xCO2,
8xCO2. Ces simulations sont réalisées avec une insolation égale à l’actuelle, et
sont appelées simulations de fonte. A 4xCO2 (1120 ppm), la quasi-totalité de
l’Antarctique de l’Ouest a disparu, avec de la glace restant uniquement dans les
parties où le socle rocheux est au-dessus du niveau marin, comme la péninsule.
En Antarctique de l’Est, la plus grande partie des bassins pour lesquels le socle
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rocheux est en dessous du niveau marin (Wilkes, Aurora) ont disparu. A 6xCO2

(1680 ppm), la totalité de l’Antarctique de l’Ouest et la quasi-totalité des parties
marines de l’Antarctique ont disparues. En revanche, il reste une grosse calotte,
posée sur le socle rocheux au dessus du niveau marin, en Antarctique de l’Est. La
situation est très similaire pour des niveaux de CO2 de 7.4xCO2 (2070 ppm). En
revanche, pour des niveaux de 8xCO2 (2240 ppm), la situation est très différente
: l’entièreté de la calotte restante a disparu. Il y a une transition brutale entre une
large calotte en Antarctique de l’Est et le retrait complet de la calotte. Cela est
dû à la mise en place de rétroactions, liées à l’albédo à la hauteur, qui amènent au
retrait complet de la calotte.

Plusieurs études ont montré que la calotte Antarctique possède un comporte-
ment d’hystéresis [Pollard and DeConto, 2005, Garbe et al., 2020]. Le volume de
glace d’équilibre pour une certaine variation de température ou de concentration de
CO2 n’est pas le même selon l’état initial de la calotte. Nous étudions l’hystéresis
de la calotte Antarctique avec le modèle couplé GRISLI-iLOVECLIM. Pour cela,
nous partons de la simulation 8xCO2 où l’Antarctique a complétement disparu, et
nous appliquons des niveaux de CO2 décroissants jusqu’à ce que l’Antarctique se
reforme. Dans ces simulations de croissance, l’insolation est également l’insolation
actuelle. Pour des niveaux de CO2 entre 8xCO2 et ∼1.25xCO2, la calotte ne
se reforme pas. En revanche pour des niveaux inférieurs ou égaux à ∼1xCO2,
la calotte se reforme. Alors qu’il n’y avait que des glaciers très peu étendus à
∼1.25xCO2, il y a une calotte très developpée à 1xCO2, avec une large calotte
sur l’Antarctique de l’Est, de la glace sur les parties de l’Antarctique de l’Ouest
dont le socle rocheux est au dessus du niveau marin, et la plateforme de glace flot-
tante de Ronne-Filchner s’est reformée. En revanche, les parties de l’Antarctique
de l’Ouest où le socle rocheux est sous le niveau marin et la plateforme de glace
flottante de Ross restent déglacés. Il y a donc une transition brutale entre un état
quasiment entièrement déglacé, et un état largement englacé.

Ensuite, j’ai étudié l’influence de l’insolation sur ces simulations. J’ai réalisé des
simulations de fonte, en partant de la configurtion de référence pré-industrielle, avec
une insolation différente de l’actuelle. Plus précisément, j’ai modifié les paramètres
orbitaux du modèle pour qu’ils correspondant au maximum d’insolation au solstice
d’été de l’Hémisphère Sud (Décembre) sur le prochain million d’années. Avec une
insolation plus forte en été dans l’hémisphère Sud, la calotte déglace entièrement
pour un niveau de CO2 plus faible qu’à l’actuel : elle disparait entièrement entre
2xCO2 et 4xCO2 avec l’insolation maximale, alors que cela se produisait entre
7.4xCO2 et 8xCO2 avec l’insolation actuelle. Similairement, j’ai réalisé des simu-
lations de croissance de la calotte, en partant de la configuration sans glace, avec
une insolation minimale, c’est à dire avec les paramètres orbitaux correspondent
au minimum d’insolation au solstice d’été de l’Hémisphère Sud sur le prochain
million d’années. Avec une insolation plus faible en été dans l’hémisphère Sud, la
calotte Antarctique peut ré-englacer pour des niveaux de CO2 plus élevés qu’avec
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l’insolation actuelle. Avec l’insolation minimale, l’Antarctique peut ré-englacer
pour des niveaux entre 2xCO2 et 4xCO2, alors que cela se produisait à des niveaux
∼1xCO2 avec l’insolation actuelle.

J’ai également étudié l’influence de l’ajout de la rétroaction de l’albédo sur les
résultats, car sa prise en compte est une spécificité de la configuration couplée,
comparé aux études forçant des modèles de calotte avec des champs climatiques.
Des simulations qui ne prennent pas en compte la rétroaction de l’albédo, c’est à
dire où l’albédo reste fixé à la valeur élevée de la calotte même lorsque la calotte
recule, ont été réalisées. Dans les simulations de fonte où la rétroaction de l’albédo
est prise en compte, il n’y a pas d’états intermédiaires entre une configuration avec
une large calotte restant en Antarctique de l’Est, et la disparition complète de la
calotte. De façon similaire, dans les simulations de croissance, il n’y a pas d’états
intermédiaires entre une configuration avec très peu de glace et une configuration
où l’Antarctique est largement englacé. En revanche, dans les simulations sans
rétroaction de l’albédo, il y a des états intermédiaires entre les configurations
avec et sans glace, et le passage d’une configuration englacée à non englacée et
inversement, se fait de façon plus continue. Ceci est comparable à d’autres études,
notamment Garbe et al. [2020] où la rétroaction de l’albédo n’était pas prise en
compte.

Dans le chapitre 5, nous nous intéressons à la modélisation du cycle du car-
bone géologique. Les enregistrements du δ13C passé présentent des oscillations de
400 milliers d’années, mais également des oscillations à beaucoup plus long terme,
de 2.4 millions d’années et 8-9 millions d’années. Ces oscillations de 8-9 millions
d’années sont observées pendant tout le Cénozoique et une partie du Mésozoïque.
La présence robuste de ces oscillations suggère une origine astronomique, mais
cette périodicité n’est pas présente dans le forçage astronomique. En raison du
grand facteur de fractionnement de la matière organique, son enfouissement ou
son oxydation produit de grandes variations de δ13C pour des variations mod-
érées de carbone. Par conséquent, le forçage astronomique des flux de matière
organique est un candidat plausible pour expliquer les oscillations observées dans
les enregistrements de δ13C. Jusqu’à présent, les études de modélisation forçant
astronomiquement l’enfouissement de la matière organique ont pu produire des cy-
cles de 400 milliers d’années et 2.4 millions d’années dans le δ13C, mais n’ont pas
été en mesure de produire des cycles plus longs, tels que des cycles de 8-9 millions
d’années. Ici, nous proposons un mécanisme qui pourrait expliquer la présence
de cycles de plusieurs millions d’années dans les enregistrements de δ13C, et leur
stabilité dans le temps. Nous développons un modèle conceptuel non linéaire pour
le cycle du carbone, qui possède des équilibres multiples, et permet donc d’obtenir
des oscillations libres, sans forçage astronomique. Lorsque le modèle est également
forcé astronomiquement, nous observons un accrochage de fréquence, et les os-
cillations modélisées sont préférentiellement d’une période multiple de 2.4 millions
d’années (période contenue dans le forçage, l’excentricité). Cela nous permet de
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produire des cycles de 8-9 millions d’années en réponse au forçage astronomique,
ce qui n’était pas possible avec un modèle linéaire.

La potentielle présence d’équilibres multiples dans le cycle du carbone pourrait
donner lieu à des évolutions du CO2 atmosphérique à longue échelle de temps très
différentes de celle des études actuelles. Afin de discuter de l’évolution du climat
au cours du prochain million d’années, nous développons 4 scénarios idéalisées
pour l’évolution de la concentration atmosphérique de CO2 sur le prochain million
d’année.

Enfin, dans une dernière partie, nous discutons de l’éclairage que nos résultats
peuvent apporter à la question : Comment les émissions anthropiques de gaz à
effet de serre affecteront-elles le climat, sur une échelle de temps allant jusqu’à un
million d’années ?

Les scénarios d’émission élevées (comme le scénario SSP5-8.5 du dernier rap-
port du GIEC [IPCC, 2021]) sont associés à des concentrations de CO2 du même
ordre de grandeur que celles conduisant à la disparition complète de la calotte
Antarctique dans nos simulations, et la possibilité d’une disparition complète de
la calotte ne peut pas être exclue. Si l’Antarctique devait fondre entièrement, sa
potentielle re-formation sur le prochain million d’années dépendra de l’évolution à
long terme de la concentration de CO2.

Plus généralement, cette thèse s’inscrit dans la lignée d’études antérieures
soulignant que les rejets actuels de gaz à effet de serre dûs aux activités humaines,
qui se déroulent sur quelques décennies à quelques siècles, auront un impact sur
le climat de la Terre sur une échelle de temps de plusieurs centaines de millénaires
[Archer and Ganopolski, 2005, Talento and Ganopolski, 2021]; voire conduiront à
des états climatiques qui n’ont pas été observés depuis des millions d’années.
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