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Thèse de doctorat de lÕInstitut Polytechnique de Paris
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Introduction

Celestial objects and phenomena have been stimulating humankindÕs interest for millenniums, mak-

ing astronomy one of the most ancient research domains. Along centuries, scientiÞc development

made it possible to pass from naked eye observations of nearby celestial bodies to more and more

detailed investigations of remote astrophysical objects. However, the in situ study of certain objects

remains impossible due to the enormous distances that separate them from the Earth, limiting the

data that could be collected. The characteristic time scale of many phenomena is very large with re-

spect to the typical temporal scale of our observation capabilities, which makes it di " cult to have a

dynamical study on those systems. Furthermore, in general it is evidently impossible to have any

kind of control on the parameters that characterize a certain phenomenon to test possible models.

Thanks to the more recent big advancement of computational science, the domain of numerical simu-

lations has been developing. These can represent an important tool, thanks to their controllability and

reproducibility (in spite of high costs in terms of computational hours), as they allow for a detailed

description of the system. Nevertheless, simulations need precise analytical models to be based on

and hence to validate, which cannot be provided by limited and incomplete observations.

Nowadays, it is possible to study distant astrophysical systems in the laboratory, under controlled

conditions and with temporal and spatial scales easier to handle (Remington et al., 2006).

The laser e! ect discovery in 1960 (Maiman et al. 1960) and its further implementation, made High-

Energy-Density physics (HEDP, i.e., with energy densities above 1012 erg/cm 3 (Drake, 2006b)) ac-

cessible in the laboratory. Indeed, thanks to the interaction between matter and high power lasers, it

is today possible to reproduce extremely high temperatures (up to 108 K) and densities (up to 1032

part/m 3) (Drake, 2006b) and hence explore a new domain of research: laboratory astrophysics.

Over the last two decades, many laser-based experiments have been performed with the aim of study-

ing various astrophysical phenomena in the laboratory. This Þeld of research has taken various axes,

ranging from the investigation of planetary interiors (Koenig et al. 2005), to collisionless shocks (Mar-

cowith et al. 2016a), from magnetic reconnection (Yamada et al. 2010), to nuclear astrophysics (Gales

1
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2015; Boyd et al. 2009).

Evidently, the di ! erence in temporal and spatial scales is huge, hence,similarity criteria have been

necessary to ensure that such experimental conditions are equivalent to the ones of the astrophysical

phenomena of interest. As we will see later in a more detailed way, two systems are similar from

a (magneto-) hydrodynamic point of view if they share some conditions on certain dimensionless

parameters, i.e., on the Reynolds (and magnetic Reynolds) number(s) and on the PŽclet number

(Ryutov et al. 2000; Ryutov 2018; Falize et al. 2009b). In that case, one can relate the laser-produced

plasmas to astrophysical events, as their physics issimilar, in spite of the extreme di ! erences in spatial

and temporal scales.

Collisionless shocks are present in many astrophysical environments and are thought to be re-

sponsible for the production of the cosmic rays (CRs), which are high-energy supra-thermal particles

traveling in the Universe and detectable on Earth as well (Treumann 2009).

A shock can be seen as a discontinuity of certain physical quantities, such as pressure, density, or tem-

perature. In neutral gases, a shock forms when an obstacle moves faster than the speed of sound of the

ßuid, i.e., for Mach numbers M = v/c s > 1, where v is the object velocity and cs is the sound speed.

It can be represented as a longitudinal (sound) wave that became highly non-linear and reached a

balance between dispersion and di! usion processes. An essential characteristic of shocks is their irre-

versibility, as at the shock front microscopic phenomena strongly convert kinetic energy into thermal

heating. On Earth, shocks mostly take place in neutral gases and are calledcollisional, since the inter-

action between particles occurs through binary collisions. The typical thickness of a collisional shock

is indeed comparable to the collisional mean free path of the ßuid particles.

In space, the situation deeply changes, as most of the matter is in the state of plasma and free charges

can interact through longer-range Coulomb force. In this situation, shocks mostly occur over lengths

much smaller than the mean free path and are thus called collisionless. The essential shock dissipa-

tion is not mediated anymore by binary collisions, but relies on collective processes able to sustain

the entropy production.

Supernovae are powerful and bright stellar explosions that can be seen even with the naked eye. They

mostly occur via thermal runaway in binary systems or core collapse of a single star (Woosley and

Weaver 1986). In the Þrst case, a carbon-oxygen white dwarf accumulates matter from its companion

star up to a point when its core temperature is high enough to ignite carbon fusion. Such a runaway

nuclear fusion makes the dwarf explode, resulting in a supernova. In the second case, the core of a

massive star at the end of its lifetime can collapse when it runs out of nuclear fuel and hence nuclear

fusion cannot sustain the core against its own gravity anymore. This collapse can lead to a fast ex-
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Figure 1: Three-color maps for individual SNRs identiÞed in the Large Magellanic Cloud (LMC) via the Chan-
dra x-ray Telescope, as taken from Schenck et al. (2016). (Color codes are red: 300Ð720 eV, green: 720Ð1100
eV, blue: 1100Ð7000 eV.)

pulsion of the outer star layer, leading to a supernova. The structure resulting from such a violent

star explosion is called supernova remnant (SNR). Since it consists of very fast ejected material ex-

panding into the interstellar medium, a forward shock forms at its boundaries. Images of some SNRs

identiÞed in the Large Magellanic Cloud (LMC) are shown in Fig. 1.

Another astrophysical environment where collisionless shocks can be found is the EarthÕs bow shock

(Onsager and Thomsen 1991). The solar wind is a ßow of charged particles Ð that is, protons, elec-

tron, alpha particles, and a minor fraction of heavier ions Ð released from the solar corona. When it

encounters the EarthÕs magnetic Þeld, a shock forms, separating the solar wind (upstream region)

from the EarthÕs magnetosheath (downstream region).The EarthÕs bow shock is an approximately

stationary structure around 90000 km from the EarthÕs surface. Its thickness is! 100km (Bale et al.

2003), which is about one order of magnitude smaller than the solar wind free mean path, making

the shock, indeed, collisionless.

While in these events shocks are non-relativistic, in the astrophysical environment shocks propa-

gating at relativistic velocities can be found for instance in jets from Active Galactic Nuclei (AGN;

Peterson 1997) or from Gamma Ray Bursts (GRBs; Piran 2005). Since this thesis is mostly focused on
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non-relativistic shocks, we will not discuss further these phenomena here.

Figure 2: Measurements of cosmic ray (CR) ßux over energy per particle from di! erent experiments. (As
reported by Hillas 2006.)

As mentioned before, the interest for astrophysical collisionless shocks is motivated also by the fact

that they are held responsible for particle acceleration in space. Cosmic rays are high-energy particles

traveling through space and consisting mostly of protons and alpha particles, with smaller fractions

of heavier ions, electrons, positrons, and antiprotons. They are mostly produced from outside our

solar system, both within our galaxy and outside, but the Sun generates them as well (Longair 1992).

As is shown in Fig. 2, their kinetic energy widely ranges over many orders of magnitude, from the

! GeV/particle to around 1011 GeV/particle, exceeding of more than a factor 107 what is achievable

using the nowadays most power accelerator, the Large Hadron Collider (LHC).

A full comprehension of the cosmic rays origin and propagation through the Universe is still searched

by the scientiÞc community. SNRs are believed to be the source of most part of the galactic cosmic rays

(Drury 2012). However, many other astrophysical phenomena are legitimate candidates for being

CRs sources, such as galactic nuclei, quasars, gamma-ray bursts, and magnetic variable stars. As we
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will detail in the following sections, particle acceleration processes can take place at the shock front,

the most important of which is the Fermi kind acceleration. However, this mechanism explains CRs

up to 107 " 108 GeV and su! ers from a still not fully solved injection problem, that is, the question

concerning how initially slow particles may enter into the acceleration process. The theory proposed

by Blasi (2013) can explain CRs of energies up to 109 GeV by considering a secondary instability due

to the accelerated particles, which would give rise to stronger magnetic Þelds able to conÞne much

more e" ciently particles at the shock front.

It has been supposed that ultra-high-energy cosmic rays (UHECRs, Ekin > 109 GeV) can originate

from GRBs (Liu et al. 2011), neutron stars (Blasi et al. 2000), active galactic cores (Du#an and Caramete

2015), hypernovae (Wang et al. 2008b), and some more potential sources (Vannoni et al. 2011), but

their origin is nowadays still very debated (Blasi 2013; Drury 2012).

Figure 3: Overview of collisionless astrophysical kinds, as based on their electrodynamical properties, depending
on the shock energy! sh " sh and magnetization#. (As reported by Moreno et al. (2019).)

As we will see in more details later, collisionless shocks can be classiÞed aselectrostaticor magne-

tized, depending on their electrodynamic properties (Marcowith et al. 2016a; Treumann 2009; Sakawa

et al. 2016). In general, electrostatic shocks are mediated only by an electric potential barrier, while

magnetized shocks present a jump in the magnetic Þeld as well. Weakly magnetized shocks are also

said electromagneticwhen they are mediated by an electromagnetic instability (such as the Weibel Þla-

mentation instability; Weibel 1959). Fig. 3 gives an overview of the kinds of collisionless astrophysical
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shock depending on their energy ! sh " sh and magnetization #1.

The Þrst laboratory experiment investigating collisionless shocks dates back to 1971, when Dean et al.

(1971) generated an electrostatic shock by making a laser-produced plasma plume propagate through

an ambient plasma. Afterwards, Bell et al. (1988) produced a shock by making interact a laser-driven

plasma with a spherical obstacle. These pioneering works paved the way to more sophisticated and

better characterized experiments on collisionless shocks, also encouraged by the tremendous devel-

opment of laser technology and the advancement in diagnostics capabilities. It is nowadays possible

to generate a wide range of collisionless shocks of astrophysical interest, in particular, the study of

magnetized shocks became possible thanks to intense driving laser beams and/or strong externally

applied magnetic Þelds.

Let us expose the works conducted on various kinds of shocks. Electrostatic shocks have been more

deeply investigated in further experiments by, for instance, Romagnani et al. (2008b), Ahmed et al.

(2013), Kuramitsu et al. (2012), and He et al. (2019). Romagnani et al. (2008b) have carried out de-

tailed proton-radiography measurements unveiling the electromagnetic Þeld structure of the formed

shocks and ion-solitons, as shown in Fig. 4. More recently, Ahmed et al. (2013) have characterized

the initial stages of the shock formation, showing that a current free double layer may transit into a

symmetric shock structure.

Figure 4: Proton radiography characterization of electrostatic shocks and solitons by Romagnani et al. 2008b.
Out of such measurements of probe proton density$np/n pu , they have reconstructed the proÞles of the electric
ÞeldE and of the normalized ion velocityu/c ia .

The so-called electromagnetic shocks are sustained by self-generated turbulent electromagnetic Þelds

and are supposed to take place for instance in GBRs in afterglows (Piran, 2005). The most likely can-

didate for the generation of such a turbulence is the Weibel Þlamentation instability, as proposed

initially by Medvedev and Loeb (1999) and ÒconÞrmedÓ through PIC simulations by Kato and Tak-

1Where the magnetization parameter is deÞned as ! = B 2 / [4" (#sh ! 1)n i m i c2 ], where B is the background magnetic

Þeld felt in the shock front rest frame, #sh =
!

1 ! v2
sh /c 2 n i is the upstream ion density, m i is the ion mass, and c is the

speed of light.
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abe (2008). This kind of shock is particularly hard to experimentally produce, as it requires extremely

high-energy laser beams of long duration, capable of maintaining the plasma with high temperature

and high speed (to ensure its collisionless nature) for a time long enough to allow the instability

formation (whose typical growth rate is # %p) (Ross et al. 2017). The typical experimental setup con-

sists of having two counter-streaming plasma ßows. After the interpenetration, the Weibel-unstable

plasma is supposed to stimulate the formation of two collisionless shocks propagating away from

each other.

In a few experiments conducted at the OMEGA laser facility, Weibel-generated magnetic Þelds have

been generated and characterized through proton radiography, as shown in Fig. 5 (Park et al. 2015;

Huntington et al. 2015; Fox et al. 2013). Such a Þlamentary structure is characteristic of the early

stages of the Weibel instability. However, the generation of a fully formed Weibel-mediated collision-

less shock has been achieved only in a recent experiment at NIF (Swadling 2019).

Figure 5: (Left side.) Scheme of the typical Weibel-mediated shock experimental setup, as carried out by Park
et al. (2015). (Right side.) Proton radiography images showing magnetic Þeld Þlamentation.

Magnetized (or magnetohydrodynamic (MHD)) shocks are associated with many astrophysical phe-

nomena, such as the above mentioned SNRs and planetary bow shocks, where external magnetic

Þelds are present. The earliest experiments involving magnetized collisionless shocks date back to the

Õ60s, when Paul et al. (1965) and Paul et al. (1967) have reported measurements of the shock structure

and electron temperature in magnetized shocks created by the compression of a linear Z-pinch. More

recently, Niemann et al. (2014) have described the formation of magnetized shocks, generated by cou-

pling a laser-driven expanding plasma plume with a large magnetized ambient plasma at the Large

Plasma Device (LPD). Schae! er et al. (2017b,a) have performed experiments at the OMEGA laser fa-

cility showing the formation and evolution of a high-Mach-number magnetized shock, unveiling the

crucial role played by the magnetic piston to e " ciently transfer the laser energy to the background

plasma (see Fig. 6). The work from Meinecke et al. (2014) has revealed magnetic Þeld turbulent am-
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pliÞcation during the interaction between a shock and dense clumps in the ambient medium, which

represents one of the candidate mechanisms for the production of strong Þelds at the outer shocks of

SNRs.

Figure 6: (Left side.) Experimental setup of the experiment performed of magnetized shock by Schae! er et al.
2017b,a. (Right side.) Angular Þlter refractometry image, showing the formation of a shock in the presence of
an externally applied magnetic Þeld and ambient plasma.

While the above mentioned shocks concern only ion-electron plasma, it is worth to mention that

collisionless shocks in positron-electron plasmas have been investigated as well. The generation of

positron-electron beams has been reported by Sarri et al. (2013) opening the way for the study of

astrophysical leptonic jets in the laboratory, while the next generation of high-intensity laser facilities,

such as ELI, has been identiÞed as possible source of pairs (Ridgers et al. 2012).

This work concerns the generation and evolution of laser-driven collisionless magnetized shocks,

Þrstly produced and characterized in the laboratory, then modeled and more deeply understood via

numerical simulations, and Þnally related to their astrophysical counterparts.

Chapter 1 introduces the key physical concepts necessary to comprehend this work. The essen-

tials of laser-matter interaction are presented in the light of the use we are going to make. The physics

of shocks and the acceleration mechanisms taking place at the (collisionless) shock front are also ex-

plained, with references to space events as well. Finally, similarity criteria allowing for an equivalence

between experiments and astrophysical phenomena are brießy discussed.

Chapter 2 gives an overview of the experimental and numerical tools employed to perform this

research. The characteristics of the laser facilities where we performed our experiments (TITAN/JLF

and LULI2000) are presented, as well as the diagnostics exploited in such occasions accompanied

by the programs or analysis techniques used later to treat the data. Moreover, the numerical codes

(hydrodynamic or MHD) FLASH and (Particle-In-Cell, PIC) SMILEI are presented within a larger
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overview of the various plasma models.

Chapter 3 presents the results of two experimental campaigns having for object the interaction

between a laser-driven magnetized piston expanding through an ambient plasma and an externally

applied strong magnetic Þeld. We will focus on the characterization of the resulting supercritical

collisionless shock and on the related particle acceleration processes. The shock formation and evo-

lution will be modeled via MHD simulations with the code FLASH and PIC simulations with the code

SMILEI, leading to the identiÞcation of shock surÞng acceleration (SSA) as most likely candidate for

the background plasma energization. Moreover, an overview of the astrophysical environments to

which such results might be applicable is given.

Chapter 4 is dedicated to the study of the interpenetration between two shocks, generated with

the same experimental setup as for the single shock presented in Chapter 3. We will characterize

their interpenetration, occurring when such shocks have transited to subcritical, and focus on the

e! ects of the collisionless shock superposition on the enhancement of the particle energization. Such

events will be modeled as well via numerical simulations run with both FLASH and SMILEI codes.

Moreover, we will present the results of additional PIC simulations modeling the interaction between

two supercritical shocks, which could give an outlook for further experimental investigations. Finally,

the astrophysical interest of such a research will be exposed as well.

Chapter 5 presents the concluding remarks upon this work and proposes possible directions for

future research, also in the light of the recent Apollon commissioning campaign results.
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Chapter 1

High-power laser-plasma interaction

and its applications

1.1 Basics of laser-matter interaction

The domain of high-power laser-plasma interaction has remarkably grown over the last decades, with

application ranging from laser-driven particle acceleration and fusion to laboratory astrophysics.

High-power lasers can deliver pulses of more than 200 TW, focused on relatively small areas such

that the on-target intensity (= power/surface) is high enough to ionize the matter and hence pro-

duce a plasma. The intensity threshold for such a phenomenon is around 1010 W/cm 2, but nowadays

laser facilities can deliver up to 1022 W/cm 2 (Danson et al. 2019; Mulser and Bauer 2020). The dura-

tion of these laser beams extends over several order of magnitude, from attoseconds (! 10! 18 s) to

tens of nanoseconds (! 10! 8 s). Nanosecond lasers are characterized by moderate intensities (! 1016

W/cm 2), while picosecond lasers allow for intensities up to 1020 W/cm 2, and with femtosecond lasers

one can reach intensities up to 1022 W/cm 2. Laser pulses of attoseconds are composed of high har-

monics providing a broad bandwidth and are nowadays mostly used to probe ultra-fast phenomena

instead of driving them, as it is often the case for high-intensity lasers (Chopineau et al. 2021).

In general terms, laser development follows two di ! erent aims: maximizing the delivered energy or

the power. These two classes of lasers correspond to di! erent produced plasmas. High-energy lasers

are characterized by ÒlongÓ pulses, of the order of the ns, and generate thermal hot and dense plas-

mas. On the other hand, high-power lasers have duration ranging from fs to hundreds of ps and are

able to produce strongly out-of-equilibrium and relativistic plasmas.

While ÒstandardÓ lasers Ð i.e., based on the ampliÞcation of the stimulated emission from atomic or

11



12 High-power laser-plasma interaction and its applications

molecular excitation (Gould et al. 1959) Ð have been developed since the 1960s (Maiman et al. 1960),

the employment of x-ray free electron lasers (XFELs) has started around a decade ago. Based on the

self-ampliÞed spontaneous emission (SASE) of relativist electrons wiggling in an undulator (Huang

and Kim 2007), XFELs can provide high-brillance high-repetition fs-pulses, suitable to give fast snap-

shots of fundamental processes at atomic or molecular scales.

In this thesis we will mostly focus on the experimental results obtained at the high-energy laser

facilities LULI2000 (France) and Titan/JLF (United States), but we will also present the outcome of

the commissioning campaign recently run on the high-power laser Apollon (France) and discuss the

physics that we can envision on such a facility. The main focus will be towards the interaction between

laser radiation and solid targets.

For current laser capabilities, the laser Þeld cannot directly accelerate ions, as their mass is too large

to allow them to reach velocities close the laser-light group velocity (Gibbon 2005). In our case of

driving lasers with a pulse length of the order of the ns, the laser Þrst transfers energy to the electrons,

called then hot or supra-thermal, by inverse bremsstrahlung or by resonant absorption (Drake 2006a).

Electrons in turn interact electrostatically with the ions, transferring energy to them, too (London

and Rosen 1986; Macchi et al. 2013). Eventually, the plasma is strongly heated by the laser beam and

relaxes.

1.1.1 Plasma expansion in vacuum

When a powerful laser interacts with a solid target in vacuum, the density and temperature pro-

Þles typically take the shape shown in Fig. 1.1 (Atzeni and Meyer-ter Vehn 2004), where the laser is

propagating from the left to the right with intensity I L . A plasma is formed out of the target and

expands into vacuum while converting part of its thermal energy into kinetic energy. In reaction to

this expansion, by the principle of conservation of the quantity of movement, a shock wave forms and

propagates through the unperturbed solid (region 4), compressing and warming up the material af-

ter its passage (region 3). We will not discuss here the characteristics of shocks that form in the solid,

but will only focus on the features of the front-side of the target.

We recall that electromagnetic (EM) waves can only propagate and hence deposit energy when the

refractive index of the medium N = c/v ! is positive (where c is the speed of light and v! is the phase

velocity). The relation of dispersion of an EM wave in an unmagnetized cold plasma is %2 = k2c2+ %2
pe

(Swanson 1989), where k is the wavenumber and %pe =
!

nee2/m e&0 [SI] =
!

4' nee2/m e [cgs]is the

plasma frequency, ne, e, and me are the electron density, charge, and mass, respectively, and&0 is

the vacuum permittivity. An EM wave propagates indeed through plasma oscillations (Langmuir



1.1 Basics of laser-matter interaction 13

Figure 1.1: Density (full line) and temperature (dashed line) proÞles of a laser-driven ablation front from a
solid target. (Adaptation from Atzeni and Meyer-ter Vehn (2004) p224.)

waves) which a ! ect only the electrons.

The refractive index then is:

N =
ck
%

=

"

1 "
%2

pe

%2 =
"

1 "
ne

nc
(1.1)

where we have introduced the critical density nc depending on the laser frequency %:

nc =
%2me&0

e2 [SI] =
%2me

4' e2 [cgs] (1.2)

Imposing N to be a real positive number leads to a condition on the maximum electron density ne

allowed: EM waves can propagate only in an underdense plasma, i.e., for ne < n c
1.

In the formed plasma, two zones can be distinguished. An underdense transparent region (1, in

Fig. 1.1), called corona, partially absorbs and deßects the laser radiation. Most of the relevant laser-

plasma interaction phenomena, such as absorption, ionization, and nonlinear scattering, take place

here, and most of the radiation in the extreme ultraviolet (EUV) and soft x-ray wavelength range (1-

100 nm) comes from this region. Beyond the critical surface which reßects the laser Þeld, we Þnd an

overdense zone (2) where the energy is transferred through thermal conductivity from the corona to

the ablated solid.

1To be more precise, forne > n c , EM radiation can still penetrate for a typical length of the order of c/ $pe " de , called the
plasma skin depth. The electromagnetic Þeld will not have the proÞle of an oscillating sinusoidal wave, but will take the form
of an evanescent (exponentially decreasing) wave.
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1.1.2 Plasma expansion in the presence of an external magnetic Þeld or a back-

ground gas

The characteristics of the ablated plasma expansion change drastically in the presence of an externally

applied magnetic Þeld or of a background gas.

First, let us consider the presence of an ambient gas. Depending on the laser intensity and on the gas

density, the laser beam can start ionizing the gas while being focused on the solid target. Such cre-

ated plasma can interact with the laser and give rise to e! ects such as Þlamentation and self-focusing

(Atzeni and Meyer-ter Vehn 2004), that we will not discuss here.

During the interaction between a ns laser and matter, the corona plasma can reach temperatures rang-

ing from tens of eV to several keV, and will, thus, emit thermal radiation. This includes a compo-

nent due to the electronic transitions within the atoms (bound-bound, free-bound) present in the

medium, while the presence of free electrons and ions also allows electronic transitions of free-free

type (bremsstrahlung). These contributions generate a continuous emission spectrum, partially con-

stituted of x-ray photons with energies up to several keV. The corona plasma emits in all directions

and this radiation can be partly absorbed by the gas in which the target is plunged, converting it into

a plasma itself. Hence, the plasma ablated from the solid target will now expand in a pre-ionized

medium made of the ambient plasma at rest.

In the presence of an external magnetic Þeld B 0 the scene gets more complicated. To start, vari-

ous modes of EM waves can exist in the plasma depending on their polarization and on the angles

between B 0 and the electromagnetic wave electric Þeld E1 , and between B 0 and the wavenumber k

(Chen 2016). These waves have dispersion relations that are di! erent from the ones seen above for

unmagnetized plasmas, hence, the critical density can di! er from Eq. 1.2.

Moreover, the interaction between the ablated plasma and the external B-Þeld may start various phys-

ical phenomena, such as plume conÞnement, ion acceleration, plasma instabilities, and emission en-

hancement (Dirnberger et al. 1994; Ripin et al. 1993; TuckÞeld and Schwirzke 1969; Sudo et al. 1978;

Koopman 1976).

One of the most noteworthy e ! ects is the formation of a diamagnetic cavity (VanZeeland and Gekel-

man 2004; Collette and Gekelman 2010) in the case of magnetic Þeld perpendicular to the plasma

expansion velocity (which is the B-Þeld orientation that will be discussed in this thesis). Since in

many cases the electrons are magnetized and the ions unmagnetized2, the magnetic Þeld is tied to

the electrons in the magnetohydrodynamics (MHD) framework. Hence, when we have a bulk mo-

tion of the plasma, the electrons follow the ions and advect the magnetic Þeld along, which results

2A species is ÒmagnetizedÓ if the magnetic Þeld a! ects signiÞcantly the particles motion, i.e., if their Larmor radius r L is
smaller or comparable to the length scale of the system.
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Òfrozen-inÓ. From a kinetic point of view, the fact that only the electrons are strongly magnetized

leads to a charge separation: as the plasma expands, the ions are not Òheld backÓ by the magnetic

Þeld and surpass the electrons, which produces a net electric Þeld pointing inwards the expansion

direction E r . The electrons inside this expanding shell undergo an E r $ B 0 drift which gives rise to

a poloidal current that reinforces the pressure-drive %P $ B 0 diamagnetic currents. These contribu-

tions result in a local reduction of the magnetic Þeld within the current layer, the diamagnetic cavity.

Expelling the magnetic Þeld requires energy, which is taken from the kinetic energy of the expanding

plasma. Hence, with respect to the expansion into vacuum, a plasma spreading into a background

magnetic Þeld will advance more slowly and eventually stop at the so-called magnetic stopping ra-

dius, RB = (3 N i mi v2
i /B 2

0 )1/ 3, where N i , mi , and vi are respectively the number, the mass, and the

speed of the drifting ions (Schae! er 2014).

Moreover, the spatial asymmetry, induced by the presence of the magnetic Þeld, will shape the pro-

Þle of the laser-produced plasma. In the case of vacuum, we typically have a plasma plume with a

rotational symmetry around the laser axis. Now, with a magnetic Þeld, the motion of the electrons

(and hence the ions) is slowed down in the direction perpendicular to B 0 , which translates in the

corresponding dimension of the plume to be smaller.

1.2 Shock formation and characteristics

Collisionless plasmas are pretty di ! erent than ordinary gases. Nevertheless, our understanding about

what a shock is and how it forms and develops are mostly based on concepts coming from gas dy-

namics. Hence, we will Þrst make considerations about hydrodynamic shocks, then pass to MHD

and collisionless shocks.

1.2.1 Hydrodynamic shocks

In neutral gases, information can travel through the propagation of a disturbance. The perturbation

takes the shape of asound wave, where pressure and density oscillate in phase along the direction of

propagation of the wave. The propagation of such a compressive wave is sustained by short range

interactions between the molecules or atoms of the gas. At the particle scale, this interaction is natu-

rally supplied by electromagnetic forces, but these mediate mostly binary-collisions and are relative

to short-lasting induced dipoles in the molecules or atoms, while the electromagnetic Þelds we will

refer to in later sections involve the medium in a collective way.
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The sound speedis the velocity at which sound waves propagate in a neutral gas, independently of

their frequency, and it is given by:

cs =

#
( p
()

(1.3)

where p the gas pressure and) is the mass density. At audio frequencies, the compression is adiabatic,

i.e., the pressure changes too quickly to allow thermal conduction e ! ects and the gas comes back

to its original state after the compression wave has passed. This characteristic, together with the

condition of dealing with ÒsmallÓ waves3 and an ideal gas4, allows us to calculate the sound speed as

cs =
!

! p/ ) , where ! is the adiabatic index, i.e., the ratio of the speciÞc heatscP /c V .

If an object moves in such a medium with a subsonical speed, it transmits momentum to the gas

molecules, which convey it to other ones as a compressive wave (a sound wave). Thus, such a body

can easily move as the air manages to adjust ÒquicklyÓ enough around the object.

If this obstacle moves faster than the sound speed, the sound wave will not be able to reach a di ! erent

part of the medium before the object itself. In this scenario, another way for information to travel

is represented by shock waves. The perturbation introduced by the object leads to an irreversible

compression process, which is associated with an increase of entropy and, hence, dissipation. Such

a shock wave moves faster than the sound speed and modiÞes the state of the medium in which it

travels, which results in an increase of its sound speed, making the downstream (DS) ßow subsonic

(with respect to the moving object).

Hence a shock can be deÞned as an entropy-increasing wave that causes a transition from a super-

sonic to a subsonic ßow by irreversibly converting the kinetic energy of the upstream (US) incoming

(from the point of view of the shock front) ßow into thermal energy. Such a shock front takes places

at widths as short as possible and is limited by viscosity and friction: it results to have thicknesses of

the order of a few collisional mean free paths. Due to this thin thickness with respect to the macro-

scopic ßuid scales, the schock-front can be seen as a ÒdiscontinuityÓ region that separates two ßuids

characterized by di ! erent state, i.e., by di! erent pressure, temperature, ßow speed, etc.

A critical quantity to consider when dealing with the motion in a certain ßuid, is hence the ratio

between the object velocity and the sound speed of such a medium, i.e., the so-calledMach number:

M =
v
cs

(1.4)

Example of hydrodynamic shocks are represented by the shock waves occurring when an aircraft

3In the sense that viscosity, friction, and heat conduction are negligible.
4A gas that follows the ideal-gas law p = nk B T .
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moves faster than the sound speed (Fig. 1.25) or for detonations.

Figure 1.2:Example of a shock wave formed for a jet moving at supersonic speed.

1.2.2 Rankine-Hugoniot conditions

The macroscopic state of the US and the DS mediums can be characterized by theRankine-Hugoniot

conditions. They are derived by imposing the conservation of particle number, momentum, and energy

across the shock and they only describe the US and DS regions supposed to be at equilibrium. Hence,

they do not take into consideration the state of the thin shock front and the mechanisms taking place

in there.

Let us now consider the reference frame of the shock front, i.e., where this is at rest, as sketched in

Fig. 1.3.

The Rankine-Hugoniot (R-H) conditions take the integral form (Balogh and Treumann 2013):

! () vn ) = 0 conservation of mass (1.5)

! () v2 + p) = 0 conservation of momentum (1.6)

!
$
h +

1
2

v2%
= 0 conservation of energy (1.7)

where ) is the mass density, v is the ßow speed in the shock front frame (for which the index n refers

to the component normal to the shock front), p is pressure,h = *+ p/ ) is the speciÞc enthalpy,* being

the internal energy. The ! represents the di! erence between the value of these quantities after and

before the shock passage, i.e., between the downstream and the upstream mediums.

5Image credit: https://aviation.stackexchange.com/questions/11936/are-we-at-peak-speed-e " ciency-for-jet-airliners-at-
mach-0-85.
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Figure 1.3:Sketch of the shock regions and velocities in the reference frame of the shock.

1.2.3 Magnetohydrodynamical shocks

When the ßuid we deal with is a plasma, the situation becomes more complicated.

Magnetohydrodynamics (MHD) is a macroscopical and non-relativistic theory used to model plas-

mas. It describes the plasma as a single ßuid composed of electrically charged particles of di! erent

mass (ions and electrons) but electrically neutral at the macroscopic level. Being made of charges,

this ßuid is conductive and undergoes induced and applied electromagnetic Þelds.

As will be detailed in Sec. 2.3.3, MHD is based on several assumptions that limit its validity much

more than how would be required by a kinetic theory or by multi- and bi-ßuid models, but it is ex-

tremely useful when these more sophisticated models would not add much in precision or when the

geometry of the problem is very complex.

Plasma physical quantities and electromagnetic Þelds follow the MHD equations (Belmont et al.

2013):

()
( t

+ %á() v ) = 0 (1.8)

)
&

( v
( t

+ ( v á%)v
'

= "% p +
1
µ

(% $ B ) $ B + ) g (1.9)

( B
( t

= % $ (v $ B ) + +%2B (1.10)

%áB = 0 (1.11)

Before talking about MHD shocks, let us introduce the typical kinds of wave that are possible in the

MHD context, as derived by such a system of equations.

Similarly to what happens in neutral gases, there are ion acoustic waves, longitudinal oscillations of the

ions and electrons that involve density variations. They can occur in an unmagnetized plasma or in

a magnetized plasma parallel to the magnetic Þeld. The waves are dispersionless with a propagation
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speed given by:

cs =

"
! eZkB Te + ! i kB Ti

mi
(1.12)

where kB is BoltzmannÕs constant,mi is the ion mass, Z is the charge number, Te is the temperature

of the electrons and Ti is the temperature of the ions.

Plus, in ideal6 MHD, three fundamental waves linked also with EM-Þelds oscillations arise: the AlfvŽn

waves, the fastand the slow magnetosonic waves. These propagate at di! erent speeds, depending on the

plasma characteristics and on the angle, between the equilibrium magnetic Þeld B 0 and the propa-

gation direction of the wave k.

AlfvŽn waves are dispersionless and non compressible ($) = 0 ) waves that involve a transverse os-

cillation of charge density and of magnetic and electric Þelds. They propagate along the equilibrium

magnetic Þeld lines at speed:

vA =
B0

&
µ0) 0

(1.13)

where B0 and ) 0 are the unperturbed magnetic Þeld and mass density, and µ0 is the magnetic per-

meability of vacuum.

Magnetosonic waves involve oscillations of the magnetic Þeld in phase (fast) or counter-phase (slow)

with the mass density (they are hence compressible). The electric Þeld oscillates perpendicularly to

the wave propagation direction, while there is no charge density perturbation.

The group velocity for fast (+) and slow (Ð) magnetosonic waves is given by:

vms ± =

#
1
2

(
v2

A + c2
s ±

)
(v2

A + c2
s)2 " 4v2

A c2
s cos2 ,

*
(1.14)

where cs is the sound speed.

They can propagate with various orientations with respect to the magnetic Þeld, but for perpendicular

propagation ( , = ' / 2) only fast waves exist. This is the case when the maximum propagation speed

is reached: vmax
ms + =

!
v2

A + c2
s .

When considering shocks inside such a conductive medium, certain jump conditions must be

satisÞed by the electromagnetic Þeld, too. Then the R-H shock relations in MHD take the form of the

6The resistivity is neglected and the plasma is hence treated as a perfect conductor.
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generalized Rankine-Hugoniot conditions(Balogh and Treumann 2013):

! () vn ) = 0 conservation of mass (1.15)

! (Bn ) = 0 no divergence of the B-Þeld (1.16)

! (vn B " vBn ) = 0 FaradayÕs law (1.17)

) vn ! vn + !
&

p +
B 2

2µ0

'
= 0 conservation of perpendicular momentum (1.18)

) vn ! v t "
Bn

µ0
! B t = 0 conservation of parallel momentum (1.19)

) vn

2
! (v2) +

!
! " 1

! (pvn ) +
1
µ0

! (vn B 2) "
Bn

µ0
! (v áB ) = 0 conservation of energy (1.20)

where the orientations n and t refer to the normal and the tangential directions, respectively, with re-

spect to the shock front, and ! is the adiabatic index. We point out that in Eqs. 1.18Ð1.20 the quantities

) vn and Bn have been brought out of the ! because they are constant across the shock (by reason of

Eqs. 1.15Ð1.16). For the conservation of energy, it has been supposed that the plasma has polytropic

equation of state: p/ ) " = constant.

Possible kinds of solutions of the generalized R-H conditions exist. Let us Þrst distinguish between

two classes: we talk about discontinuitieswhen there is no change in the ßow speed through the shock

front ( ! vn = 0 ) and about shocksotherwise ( ! vn '= 0 ). It is possible to represent these two kinds

of solution in a graph where vds,n is represented as depending on vus,n (see Fig. 1.4): discontinuity

solutions stay on the straight line vus,n = vds,n , while shocks on the other curve.

Three kinds of discontinuities can be identiÞed:

¥ Contact discontinuityis the case with vus,n = vds,n = 0 and Bn '= 0 . The magnetic Þeld varies

smoothly across the shock (! B = 0 ), as well as does the pressure (! p = 0 ). Only density and

temperature present a jump ( ! ) '= 0 , ! T '= 0 ), implying that the di ! usion resulting from the

temperature gradient makes such a discontinuity short-lived.

¥ Tangential discontinuityis the case with vus,n = vds,n = 0 and Bus,n = Bds,n = 0 , which leads

to a constant total pressure across the shock (! (p + B 2/ 2µ0) = 0 ), while the density ) and the

tangential magnetic Þeld B t can have a jump.

¥ Rotational discontinuityrepresents the case whenvus,n = vds,n '= 0 and v2
n = B 2

n / (µ0) ). This

implies that the density, the pressure, and the strength of the tangential component of the B-

Þeld do not change across the shock (! ) = 0 , ! p = 0 , ! B 2
t = 0 ). However the tangential

magnetic Þeld B t is free to rotate, which gives the name to this discontinuity. Practically, this

solution corresponds to an AlfvŽn wave-like jump: all the quantities are conserved except for
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the direction of B t and v t = B t /
&

4') .

Figure 1.4: Curves representing the possible downstream normal ßow speed valuesuds,n with respect to the
upstream oneuus,n , as derived by the generalized Rankine-Hugoniot conditions (Belmont et al. 2013). Relative
to " us = 0 .8, and, Bn = 30 " . The velocities are normalized tovA, us and the dashed line represents the values
vds,n > v us,n not physical. The letters S, I, and F pinpoint the proximity to the linear solution corresponding to
slow, intermediate (AlfvŽn), and fast waves, respectively.

Shock solutions are located on the full part of the curve in Fig. 1.4, as only vds,n < v us,n are physical

(since leading to an increase of entropy after the shock passage). The linear solutions (inÞnitesimal

perturbations) stay in the proximity of the intersection of such a curve with the straight line vds,n =

vus,n and correspond to the MHD waves: slow magnetosonic (S), AlfvŽn (or intermediate, I), and fast

magnetosonic (F). In these three points vus,n coincides with the values of the corresponding MHD

waves velocities: vms ! , vA , and vms + , respectively.

It is then possible to identify three kinds of shocks, departing from these linear solutions:

¥ Slow shockfor upstream velocities vms ! < v us,n < v A , for which only one solution is possible. In

this case, the tangential B-Þeld decreases and the pressure increases from US to DS (! |B t | < 0,

! p > 0).

¥ Intermediate shockfor vA < v us,n < v ms + , which either allows for two solutions or for none.

This corresponds to a Þnite amplitude AlfvŽn solution associated with a ' rotation of B t . If

the pressure is isotropic, the density is continuous ( ! ) = 0 ). Such solutions are considered

unstable.
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¥ Fast shockfor vus,n > v ms + , for which only one solution is allowed. Here, both the thermal and

the magnetic pressure increase after the shock (! |B t | > 0, ! p > 0).

For further insight into MHD shocks and examples, excellent reviews are represented by Oliveira

(2017) and Belmont et al. (2013).

1.2.4 Shocks in collisionless plasmas

Astrophysical plasmas are normally very di ! erent than ordinary gas.

As we said, waves and shocks in gases are supported by collisions, while most space plasma arecol-

lisionless. This means that their density is so low that binary Coulomb collisions are very rare and

do not play an important role. This is the case when the collisional mean free path of the particles is

much larger than the size of the system - mfp ( L .

For example, the collisional mean free path in the solar wind is calculated to be around 1 AU ( =

1.5$ 108 km, i.e., the distance from Earth to the Sun), while the thickness of the EarthÕs bow shock is

observed to be only 100Ð1000 km.

The absence of collisions can lead to a lack of equilibrium, normally assured by collisions, hence the

need to refer to kinetic temperatures, as well as to the necessity of some other mechanisms capable of

propagating pressure and dissipating energy. Indeed, while for hydrodynamic shocks the size of the

region over which the variation of the macroscopic quantities takes place is of the order of some - mfp ,

in collisionless shocks the discontinuity has a much smaller thickness ! sh ) - mfp . A shock wave

is allowed in a collisionless medium in the presence of kinetic e ! ects playing the role of an e! ective

dissipation at the shock front.

Shock formation: laminar and turbulent shocks

Collisionless shocks can be classiÞed into two groups depending on how the transition between the

DS and the US regions is done: laminar and turbulent shocks (Balogh and Treumann 2013).

Laminar shocks form through the steepening of Þnite amplitude waves. The well-known small am-

plitude waves (i.e., AlfvŽn, fast/slow magnetosonic, and ion acoustic waves) are derived from the

linearization of the ßuid equations (1.8Ð1.11). But those neglected non-linear terms may play an im-

portant role in the evolution of Þnite-amplitude waves. The crest of the wave may have a propagation

speedvp + $vp higher than the one of the zero, vp, and of the trough, vp " $vp, which leads to a defor-

mation of the wave, as sketched in Fig. 1.5 from t1 to t2. This brings to the formation of gradients that
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are so high that the dispersive e! ects7 may be so important to balance the wave steepening formation.

Instead of having what is sketched in Fig. 1.5 at t3, i.e., a wave ÒbreakingÓ in a multi-valued solution

of the wave equations, a steep shock front may form, as at t4. Such an e! ective dissipation is due to

the collective interaction between the particles and the electromagnetic Þeld of the non-linear wave.

Figure 1.5: Sketch of the self-steepening of a Þnite-
amplitude wave associated with the oscillation of a
certain physical quantityQ. In the region where the
state variables of the wave would become multival-
ued (at t3), irreversible processes dominate to create
an abrupt, single-valued shock front. (Adapted from
Chernukha (2019).)

On the other hand, turbulent shocks form out of the ampliÞcation of turbulent electromagnetic

Þeld. Many instability mechanisms are reasonable candidates for being e" cient dissipation processes

in collisionless shocks (Wu 1982). Examples include the modiÞed two-stream instability (McBride

et al. 1972; Matsukiyo and Scholer 2003), cyclotron drift instability (Jiao et al. 2019), and the Weibel

instability (Grassi 2017). In such cases, the instability can lead to dissipation by opening the way to

smaller length scales, that is a conversion of the kinetic energy into heat, and hence an increase of

temperature. Slowing down the incoming ßow also means increasing its density, because of mass

conservation. Thus, a zone where temperature and density change sharply is created, and has nor-

mally the size of a few tens of the particle skin depth, c/ %ci .

7Di ! erent wavelengths have di ! erent propagation speeds.
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In general, low- M A low- " shocks are laminar, while high- M A high- " shocks present a turbulent

behavior (Formisano 1974). For example, the EarthÕs bow shock has been found to show both laminar

and turbulent characteristics depending on the region (Formisano and Hedgecock 1973b; Greenstadt

et al. 1975; Formisano and Hedgecock 1973a).

Shock characteristics

First, collisionless shocks can be classiÞed aselectrostaticor magnetized, depending on the nature of the

Þeld at the shock front. Electrostatic shocks are steep local density perturbations usually characterized

by a high ion density spike surrounded by a bipolar electric Þeld (Chen et al. 2007). They take place

over scales of the order of the Debye length ( ! sh ! - De
8), have a tangential size of the order of the ion

inertial length - i (= c/ %pi =
!

mi /m e(c/v e)- De ( - De ), and can occur when the charges composing

the plasma have on the average the same bulk velocity (hence there are no free electric currents) and

no external magnetic Þeld is applied (Treumann 2009).

The presence of a background magnetic Þeld in the plasma is a common astrophysical situation and

allows the formation of magnetized shocks (Stasiewicz and Eliasson 2020). For instance, the EarthÕs

bow shock forms when the solar wind meets the EarthÕs magnetosphere and is characterized by a

magnetic Þeld of the order of 10! 4 G. Similar B-Þeld strengths are found in SNRs (Xu and Lazarian

2017), while the solar wind termination shock is accompanied by a magnetic Þeld of the order of 10! 6

G (Burlaga et al. 2008).

A Þrst characteristic to consider is the orientation of the upstream ambient magnetic Þeld B us with

respect to the shock front normal ön, by deÞning the shock normal angle , Bn through

tan , Bn =
B us áön
|B us|

(1.21)

, Bn = 0 is the case for parallel shocks, , Bn = ' / 2 for perpendicular shocks, which are extreme cases

that in reality are realized only over small portion of the shock surface. To recall the characteristics of

these two special cases, one can deÞne two other categories: we talk aboutquasi-parallel shockwhen

0 < , Bn < #
4 and about quasi-perpendicular shockswhen #

4 < , Bn < #
2 . In particular, shocks with

#
6 < , Bn < #

3 are said obliqueand show some mixed properties. While (quasi-)perpendicular shocks

exhibit a sharp transition (plus a narrow foot, if supercritical), as will be detailed later, in (quasi-

)parallel shocks both the upstream and the downstream media are disturbed up to larger distances

(Treumann 2009). In space, the EarthÕs bow shock represents a case of shock transition from per-

8The Debye length of a plasma is a measure of the size of the region over which charge separation can naturally take place,
that is the size of electrostatic ßuctuations. It reads: %De =

"
&0kB Te /n eq2

e [S.I.]
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pendicular to parallel: the solar wind extends over scales larger than the the EarthÕs magnetosphere

curvature, hence, while moving along the shock, the angle between the shock normal and the mag-

netic Þeld lines passes from 0" to 90" depending on the location.

Discussion on the validity of Rankine-Hugoniot conditions for collisionless shocks

It is legitimate to wonder why the Rankine-Hugoniot equations derived in the MHD frame are used

also for collisionless shocks. Indeed, they suppose that the plasma has reached an equilibrium both

upstream and downstream, while we previously said that the lack of Òstandard collisionsÓ does not

assure the fulÞlment of a state where some macroscopic quantities, i.e., the temperature, can be de-

Þned.

For example, a common case of missed thermalization concerns the populations of electrons and ions.

In such a case, Rankine-Hugoniot conditions have been extended to allow for separate ion and elec-

tron temperatures (see for example Sanderson and Uhrig (1978)).

However, a pseudo-state of equilibrium may still be reached if we consider zones Òfar enoughÓ from

the shock front.

Moreover, the R-H conditions do not take into considerations the kinetic e ! ects into the energy bal-

ance. In spite of the fact that particle acceleration is possible at the shock front (see Sec. 1.3), previous

studies have shown that the energy acquired by such non-Maxwellian particles remains small. In

particular, for non-relativistic shocks, the most e " cient conversion occurs at strong (quasi-)parallel

shocks, where the particles kinetic energy gain accounts for up to 10-20% of the bulk kinetic energy

(Caprioli and Spitkovsky 2014). In our case of perpendicular or quasi-perpendicular shocks, the e " -

cient acceleration mechanism of di! usive shock accleration (DSA, see Sec. 1.3) is not at play anymore,

and the resulting accelerated particles reach energies more than one order of magnitude smaller than

in the quasi-parallel case (Caprioli and Spitkovsky 2014).

Nevertheless, R-H conditions are applicable to many cases of collisionless shocks reported in the liter-

ature (see, for instance, Grassi et al. (2017); Blandford and Eichler (1987); Bret et al. (2013); GargatŽ

and Spitkovsky (2011)) and, when they do not give a totally accurate result, they still represent a

reasonable starting point.

Criticality

One of the most important characteristic of collisionless shocks is their criticality.

We can distinguish between subcritical and supercriticalshocks depending on their magnetosonic

Mach number M ms (= vsh /c ms ) being, respectively, smaller or larger than a certain critical Mach
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number M c. The critical Mach number M c is deÞned by equating the downstream ßow speed in the

shock frame to the downstream ordinary sound speed and depends on the upstream plasma " and on

, Bn as shown in Fig. 1.6 by Edmiston and Kennel (1984a): M c increases with increasing shock angle

, Bn and decreasing plasma" , with its highest values being * 2.76, as originally inferred by Marshall

(1955).

Above the critical Mach number, i.e., in supercritical shocks, resistivity alone cannot provide all

Figure 1.6:(a) Parametric dependence of the critical Mach numberM c for a fast shock on the upstream plasma
" and shock angle, Bn (between the shock normal and the upstream magnetic Þeld) for the case of adiabatic
index! = 5

3 , as reported by Edmiston and Kennel (1984a). (b) and (c) report the contours of critical Mach
numbers for two ranges of" : from 0 to 4 and from 0 to 1, respectively.

the dissipation needed for a shock transition according to the R-H conditions, hence, other processes

must provide the dissipation required for their formation. Thus, supercritical shocks are normally

associated to much stronger ion heating, particle acceleration, and incoming plasma reßection than

subcritical ones. Particle reßection, in particular, represents the main dissipative process, so that, the-
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oretically, supercritical shocks could exist in the absence of any conventional dissipation.

On the other hand, subcritical shocks require some other kind of anomalous dissipation, which is

normally provided by the contributions of resistive e ! ects inside the shock front (i.e., energy dissi-

pation into heat) and wave dispersion. The presence of the latter signiÞes that the short wavelengths

responsible for the steepening would either overrun or not catch up with the wave when its proÞle

surpasses a certain steepness. However, dispersion alone is not enough to sustain a shock, since it can-

not generate the irreversible dissipation required for the heating (and thus entropy increase), hence

some kind of di ! usive process is always present in subcritical shock waves (Balogh and Treumann

2013).

Shock substructure

Supercritical magnetized shocks can be decomposed into several parts: the shock foot, the shock

ramp and the overshoot/undershoot, as shown in Fig. 1.7. The foot is the small bump of magnetic

Þeld, pressure, and density located upstream of the proper shock front. It results from the accumu-

lation of ions and/or electrons reßected by the shock ramp. The rampis the part of the shock where

the magnetic Þeld and density gradients are the highest. The overshoot/undershoot structure is the

magnetic Þeld modulation in the downstream region, i.e., the B-Þeld ÒovershootsÓ and then Òunder-

shootsÓ the asymptotic value. It is thought to be associated with the transmission and thermalization

of ions trapped at the shock front.

In astrophysical shock waves, other features can be present. For instance, aparticle precursorconsists

in a structure preceding the shock made of energetic particles that have di ! used through the shock.

A radiative precursorcan also be produced by the ionizing radiation coming from the shock front.

In the case of subcritical shocks, the percentage of reßected ions is very small and neither foot

nor overshoot/undershoot structures can take place. In the case of dispersive shock transition (left

side in Fig. 1.8), upstream whistler steepens and makes the upstream ion beam oscillate. For resistive

shock transitions (right side in Fig. 1.8) the shock forms a steep ramp without showing any upstream

oscillations. The downstream B-Þeld may develop trailing oscillations.

1.3 Shock particle acceleration mechanisms

This section aims at giving a small overview of the particle acceleration mechanisms taking place at

the shock front. We will focus on the dynamics of ions.

We know that particle acceleration occurs in astrophysical systems. This stems from astrophysical



28 High-power laser-plasma interaction and its applications

Figure 1.7:Typical structure of a supercritical perpendicular shock front, corresponding to the proÞles of mag-
netic Þeld|B |, particle densityn, temperatureT, and pressurep. Charge separation over lengths of the ion
gyroradiusr Li occurs at the shock ramp generates an electric ÞeldEx which reßects part of the incoming ions
from upstream, giving rise to a foot. Such ions are accelerated by the convective electric ÞeldEy and the result-
ing current causes the formation of a magnetic foot, too. (Adapted from Treumann (2009).)

observations of high-energy particles Ð such as Cosmic Rays (CRs) Ð and radiation Ð such as radio

emission from jets and supernova remnants (produced by GeV electron) and gamma rays (generated

by TeV particles) (Gabici et al. 2019; Caprioli 2015).

Energy is transferred from fast ßows and magnetic Þeld to particles and thus to radiation via the

interplay of electromagnetic Þelds. In the case of microscopic electric Þeld associated with turbulent

ßuctuations we will talk about stochastic acceleration (SA). In the case of macroscopic Þelds associated

with the shock, various acceleration mechanisms can take place (Marcowith et al. 2016b): di! usive

shocks acceleration (DSA), shock drift acceleration (SDA), and shock surÞng acceleration (SSA).

It is worth mentioning that magnetic reconnectionis a frequent and extreme astrophysical event where

the energy stored in magnetic Þelds is converted into heat and kinetic energy, responsible for high-

energy space particles, too. For example, magnetic reconnection occuring in downstream islands

plays a role in particle energization, as the cosmic rays spectra are not always explainable by di ! usive

shock acceleration only (Drake et al. 2006; Zank et al. 2015).

However, since this thesis is focused on shocks, we will discuss only these four kinds of acceleration

relying on the presence of the shock.
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Figure 1.8: Sketches of the ion phase space and magnetic Þeld proÞles for the two extreme types of subcritical
shocks (Treumann 2009).

1.3.1 Stochastic Acceleration (SA) or second order Fermi acceleration

This kind of acceleration mechanism was Þrstly proposed by Fermi in the late Õ40s as a way to acceler-

ate cosmic particles (Fermi 1949). In the stochastic acceleration, particles gain energy by interacting

repeatedly with a random distribution of scattering centers. The physics can be easily represented in

a classical scenario by considering a ball with initial speed + v that interacts elastically with a wall, as

represented in Fig. 1.9: if the wall does not move, the ball will bounce back with a speed " v; if the

wall moves against the ball with speed " V (head-on collision), the ball will acquire energy and come

back with velocity " v " 2V ; on the contrary, if the wall moves away with speed + V (< + v) (head-tail

collision), the ball will move at the lower speed v " 2V .

While the ball represents a particle, the wall plays the role of Òmagnetic mirrorsÓ present in moving

interstellar magnetized clouds. Such ÒwallsÓ can be either zones of strong magnetic Þeld that devi-

ate the particle along its trajectory, or a region of curved magnetic Þeld which gradually modify the

particle pitch angle. In the interstellar medium such magnetic Þeld ßuctuations are supposed to be

randomly oriented and move at speeds V ) v.

Eventually, a net particle acceleration takes place because the interaction between particles and mag-

netic walls will occur more often through head-on collisions, associated with energy gain, than head-

tail ones.
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Figure 1.9: Sketch of the principle of the stochastic acceleration for macroscopical objects. A ball with initial
speed+ v interacts! elastically with a massive wall moving towards the ball at speed" V (top) and away from
it at speed+ V (bottom), wherev ( V . In the Þrst case, the particle gains energy, in the second one, it loses it.

Indeed, it is possible to show that the energy gain or loss per collision is (Ferrand 2007)

! E
E in

= " 2
! v áV

c2 (1.22)

where E in and E f in are the initial and Þnal kinetic energies of the particle, respectively, ! E = E f in "

E in is the di ! erence between them,! v = v f in " v in is the di ! erence in velocity, and c is the speed

of light. By averaging over all the collisions, we have:

+
! E
E

, #
+V

c

, 2
(1.23)

which explains why this mechanism is also called second-order Fermi acceleration.

It possible to enlarge these considerations to proper shocks, i.e., to situations where the particle in-

teracts with two mediums characterized by di ! erent physical quantities. One cycle is considered to

be a sequence: passage through the shock layer- interaction with the DS region (characterized by

a ßow velocity vds in the shock front frame) - passage through the shock- interaction with the US

region (characterized by a ßow velocity vus > v ds). After a complete cycle, the energy change will be
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Figure 1.10: Diagram of the SA taking place around a shock front, where a particle is scattered by magnetic
turbulence associated with the DS or the US region and seen by it, statistically, as approaching. The net energy
gain will eventually be positive.

Ferrand (2007):

+
! E
E in

, *
4
3

vin (vus " vds)
c2 (1.24)

and, in terms of momentum:

+
! p
p

, *
4
3

vus " vds

vin
(1.25)

which corresponds to a net energy gain, as the particle coming back to the shock undergoes head-on

collisions in both DS and US regions.

In the MHD scenario, the energy is transferred from the bulk plasma motion to the particle, by having

the ßuctuating B-Þeld lines tied to the plasma. This transfer is of course made through an electric

Þeld (as the magnetic Þeld cannot make any work): indeed a motional electric Þeld is associated

both upstream and downstream to the turbulent magnetic Þeld: $Eus = " vus $ $B us and $Eds =

" vds $ $B ds.

A sketch of the mechanism at play is shown in Fig. 1.10.

Particles have a certain probability to escape from the cloud or the shock and hence interrupt the

energy gain process. This gives rise to a power-law spectrum.

The acceleration mechanism can be characterized by an acceleration time. acc (such that the particle

gains kinetic energy at a rate ( E/ ( t * E/ . acc ) and by an escape time . esc (such that the number

of escaped particles increases at a rate( N/ ( t = N/ . esc). Then the number of escaped particles will

satisfy:
dN
dE

= "
N
E

&
1 +

. acc

. esc

'
(1.26)
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whose solution is given by the power law (Ferrand 2007):

N (E) # E ! s where s = 1 +
. acc

. esc
(1.27)

SA plays an important role in many astrophysical phenomena, such as particle acceleration in solar

ßares (Petrosian 2012), in supernova remnants and their superbubbles9 (Bykov and Fleishman 1992;

Ferrand and Marcowith 2010), and in galaxy clusters (Brunetti and Lazarian 2007). However, it is

unlikely that solely SA is responsible for the generation of energetic cosmic rays (CRs). Indeed, (1)

the random velocities of clouds are pretty small ( V/c ! 10! 4); (2) CRs with mean free paths of the

order of 0.1 pc would experience collisions only a few times per year; (3) the energy gain is second

order in ( V/c); all translates into a small probability of having particles gaining signiÞcant energy

(Marcowith et al. 2020).

1.3.2 Di! usive Shock Acceleration (DSA) or Þrst order Fermi acceleration

As we have seen, SA is not e" cient enough to justify the observation of energetic cosmic rays. Now,

if only head-on collisions take place, then the energy gain would be systematic. This is what happens

in the case of Di! usive Shock Acceleration (DSA), which represents indeed a fundamental process

of particle acceleration in astrophysical systems and is the more likely mechanism responsible of CRs

(Malkov and Drury 2001).

Davis Jr (1956) extended and modiÞed the SA mechanism introduced by Fermi by considering a

medium where coherent magnetic Þelds are present in the DS and US regions, in addition to many

di ! usely distributed magnetic ßuctuations, acting as scattering centers, in relative motion. Particles

will be then scattered into all angles, giving rise to a di ! use distribution, after which this mechanism

is named.

In DSA, particles gain energy by scattering around the shock on magnetic ßuctuations present in both

the DS and US mediums, as schematized in Fig. 1.11. Systematic energy gain occurs at every shock

crossing by the particle since the scattering centers are always seen as approaching.

Let us consider a shock moving with speed vsh with respect to the unperturbed upstream medium.

Both the US and the DS plasmas will see the other side as approaching at speed! v = r ! 1
r vsh , where

r is the shock compression ratio. Let us also assume that the scattering centers in both US and DS

regions are e" ciently isotropized by the magnetic turbulence, i.e., their mean velocity is the same as

the bulk ßow speed. Then a situation similar to that of SA takes place in this scenario, where the cloud

9Superbubbles are cavities carved out the interstellar medium by multiple supernovae and stellar winds. They are typically
# hundreds ly large and populated with hot ( # 106 K) gas atoms less dense than the surrounding interstellar medium.
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Figure 1.11: Sketch of the trajectory of a particle bouncing over scattering centers, leading to di! usive shock
acceleration.

randomly ßuctuating magnetic mirrors are replaced by magnetic waves always seen by the particle

as approaching at speed! v. By averaging over the crossing angles of the particle through the shock,

one Þnds that the average energy change per crossing is (Ferrand 2007):

+
! E
E

, =
4
3

r " 1
r

vsh

c
(1.28)

hence a gain of the Þrst order in vsh /c .

Similarly to the reasoning done for SA, by considering the probability of a particle to remain or to

escape from the accelerating shock region, one would obtain again a power-law for the energy spec-

trum. Hence, the energy distribution of the escaped particles will take the form (Marcowith et al.

2020; Drury 1983):

N (E) # E ! s where s = 1 +
. acc

. esc
(1.29)

The ratio . acc / . esc turns out to be independent of E in DSA, but only linked to the compression ratio

of the shock r (Ferrand 2007; Diesing and Caprioli 2021):

s =
r + 2
r " 1

(1.30)

The hardest spectrum that one could have is N (E) # E ! 1, obtained in the limit of eternal conÞniment

( . esc = . ) or for extremely strong shock ( r = . ).

DSA is considered as the most likely production mechanism of supra-thermal and relativistic par-

ticles in many astrophysical object, ranging from the EarthÕs bow shock (Blandford and Eichler 1987;

Ellison et al. 1990; Jones and Ellison 1991) to shocks in clusters of galaxies (Bykov et al. 2008). This
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mechanism is capable of accelerating CRs up to1015 eV in SNRs (Marcowith et al. 2016b) and even

higher in active radio-galaxies such as Centaurus A (Croston et al. 2009). However, it cannot explain

ultra-high energy cosmic rays (UHECRs, of energies above 1018 eV), whose origin is still debated,

even though some propositions have been advanced, such as active galactic nuclei (Abraham et al.

2007), relativistic supernovae (Chakraborti et al. 2011), gamma-ray bursts and hypernovae (Wang

et al. 2008a).

Moreover, DSA works only if the velocity of the particle is much bigger than the one of the plasma

ßows in the DS and US regions. It is also clear that the particle must initially have a gyro-radius much

larger than the shock transition layer, in order to be able to take full advantage of the di ! erence in bulk

velocity of the DS and US mediums. The so-called injection problemis indeed the lack of e" ciency of

DSA with slow particles, hence the need of another mechanism that could initially energize thermal

particles.

Besides, it does not work e" ciently at quasi-perpendicular shocks, as there is a lower return proba-

bility from downstream because of advection with the magnetic Þeld lines.

Shock drift acceleration and shock surÞng acceleration, which will be reviewed below, can help in-

jecting particles in the case of perpendicular shocks.

1.3.3 Shock Drift Acceleration (SDA)

Shock drift (SDA) (Hudson and Kahn 1965; Webb et al. 1983) and shock surÞng (SSA) (Sagdeev

1966; Lee et al. 1996) acceleration processes are considered to play an important role in ion (pre-)

acceleration at quasi-perpendicular shocks. They both rely on the presence of an upstream coherent

motional electric Þeld E = " v $ B , induced by the motion of magnetized plasma. The di ! erence

between these two mechanisms consists in the way the particles move or are conÞned around the

shock front and in the ratio of the ion Larmor radius over the shock width (smaller for SSA and

larger for SDA) (Shapiro and †•er (2003), Yang et al. (2012)).

In SDA particles gain energy while gyrating and having their guiding center that moves along the

motional electric Þeld, as shown in Fig. 1.12.

To discuss the relevant acceleration mechanism, we should Þrst distinguish between subluminaland

superluminalshocks. We talk about subluminal (or superluminal) shocks when the intersection point

between the upstream B-Þeld and the shock front moves slower (or faster) than the speed of light c.

This property can be formalized in having tan( #
2 " , Bn ) " vus

c > 0 for subluminal (hence, typically

non-relativistic) shocks and < 0 for superluminal (hence, relativistic) ones.

In subluminal shocks, it is always possible to Þnd a reference frame where the motional electric van-
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Figure 1.12:Sketch of the trajectory of an ion undergoing SDA. In this conÞguration, the accelerating convective
electric ÞeldE = " v $ B is the same in the DS and US region (in the shock reference frame) because of the
R-H conditions for MHD shocks (Eq. 1.17).

ishes, that is where the ßow velocity and the magnetic Þeld are parallel (both US and DS), which

is called de Ho! mann-Teller frame (Kirk et al. 1994). In such a frame, particles move mostly along

the magnetic Þeld. When a particle drifts in the US region towards the shock, it can either be trans-

mitted or reßected because of the higher magnetic compression. If the particle is reßected, one can

derive the acquired energy by using a Lorentz transformation between the shock rest frame and the

de Ho! mann-Teller frame. The maximum energy gain is obtained when the particle has a guiding

center speed perpendicular to the shock front (such as the particle in Fig. 1.12) and results (Kirk et al.

1994):

+
E f in

E in
, =

1 +
&

1 " b

1 "
&

1 " b
(1.31)

where b = Bus/B ds is the inverse of the magnetic Þeld compression ratio.

For transmitted particles, the energy gain is half of what obtained in case of reßection in Eq. 1.31 (Kirk

et al. 1994).

In superluminal shocks, it is always possible to Þnd a reference frame where the magnetic Þeld and

the shock front are parallel, which means that particles need to di ! use across the magnetic Þeld if

they want to cross the shock. In this case it is possible to resort to the adiabatic invariant p# /B , which

is conserved at the order of vsh /v , i.e., especially for particles much faster than the shock speed. In the

passage from US to DS, bothB and p# increase. The energy gain then is maximum for a perpendicular

shocks (Kirk et al. 1994):
E f in

E in
=

1
&

b
(1.32)
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1.3.4 Shock SurÞng Acceleration (SSA)

Figure 1.13:Sketch of the trajectory of an ion undergoing SSA. In this conÞguration, the accelerating convective
electric ÞeldE = " v $ B is the same in the DS and US region (in the shock reference frame) because of the
R-H conditions for MHD shocks (Eq. 1.17). We point out that the initial straight trajectory of the ion is a
schematization of its motion: the ion would actually gyrate because of the US magnetic Þeld.

Shock surÞng acceleration (SSA) takes place when the shock electrostatic potential/ and the up-

stream Lorentz force trap the particle in the vicinity of the shock front. In other words, the particle

(with initial velocity v < v sh ) is reßected upstream by the electrostatic Þeld associated with the shock

front, while the US Lorentz force leads the particle back to the shock front, as schematized in Fig. 1.13.

The energization is then due to the convective electric Þeld, which accelerates the particle until its ki-

netic energy along the shock normal surpass the shock potential (Lee et al. 1996; Shapiro and †•er

2003; Lever et al. 2001).

SSA allows to inject particles up to energy relevant for DSA to set in (Lee et al. 1996; Zank et al. 1996)

and is particularly e " cient for narrow ramps.

1.4 Applications to laboratory astrophysics

The big advancements in laser technology over the last decades have allowed the investigation of the

phenomena mentioned above in the laboratory, providing important insight into several mechanisms

(Marcowith et al. 2016a). Applying the knowledge on laser-driven shocks to astrophysical shocks

require the scaling of laboratory experiments to space events. The physical phenomena occurring on

such hugely di ! erent temporal and spatial scales can indeed be compared as the equations governing

their dynamics may show a certain degree of similarity.
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How representative an experiment is of its astrophysical counterpart relies on the existence of certain

scaling laws. These laws play a fundamental role in illustrating how comparable are systems pro-

duced in the laboratory with astrophysical phenomena. Laboratory astrophysics experiments can be

classiÞed into classes according to the type of similarity (Falize et al. 2009b; Dizi•re 2012), as summa-

rized in Fig. 1.14:

Figure 1.14:ClassiÞcation of laboratory astrophysics experiments and their reciprocal relations. (Adapted from
Falize et al. (2009b).)

1. Exact invariance (or sameness (Takabe 2001)). This is the group of the experiments aiming at

reproducing the exact same thermodynamical conditions of astrophysical objects. Such experiments

can be considered as ÒstaticÓ as they do not necessarily involve temporal or spatial scales. Typically

are part of this category experiments related to the investigation of equations of state (EOS) and

opacities, which are linked, for examples, to the study of matter in the planet cores, on the surface,

or inside stars (see, for instance, Benuzzi-Mounaix et al. (2014); Valencia et al. (2009); Koenig et al.

(1995)).

2. Similarity. These experiments (considered as ÒdynamicalÓ) do not try to reproduce exact same

physical quantities as the astrophysical ones, but may actually take place over temporal and spatial

scales much smaller than their space analogues. However, it is still possible to use scaling laws to

check the the corresponding similarity properties. Several sub-categories exist:

(a) Perfect similarity: only the temporal and spatial variables are rescaled (Ryutov and Remington

2003)

(b) Absolute and global similarities: by relying on the invariance of the Lie symmetry (Olver 1995),

these similarities only require the invariance of the form of the equations. In particular, they are used

to adapt target conÞgurations to di ! erent various facilities. The main di ! erence between them is the

number of free parameters used to rescale astrophysical experiments (Falize et al. 2009a).
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(c) Partial similarity: here, only a part of the equations is conserved, while under study is the e ! ect

of other physical phenomena on the evolution of various quantities (Basko and Johner 1998).

Are part of this class, for example, laboratory experiments on inertial conÞnement fusion or on astro-

physical plasma whose compositions di ! er from the ones in space (Falize et al. 2011).

3. Resemblance. This class includes all the experiments that reproduce processes similar to those

occurring in the Universe, without being directly comparable, and can help understand the under-

lying physics of validate portions of numerical codes. This is the case when microscopic processes

a! ect the hydrodynamical scales, like for radiative shocks, where, for example, the cooling process in

the laboratory can be di ! erent than the one occurring in space.

As we will see, the physical processes produced in the laboratory and described in this thesis aim

at the global similarity with their astrophysical counterparts.

1.4.1 Hydrodynamical similarity

Setting up scaling laws between two systems that are supposed to evolve in a similar way means

imposing similarity to the equations describing these systems.

Let us Þrst consider as hydrodynamical systems two ideal 10 polytropic 11 compressible ßuids. Their

evolution is hence governed by the Euler equations (Landau and Lifshitz 1987) for the conservation

of mass, of momentum, and of energy:

()
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Having Euler similarity corresponds to imposing certain relationships between the physical quantities

of the two systems, i.e., their ßuid velocity v , pressure p, and mass density ) . By deÞning the Euler

numberas

Eu = v
"

)
p

(1.36)

the two systems have a similar behavior with respect to the Euler equations if they share the same

Euler number (and provided that their initial conditions are similar) (Ryutov et al. 1999).

As the sound speed of polytropic systems can be written as cs =
!

! p/ ) , the Euler number is pro-

10i.e., whose viscosity and thermal conductivity can be neglected.
11i.e., with a proportionality between the internal energy and the pressure ' $ p.
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portional to the Mach number:
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1.4.2 Validity criteria

The Euler equations govern systems behaving as hydrodynamical ideal ßuids. We can summarize

the conditions of validity of such equations in four points: (1) the system is collisional; (2) the heat

conduction is negligible; (3) radiation ßux is negligible; (4) viscosity dissipation is negligible.

Collisionality

MHD applies to collisional plasmas, i.e., whose particle (electron or ion) mean free path is compa-

rable or even smaller to the typical length scale of the system. As discussed in the previous sections,

even though this condition is not applied in many astrophysical phenomena, MHD results are still

applicable to those systems up to a certain level of accuracy.

Heat conduction

The importance of di ! usive heat transport is characterized by the PŽclet numberPe(Book 1980), which

corresponds to the ratio of heat convection to heat conduction. The hydrodynamic Euler equations

(1.33Ð1.35) are valid if the Peclet number is large:

Pe =
convective transport
thermal di ! usivity

=
vL
0

( 1 (1.38)

where v is the ßuid velocity, L the characteristic length, and 0 the thermal di ! usivity of electrons

(ZelÕdovich et al. 1967).

Radiation ßux

Hydrodynamical forces have to be dominant over radiation energy ßuxes. The corresponding condi-

tion depends on the mean free math of the photons, - mfp, " , whose evaluation is often di " cult. Let

us consider two extreme cases.

If - mfp, " ) L , where L is the characteristic length of the system, then one should compare the radia-

tion contribution to thermal di ! usivity, 0" . In this case the corresponding PŽclet numberPe" needs

to be large:

P e" =
thermal di ! usivity

radiative ßux
=

L1
0"

( 1 (1.39)
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If - mfp, " ( L , i.e., in the case of optically thin plasmas, the cooling is due to bremsstrahlung, and

(at some temperatures) to line radiation. Then the required condition concerns the ratio between

the radiative cooling time (optically thin emission), . thin, " , and a characteristic hydrodynamic time,

. hydro :
. thin, "

. hydro
( 1 (1.40)

Viscosity

Viscous e! ects are also required to be unimportant. Their inßuence can be quantiÞed by the Reynolds

numberRe (Book 1980):

Re =
inertial forces
viscous forces

=
vL
1

( 1 (1.41)

Presence of a magnetic Þeld

We add that, with the inclusion of magnetic Þelds, similarity requires also that the e ! ects of induction

of the magnetic Þeld by the motion of a conducting medium dominate over the magnetic di ! usion.

The magnetic Reynolds number(Book 1980), Rm, is used to describe their relative importance:

Rm =
induction
di ! usion

=
µ0vL

+
( 1 (1.42)

where + is the magnetic di ! usivity.

As we will see in the following chapters, the characterization of our laser-driven plasmas will

include an evaluation of their hydrodynamical similarity to space plasmas.



Chapter 2

Experimental and numerical methods

In this chapter, we are going to present the experimental and numerical methods employed to produce

and characterize the shocks. In detail, it will be articulated in three sections. In Sec. 2.1, we are going

to brießy introduce the laser facilities at which the two experiments have been run: Titan/JLF at

Lawrence Livermore National Laboratory (LLNL), in Livermore (US), and LULI2000 at Laboratoire

pour lÕUtilisation des Lasers Intenses (LULI), in Palaiseau (France). In Sec. 2.2, we will describe the

diagnostics used to characterize the plasma and the programs employed to analyze the related data.

Finally, in Sec. 2.3, we are going to present two kinds of codes, MHD and Particle-In-Cell (PIC), that

can be used to model plasmas: in particular, we will focus on the characteristics of the MHD code

FLASH and the PIC code Smilei.

2.1 Laser facilities characteristics

2.1.1 Titan/JLF

The experiment that generated single supercritical shocks was Þrst run at the Jupiter Laser Facility

(JLF) at the Lawrence Livermore National Laboratory (LLNL) in Livermore. The experimental room

was Titan and is shown in Fig. 2.1.

This facility permits to couple an energetic ns-pulse and a chirped intense ps-pulse.

The short and the long pulses can be used and synchronized independently, as they have di ! erent

pilots. They are both based on neodymium (phosphate) glass (Nd:Glass) lasing medium and have

central wavelength - = 1053 nm (called 1%), that can be doubled to - = 526.5 nm (called 2%).

The short-pulse beam is obtained via the implementation of chirped pulse ampliÞcation (CPA) (Strick-

land and Mourou 1985). CPA is a technique for amplifying an ultrashort laser pulse, based essentially

41
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Figure 2.1:Experimental room of the Titan laser facility at LLNL (in Livermore, United States).

on three stages: (1) temporal and spectral stretch of the laser pulse, (2) pulse ampliÞcation, (3) tem-

poral compression, as sketched in Fig. 2.2.

The long pulse has a duration ranging from 0.35 to 20 ns and energy up to 1 kJ (or 500 J, if doubled).

Figure 2.2:Scheme of CPA principle. (Image adapted from LLN (1995).)

The short pulse can last between 0.7 and 200 ps and deliver energy up to 300 J (or 50 J, if doubled).

The focal spot size can be adjusted in order to obtain the desired intensity on the target (down to a

minimum diameter of 20 µm for the long pulse and 8 µm for the short one).

The facility also provides an additional lower energy beam, typically used as a probe, as well as an

electromagnetic pulser, used to feed magnetic coils.
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Figure 2.3:Laser hall. Figure 2.4: Experimental room n.2 and interac-
tion chamber.

Figure 2.5: Laser hall and experimental room n.2 of the LULI2000 laser facility at ƒcole Polytechnique (in
Palaiseau, France).

As we will see in Sec. 3.1, the long pulse was used to generate the shock, the short pulse was

employed to produce via target normal sheath acceleration (TNSA) the protons to image the electro-

magnetic Þelds (i.e., proton radiography, explained in Sec. 2.2.2), and the auxiliary beam was used

to perform interferometry (explained in Sec. 2.2.1).

2.1.2 LULI2000

The double shock experiment was run at LULI2000, in the experimental room n.2, shown in Fig. 2.5.

The facility has four laser chains providing beams that can be independently synchronized and shaped.

In the experimental room n.2, four such beams are present: two high-energy long-pulse beams (called

north and south chains) and two lower energy beams, one of ns-duration (blue beam) and one of ps-

duration (black beam).

Also in this case, the lasers are based on neodymium (phosphate) glass (Nd:Glass) lasing medium

and have central wavelength - = 1053 nm, that can be doubled to - = 526.5 nm.

The ÒtwinÓ north and south beams have duration ranging from 0.5 to 15 ns and energy up to 800 kJ

(at 1%). The blue beam can last, too, between 0.5 and 15 ns and deliver up to 50 J on target, while the

black beam goes from 1 to 30 ps and provides up to 10 J.

Similarly to Titan, an electromagnetic pulser and auxiliary low energy (a few mJ) probe beams are

provided: the Quanta-Ray and CFR200, lasting around 7 ns and with wavelength - = 1060 nm (at

1%) and - = 530 nm (at 2%).

As we will detail in Sec. 4.1, we employed the north and south beams to generate the two shocks, the

blue beam to perform Thomson Scattering (explained in Sec. 2.2.3), and the Quanta-Ray to operate
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interferometry.

2.2 Diagnostics

In this section we will present the working principle of the diagnostics that we have employed during

our experiments and of the programs used to analyze the corresponding data. Additional information

about the laboratory setup will be given in Chapters 3 and 4, when discussing speciÞc experiments.

Laboratory diagnostics can be distinguished into activeand passive. Active diagnostics make use of

an external probe to investigate the state of the system. Such a probe can consist in particles or elec-

tromagnetic radiation (optical or x-ray) and ideally is not intrusive.

During our experiments, three active diagnostics helped us characterize the system:

¥ interferometry "- time-resolved spatially-integrated electron density

¥ proton radiography "- (electro)magnetic Þelds

¥ Thomson scattering "- time-resolved volumetric electron density, and ion and electron tem-

peratures

On the other hand, passive diagnostics are based of the proper emission (of EM radiation or of par-

ticles) of the medium. We made use:

¥ magnetic proton spectrometer "- spectrum of the protons escaping the shock

¥ focusing spectrometer of x-ray self-emission with spatial resolution "- time-integrated electron

density and temperature

2.2.1 Interferometry

Interferometry probing of a plasma allows for the measurement of its electron density. The principle

of interferometry reposes on the ÒcomparisonÓ of two beams, one passing through the plasma (prob-

ing beam) and one traveling unperturbed in vacuum for the same optical length (reference beam).

Once these two beams are recombined, an interference pattern (fringes) depending on their phase

di ! erence forms.

Various conÞgurations of interferometers are possible, but during our campaigns we have used the

Mach-Zehnder kind, schematized in Fig. 2.6. Here, the laser radiation is typically split into two beams

which initially share the same wave-front (i.e., the same phase). Along their path, the probing beam

interacting with the plasma undergoes a phase shift due to the variation of refractive index N of the
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Figure 2.6:Scheme of a Mach-Zehnder interferometry setup. We point out that, di! erently than what sketched
here, the two beams must be not perfectly collimated after their recombination through the Þnal beam splitter.
Indeed, their orientation has to be adjusted in order to obtain exploitable interference fringes on the camera.
Examples of interferometry images recorded by the camera are also shown: without any plasma, the fringes are
straight and parallel to each other; in the presence of a plasma along one of the two beam paths, the fringes are
distorted.

medium, while the reference beam propagates unperturbed through a refractive index N0 = 1 . The

phase of a wave traveling for a physical length L through a medium of refractive index N will change

of a quantity

" =
- L

0

%
c

N dx (2.1)

where %is the wave frequency. The phase shift between the probing beam and the one propagating

in vacuum is

!" =
- L

0

%
c

(N " 1) dx (2.2)

It follows from what seen in Sec. 1.1.1 that, in the case of plasma, the refractive index can be written

as a function of the critical density nc and of the electron density ne. In particular, in the case of small

electron density ( ne ) nc):

n =
"

1 "
ne

nc
* 1 "

ne

2nc
(2.3)

which leads to a phase shift

!" * "
%

2c nc

- L

0
ne dx (2.4)
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directly correlated to the integrated electron density found along the beam path.

The cases whenne(x) is a close to a simple 0-1-0 function (and hence when we can easily compute

such an integral) are pretty rare and for sure not interesting. Most of the time, the plasma electron

density changes along the probe beam, which makes it in general impossible to infer punctually the

volumetric density. But when the system shows a cylindrical or spherical symmetry around an axis

perpendicular to the probing direction, it is possible to extract a map the volumetric electron density.

The map of !" (y, z) and the assumed symmetry around an axis öt = cy öy + cz öz can provide the miss-

ing information about what happens along the x-direction. This operation is done through the useful

Abel transform (Bockasten 1961).

Having a magnetic Þeld most of the time perpendicular to the optical probe and to the plasma expan-

sion, we have been able to make little use of this trick, as the system was lacking symmetry.

In order to extract the phase shift out of the interferogram fringes, we have used the program

Neutrino 1. The phase unwrapping is made through the method of discrete wavelet transform (Heil

and Walnut 1989; Berkner and Wells 1998), which uses as a base of the transform a family of functions

(wavelets) built out of a Morlet wavelet function and corresponding to two parameters. The two main

di ! erences from the Fourier transform method are the fact that the wavelet coe " cients depend on two

parameters (instead of one) and the shape of the main wavelet function (which is not a plane wave):

these allow for a better description and lower noise sensibility, but require a longer computational

time (Berkner and Wells 1998).

2.2.2 Proton radiography

Proton radiography is a diagnostic aiming at mapping the electromagnetic Þelds of a region allowing

for a certain spatial and temporal resolution (Kugland et al. 2012). It is based on the fact that protons

are deßected by electromagnetic Þelds according to the Lorentz forceF = e(v $ B + E) [SI].

The proton beam is generated through target normal sheath acceleration (TNSA) by a high-intensity

( I ! 1018 W/cm 2) ps-laser focused on a thin metallic foil (in our case, 10 µm of Al). In this mecha-

nism (Snavely et al. 2000; Wilks et al. 2001), the energy of the laser beam is deposited on the target

and a part of it is transferred to hot electrons that escape from the back-side of the target. The result-

ing charge separation produces a strong electrostatic Þeld that pulls back the electrons, which start

oscillating at the target surface. Such oscillation takes place over a few Debye lengths and induces an

electrostatic Þeld that ionizes the atoms. Since the target bears surface contaminants, such as water,

1https://github.com/NeutrinoToolkit/Neutrino
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the ions that are accelerated the most are the protons, as they are the lightest ones. Once they have left

the target, protons follow ballistic trajectories with a ! 40" total full opening around the axis normal

to the target surface (Cowan et al. 2004; Mancic et al. 2010). If they do not encounter any electromag-

netic Þeld, their trajectories are unperturbed straight lines, otherwise they are deßected according to

the Lorentz force. Finally, a detector is set after their passage through the probed zone in order to im-

age the map of their arrival. This detector normally consists in a series of RadioChromic Films (RCFs)

(Bolton et al. 2014) alternated with Al Þlters. Protons with a certain energy distribution are naturally

produced through TNSA (Karsch et al. 2003; Pfotenhauer et al. 2008), to which correspond di ! erent

times of ßight (between the source and the plasma) and hence di ! erent probing times. When these

protons interact with the detector, their Bragg peak 2 is located at di! erent ÒdepthsÓ (that is, on dif-

ferent RCFs of the stack). Thus, with one single shot, it is possible to probe the sample at di ! erent

times, each registered on di! erent RCFs of the stack.

For the distances and proton energies of our experiment, we typically had around 1.2 ns range of

probing.

A representation of the principle of proton radiography is shown in Fig. 2.7, where the cases of unper-

turbed and deßected proton trajectories are sketched. The image observed on the Þlms then indicates

Figure 2.7:Principle of the proton radiography. (a) Protons are created via TNSA thanks to a ps- high-intensity
laser. They have straight trajectories in absence of external electromagnetic Þelds (and if the beam density is
not too high). (b) When protons encounter a region with an electromagnetic Þeld (in this example, a magnetic
torus), they are deßected. With respect to the unperturbed case, on the detector there will be zones with higher
proton concentration and zones with lower.

the structure of the EM Þelds in the probed plasma, whose spatial features need to be scaled con-

sidering the magniÞcation induced by the relative disposition of the proton source, the plasma, and

the detector. By using the notation indicated in Fig. 2.7, where l and L are the distances between

plasma and proton source and plasma and detector, respectively, the magniÞcation on the Þlms will

be M = ( l + L)/l . Thus, 1/M is the factor by which multiply the distances of the features imaged on

2i.e., the peak of energy released by the proton, which happens shortly before the are stopped (Bragg 1904).
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Figure 2.8:Sketch of the ILZ principle: protons are launched on a 3D Þeld map initialized by the user and then
collected on a detector. The resulting simulated proton dose is compared to the one obtained experimentally on
the RCF Þlm corresponding to the same proton energy. The EM-Þeld map is then changed in an iterative way
and the simulation launched again.

the RCFs to retrieve the typical distances in the plasma.

The synthetic proton radiography is then calculated through the use of a particle tracing code,

ILZ (Bolanos et al. 2019), developed at LULI in the frame of previous PhDs. ILZ is a test-particle

code that uses a 3D given distribution of electric and magnetic Þelds to simulate the trajectories of

protons as they pass through the Þeld region and then travel up to the detector, as schematized in

Fig. 2.8. The working routine consists in: initializing the EM-Þeld box "- launching the proton beam

(with a certain speciÞc energy) "- comparing the simulated proton dose on the ILZ detector with

the experimental one "- adjusting the EM-Þeld distribution to get the doses matching "- . . .

Normally, one is interested only in some features of the probed electromagnetic Þeld, like its structure

in a certain area. Then, it is common to compare not the entire 2D map of the proton dose, but only

sections or single lineouts. In particular, this is what is done in our case: as we will see in Sec. 3.2.5,

we considered the lineout of the proton dose collected across the shock front and tried to Þnd via ILZ

the right Þeld that could recreate it.

Although very useful and relatively easy to set up in a laser-plasma experiments, proton radio-

graphy has some limitations (Arran et al. 2021; Graziani et al. 2017). The major one reposes on its

principle: the deßection of the protons is due to the integration of the Lorenz force felt during their

all trajectory in the plasma. This means that strong assumptions need to be done on the structure of

both electric and magnetic Þelds.

Other limitations are encountered when the electromagnetic Þelds are too intense: this causes a strong

proton deßection that makes it impossible to distinguish on the detector from where protons came

as their trajectories cross. Hence, the condition of small deßections (i.e., laminar proton beam after
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probing) is necessary if one wants to extract information on the Þelds.

2.2.3 Thomson scattering

Thomson scattering (TS) is the elastic scattering of light due to free electrons in the classical regime3.

Indeed, an electromagnetic wave incident on a charged particle accelerates it via the Lorentz force.

As the particle oscillates, it emits radiation, in turn, with the same periodicity as the incident wave.

In general, scattering from ions can be neglected as they are more massive than electrons and scatter

relatively little. (However, scattering from electrons associated with ion waves can be measured.)

By irradiating a plasma and collecting the (Thomson) scattered radiation, it is possible, under certain

conditions, to infer information on the electron density and on the electron and ion temperatures.

Conditions on the probe beam

Let us Þrst introduce two necessary conditions on the probe laser beam to be fulÞlled before planning

any measurement of TS.

On the one hand, the probe beam needs to be intense enough both in order to be able to detect the

scattered light and in order to accelerate the same way the electrons along its path without being

too strongly dimmed by the scattering. On the other hand, ideally it should not heat the plasma or

anyhow modify its conditions. Hence, a compromise needs to be done.

The probe beam of course needs to be able to propagate through the plasma, which translate into

a condition on its frequency depending on the plasma electron density ne. That is: %i > %pe =
!

nee2/m e&0, as we saw in Sec. 1.1.1, which corresponds tone < n c.

Collective or noncollective Thomson scattering

It essential to determine what kind of TS takes place depending on the plasma characteristics and the

measurement conditions relative to our problem.

Let us consider a plasma volume V containing N free electron and N/Z ions of chargeZe. We consider

an incident radiation with wavelength - i not too strong, so that the no particles are accelerated to

relativistic speeds (hence, the contribution of the magnetic Þeld on the charges can be neglected).

The scattered radiation at a large distanceR (R ( V 1/ 3, - i ) has a time-averaged power per unit solid

3i.e., if h( % mec2 . When this is not satisÞed anymore, the emitted photons are so energetic that recoil on electrons must
be taken into account, we will talk about Compton scattering. However, for mildly relativistic regimes, TS can still be employed
if treated with relativistic corrections (Ross et al. 2010a).
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angle (Froula et al. 2011a):

dPs

d#
=

cR2

4'

.
N/

j =1

Es,j

N/

l =1

Es,l

0

=
cR2

8'
NE 2

s +
cR2

4'
N (N " 1)(Es,j áEs,l ) j $= l (2.5)

where the indexes j and l indicate the individual electrons, Es,m is the corresponding scattered elec-

tric Þeld, and Es is the averaged scattered Þeld by each electron (which is the same for all of them).

The Þrst term on the right side of Eq. 2.5 corresponds to the scattering due to N electrons free from

the inßuence of the other ones. The second term depends on the interaction between the EM waves

scattered by di! erent electrons.

In order to understand the relative importance of these two contributions, let us introduce the param-

eter

2 /
1

k- De
=

1.07$ 10! 4 - i [cm]
sin(, / 2)

#
ne [cm! 3]

Te [eV]
(2.6)

where k is the module of the vector k = k s " k i , k i is the wave vector of the incident EM wave of

wavelength - i (ki = 2 ' / - i ), k s is the wave vector of the scattered light (with |k s| ! |k i |, because

we are considering elastic scattering in the classical regime), - De is the Debye length, ne the electron

density, Te the electron temperature, and , is the angle between k i and k s.

When 2 ) 1, i.e., - i ) - De , the wave interacts with the charged particles on a spatial scale over

which they appear as free, since within the Debye length. The Þrst term of Eq. 2.5 then dominates

and we will talk in this case of noncollective(or noncoherent) scattering.

On the other hand, for 2 0 1, that is, - 0 - De , the incident wave interacts at the same time with

electrons that represents the shield on each ion and electron. The second term of Eq. 2.5 will then be

dominant. The resulting scattered light will depend on the collective behavior of groups of charges

and will thus be called collective(or coherent).

In particular, one can safely assume to to be in a noncollective regime for 2 ! 0.1 (Froula et al. 2011a),

while in case of 0.1 < 2 < 1, features of both regimes may be observed.

Before presenting the details of the two regimes, let us now show some elements valid for both.

An incident beam of power Pi on a non-relativistic magnetized plasma will stimulate a scattered

power Ps into a solid angle d# in the frequency range [ %s, %s + d%s] (Froula et al. 2011a):

Ps d# d%s =
Pi r 2

e L n e

2'
d# d%s

&
1 +

2%
%s

'
|öks $ (öks $ öE i 0)|2 S(k, %) (2.7)

where r e = e2/ (mec2) = 2 .82$ 10! 13 cm is the classical electron radius,L is the size of the TS volume

in the direction of the probe beam, öks and öE i 0 are the directions of the scattered wave vector and of the
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Figure 2.9:Sketch of the Thomson scattering diagnostic setup.

incident electric Þeld polarization, and S(k, %) is the spectral density function. By using the scheme

in Fig. 2.9, |öks $ (öks $ öE i 0)|2 = 1 " sin2(, ) cos2(/ ) (for polarized radiation).

Note that we have introduced the wavevector k and the frequency %such that

k s = k i + k (2.8)

%s = %i + % (2.9)

We will see that k and %are linked to the plasma density ßuctuations o ! which the incident beam

interact.

As the shape of the spectral function is S(k, %) is very complicated in the general case, we will limit

our discussion to the information of interest for the TS measurements of our experiments.

Noncollective Thomson scattering

The scattered wave from single electrons is Doppler shifted in frequency from the incident one by an

amount %, depending on the electron speed v j . The Doppler shift here is due to two e ! ects. First, the
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one due to the fact that the electron moves with respect to the source of radiation and hence feels the

incident wave as Doppler-shifted by %%
i = %i " k i áv j . Second, the one due to the fact that the electron

emits while having a velocity component in the direction of the observer.

These considerations lead to the following relationship between the scattered radiation as received

by the observer (%s and k s) and the one of the incident light ( %i and k i ):

%s = %i + k áv j where k = k s " k i (2.10)

For a low-temperature plasma, it is reasonable to set |k| * constant = 2 |ki | sin(, / 2).

The spectral function can then be written as

S(k, %) =
- - - + &

!&
f (v ) $[(%s " %i ) " k áv ]dvx dvy dvz (2.11)

where the integration is made over the electron 3D velocity space.

Let us now restrict to the case with 2%) %i and of a plasma in thermodynamic equilibrium, hence,

with electrons characterized by a Maxwellian distribution function:

f (v ) =
1

(2' v2
th,e )3/ 2

exp
&

"
v2

x + v2
y + v2

z

2v2
th,e

'
(2.12)

where the mean velocity is vth,e =
!

kB Te/m e.

The resulting scattered spectrum will then be shifted with respect to the one of the incident beam by

! - = - s " - i (Froula et al. 2011a):

! -
- i

= "
14v2

th,e sin2(, / 2)

c2 1 " 2.8 $ 10! 5 sin2(, / 2) Te [eV] (2.13)

In the case of externally applied magnetic Þeld, the scattered spectrum will consist in a series of

peaks with maximums following the spectrum of the nonmagnetized case. The frequency width of

the peaks is ! k' vth,e and their modulation is signiÞcant for

# e

|k' vth,e |
0 1 (2.14)

In our case, such a quantity results of the order of 0.1, which conÞrms the fact that we do not observe

this modulation in our spectra. Hence, we will not present further details about this case.
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Collective Thomson scattering

In the case of collective regime, the scattering is due to the correlated motion of electrons. The major

contribution to the scattered radiation comes from the plasma density ßuctuations. Modeling the

plasma as consisting of two ßuids (electrons and ions), two kinds of charge density ßuctuations occur

naturally. These two plasma waves are the electron plasma wave (EPW, or Langmuir wave) and the

ion acoustic wave (IAW), characterized respectively by high and low frequencies.

The EPW is a fast oscillation of the electron density and is characterized by frequencies:

%EP W =
)

%pe + 3k2
EP W v2

th,e =

#
nee2

me&0
+ 3kEP W

kB Te

me
(2.15)

The IAW is a longitudinal oscillation of ions and electrons and is characterized by frequencies:

%IAW = kIAW

#
ZkB Te + 3kB Ti

mi (1 + k2
IAW - 2

De )
(2.16)

For 2 " (ZTe/ 3Ti " 1)! 1/ 2, the Òion featureÓ becomes visible in the scattered spectrum as the IAWs

are weakly dumped, while for 2 ! (ZTe/ 3Ti " 1)! 1/ 2 the spectrum reveals the ion distribution func-

tion (Ross et al. 2010b).

Two examples of the scattered spectrum S(k, %) as a function of 2 are shown in Fig. 2.10.

In the collective regime, the shape of the scattered spectrum presents quasi-symmetric peaks around

Figure 2.10:Scattering spectral function dependence on2. Left side.Z = 1 , Te/T i = 0 .1: strongly dumped
IAWs. Right side.Z = 10, Te/T i = 10: weakly dumped IAWs. (Image from Froula et al. (2011a).)

the frequency of the probe beam, depending on the waves o! which the radiation is resonantly scat-
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Figure 2.11:TS spectra (black solid lines) collected with di! erent plasma conditions and the relative simulated
spectra (white dashed lines), as presented by Ross et al. (2010b). From top to bottom, the parameter2 passes
from 2, to 1.2, to 0.8, and the spectrum shows the transition from collective to noncollective regime.

tered. If both EPWs and IAWs are present, two features will appear: the so-called electron and ion

features.

An example of spectrum transition from noncollective to collective regime is shown in Fig. 2.11.

Scattering from high-frequency ßuctuations: the Òelectron featureÓ

The scattering o! the EPWs results in a spectrum with two peaks around the central probing wave-

length. The distance between these two peaks is mostly sensitive to the electron density and weakly

to the electron temperature. For a probing angle , = 90 " (which corresponds to our measurement

conditions) the wavelength shift between the scattered feature is

! - EP W

- i
1 2

#
ne

ncr
+ 6

v2
th,e

c2

&
1 +

3
2

ne

ncr

'
(2.17)

It is worth to point out that changing the electron temperature and density to best Þt experimental

data is a normally a solid procedure to reproduce a certain spectrum.

When relativistic e ! ects need to be considered at least at the Þrst order inv/c , the factor 1 + 2%/ %i

must be left in the equation for the scattered spectrum. This leads to an asymmetry in the intensity

of the peaks, like shown in Fig. 2.11.
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Scattering from low-frequency ßuctuations: the Òion featureÓ

The radiation scattered o! IAWs presents two peaks around the central probing wavelength as well.

Assuming that %i ( %pe, the distance between the two peaks reads (Froula et al. 2011a):

! - IAW

- i
1

4
c

sin
&

,
2

' #
kB Te

mi

&
Z

1 + k2
IAW - 2

De
+

3Ti

Te

'
(2.18)

When various ion species are present in the plasma, multiple resonances are visible in the scattered

spectrum, each of which depends only on ZTe/T i .

The electron features are characterized by a wider distance between the spectral peaks, hence are

normally easier to identify in an experiment.

In order to measure electron and ion features, one needs optical spectrometers with very di ! erent

wavelength ranges. Thus, when one wants to measure both at the same time, they split the Thomson

scattered radiation coming from the interaction chamber into two beams: one sent to a spectrometer

with low dispersive power to measure the electron feature, one sent to a high-dispersive power spec-

trometer for the ion feature. Then it is possible to send the dispersed light either to a streak camera

(which will be our case), to obtain temporally resolved spectra, or to a charge-coupled device (CCD),

to get spatially resolved spectra.

2.2.4 Magnetic proton spectrometer

Magnetic spectrometers are used for the measurement of the kinetic energy spectrum of certain

charged particles, whose nature depends on the direction and on the strength of the magnetic Þeld

provided by the Þxed magnets. The spectrometer is aligned with the axis along which the charges

travels; they pass through a slit and a collimator so that when they enter the area with the magnetic

Þeld they all have their velocities perpendicular to the magnetic Þeld lines. A particle of mass m and

charge q receives an acceleration úv according to úv = q/m (v $ B ), hence, for particles of the same

species the deßection depends only on their initial velocity.

The spectrometer we used had magnets of a length a + b = 112 mm proving a magnetic Þeld of

around 0.55 T, optimized for proton detection. The distribution of deßected protons was collected

on an Imaging Plate (IP) (Man $i%et al. 2008) set at a distancea = 86 mm from the beginning of the

magnets, as drawn in Fig. 2.12.

By scanning the IP it is possible to see the dose of protons that reached a certain distance from the

0-order (i.e., the point on the IP aligned with the spectrometer entrance and the proton source, which
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Figure 2.12: Sketch of a magnetic spectrometer for protons. The magnetic Þeld turns the trajectory of the
protons that are initially entering through the collimator with aligned velocities perpendicular to the magnetic
Þeld. Their deßection depends on their initial kinetic energy. An Imaging Plate (IP) is set at a distancea = 86
mm from the beginning of the magnets to record the perpendicular proton displacement.

corresponds to 0 deßection). The relation between such a distance and the kinetic energy could be

computed if one knows all the parameters of the system with a certain accuracy. As this was not our

case, we calibrated the proton spectrometer during an experimental campaign on LULI2000. For sev-

eral shots, we applied on the IP di ! erent Þlters of known thickness and material and, hence, known

proton stopping power. Thus, for each shot we linked a value of kinetic energy to a measure of dis-

tance from the 0-order, as only protons with energy higher than the Þlter stopping power could pass

through and then be seen on the IP.

Finally, we Þtted the series of such couples with the approximated function

! y =
qe lB!
2mp Ek

&
lB
2

" b
'

B (2.19)

where qe, mp, and Ek are the proton charge, mass, and kinetic energy, respectively, B is the strength

on the magnetic Þeld, lB (= a + b) is the length of the magnets, and b is the distance between the IP

and the end of the magnets. Such an approximation is valid for the case of small proton deßections

! y with respect to the length of the magnet lB = a+ b = 112 mm, i.e. for protons of energies Ek " 100

keV. We left as free parameters the magnetic ÞeldB and the distance between the IP and the end of

the magnets band, hence, obtained a calibration curve.

More details about this procedure are reported in the Appendix A.

2.2.5 Focusing Spectrometer with Spatial Resolution (FSSR)

A focusing spectrometer with spatial resolution (FSSR) consists of a bent crystal of spacing between

planes suitable to di ! ract x-ray radiation (Faenov et al. 1994), as schematized in Fig. 2.13. Thanks

to this diagnostic, it is possible to analyze the H-like (transition 2pÐ1s and its satellites) and He-like
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Figure 2.13: Diagram of the FSSR principle: the x-rays due to the plasma recombination are di! racted by a
spherically-bent crystal and detected by an imaging plate (IP).

(transitions 3pÐ1s, 4pÐ1s, 5pÐ1s etc.) emission of Fluorine atoms (coming from our target in teßon,

CF2). The relative strength of these lines allows to estimate the electron density and temperature.

In detail, the FSSR we employed is made of a spherically bent mica crystal with a lattice spacing

2d = 19.9149• and curvature radius of R = 150 mm. It can measure He-like and H-like lines of

Fluorine in the range of wavelengths between 13 and 16 •, with a spatial resolution about 0.1 mm

and spectral resolution better than - /d - = 1000.

Such time-integrated spectra are recorded, shot by shot, on FujiÞlm imaging plates (IPs) of type TR

(Izumi et al. 2006). These are placed in a cassette holder protected from the visible optical radiation

and located at a distance from the crystal equal to its curvature radius.

The analysis of x-ray spectra is done by comparison of the experimental line ratios with the simu-

lated ones using the radiative-collisional code PrismSPECT (MacFarlane et al. 2003) and by compar-

ison of emissivity proÞles in di ! erent conditions.

We point out that, since this diagnostic is not time-resolved, the estimated values of electron density

and temperature are weighted for times of higher emissivity, which, in turn, depends on both the

plasma density and temperature.

A detailed presentation of this analysis technique is reported in Ryazantsev et al. (2015).
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2.3 Plasma simulations

2.3.1 Introduction on plasma regimes

In this section we will present the numerical tools used to simulate the plasma. First, we will intro-

duce the main physical features treated by di ! erent kinds of plasma codes. Then, we will present the

codes employed for our simulations, i.e., SMILEI (Derouillat et al. 2018) and FLASH (Fryxell et al.

2000a).

The most complete description of the plasma dynamics consists in a full characterization of the parti-

cle and Þeld state. As it is easy to imagine, when simulating real plasma systems, this approach is not

realistically employable, as it would require a huge amount of memory and computational resources.

Then it is natural to develop models that could describe the plasma with some approximations as

long as the corresponding limitations are determined.

Plasma models (and hence plasma codes) can be categorized into two big families: the kinetic and

the ßuid descriptions. In a few words, the kinetic approach aims at describing the plasma conditions

from the the knowledge of the microscopical interactions and motions of its constituents. On the other

hand, ßuid models target a macroscopical description of the system, for which the identity of indi-

vidual particles is irrelevant and only the evolution of the statistical plasma parameters is considered.

Various degrees of approximation reside within these two groups. Let us Þrst explore the main fea-

tures of them before discussing the codes used for our simulations.

2.3.2 Kinetic description and the PIC code Smilei

Klimontovich approach

In the Klimontovich theory, the full description of a plasma at a time t is given by the knowledge of the

position x i and the momentum p i of each particle constituting the plasma. This consists in the study

of the temporal evolution of the distribution function of N particles, deÞned as

f N (t, x1, p1, . . . , xN , pN ) =
N/

i =1

$[x " x i (t)] $[p " p i (t)] (2.20)

where $ is the Dirac function and particles are hence modeled as point-like in space and momentum.



2.3 Plasma simulations 59

Vlasov approach

For real-size systems, such an exact description is computationally too demanding. This is why the

Vlasov approach(Vlasov 1962) is commonly used to develop kinetic codes. It consists in replacing

the function f N by an ensemble averaged function f $ (t, x , p), which represents the particle number

density in the (x, p) 6D phase-space at a given timet for each species2 constituting the plasma. This

function is such

N$ =
-

f $ (t, x , p)dxdp, where
/

$

N$ = N (2.21)

The conservation of the number of particles for each species dN !
dt = 0 leads to imposing

df $

dt
= 0 = 2

( f $

( t
+ v á%f $ +

dp
dt

á%p f $ = 0 (2.22)

where % = %
%x and %p = %

%p . The term on the right side being 0 means that we do not have any gain

or loss of particles of species2. The situation can be di! erent when collisions or nuclear reactions are

important; in that case and additional ad hoc term ( %f !
%t )C might be added.

In a classical plasma, úp is given by the Lorentz force

F = q(E + v $ B ) (2.23)

By substituting it in Eq. 2.22, we obtain the so-called Vlasov equation:

( f $

( t
+ v á%f $ + q$ (E + v $ B ) á%p f $ = 0 (2.24)

In order to study the spatio-temporal evolution of the distribution function we need to couple the

Vlasov equation with the Maxwell equations [SI]:

%áE =
)
&0

(2.25)

%áB = 0 (2.26)

% $ E = "
( B
( t

(2.27)

% $ B = µ0 J+
1
c2

( E
( t

(2.28)
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where ) and J are the charge and current densities

) (t, x) =
/

$

q$ n$ (t, x) (2.29)

J(t, x) =
/

$

q$ n$ (t, x)u$ (t, x) (2.30)

The particle density n$ and the average velocity u$ for the species2 are two macroscopical quantities

of the system obtained by the distribution function f $ :

n$ (t, x) =
-

f $ (t, x , p)dp (2.31)

u$ (t, x) =
1

n$ (t, x)

-
v f $ (t, x , p)dp (2.32)

The ensemble of Eqs. 2.24-2.28 constitutes the Vlasov system of equations. In Vlasov codes, one needs

to solve, for each species2, a distribution function f $ (t, x , p) depending on seven variables that need

to be discretized. Even though some Vlasov codes are implemented with certain constrains (see, for

instance, Vlasiator (Palmroth et al. 2013) and Impacta (Thomas et al. 2009), this approach is in most

cases computationally too expensive and indeed much less adopted than the Particle-In-Cell.

Particle-In-Cell approach

Instead of using a distribution function f $ , Particle-In-Cell (PIC) codes employ Òmacro-particlesÓ,

which are a ÒsampleÓ of the complete distribution function (Pritchett 2003). The PIC method, indeed,

owes its name to the discretization of the distribution function as a sum of N$ Òmacro-particlesÓ (also

called Òsuper-particlesÓ or Òquasi-particlesÓ), such that:

f $ (t, x , p) =
N !/

p=1

wp S(x " xp(t)) $(p " pp(t)) (2.33)

where xp and pp are the position and momentum of the macro-particle with index p, S(x) is the

shape-functions of all the macro-particles, and wp is their weight, deÞned as:

wp =
n$ (xp(t = 0))
N$ (xp(t = 0))

(2.34)
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The shape-function S(x) describes how the $ particle charge is deposited on the simulation grid.

The equations of motion of the macro-particle in the non-relativistic regime are simply:

dxp

dt
= vp (2.35)

dvp

dt
=

qp

mp
(Ep + vp $ B p) (2.36)

where the electric and magnetic Þelds felt by the particles are

Ep =
-

S(x " xp) E(x) dx (2.37)

B p =
-

S(x " xp) B (x) dx (2.38)

The PIC algorithm

Typically in a PIC simulation, the following steps are implemented (Derouillat et al. 2018; Grassi

2017). PIC simulations are initialized with the spatial proÞles of the particle density n$ , the average

velocity u$ , and the temperature T$ , for each species. In the so-called particle loading phase, a num-

ber N ppc
$ of macro-particles (as decided by the user) is created for each cell. Then the total charge

) (t = 0 , x) and current J(t = 0 , x) densities are projected on the grid. The resulting electric Þelds are

computed by solving Poisson equation and the external electric and magnetic Þelds are added.

After this initialization phase ( t = 0 ), the proper PIC loop starts. Each step of the loop consists in

1. interpolating the electric and magnetic Þelds at the quasi-particle positions

2. pushing the particles, i.e., computing the new particle positions and velocities

3. projecting the current and charge densities onto the grid

4. computing the new electromagnetic Þelds on the grid by solving MaxwellÕs equations

as schematized in Fig. 2.14.

The PIC code SMILEI

The PIC code SMILEI was developed to address kinetic simulations challenges in a way that could

beneÞt from high-performance computing on massively parallel super-computers.

On the one hand, laser technology has improved so much over the last decades that intensities

beyond 1022 W/cm 2 are at hand. This means that in laser-plasma interaction we need to take into ac-

count relativistic, highly nonlinear, and quantum e ! ects. SMILEI contains ad hoc modules to treat the
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Figure 2.14:Diagram of the typical PIC code loop: advancement from time-step(n) to (n + 1) .

di " culties encountered by other PIC codes when facing these extreme cases. The detailed discussion

of these techniques can be found in Derouillat et al. (2018), in this manuscript we will limit to men-

tion some of them. (1) For instance, SMILEI treats the grid-Cerenkov instability, which arises when

dealing with ultra-relativistic particles. (2) The Þeld ionization problem, which is not described in

the standard PIC formulation, has a dedicated Monte-Carlo module in Smilei. (3) The issue of binary

collisions also requires additional modules already partially developed in PIC codes; in SMILEI a few

enhancements have been introduced: relativistic particles, low-temperature correction to the collision

rate, and variable Coulomb logarithm.

On the other hand, the current in high-performance computing is towards an exponential increase

of the number of cores available on parallel supercomputer, while the performance improvement of

single microprocessors has been stagnating. Hence, SMILEI was born also with the aim to tackle this

emerging complexity in an optimized way which could beneÞt from it.

Parallelization is commonly based on the decomposition of the simulation box in smaller domains,

each one treated by a di! erent processor. When macro-particles pass one domain to another one,

information needs to be exchanged between processors. This operation is accomplished via two stan-

dard protocols: the Message Passing Interface (MPI) and the Open Multi-Processing (OpenMP) in-

terface (Cai et al. 2003). Since the particles are carrying most of the computational work, a Þxed
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grid decomposition is inconvenient. It has been shown that a hybrid MPI-OpenMP parallelization

enhances the code performance, hence SMILEI has implemented such a strategy. MPI processes deal

with a Þrst standard box decomposition; then, a further level of decomposition in smaller region

(called ÒpatchesÓ) is associated to the threads owned by the MPI processes. This decreases load im-

balance, as the computational work of di ! erent patches can be easily shared among threads. Plus,

on a higher level, neighboring MPI processes can exchange patches to dynamically optimize load

unbalance.

Moreover, SMILEIÕs core program is written in the C++ language, while the input Þle that needs

to be sent by the users is written in python. Indeed, on the one hand, C++ allows for an e " cient and

versatile way of structuring the code convenient for parallel computing. On the other hand, python

is suitable for processing complex operations and supports thousands of supplementary packages

advantageous for physical calculations.

2.3.3 Fluid description and the code FLASH

Derivation of the ßuid equations

The ßuid description of a plasma is derived by the calculation of the moments of the Boltzmann equa-

tion, which is the Vlasov equation (Eq. 2.22) with the additional collisional term (( f $ / ( t)C / C$ on

the right side. This ÒmanipulationÓ allows to retrieve ßuid-like conservation laws, according to the

degree of approximation chosen (multi-ßuid, bi-ßuid, and magnetohydrodynamic (MHD) descrip-

tions).

Macroscopic physical quantities of the plasma can be retrieved from the distribution function f $ , as

we have already seen for the particle density n$ (Eq. 2.31) and for the averaged velocity u$ (Eq. 2.32).

For each species2, we can consequently get

) $ (t, x) = m$ n$ (t, x) mass density (2.39)

Q$ (t, x) = q$ n$ (t, x) charge density (2.40)

J$ (t, x) = Q$ (t, x) u$ (t, x) current density (2.41)

where m$ and q$ are the mass and charge of the species2.

The mean internal thermal energy of the species 2 is deÞned (in the reference frame where the bulk
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velocity of the plasma is zero) as

) $ U$ =
m$ n$

2
+|v %

$ |2, =
m$

2

-
f $ (t, x , v )|v %

$ (t, x)|2dv =
3
2

) $ v2
T $ =

3
2

n$ kB T$ (2.42)

with v2
T $ =

kB T$

m$
(2.43)

where v %
$ = v$ " u$ is the relative velocity of the individual particles of the species 2 with respect to

the bulk plasma, vT $ and T$ are the thermal speed and the temperature.

Now that we have calculated certain macroscopic quantities, let us pass to the integration of the Boltz-

mann equation to retrieve the conservation laws.

Via a 0-order integration over the 3D velocity space, we obtain the equation of conservation of the mass

for each species4:
() $

( t
+ %á() $ u$ ) = 0 (2.44)

From the moment of Þrst order, i.e., from the integration of the Boltmann equation multiplied by v ,

we obtain the equation of conservation of momentum:

(
( t

() $ u$ ) = Q$ (E + u$ $ B ) " % á(P $ + ) $ u$ u$ ) + R $ (2.45)

where P $ is the pressure tensor deÞned asP$ ,jk = +v%
$ ,j v%

$ ,k , and R $ =
1

C$ dv is the average mo-

mentum exchanged per unity of time between particles of the species 2 and the ones of other species.

The moment of order 3, that is the integration of Boltzmann equation multiplied by v 2
$ , gives the

equation of conservation of energy:

dp$

dt
" ! $

p$

) $

d) $

dt
= ( ! $ " 1)

+
" % á" $ "

/

j

/

k

! $ ,kj ( k u$ ,j + H$

,
(2.46)

where " $ is the heat ßux:

" $ =
-

f $
m$ v %2

$

2
v %

$ dv (2.47)

H$ represents the rate of exchange of the energy density between particles of the species2 and the

others:

H$ =
-

C$
m$ u2

$

2
dv (2.48)

p$ and ! $ ,jk are respectively the isotropic and anisotropic parts of the pressure tensor, such that:

P$ ,jk = p$ $jk + ! $ ,jk (2.49)

4Under the assumption that collisions are elastic, i.e., there is no ionization etc., so that
#

C! dv = 0 .
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Standard ßuid descriptions take up to the second order moment of the Boltzmann equation, hence,

at this point we need to introduce a closure to the system, that is an approximation for the highest

moment of the particle distribution equation. This is often done by imposing a condition on the heat

ßux through an assumption of adiabaticity or isothermality. This way, we can establish an equation

of state, i.e., a relationship between pressure and density.

In the adiabatic regime, the heat is conducted on time-scales much larger than the typical scales of

evolution of the system, thus:

dp$

dt
" ! $

p$

) $

d) $

dt
= 0 = 2

p$

p$ 0
=

&
) $

) $ 0

' " !

(2.50)

where the adiabatic index ! $ = (2 + d)/d depends on the number d of degrees of freedom of the

system.

At the opposite extreme, in the isothermal regime, heat conduction is much faster than other phenom-

ena taking place in the plasma, hence:

p$ = n$ kB T$ =2
p$

p$ 0
=

) $

) $ 0
(2.51)

Bi-ßuid model

In a bi-ßuid model, the plasma is considered as consisting of two species: Ne electrons and N i =

Ne/Z ions. Then in Eqs. 2.44Ð2.462 is substituted with either e or i and this system of six equations

represents the bi-ßuid model of such an ensemble of electrons and ions.

Under the circumstances where the plasma is collisionless, the distribution functions f i and f e are

isotropic, the magnetic Þeld e! ects are negligible, as well as the heat ßuxes" i and " i ,

! $ ,jk = 0 , " $ = 0 , R $ = 0 , H$ = 0 (2.52)

for both ions and electrons. Then, Eqs. 2.44Ð2.46 can be written in the simpliÞed form:

() e

( t
+ %á() eue) = 0 ,

dpe

dt
= ! e

pe

) e

d) e

dt
, ) e

due

dt
= QeE " % pe (2.53)

() i

( t
+ %á() i u i ) = 0 ,

dpi

dt
= ! i

pi

) i

d) i

dt
, ) i

du i

dt
= Qi E " % pi (2.54)

Mono-ßuid model

For several problems, it can be advantageous to study a plasma composed of several species2 globally,

as if it were a single ßuid.
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Out of the above deÞned quantities for a single species, we can calculate the corresponding ones

characteristic for the mono-ßuid:

u(t, x) =
2

$ ) $ (t, x)u$ (t, x)
2

$ ) $ (t, x)
total plasma velocity (2.55)

n(t, x) =
/

$

n$ (t, x) total particle density (2.56)

) (t, x) =
/

$

) $ (t, x) total mass density (2.57)

Q(t, x) =
/

$

Q$ (t, x) total charge density (2.58)

J(t, x) =
/

$

J$ (t, x) total current density (2.59)

T(t, x) =
1

n(t, x)

/

$

n$ (t, x)
&

T$ (t, x) +
m$ (u(t, x) " u$ (t, x))2

3kB

'
global temperature (2.60)

By adding up the several equations derived by the moments of the Boltzmann equations for each

species, we obtain for the mono-ßuid:

()
( t

+ %á() u) = 0 (2.61)

)
du
dt

= QE " % áP + J $ B (2.62)

dp
dt

" !
p
)

d)
dt

= ( ! " 1)
+

" % á" + E%áJ%"
/

k

/

j

! kj ( k uj

,
(2.63)

( Q
( t

+ %áJ = 0 (2.64)

where E%= E + u $ B and J%= J + u $ B are the electric Þeld and current in the reference frame

moving at speed u with the mono-ßuid.

In order to complete the system, we need to add a relationship between the electric Þeld and currents.

The so-calledgeneralized OhmÕs lawexpresses the electric Þeld as a sum of terms:

E = " u $ B +
1

nee
J $ B +

J
#

"
1

nee
%áP +

me

nee2

&
( J
( t

+ %á(uJ + Ju "
1

nee
JJ )

'

= E ind + Ehall + Eohm + E ther + E iner (2.65)

where # is the electrical conductivity, for which J = #E. Here, we employ the classical expression,

where # is a scalar and not a tensor5: as we will see in the next section, this is the case in MHD.

In the context of MHD, such a generalized OhmÕs law will be strongly simpliÞed, as will be shown in

5For a more complete discussion on the electrical conductivity tensor in plasmas, refer, for instance, to Harutyunyan and
Sedrakian (2016).
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Eq. 2.76.

MHD model

The magnetohydrodynamic (MHD) theory models the plasma as a conducting, electrically neu-

tral single ßuid, consisting, at a microscopic level, of charges, but considered only macroscopically

(Davidson 2002).

Let T, L , and V be the characteristic time, length, and velocity scales of the system, such thatV ! L/T ;

in MHD the following assumptions are made:

¥ Quasi neutrality of the plasma, which corresponds to the condition:

%ce

%2
pe

) T (2.66)

where %ce = eB/m e is the electron cyclotron frequency and %pe =
!

e2ne/ &0me is the plasma

frequency. Quasi neutrality means that the ratio between the total charge density Q and the

charge density of a certain species Ð for instance, the electrons,Qe Ð must be small: |Q|/ |Qe| ) 1.

We can rewrite: |Q|/ |Qe| = |&0%áE|/en e ! &0E/en eL ! &0V B/en eL ! %ce/ %2
peT ) 1.

¥ Non-relativistic velocities:
L
T

) c (2.67)

¥ Presence of collisions:

- mfp,e , - mfp,i ) L, . i

"
mi

me
) T (2.68)

where - mfp, $ are the collisional mean free paths of electrons and ions and . i the characteristic

collision time of the ions with the electrons.

¥ Magnetized electrons and ions:
r Li

L
! V ) 1 (2.69)

where r Li is the ion Larmor radius.

¥ (For ideal MHD) High magnetic Reynolds number:

Rm =
induction
di ! usion

=
µ0V L

+
( 1 3-

1
"

&
r Li

L

' 2 T
. i

)
"

mi

me
(2.70)

where " = Ptherm /P mag = p/ (B 2/ 2µ0) and + = 1 / #µ0 is the magnetic di ! usivity
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¥ (For resistive MHD) The electrical conductivity # is a scalar and not a tensor, which is obtained

by:

%ce ( 1ei (2.71)

where 1ei is the collision frequency of the electrons with the ions.

The evolution of a system in the frame of the MHD is governed by the following equations, where

the terms in red (i.e., the ones where the electrical conductivity # is present) are relative only to

resistive MHD and are negligible for ideal MHD (Davidson 2002):

()
( t

+ %á() u) = 0 (2.72)

)
du
dt

= "% p +
1
µ0

(% $ B ) $ B (2.73)

dp
dt

= " ! p%áu + ( ! " 1)
|% $ B |2

µ2
0#

(2.74)

( B
( t

= % $ (u $ B ) +
! B
µ0#

(2.75)

E = " u $ B +
% $ B

µ0#
(2.76)

J 1
1
µ0

% $ B (2.77)

In spite of the many approximations that have been introduced, the MHD description is very pow-

erful for complex systems and a good approximation even when not all the required conditions are

precisely veriÞed.

We point out that the fact that the plasma is described only by the Þrst three moments of the Boltz-

mann equation does not imply that it needs to be Maxwellian or collisional.

The code FLASH

FLASH is a parallelized code for ßuid plasma simulations developed by the FLASH Center of the

University of Chicago (USA) (Fryxell et al. 2000b; Dubey et al. 2014). It allows for multi-dimensional

hydrodynamic or MHD simulations on adaptive mesh reÞnement (AMR), or Þxed grids, and it is

mostly written in fortran90.

Originally designed for astrophysical simulations, FLASH has been extended to simulate laser energy

deposition, high energy density (HED) experiments, and even some nuclear phenomena, making the

code highly modular.

The material is treated as a three-temperature ßuid, composed of electrons, ions, and radiation. Since
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it is a hydrodynamic code, it does not follow the movements of the particles, as the PIC code SMILEI

is able to.

Let us now quickly introduce two characteristics of the code FLASH we should be aware of.

The digital cells are spatially Þxed and each quantity (mass, impulse,...) occupies entirely the cell.

As during the system evolution the ßux crosses the cell boundaries, di ! usion is allowed. Such digital

di ! usion leads to an overestimation of the physical di ! usion and of the particle speeds. This factor

is crucial when studying shock evolution: if in reality a shock wave reaches a position such that it

would barely ÒpenetrateÓ the corresponding cell, in FLASH the shock will be present homogeneously

in the entire cell, and will hence to able to reach the adjacent cell at the following time step. Hence,

it is essential to Þnd a balance for the cell size, as smaller cells would limit this e ! ect but make the

simulation heavier.

The laser radiation is treated through ray launching in the geometric optics approximation. The

laser energy is deposited in cells with undercritical density through inverse Bremsstrahlung. When

the beam meets a cell with overcritical density (like a solid target), FLASH ÒmakesÓ it underdense and

deposit its all residual energy there. Even though this modelization remains a good approximation,

one needs to be aware of the fact that the energy release is much more abrupt than in reality and

might be located at a wrong position.

In our case, the FLASH code has been used to simulate the overall system evolution in 3D. Indeed,

the MHD ÒsimpliÞcationsÓ and the modules for laser energy deposition allow us to include the laser-

matter interaction initial phase and to simulate the evolution of the 3D system over a time period of

the order of 10 ns.
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Chapter 3

Generation of a collisionless

supercritical magnetized shock

In our experimental campaigns performed at JLF/Titan and at LULI2000 we investigated shock for-

mation combining laser-produced plasmas, a background medium, and a strong ambient magnetic

Þeld. In our setup, the expanding plasma and the magnetic Þeld were decoupled as the higher Z pis-

ton evacuates the magnetic Þeld and was thus unmagnetized, as will be detailed below. This allowed

us to simultaneously have a highly magnetized ambient plasma (with homogeneous and steady mag-

netic Þeld) and a high- " piston (as can be seen in Table 4.1, the plasma thermal" of the piston is

" / Pthermal /P mag ! 14.0). Moreover, thanks to our strong magnetic Þeld of 20 T (Albertazzi et al.

2013), we were able to decouple more strongly the electrons from the ions (Yao et al. 2019) than in

previous works (see for instance Schae! er et al. (2017a), where their peak B-Þeld is 8± 1 T), and the

shock was able to fully separate from the piston, which is crucial for its characterization (Schae ! er

et al. 2020). As a result, we have been able to characterize the plasma density, temperature, as well

as the electric Þeld developed at the shock front, and, more importantly, observe strong non-thermal

accelerated proton populations for the Þrst time.

In this chapter, we will Þrst present the setup in Sec. 3.1 and show that mildly supercritical quasi-

perpendicular magnetized collisionless shocks can be generated and characterized in the laboratory

and detail their characteristics, in Sec. 3.2. Then, we will present the three-dimensional (3D) mag-

netohydrodynamic (MHD) simulations reproducing the laser-driven piston generation and the fol-

lowing shock formation process in Sec. 3.3.1. Afterwards, we will report on the results of kinetic

particle-in-cell (PIC) simulations, which pinpoint that shock surÞng acceleration (SSA) can be e ! ec-

tive in energizing protons from the background plasma to hundred keV-level energies in Sec. 3.3.2.

71
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Finally, we will discuss the astrophysical relevance of our laser-driven shock in Sec. 3.4 and draw the

conclusions in Sec. 3.5.

3.1 Experimental setup and diagnostics

The experiments were performed at the JLF/Titan (LLNL, USA) and the LULI2000 (France) laser

facilities with similar laser conditions but using complementary diagnostics, which was mostly linked

with the availability of di ! erent auxiliary laser beams at each facility.

3.1.1 Laser and target conditions

In the experiment at JLF/Titan, we used a high-power laser pulse (1053 nm wavelength, 1 ns duration,

70 J energy,1.6$ 1013 W/cm 2 intensity on target) to irradiate a solid target made of Teßon (CF 2). We

used this material to exploit the x-ray emission from ionized F ions in the expanding piston plasma

in order to diagnose, through x-ray spectroscopy, the properties of the laser-ablated plasma. Before

the shot, a large volume hydrogen gas jet was pulsed from a nozzle, so that the whole scene was

homogeneously (i.e., over larger scales than that where the system evolves) embedded in an H 2 gas

of low density ( ! 1018 cm! 3). The map of the volumetric plasma density is shown in Fig. 3.1, while

the lineout of its proÞle centered on the symmetry axis is displayed in Fig. 3.2; moreover, in Fig. 3.3

is presented the FWHM of the Gaussian curve Þtting the plasma density radial proÞle. We point

out that these three graphs represent the hydrogen plasma electron density by extrapolation and are

not direct measurements. Indeed, they have been obtained by performing interferometry on high

pressure neutral argon and then multiplying the resulting density by 2pH 2 /p Ar , where the factor 2 is

due to the fact that two electrons are released for each hydrogen atom in the plasma, pH 2 and pAr are

the pressures of hydrogen (during our experiments at Titan and LULI2000) and argon (during such

an experimental characterization of the nozzle), respectively.

Furthermore, the whole assembly was embedded in a strong magnetic Þeld (20 T) oriented along

the z-axis, which was generated by a Helmholtz coil system (Higginson et al. 2019; Albertazzi et al.

2013). The created magnetic Þeld in our experiment is spatially uniform within 5% at the scale of

shock acceleration (i.e., within 5 mm distance from the initial target surface) (Higginson et al. 2017)

and typically varies by less than 1% from shot-to-shot (Albertazzi et al. 2013).

The experiment performed at LULI2000 had similar laser conditions: 1053 nm wavelength, 1 ns,

100 J, and we kept the same on-target intensity, i.e.,1.6 $ 1013 W/cm 2, by adjusting the laser spot

size on target. To accommodate the laser beams inside the narrow space within the magnetic Þeld
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Figure 3.1:2D map of the electron volumetric density of the hydrogen plasma, as extrapolated according to the
procedure described in the text.

Figure 3.2: ProÞle of the background plasma electron density along the axis of the gas nozzle (i.e., along the
x-axis fory = 0 of Fig. 3.1). The experimentally retrieved black curve (Netrino Abel) is compared with the two
(orange and blue) curves (whose expression is written in the legend).

generation coil, the target had to be tilted by 45 " around the z-axis and lifted up (along y). This led to

the target surface to be outside the optical probing Þeld of view of the probe beam, but allowed to see

the similar development of the piston and shock wave as at JLF/Titan, and then to perform Thomson

scattering (TS). The setup for the LULI2000 experiment is shown in Fig 3.4 (d).
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Figure 3.3:FWHM of the Gaussian Þt of the radial proÞle of plasma density at all heights.

3.1.2 Optical probing

The plasma electron density was measured via interferometry by optically probing the plasma with

a mJ, 1 ps auxiliary laser pulse, as detailed in Higginson et al. 2017. This allows to measure electron

plasma densities in the range 1017 cm! 3 to a few 1019 cm! 3, where the lower limit is given by the

minimum fringe shift that can be detected and the upper limit is due to the refraction of the optical

probe beam in the steep density gradients close to the initially solid target surface (where the plasma

gets overcritical) (Harilal and Tillack 2004). The interferometry was set in the Mach-Zehnder con-

Þguration, as described in Sec. 2.2.1. Since the presence of the magnetic Þeld along thez-axis breaks

the symmetry of the system, we probed the plasma along two di ! erent axes (x and y), as shown in

Fig. 3.4 (b) and (c). This allowed us to obtain the plasma density maps (integrated along the line of

sight) in the xy- and xz-planes.

3.1.3 Proton probing

Moreover, we performed proton radiography in order to measure the local electromagnetic Þeld at

the shock. The probing protons were accelerated by the short-pulse beam of Titan (160 ± 30 J, 1053

nm, ! 1 ps) through the Target Normal Sheath Acceleration (TNSA) process (Wilks et al. 1992) from

an auxiliary target of aluminum set 60.67 mm away from the main target. They were sent parallel

to the B-Þeld, i.e., along the z-axis, as is shown in Fig. 3.4 (a). A stack of Radiochromic Film (RCF)

(Chen et al. 2016) and Þlters was set 60 mm behind the shock, allowing to record proton radiographs

of the system at di! erent times (as explained in Sec. 2.2.2).
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Figure 3.4: Experimental setup and diagnostics used to characterize a magnetized shock. Proton
radiography and interferometry diagnostics have been used alternatively along the axis perpendicular to the
laser and to the plasma ßow (i.e., thez-axis). (a) Proton radiography setup. (b-c) Interferometry setup; in this
case, we could rotate the coil in order to have two di! erent magnetic Þeld orientations with respect to the Þeld of
view of the probe beam. (d) Thomson scattering (TS) setup at LULI2000.
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3.1.4 Thomson scattering diagnostic

At LULI2000, a second high-energy auxiliary laser (526.5 nm wavelength, 1 ns, 15 J, focused over! 40

µm along the z-axis and propagated throughout the plasma) was available, allowing us to perform

Thomson scattering (TS) o! the electron and ion waves in the plasma. TS was used in a mode where

the plasma was sampled in a collective mode (Froula et al. 2011b), the collection of the scattered light

being performed at 90" (along the y-axis) from the incident direction of the laser probe (the z-axis).

With TS, we could access spatially and temporally resolved measurements of the plasma density and

temperatures (electron and ion) in the upstream (US), as well as in the downstream (DS) region. The

light scattered o! the ion (TSi) and electron (TSe) waves in the plasma was analyzed by means of

two di ! erent spectrometers, set to di! erent dispersions (3.1 mm/nm for TSi and 7.5 $ 10! 2 mm/nm

for TSe), and which were coupled to two streak-cameras (Hamamatsu for TSe, and TitanLabs for TSi,

both equipped with S-20 photocathode to be sensitive in the visible part of the spectrum, and both

with typical 30 ps temporal resolution), allowing us to analyze the evolution of the TS emission in

time.

The central openings of both streak-cameras and spectrometers were imaging at the same location

in the plasma (located 4.3 mm away from the solid target surface) within the magnetic Þeld coil, in

order to ensure that the value of the electron density obtained from the TSe analysis corresponds to

the same region of the plasma that was observed in the corresponding TSi spectrum.

Thin strips of black Þlters were positioned at the entrance slits of both streak cameras to block the

Rayleigh scattered light at the wavelength of the probing laser, for both TSi and TSe. The scattering

volumes sampled by the instruments were: 120 µm along the x-axis, 120µm along the y-axis 40µm

along the z-axis for TSi; 150µm along the x-axis, 100µm along the y-axis, 40µm along the z-axis for

TSe.

3.1.5 X-ray spectroscopy

The x-ray emission from the plasma was measured by a Focusing Spectrometer with high Spatial

Resolution (FSSR) (Faenov et al. 1994) at both laser facilities. It was based on a spherically-bent mica

crystal, with 2d = 19.9149• and R = 150 mm, to detect H- and He-like spectral lines of ßuorine ions

(of the piston) in the range 750Ð1000 eV, as detailed in Sec. 2.2.5. The spectrometer was installed in

the direction transverse to the plasma propagation, having a spatial resolution ( ! 100µm) over more

than 10 mm along the plasma expansion axis. Fluorescent FujiÞlm Imaging Plates (IPs) TR covered

by an aluminized Mylar Þlter against emission in the visible range were used as a detector.
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3.1.6 Ion spectrometry

Last, an ion spectrometer, having a permanent magnet of 0.5 T and equipped with a pinhole, was de-

ployed along the axis of the magnetic Þeld (the z-axis), 17.5 cm away from the target. It was employed

in an alternate mode to the TS, as it would indeed be located in place of the collecting TS radiation

diagram in Fig. 3.4 (d). The spectrometer has been calibrated precisely with a Hall probe and on

many previous campaigns using Þlters to verify its energy dispersion. The ions were detected using

absolutely calibrated IPs as detectors (Man$i%et al. 2008). The fact that the spectrometer collection

axis was aligned with that of the magnetic Þeld allowed to measure the ions energized out of the

plasma (Higginson et al. 2019), which otherwise could not be recorded, as they would be deßected

away by the 20 T large-scale B-Þeld. We used Þlters in order to eliminate the possibility that the sig-

nal observed in the dispersion plane of the spectrometer was originating from heavy ions others than

protons from the ambient gas. The arrangement of the spectrometer is shown in Fig. 2.12; the protons

are deßected by the magnetic Þeld inside the spectrometer and land eventually on the IP.

3.2 Experimental results

3.2.1 Electron density measurements through interferometry

The integrated plasma electron density was obtained by optical probing the plasma at di ! erent times

and with various conÞgurations. For each shot, three di ! erent times could be probed by doubling

and then splitting the probe beam into three beams ( 1%P, 1%S, and 2%), whose relative delay could

be adjusted. 1%and 2%refers to the non-doubled and doubled beams, and P and S to the polariza-

tion. The analysis of the resulting interferograms was done by employing the program Neutrino, as

described in Sec. 2.2.1.

Let us Þrst consider the same time and vary the conditions imposed to the laser-driven plasma

expanding from the target. In Fig. 3.5 is shown the overall electron density recorded 4 ns after the

laser hits the target in three di ! erent cases: (a) and (b) with both external magnetic Þeld Bz or By ,

respectively, and ambient H2, (c) and (d) with only the magnetic Þeld Bz or By , and (e) with only

the background H2. Moreover, (f) displays the lineouts of the integrated electron densities along the

dark lines shown in the (aÐd) images, allowing us to better compare them.

For the case with both ambient gas and B-Þeld (shown in Fig. 3.6 (a) and (b)), the laser irradiation

induced the expansion of a hot plasma (the piston) out of the target that propagates along the x-axis.

The x-rays emitted by this plasma ionized the ambient hydrogen, creating this way a background low



78 Generation of a collisionless supercritical magnetized shock

Figure 3.5: Integrated plasma electron density, as measured by optical probing at 4 ns after the laser
irradiation of the target, in three di ! erent cases.(a) and (b) Cases with both ambient gas and B-Þeld in
thexy- andxz-plane, respectively. (c) and (d) Cases with only B-Þeld but without ambient gas (Khiar et al.
2019b; Filippov et al. 2020) in thexy- andxz-plane, respectively. (e) Cases with only ambient gas but without
B-Þeld in thexy-plane (thexz-plane will be the same). Each image corresponds to a di! erent laser shot, while
the color scale shown at the top applies to all images. The sharp edges on the top and bottom of (b) and (d) are
regions blocked by the coil assembly. (f) The lineouts along the thin dark lines shown in each image. The laser
comes from the right side and the piston source target is located at the left (atx = 0 ). Orange arrows indicate
the piston front, while green arrows indicate the shock front.

density hydrogen plasma. The collisionless shock is formed as a consequence of the piston propagat-

ing in the magnetized ambient plasma (Schae! er et al. 2017a). We can clearly see both the piston

front and the shock front (indicated by the orange and green arrows, respectively), and indeed they

are well detached from each other, enabling us to characterize them separately.
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As shown in Fig. 3.5 (f), the piston and shock fronts are also well identiÞed by the abrupt density

changes, where the piston front is steepened by the compression of the magnetic Þeld (Khiar et al.

2019b). Besides, we can clearly see a ÒfootÓ structure ahead of the shock front in the upstream (US)

region for the cases with both ambient gas and B-Þeld, indicating the formation of the magnetized

shock, as observed by satellites crossing the EarthÕs bow shock (Giagkiozis et al. 2017). It is due to

the cyclic evolution of the plasma: the plasma in the foot is picked up to form the shock front, while

the front itself is also periodically dismantled by the Larmor motion of the ions. The observed foot

width is of the order 0.5-1 mm, which is comparable with the expected foot width being twice the

ion inertial length (Baraka 2016) (which is here di * 0.23 mm), and with the width observed in our

simulations shown below.

In contrast, for the case with only B-Þeld but without ambient gas (Khiar et al. 2019b) shown in Fig. 3.5

(c) and (d), due to the lack of ambient gas, no collisionless shock was formed ahead of the piston.

For the case with only ambient gas but without B-Þeld in Fig. 3.5 (e), no shock was formed in the

ambient gas, which was not dense enough to provide a suitable obstacle for shock formation. From

the corresponding lineout in (f), it is clear that only a smooth plasma expansion into the ambient (the

green dashed line) can then be seen.

Let us now focus on the case with both externally applied magnetic Þeld and ambient gas and

investigate the temporal evolution of the system. Fig. 3.6 shows the integrated electron density at dif-

ferent times. As a way of comparison, the case with only gas is also displayed in the Þrst column. The

second and third columns show the two views allowed by the interferometry setup on the case with

both magnetic Þeld and gas. Lastly, on the fourth column the lineouts of the various electron densities

are shown. While the piston, the shock front, and the electron foot are well distinguishable during

the Þrst few ns, they become less clear at longer times, with the electron foot pretty disappeared after

6 ns, characteristic of a transition to the subcritical regime.

Out of this series of images, it is possible to retrieve the shock front position evolution and the

corresponding velocity deduced from it, as summarized in Fig. 3.7. For the Þrst few ns, the shock front

velocity is around vsh = 1500 km/s, corresponding to an ion-ion collisional mean-free-path - mfp =

vsh . i * 10 mm, with the ion collisional time being . i * 6 ns (Braginskii 1965). As both quantities

are larger than the interaction spatial and temporal scales, the shock is collisionless. However, after

4-5 ns, the shock velocity decreases rapidly to about 500 km/s, thus becoming subcritical. Later we

will demonstrate, with the help of kinetic simulations, that the proton acceleration happens within

the Þrst 2-3 ns of the shock evolution, i.e., when the shock is supercritical, with a front velocity above

1000 km/s.
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Figure 3.6: Time sequence of experimental density measurement(integrated along the line of sight)
recorded in the two di! erent and complementaryxy- andxz-planes in order to characterize in three-dimensions
the overall plasma. Each image corresponds, generally, to a di! erent laser shot. SpeciÞcally, the Þrst column is
for the case without the external magnetic Þeld; the second and third column are for the case with the external
magnetic Þeld in thexy- andxz-plane, respectively. The color scale shown at the bottom applies to all images.
The corresponding lineouts along the thin dark lines shown in each image are shown on the fourth column. From
top to bottom, each row represents a di! erent time, i.e., 2/4/6/8 ns. Magnetic Þeld directions are indicated at
the top of each column. Orange and green arrows indicate the piston and the shock front, respectively.

3.2.2 Temperature and density characterization through Thomson scattering

The plasma temperature was measured at a Þxed location (as indicated in Fig. 3.4 (d)) at di ! erent

instants in time, allowing to characterize the temperature increase in the shock as it swept through

the probed volume.

As detailed in Sec. 2.2.3, the analysis of the TS was performed by comparing the experimental images

(recorded by the streak cameras) with the theoretical equation of the scattered spectrum for coherent

TS in unmagnetized1 and collisionless plasmas, with the instrumental function taken into an account.

1As seen in Sec. 2.2.3, the fact that! ce / |k! vth,e | # 0.1 allows our to use an unmagnetized treatment of the TS radiation in
our case.
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Figure 3.7: Evolution of the shock front position along thex-axis, and the corresponding velocity. Each point
corresponds to the average of the shock front of all relevant shots. The error bars on thex-position represent not
only the maximum extent of the variation of the shock front position as observed in relevant shots, but they also
integrate the uncertainty of the initial target surface (x = 0 ) as well as the width of the shock front. The error
bars on the velocity correspond to the propagation of the errors on the position.

Figure 3.8:Diagram of the region probed via Thomson scattering at di! erent times: the upstream region (left
Þgure) and the downstream region (right Þgure).

Such an analysis allowed us to retrieve the electron density, as well as the electron and ion temper-

atures of the plasma in the probed volume (Froula et al. 2007, 2011b), corresponding Ð for di ! erent

times Ð to the upstream (US) or the downstream (DS) region, as sketched in Fig. 3.8.

Note that the TS laser probe induces some heating in the hydrogen ambient gas. The electron tem-

perature resulting from such heating through inverse Bremsstrahlung absorption can be analytically

estimated. For this, we estimate the in-plasma intensity of the Thomson laser probe as 1.5 $ 1013

W/cm 2, based on the fact that we see it being defocused to at least 200µm diameter. The result is

shown in Fig. 3.9 and suggests that the upper limit of the TS laser probe-induced heating is around

60 eV, that is consistent with the values we actually measure prior to the passing of the shock front

in the observation location (see Fig. 3.11). Note that such value is also signiÞcantly smaller than the

level of temperatures we observe induced by the shock.

Fig. 3.10 shows the TS measurements (corresponding to di! erent shots) of electron and ion waves

in the region downstream (DS) for cases with and without the external B-Þeld. For the case without
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Figure 3.9: Temporal evolution of the electron temperature obtained from the solution of1.5nedt Te =
1B I 0e! t 2 / &2

. Here,ne = 1 $ 1018 cm! 3, 1B is the inverse Bremsstrahlung absorption coe" cient from the
NRL formulary (Book 1980). The laser energy is 15 J, with duration. = 3 ns, defocused focal spotd = 200
µm and wavelength- = 526.5 nm, leading to an maximum intensity ofI 0 = 1 .5 $ 1013 W/cm2, and the
initial electron temperatureTe0 = 10 eV (left axis, blue full line). The intensity evolution of the laser (I T S ) is
superimposed as a red dashed line (right axis).

the B-Þeld (i.e., with only ambient gas), both TSe and TSi give ne ! 2.0 $ 1018 cm! 3 and Te ! 80 eV,

and TSi also givesTi ! 50 eV in the DS region, as can be seen in Fig. 3.10 (a) and (c). However, for

the case with B = 20 T, we see strong heating in the DS region, indicated by the higher temperatures,

i.e., Te ! 230eV, and Ti ! 250eV, as can be seen in Fig. 3.10 (b) and (d).

Let us now focus on the case with both magnetic Þeld and ambient gas and consider the overall tem-

poral evolution of the electron and ion temperature in the probed zone. As shown in Fig. 3.11, before

the shock front, the electron temperature Te is around 70 eV (consistent with the heating induced by

the Thomson scattering laser probe) and ion temperature Ti is about 20 eV. Behind the shock front,

Te is almost doubled, Ti is increased dramatically to about 200 eV, becoming larger than Te. All of

the above results are typical signs of a shock wave. Again, the formation of the shock is only possible

due to the applied external magnetic Þeld. In its absence, as shown in Fig. 3.10 (c), we witness no ion

temperature increase in the same region.

3.2.3 Proton spectrum

In Fig. 3.12 is shown an example of the raw data acquired with the proton spectrometer. To verify

that this signal was indeed due to protons, and not to a peculiar reßection of light that would occur
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Figure 3.10: Thomson scattering measurements, of the plasma density and temperatures, in the re-
gion downstream of the shock front, and for di ! erent cases.(a) measurement on the electron waves for
B = 0 case (i.e., with only ambient gas), allowing to retrieve the local electron number density and electron
temperature, as stated; (b) the same measurement forB = 20 T case (i.e., with external B-Þeld and ambient
gas). (c) measurement on the ion waves in the plasma forB = 0 case, allowing to retrieve the local electron and
ion temperatures, as stated; (d) the same measurement forB = 20 T case. Solid lines are for experimental data
proÞles, while dashed lines are for theoretical spectra. The stated uncertainties in the retrieved plasma parame-
ters represent the possible variation of the parameters of the theoretical Þt (materialized by the thin dashed gray
lines). Note that the deep central dip in the experimental spectra is related to a Þlter (a black aluminum stripe)
which is positioned right before the entrance of the two streak cameras (recording respectively the light scattered
o! the electron and ion waves). This Þlter is used to block the very intense and unshifted laser wavelength (the
Rayleigh-scattered light), which otherwise would saturate the cameras. Thus, no signal is recorded in this zone,
which is materialized by the gray dashed box. The strong narrow peak at around 562.4 nm in panel (d) is caused
by leakage of that strong light just at the edge of the Þlter. The position of the Þlter can change in the wavelength
domain because the diagnostic can be realigned between shots.

when both the ambient gas and the external B-Þeld were ON, we tested applying a thin (transparent)

plastic Þlter on half of the detector on a shot. We clearly see that no signal is observed through the

Þlter (as expected since it stops protons having energy up to 1.8 MeV), as opposed to when the signal

emerges out of the Þlter. Note that in Fig. 3.12, we have forced the contrast to the maximum in the

zone covered by the Þlter to evidence that there is only noise in this zone. If we had used the same

contrast as used in the zone exhibiting the signal, that zone covered by the Þlter would have been

all black. This was how we provided an estimation for the noise level, as marked by dashed line in

Fig. 3.13.

The recorded spectrum is shown in Fig. 3.13, with red dots and blue error bars (corresponding to

one sigma deviation from the average of 5 shots). The cuto! energy reaches to about80 keV, close to
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Figure 3.11: Laboratory characterization of electron and ion temperature increase in the shock. The
measurements are performed at LULI2000, using collective Thomson scattering (TS) on the electron and ion
waves in the plasma, in a Þxed volume 4.3 mm away from the solid target surface, and withB = 20 T applied.
Time 0, at which a jump is identiÞed, here corresponds to the time at which the shock is sweeping through the
location of the measurement. Each data point corresponds to a shot. Panel (a) illustrates the local electron
temperature inferred from both the measurements on the electron and ion waves. Panel (b) corresponds to
the local ion temperature inferred from the measurement on the ion waves. The vertical error bars reßect the
variations of the parameters when Þtting the data with a theoretical Þt, while still Þtting well the data (see
examples in Fig. 3.10). The horizontal bar reßects the duration (3 ns) of the laser beam used to perform the
measurement.

the Hillas limit (Hillas 1984; Drury 2012), an estimate of the maximum energy that can be gained in

the acceleration region, which is around 100 keV with the velocity of 1500 km/s and the acceleration

length around 3-4 mm in the Þrst 2 ns, as shown in Fig. 3.5 (f). Without the external B-Þeld or in the

absence of ambient gas, no signal was recorded in the ion spectrometer above the experimental noise

level, indicating that the non-thermal particle populations are indeed coming from the shock. We will

pinpoint the underlying proton acceleration mechanism with dedicated Particle-in-Cell simulations

in Sec. 3.3.2.

3.2.4 Time-integrated electron temperature and density via FSSR

The FSSR diagnostic allowed us to measure electron density and temperature proÞles of the piston

expansion using a quasi-stationary approach (Ryazantsev et al. 2015, 2016). The method is based on

analysing the relative intensities of spectral lines of the same charge state and also takes into account

the recombining plasma with a ÒfrozenÓ ion charge. Fig. 3.14 summarizes the measures of electron

density (a) and electron temperature (b) at di ! erent distances from the target surface and for di ! er-

ent conditions.

We can see in Fig. 3.14 (a) that the piston encounters stronger hindrance in the case with both ambi-

ent gas (H2) and B-Þeld ( Bz ) (green diamonds), in comparison with other cases (i.e., the case with
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Figure 3.12: Raw image of a scanned imaging plate (the detector used in the magnetic spectrometer), for an
example shot with ambient gas and 20 T magnetic Þeld. Here, we have on purpose treated (in contrast) in a
di! erent manner the three zones deliminated by the dashed orange rectangles, so that the signal in each zone
can be seen optimally. In zone 1, which corresponds to the point-projection of the light emitted by the plasma,
we can see the actual unsaturated image of the plasma through the entrance pinhole. This was unsaturated by
having a Þlter positioned locally (deliminated by the green dashed line). The circular area around it corresponds
to the opening of the coil, in which light is scattered and results also in a point-projection image. Outside of it,
no light arrives on the detector, as can be observed. Then, on this shot, we have put also on the top half of the
imaging plate (this is zone 2), a 50 microns thick, transparent to light, Mylar sheet. In this zone, the detector
stays dark - what is shown is the very low level of noise of the detector when pushing the contrast of the image
to the maximum. In Zone 3, there is however no such Þlter. This shows that this signal is not scattered light in
the detector - otherwise it would appear through the clear Þlter- and is indeed due to protons - since protons are
stopped in the Þlter up to 1.8 MeV.

only Bz in red dots and the case with only H2 in blue triangles). We also see in Fig. 3.14 (b) that

the electron temperature in the case of Bz & H2 becomes the highest at the piston front (between 4

and 7 mm), with respect to other cases. In addition, at the position of 4.5 mm, the evaluated electron

density for the case of Bz & H2 is around 2 " 3 $ 1018 cm! 3 and the electron temperature is about 65

eV, which are well-reproduced by our FLASH simulations, as we will see in Sec. 3.3.1.

Similarly to the electron density data measured by optical interferometry, the x-ray spectrometer

demonstrates the spatial compression of the piston when the magnetic Þeld is applied, compared to

the case of the non-magnetized ambient gas jet (see the Ly2 emissivities in Fig. 3.15). The presence

of He-like spectral lines of ßuorine allowed us to measure the parameters of the piston. This is com-

plementary to the Thomson scattering measurements, which characterize the shock in the hydrogen

plasma.

The x-ray spectrum measured by the FSSR spectrometer is fully time-integrated, hence it deduces an

average on-axis volumetric density over the few tens of ns when the plasma density and temperature

are high, rather than the time-resolved and line-integrated density measured by optical interferome-
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Figure 3.13: Experimental proton spectrum (red dots) recorded with the proton spectrometer in the presence
of both ambient gas and external magnetic Þeld; the blue error bars correspond to one sigma deviation from the
average of 5 shots. A noise baseline is also estimated.

try. These two diagnostics provide complementary views of the piston.

Moreover, since the FSSR is time-integrated, we have a ÒblurringÓ e! ect in time. This is not so prob-

lematic since we register the most emissive part of the plasma, i.e., only when the plasma has high

temperatures and densities, which is the case only over short time-scales, a few ns (Filippov et al.

2019). When the electron density drops, the plasma emissivity decreases non-linearly (Ryazantsev

et al. 2015) and contributes negligibly to the total spectrum.

3.2.5 Electric Þeld through proton radiography

In the presence of both an external magnetic Þeld and an ambient gas, we could clearly observe the

same structures of the piston front and the shock front, as shown for di ! erent times in Fig. 3.16,

consistent with those observed via optical probe (see Fig. 3.5). In particular, when the radiograph is

clear enough, we can see that at the shock front we have proton dose accumulation, depletion, and

further accumulation (like in Fig. 3.16 (c)).

In order to infer the electromagnetic Þeld felt by the probing protons, the particle tracing code ILZ

(Bolanos et al. 2019) was used. As detailed in Sec. 2.2.2, ILZ receives as an input the parameters

relative to the test particles and to the 3D map of electric and magnetic Þelds and simulates the particle

trajectory up to the 2D detector set behind the interaction zone.
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Figure 3.14: FSSR evaluation of (a) electron density and (b) electron temperature of the laser-
produced piston in three di ! erent conÞgurations (see legend) along the expansion axis. The mea-
surements are based on the analysis detailed in Filippov et al. (2019) of the relative intensities of the x-ray
emission lines of He-like and H-like (see text) of Fluorine ions in the expanding plasma in the range of 13-16 •.
The quasi-stationary (Ryazantsev et al. 2015) approach was applied for He-like series of spectral lines assuming
a ÒfrozenÓ ion charge state. The 0 point corresponds to the target surface. A spatial resolution of about 100µm
was achieved. The signal is time-integrated.

For small deßections, such a proton structure consisting in accumulation - depletion - accumulation

is the sign of a bipolar electric Þeld (see Romagnani et al. (2008a)). Hence, we used as an input for

the tracing code an electric Þeld Ex with a bipolar spatial proÞle along the x-axis with a hemispheric

geometry in the xz-plane (where z is the axis along which the proton beam propagates) in order

to mock up the experimentally observed curvature of the shock front. The same dependence on

the coordinates x and z is reproduced along y over a small thickness. The electric Þeld has only a

component along x given by:

Ex (x, z) =
&

2eE0
x " g(z)

L
e! ( x ! g ( z )) 2

L 2 (3.1)

where E0 is the maximum Þeld amplitude and L represents the width of the region a ! ected by the

electric Þeld. g(z) = " R/ 2 +
&

R2 " z2 represents the shift of Ex along x in order to take into account
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Figure 3.15: X-ray emissivity of Ly 2 line measured by the FSSR.The red dashed curve represents the
piston plasma emission in the range 0-10 mm in the case when the unmagnetized piston expands in the ambient
gas. The black full curve represents the same but when additionally the transverse external magnetic Þeld was
applied.

Figure 3.16:Images of proton radiography doses at di! erent times, relative to shots taken in the presence of both
magnetic Þeld and ambient gas. Dashed lines indicate, when visible, the piston front (in orange) and the shock
front (in green).

the hemispherical geometry in the xz-plane and derives directly from the equation of a circumference

of radius R centered in (" R/ 2, 0): (x + R/ 2)2 + z2 = R2. Let us consider a time when we have ob-

tained a clear radiograph, like t = 5 ns after the laser impact (as in Fig. 3.17). Then the hemispherical

structure has a radius of R = 5 .1mm, as estimated from the experimental proton radiography relative

at that time, in Fig. 3.17 (a).

We adjust E0 and L of the ILZ input in order to match the simulated proton dose with the experi-

mental one. The comparison between these two is shown in Fig. 3.17 (c), where the ILZ simulated

modulation was obtained with the Þeld in Eq. 3.1 with E0 = 4 .33 MV/m and L = 0 .12 mm and

shown in Fig. 3.17 (b).

Note that the protons are sent along the external magnetic Þeld (i.e., in the z-direction), while the
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Figure 3.17: Proton radiography obtained with the setup shown in Fig. 1, 5 ns after the laser pulse. (a) Raw
dose collected on the RCF Þlm corresponding to 19 MeV protons. (b) Hemispherical electric ÞeldEx in the
xz-plane, with a radius ofR = 5 .1 mm, estimated from (a). (c) Lineout of the proton dose modulation along
the yellow line indicated in (a). The green full curve is the modulation from the experimental results, and the
dashed blue curve is that from the ILZ simulation, which is obtained by imposing a bipolar electric Þeld with
hemispherical shape shown in (b). The red dash-dotted curve represents the lineout of the ÞeldEx in z = 0 .

other magnetic Þeld components are orders of magnitude lower than the externally applied one, as

shown by the PIC simulations (see Sec. 3.3.2). More importantly, Bx and By do no show any speciÞc

structure at the shock front, but are just ßuctuating. Hence, we consider the net e ! ect of these mag-

netic Þeld components to be much smaller than that induced by the Ex electric Þeld associated with

the shock front. As a result, we interpret the proton dose modulation to be caused by the electric Þeld

only. This assumption is also supported by the fact that it yields a simulated proton deßection that is

very consistent with the one recorded in the experiment, as can be seen in Fig. 3.17 (c).

The amplitude of the electric Þeld at the shock front inferred from the synthetic proton radiography

is of the order of MV/m. We will compare it with the particle-in-cell simulation results and discuss

them in detail in Sec. 3.3.2.

Moreover, we compared the position of the shock structures seen in the electron density (via in-

terferometry) with that in the electric Þeld (via proton radiography) for the case with both external
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B-Þeld and ambient gas. For the former, we have considered the point where the electron density had

a sharp jump, as shown in Fig. 3.5 (f); as for the latter, we have taken into account the external edges

of the proton dose accumulation. As is shown in Fig. 3.18, the evolution of the piston front and the

shock front through both diagnostics are illustrated together, and they clearly show, in both diagnos-

tics, the slowing down of the piston and shock fronts over the Þrst few ns after the laser pulse. Note

that when the target was not clearly visible in the radiography, i.e., for the series of points around 5

ns, we made use of the interferometry results to shift all the points of the right amount, while the

distances between the piston and the shock fronts were kept constant.

Figure 3.18: Piston and shock front position over time from the electron density (via interferometry)
and from the electric Þeld (via proton radiography). The full green (resp. orange) line materializes the
evolution of the shock (resp. piston) location as a function of time as seen on the interferometry diagnostics. It
is prolonged toward time 0 by a dashed line passing through the proton radiograph data points at t! 1 ns.

We also point out that the integration time in a given Þlm is too short to see motion blurring of the

moving shock front. The energy of the protons deposited on the RCFs that we used was always high

enough to minimise the overlap of images relative to di ! erent probing times. Considering the FWHM

of the proton energy spectrum relative to each Þlm and knowing that ions deposit their energy mostly

right before they stop, we can infer that the error on the probing time is negligible. SpeciÞcally, the

least energetic protons we have used had an energy of 1.7± 0.5 MeV, which meant a time of ßight of

3.4± 0.3 ns. Hence, 0.3 ns is the biggest error on the probing time that we have. From the following

step on, the situation improves drastically, as we had protons of 5.0 ± 0.2 MeV, thus a time of ßight

of 1.96± 0.02 ns. All the following errors on the time of ßight are below 10 ps. Moreover, we point

out that we did not reach later probing times with lower energy protons, but by moving the timing

of the ps-beam with respect to the main ns-beam responsible of the shock generation. In short, the

integration time in a given Þlm is too short to see motion blurring of the moving shock front.
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Region Piston Shock

Characterized Plasma Conditions

Averaged Atomic Number A 17.3 1.0
E! ective Charge StateZef f 8.0 1.0

Elec. Number Density ne [cm ! 3] 1.0 $ 1019 1.0 $ 1018

Elec. TemperatureTe [eV] 80.0 100.0
Ion Temperature Ti [eV] 40.0 200.0
Flow Velocity v0 [km/s] 1200.0 1500.0

Local Magnetic Field Strength B [T] 5.0 60.0
Upstream Magnetic Field Strength B [T] - 20.0

Upstream Elec. Temperature Te [eV] - 50.0
Upstream Ion Temperature Ti [eV] - 20.0

Calculated Parameters

Ion Collisional mean-free-path ( - mfp,i ) [mm] 6.6 $ 10! 4 10.0
Ion Larmor radius ( r L,i ) [mm] 5.4 0.3
Ion Collisionality ( - mfp,i /r L,i ) 1.2 $ 10! 4 37.0

Plasma Thermal Beta" ther 14.0 3.4 $ 10! 2

Plasma Dynamic Beta" dyn 5.2 $ 103 2.6
Mach Number M - 14.0

AlfvŽnic Mach Number M A - 3.4
Magnetosonic Mach Number M ms - 3.3

Table 3.1: Characterized conditions of piston and shock, as well as the calculated pa-
rameters. - mfp,i = v0. i is the ion mean-free-path, in which the ion collisional time. i =
3m1/ 2

i (kB Ti )3/ 2/ (4' 1/ 2ni ln $Z 4q4
e), andln $ * 10 is the Coulomb logarithm,qe is the elementary charge.

r L,i = mi v0/ (ZqeB ) is the Larmor radius, and the ion collisionality is the ratio of them. The parameters
relative to the piston are measured inside the cavity that is located behind the piston front. The thermal (resp.
dynamic) beta parameter is the ratio of the plasma thermal (resp. ram) pressure over the magnetic pressure,
i.e., " ther = Pther /P mag = 2µ0nkB T/B 2, in which µ0 is the vacuum permeability,kB is the BoltzmannÕs
constant;" dyn = Pdyn /P mag = 2µ0) v2

0 /B 2, in which ) = mn is the mass density. For the shock, the
Mach number is the ratio of the ßow velocity over the sound velocity,M = v0/c s, in which the sound velocity
is cs = ( ! ZkB Te/m i )1/ 2 with ! = 5 / 3; the AlfvŽnic Mach Number is the ratio of the ßow velocity over the
AlfvŽnic velocity,M A = v0/v A , in which the AlfvŽnic velocity isvA = B/ (µ0ni mi )1/ 2; and the Magnetosonic
Mach number is the ratio of the ßow velocity over the magnetosonic velocity (see text). For the calculation of
the sound velocity and the AlfvŽnic velocity, we use the parameters of the upstream region.

With all the above diagnostics, we summarize the characterization of the piston and shock condi-

tions in Table 4.1. Note that for the collisionality, the local magnetic Þeld strength is used. SpeciÞcally,

it is taken for the piston from our FLASH simulation (in Sec. 3.3.1) and for the shock from our PIC

simulations (in Sec. 3.3.2). As for the calculation of the Mach numbers for the shock, the parameters

of the upstream region are used.
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3.3 Numerical simulations

3.3.1 MHD simulations using the FLASH code

We used the 3D MHD code FLASH (Fryxell et al. 2000b) to study the dynamics of the plasma plume

expansion and piston formation in the ambient gas with the strong magnetic Þeld, using the same pa-

rameters as the JLF/Titan experiment. Indeed, the piston is collisional and is modeled with a MHD

code here, while the shock is collisionless and is modeled with a kinetic PIC code in the next section.

The simulations are initialized in 3D geometry, using three temperatures (two for the plasma, and one

for the radiation) with the equation-of-state of Kemp and Meyer-ter Vehn (1998) and radiative trans-

port, in the frame of ideal MHD and including the Biermann battery mechanism of magnetic Þeld

self-generation in plasmas (Haines 1986). SpeciÞcally, as in the experiment, the laser beam is normal

to a Teßon target and has an on-target intensity of 1013 W/cm 2; the generated plasma plume expands

in the hydrogen gas-jet having an uniform density of 1018 cm! 3. Moreover, the plasma plume ex-

pands in the uniform external magnetic Þeld of 20 T (aligned along the z-axis, as in the experiment).

Fig. 3.19 shows the FLASH simulation results, i.e., the electron density ne in (a) and (b), the electron

temperature Te in (c) and (d), and the ion temperature Ti in (e) and (f) at t = 2 ns (after the laser

irradiation), in two di ! erent cases: the upper row is for the case with only ambient gas but without B-

Þeld, while the lower row is for the case with both the ambient gas and the external magnetic Þeld. As

FLASH cannot support vacuum, we do not have the FLASH simulation for the case with only B-Þeld

but without ambient gas. We can observe that the structures of both the hydrodynamic piston and

the induced shock propagating inside the ambient plasma, are qualitatively reproduced compared to

the experiment. Indeed, the expanding Teßon piston produces a forward shock in the background

plasma (around x = 1 .4 mm), as well as a reverse shock inside the Teßon piston (around x = 0 .8

mm). The electron density is ne ! 1.6 $ 1018 cm! 3 in the forward shock in the gas and increases up

to ne ! 5 $ 1019 cm! 3 in the reverse shock.

The electron temperature is around 60-70 eV between the forward and the reverse shocks. This cor-

responds quite well to what is measured in the experiment by the FSSR (see Fig. 3.14 (b)). The ion

temperature is 15 eV in the forward shock and between 80 eV and 180 eV inside the reverse shock.

Concerning the electron temperature, the FLASH simulations give a result two times lower than the

TS measurements in the DS region, shown in Fig. 3.11; as for the ion temperature, the situation is

worse as it is ten times less in the forward shock compared to the TS measurements. Moreover, the

foot structure ahead of the shock cannot be seen in the FLASH simulations.

Such discrepancies between the MHD simulations and the experiments show the di " culties to re-
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Figure 3.19: FLASH simulation investigating a single shock formation and performed in the con-
ditions of the JLF/Titan experiment. Maps extracted from FLASH simulations at 2 ns (after the laser
irradiation) of: (a) and (b) electron density,ne in cm! 3, (c) and (d) electron temperature,Te in eV, (e) and
(f) ion temperature,Ti in eV. The upper row is for the case without B-Þeld, while the lower row is for the case
with B-Þeld. All maps are in linear scale. Thisxy-plane slice is cut atz = 0 . The laser comes from the right
side alongy = 0 , and the target is at the left side. The orange arrow indicates the piston edge, while the green
arrow indicates the shock front.

produce the shock condition in our case, due to the fact that the shock evolution is dominated by

kinetic e! ects. This is why we have resorted to using PIC simulations, the initial conditions of which

are taken from the experimental measurements. Nevertheless, we can still observe that the FLASH

simulations reproduce well the dynamics of the piston that induces the shock.

Since FLASH has the ability to model magnetic Þeld generation through the Biermann battery

e! ect, it allows us to assess the importance of this e! ect in the present conÞguration. Biermann battery

generation of magnetic Þeld is typically important only close to the target surface (order of 1 mm), and

it is localized over the steep temperature gradients generated by the laser beam and rapidly decays

once the laser beam is o! (see for example Li et al. (2006); Gao et al. (2015); Cecchetti et al. (2009);

Lancia et al. (2014)). As the shock is induced by the piston in the ambient gas ! 1 mm away from

the target surface after the laser is o! ( ! 2 ns), as shown in Fig. 3.19, the Biermann battery e! ect is

negligible compared to that of the strong externally applied B-Þeld.

Fig. 3.20 shows the magnetic Þeld conÞguration of the expanding plasma. In particular, Fig. 3.20

(a) shows the plasma piston which expels the magnetic Þeld, creating a bubble that is void of the
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magnetic Þeld (Khiar et al. 2019b). This piston launches a shock inside the ambient gas, with the

magnetic Þeld upstream of the shock being compressed because of magnetic ßux conservation. This

is clearly shown in Fig. 3.20 (b), where the magnetic Þeld lines are plotted. Because of the three

dimensional nature of the plasma ßow and of the magnetic pressure, the piston and the shocked

ambient plasma are more compressed by the magnetic pressure along they-axis than along the z-

axis.

From the density map at 10 ns (after the laser irradiation) of the FLASH simulation, we can still clearly

see the continuously expanding plasma plume (and the compressed Teßon target) because once the

laser energy is deposited on the target surface, the heat wave and the shock propagation inside the

target (due to collisional e ! ects) can last for much longer time (tens of ns) (Atzeni and Meyer-ter

Vehn 2004). Such heat wave drives continuous ablation that is sustained after the laser irradiation.
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Figure 3.20: Maps of the magnetic Þeld in the MHD simulations , at timet = 2 ns after the start of the
plasma piston expansion inside the magnetized ambient medium. Shown are two-dimensional cross-section in
thexy (a) and xz (b) planes, the latter with the corresponding magnetic Þeld lines. The target is located on the
left side of the box and the laser comes from the right side, as in the experiment. The colormap represents the
strength ofBz .
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3.3.2 PIC simulations using the SMILEI code

Presentation of the setup
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Figure 3.21: PIC simulation initialization setup. The shocked plasma is set in the left half of the simulation
box (red dashed line), drifting towards the right at speedvd = 1500 km/s, while the ambient plasma lies in
the right half (green dashed line). The drifting plasma has number densityni 1 = 2 $ 1018 cm! 3, while the
background plasma hasni 2 = n0 = 1 $ 1018 cm! 3. The transition between these two regions is initialized
with a shock width equal to the ion inertial lengthdi = 200 µm. A homogeneous magnetic ÞeldBz = 20 T is
imposed.

The evolution of the collisionless shock is modeled with the kinetic PIC code SMILEI (Derouillat

et al. 2018). These simulations focus on the dynamics of the shock front (already detached from the

piston) and of its interaction with the ambient gas, using directly the parameters measured in the

experiments. Since the width of the shock structure ( ! mm) is much larger than the thickness of the

shock (! µm), we can treat the interaction between the shock front and the ambient plasma as quasi

one-dimensional (1D) interaction, via the 1D3V version of the code.

Our 1D simulations have been initialized as sketched in Fig. 3.21: in the right half of the simulation

box (Region 1) is set a hydrogen plasma drifting at speed vd = 1500 km/s towards the right ( x posi-

tive), while the unshocked background plasma lies in the right part of the box (Region 2). The shock

width is initially imposed as the ion inertial length (Pinter 1980; Mellott 1984b) di = c/ %pi = 200 µm.

Both of the two plasmas consist of electrons and protons, with the real mass ratio mp/m e = 1836. We

have initialized these plasmas with parameters inferred from the TS characterization (see Sec. 3.2.2).

Hence, the shocked plasma has ion and electron number densities ni 1 = ne1 = 2n0 = 2 .0 $ 1018

cm! 3, and temperatures Ti 1 = 200 eV and Te1 = 100 eV. While the ambient plasma has ion and elec-

tron number densities ni 2 = ne2 = n0 = 1 .0$ 1018 cm! 3, and temperatures Ti 2 = 20 eV and Te2 = 80

eV. The simulation box size is L x = 2048de * 11 mm, and the spatial resolution is dx = 0 .2de = 1 .1

µm, in which de = c/ %pe = 5 .3 µm is the plasma skin depth, and %pe =
!

ne2q2
e / (me*0) = 5 .6 $ 1013

s! 1 is the electron plasma frequency. Here, c is the speed of light, ne2 = n0 / 1.0 $ 1018 cm! 3 is the

electron number density of the ambient plasma, and me, qe and *0 are the electron mass, elementary
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charge, and the permittivity of free space, respectively. From the perspective of the ion Larmor mo-

tion, the simulation size is more than 10 r Li , where r Li = v1/ %ci = mi v1/qeB ! 0.8 mm.

The magnetic Þeld is homogeneously applied in the z-direction with Bz = 20 T. This means that

%ce/ %pe = 0 .06, where %ce = qeB/m e, while the Larmor radius is r Li = 0 .8 mm and the proton gyro-

period . Li = 3 ns (for the high-velocity case of 1500 km/s in the upstream).

The simulation lasts for 1.5$ 105%! 1
pe ! 2.5 ns. Inside each cell, we put 1024 particles for each species.

The boundary conditions for both particles and Þelds are open, and enough room is left between the

boundary and the shock, so that the boundary conditions do not a ! ect the concerned physics. The

mean-free-path of the presented case is- mfp * 1800de, which is larger than the interaction scale,

further conÞrming that the shock is collisionless. Given the initial low temperature of the ambient

plasma in the simulation ( Te2 = 80 eV), the Debye length is small compared to the grid resolution dx ,

i.e., - De =
!

*0kB Te2/n e2q2
e) * 0.012de = 0 .06dx . However, we have run a series of simulations with

di ! erent initial temperatures, showing that the energy conservation for those cases is limited around

0.05%and the physical results are almost the same.

We have also tested a series of 1D and 2D simulations with varying resolutions ( 0.1 ! 0.5de), particle-

per-cell numbers ( 512! 2048), and ion-to-mass ratio ( 400! 1836), all reaching similar shock behav-

ior, which proves the robustness of the observed behavior of the quasi-perpendicular, supercritical

magnetized collisionless shock investigated here.

For the calculation of the mean free path - mfp , we usemax (vth,i , vd) á. i , where vth,i is the ion thermal

velocity, vd is the drifting velocity, and . i is the ion collision time. For the drifting plasma with the

observed temperature, i.e., Ti = 200 eV, vth,i = 140 km/s, which is smaller than the drifting velocity.

Shock features and necessity of the magnetic Þeld

In Fig. 3.22 are reported the results of two PIC simulations, one with and one without externally ap-

plied magnetic Þeld, corresponding to a time t = 2 .66 ns after the beginning of the simulation. We

point out that this time does not coincide with the time after the laser hit the target in the experiments:

here we are not considering the initial laser energy deposition on target and piston formation, we are

starting with a discontinuity already formed and considering such a shock evolution.

For the case with the applied B-Þeld (on the left column), typical structures of a supercritical quasi-

perpendicular collisionless shock can be seen (see Sec. 1.2 and Balogh and Treumann (2013)). For

example, we observe the overshoot in the downstream (DS) region (on the left of the red dashed line),

the ramps in the shock fronts (both the red dashed line and the cyan dotted line), and the foot in the
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upstream (US) region, as can be seen in Fig. 3.22 (a). This foot region is formed by the reßected pro-

tons at a distance within r L,i and modulated by the modiÞed two-stream instability (Matsukiyo and

Scholer 2003). The proton density ni in Fig. 3.22 (e) shows a compression ratio between DS and the

US regions of ni,DS /n i,US * 4, in agreement with the theoretical jump condition prediction (Woods

1971). This density proÞle, as well as that of the transverse electric ÞeldEy (not shown here), follows

the shape of the B-ÞeldBz . The longitudinal electric Þeld Ex in Fig. 3.22 (c) has a peak right at the

ramps, providing the electrostatic cross-shock potential to trap and reßect the protons, as can be seen

in the phase-space distribution in Fig. 3.22 (g). Moreover, we observe one of the periodic shock ref-

ormation (Balogh and Treumann 2013) indicated by the cyan dotted line.

On the contrary, for the case without B-Þeld (on the right column of Fig. 3.22), the drifting plasma just

Figure 3.22: Features of the supercritical quasi-perpendicular collisionless shock structure in ion
density and EM Þelds distribution (with and without the external magnetic Þeld). SpeciÞcally, (a)
and (b) transverse magnetic ÞeldBz ; (c) and (d) longitudinal electric ÞeldEx ; (e) and (f) ion density proÞle
ni ; (g) and (h) phase-space distributionx-vx , at the end of the simulation, i.e., att = 2 .66 ns. The results
obtained with B-Þeld are on the left column, while those without B-Þeld are on the right. The red dashed line
and the cyan dotted line indicate the position of the shock ramps. The drifting plasma propagates from left to
right.

penetrates through the ambient one and no shock is formed, indicating that the externally imposed
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magnetic Þeld plays an essential role in the shock evolution. Thus, without it, no proton energization

can take place, which is in accordance with our experimental observation.

The evolution of the phase space during the interaction between drifting and ambient protons is

shown in Fig. 3.23 for two di ! erent ßow velocities. The Þrst row corresponds to the dynamics of the

t = 0.5 ns t = 1.5 ns t = 2.5 ns

a b c

d e f

lo
g 10

(N
)

Figure 3.23: Proton phase space evolution.The Þrst row corresponds to the high-velocity case (with initial
velocity of 1500 km/s), while the second row is for the low-velocity one (with initial velocity of 500 km/s),
at (a) & (d) 0.5 ns, (b) & (e) 1.5 ns, and (c) & (f) 2.5 ns. The colorbar represents the normalized particle
number N in logarithmic scale.

high-velocity case (vd = 1500 km/s), where we witness the formation of both the forward (FS) and

reverse (RS) shocks att = 0 .5 ns in (a) and the FS reformation at t = 1 .5 ns in (b), when protons in

the DS region start to gyrate within the compressed B-Þeld. At last, while the FS shock keeps picking

up protons from the background plasma, the downstream RS becomes highly nonlinear, in (c).

Comparing the Þrst row of Fig. 3.23 with the second one, which corresponds to the low-velocity case

(vd = 500 km/s), it is clear that we have a lower number of reßected protons in the latter case, due

to the low Magnetosonic Mach number that makes such a shock subcritical: M ms = v/
!

v2
A + c2

s !

1.0 < M cr * 2.76. Although there is also shock reformation at t = 1 .5 ns in (e), at last at t = 2 .5 ns in

(f) the downstream region is just heated a little bit and the FS remains in its linear stage.

Comparison between electric Þelds retrieved through PIC simulations and proton radiography

We note that, in the presence of magnetic Þeld, the bipolar structure of the Ex electric Þeld at the

shock front displayed in Fig. 3.22 (c) matches the one that was retrieved from the proton radiography
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data, as shown in Fig. 3.17. Such a structure seen in the 1D PIC simulations is also veriÞed in the

complementary 2D simulations that will be detailed below.

However, the PIC electric Þeld Ex shown in Fig. 3.22 (c) does not quantitatively correspond to the

one retrieved via proton radiography: the former indeed has an amplitude Þeld Ex ! 5 $ 108 V/m

in the shock layer, which is two orders of magnitude higher than the experimentally estimated one in

Fig. 3.17 (c) ( ! 4$ 106 V/m). This discrepancy of E-Þeld amplitude between the simulation and the

experiment may be due to several reasons.

Firstly, the bipolar electric Þeld structure obtained by proton radiography has a width of 0.4 mm,

while the Ex peaks in the PIC simulations are very sharp, with widths smaller than 0.02 mm. With

a time-average of the PIC simulation over 0.2 ns, the Ex proÞle around the shock front reaches a size

of 0.4 mm, and its value drops down to 2 $ 107 V/m.

Secondly, the PIC simulation represents the tip of the hemispheric expanding shock front, where the

B-Þeld is strictly perpendicular to the plasma ßow and the shock is the strongest; however, the pro-

ton radiography covers the whole shock front with an integration along the z-direction. It includes

all other plasma ßow directions in the xz-plane, which are not perpendicular to the B-Þeld and the

corresponding shocks are weaker. This is what was already considered in the analysis of the proton

radiography data, as shown in Fig. 3.17.

Lastly, the amplitude of the electric Þeld is decreasing with time. In our 1D PIC simulation, the results

shown correspond to t = 2 .66 ns (from the beginning of the simulation); while in the experimental

case, the proton radiography results are at t = 5 .0 ns (from the laser impact). Hence, we can expect

that the early-time PIC Þeld is higher than that derived from radiographs taken at later time. Unfor-

tunately, we cannot compare these times.

2D PIC simulations managed to partially overcome such problems and give a more realistic scenario.

Indeed, the electric Þeld amplitude becomes already one order of magnitude lower in our 2D simula-

tion result (averaged along the y-axis) than in the 1D one. Moreover, it decreases with time, making

it pretty realistic that at a later time out of our simulation possibilities such an electric Þeld becomes

of the same order of magnitude as the experimentally estimated one. The electric Þeld Ex proÞle

(averaged along the y-direction) at times t = 0 .25ns and t = 0 .70ns is plotted in Fig. 3.24.

SSA as acceleration mechanism

Since the shock evolves from super- to sub-critical during its evolution (as probed via interferome-

try), we have performed simulations with two di ! erent initial drifting velocities representative of the

two phases, i.e., 1500 and 500 km/s, respectively. In order to elucidate the micro-physics responsible
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Figure 3.24: Electric ÞeldEx proÞles (averaged along the y-axis) from 2D simulations. The blue curve
is at 0.25 ns and the red one is at 0.7 ns (which is the duration of our 2D simulations, due to computational
resources limits).

for the observed non-thermal proton acceleration, a random sample of protons ( 104 out of 107) is

followed in the simulation.

The PIC simulation results for the high-velocity case are summarized in Fig. 3.25, while Fig. 3.26

presents the experimental and the simulated proton spectra obtained with various conditions.

Fig. 3.25 (a) illustrates the proton density map in the reference frame of the contact discontinuity

(CD), where we can clearly see the density pileups in the forward direction, indicating the shock

formation (and periodic reformation (Balogh and Treumann 2013)). More than 2% of the tracked

protons end up with energies > 40 keV, which will constitute the high-energy end of the spectrum

shown in Fig. 3.26. They share similar trajectories and two representative ones (P1 and P2) are plotted

in Fig. 3.25 (a). Following these trajectories, we can see that they are Þrst picked up by the forward

shock at the shock front, and then they gain energy while ÒsurÞngÓ along (or conÞned around) the

shock front. Besides, while surÞng along the shock front, P1 gets trapped and reßected repeatedly,

with a small energy perturbation, as is shown in Fig. 3.25 (b), all of which is typical of SSA.

Typical structures of the supercritical quasi-perpendicular collisionless shock (Balogh and Treumann

2013) can also be seen in Fig. 3.25 (c), where we plot the lineout of the ion density and of the electro-

magnetic Þelds around the shock front ( 0.4 < x < 1.2 mm in the reference frame of the CD), when

the shock is fully formed ( t = 1 .5 ns).

The longitudinal electric Þeld Ex peaks right at the ramp, providing the electrostatic cross-shock po-

tential to trap and reßect the protons with a velocity lower than that of the shock. In the corresponding

x-vx phase space in Fig. 3.25 (d), we can clearly see that, indeed, it is at the position of Ex that pro-
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Figure 3.25: Features of a high-velocity shock and of the subsequent shock surÞng proton energiza-
tion as obtained through PIC simulations. (a) Trajectories of two protons (P1 and P2, energized from
the ambient gas to> 40 keV att = 2 .66 ns, representing 108 out of 5000 tracked particles with the Òsurf-
ing/reßection/gyromotionÓ trajectories) inx-t diagram, overlaid on the proton density map in the reference
frame of the contact discontinuity. (b) Zoom of the black dashed rectangle region in (a), showing the ÒsurÞng
& reßectionÓ of P1 along the forward shock. (c) Lineout of density and electromagnetic Þelds (normalized by
each of their maximum value respectively) at the red dashed line in (a) (t = 1 .5 ns, 0.4 < x < 1.2 mm).
(d) The corresponding protonx-vx phase space diagram where the colorbar represents the normalized particle
numberN in logarithm scale. (e) Thevx -vy diagram of P1 and P2. The grey shaded area corresponds to the
ÒsurÞng & reßectionÓ stage in (b).

tons get reßected. In Fig. 3.23 we have plotted more time frames of this phase space (aÐc), as well as

the phase-space corresponding to the simulation performed at low velocity (dÐf): the faster shock is

clearly much more e" cient in reßecting and energizing protons.

The fact that such reßection and energy gain happen at the peak of Ex rules out the possibility of SDA,

where the ion reßection is mostly caused by the downstream compressed B-Þeld (Zank et al. 1996).
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This thesis is also sustained by the fact that the ion Larmor radius ( r Li * 0.8 mm) is larger than the

shock width ( ! s * 200µm). At last, as shown in Fig. 3.25 (e), the main contribution of the proton

energy gain is due to vy via the inductive electric Þeld Ey = vx Bz , which is again in accordance with

the SSA mechanism (Matsukiyo and Scholer 2011).

The proton spectrum at t = 2 .66 ns produced by the PIC simulated high-velocity shock (shown in

Fig. 3.26 in the black solid line), is in remarkable agreement with the experimental observation. As

in the experiment, no proton energization is found in the simulations performed without magnetic

Þeld or ambient medium. We note also that for the low-velocity shock (with v = 500 km/s), the spec-

trum (green dashed line) is far below the experimental noise baseline, indicating that the protons are

indeed accelerated during the Þrst 2 " 3 ns, when the shock is in the supercritical regime.
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Figure 3.26: Evidence for the energization of protons picked up from the ambient medium. Proton
energy spectra of both the experiment (red dots, averaged over Þve shots, as measured at LULI2000) and of two
PIC simulations (the black solid line for the high-velocity case withvd = 1500 km/s and the yellow dashed line
for the low-velocity one withvd = 500 km/s, both are measured att = 2 .66 ns in the simulations). The red
dash-dot line is the thermal proton spectrum of 200 eV. The blue error bars correspond to one sigma deviation
from the average (shown by the red dots), the noise level on the diagnostic is materialized by the cyan dotted
line. Note that the absolute scale in proton numbers applies only to the experimental spectrum; the simulated
spectrum is arbitrarily scaled to the experiment one.

Further analysis on the simulated proton spectra is done in order to identify the proton accelera-

tion mechanism at play.

As shown in Fig. 3.27 (a), the energy spectrum from our experimental data can be Þtted by a power-

law function # E p with index p = " 4.28. This is quite smaller than the usual index of shock acceler-

ation (e.g. for DSA, p ! " 2.3; while for SDA, p ! " 1.5 (Zank et al. 1996)). The reason behind this is

the fact that the shock in the experiment is short-lived. We can speculate that if the shock had lasted
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for longer (e.g. if the laser driving the plasma ablation had been longer), the accelerated protons

could have reached higher energies and the index could have attained higher values. We conÞrm

that by doing a simulation lasting twice as long (see the green simulated spectrum in Fig. 3.27 (a)):

at t = 5 .1 ns the energy spectrum gets ßatter and the index becomesp = " 2.27, closer to the index

inferred from the analysis of astrophysical observations (like p * " 1.65 in Decker et al. (2005)).

We have also checked that the shock and the overall dynamics that are collisionless by verifying that

we obtained almost identical energy spectra in simulations performed with and without ion-ion col-

lisions (see Fig. 3.27 (b)).

In order to further corroborate the robustness of our mechanism, we have performed a series of simu-

lations with di ! erent B-Þeld strengths, as is shown in Fig. 3.27 (c). The acceleration e" ciency becomes

larger with higher strength of B-Þeld, which is in agreement with the SSA mechanism.

Figure 3.27: Further proton energy spectra. (a) Experimental energy spectrum represented by red dots
(averaged over 5 shots) with blue error bars (correspond to one sigma deviation from the average), Þtted with
a power-law function (purple dashed line) withp = " 4.28; PIC simulated spectra att = 2 .66 ns (black solid
line) andt = 5 .1ns (green solid line), where the latter is also Þtted by a power-law function (green dashed line)
with p = " 2.27. Note that the absolute scale in proton numbers applies only to the experimental spectrum; the
simulated spectra are adjusted to the experimental one. (b) Experimental proton spectrum (red dots), as well as
the simulated one with and without ion-ion collisions (green dashed line and black solid line, respectively). (c)
Experimental proton spectrum (red dots), as well as the spectra simulated in the presence of magnetic Þelds of
di! erent amplitude. The B-Þeld strength is varied by modifying the angle between the B-Þeld direction (along
z) and the on-axis shock propagation direction (alongx) in the xz-plane.

Hence, a noteworthy conclusion of such an analysis is that SSA can be considered as the sole

mechanism at play in picking up thermal ions and accelerating them to hundred keV-scale energies,

at least for the parameters relative to our experiment and to the early stage of the shock formation and

development. SSA appears to produce su" ciently energetic protons for further acceleration by DSA,

as for example at the EarthÕs bow shock, where the threshold energy for DSA to become e! ective is in

the range of ! (50 " 100)keV/nucleon (Balogh and Treumann 2013). Since we are limited in time in
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exploring the dynamics of the protons interacting with the super-critical shock, we can only speculate

that SDA might appear at a later stage, when the reßected ions acquire enough energy to cross the

shock front.

2D PIC simulations taking into account non-stationarity to prove the robustness of the 1D simu-

lations results

Multi-dimensional e ! ects (like shock front rippling) could modify the detailed dynamics of the ion

acceleration. Hence, multi-dimensional simulations are necessary to evaluate the interplay between

the non-stationarity (induced by instabilities transverse to the shock propagation direction (Burgess

and Scholer 2007)) and the ion reßection/acceleration.

Due to the limitation of the computational resources, we have reduced the 2D simulation scale to

a manageable degree: the simulation box has dimensions L x = 8 mm, L y = 0 .8 mm, resolution

dx = dy = 0 .4de, and duration tend = 0 .7 ns. Being r Li = 0 .08 mm and . Li = 0 .05 ns, for our 1D

simulations we had L x * 136r Li and duration tend * 53. Li . For these new 2D simulations, the trans-

verse size is ÒonlyÓL x * 10r Li and the duration tend * 14. Li , but we believe that these values are

large enough to demonstrate the e! ect of the non-stationarity in 2D case.

From Fig. 3.28 (a), we can clearly see that the transverse non-stationarity (front rippling) has already

occurred, with 2D-stripes of magnetic Þeld mostly positioned at/behind the shock layer. As for pro-

tons with kinetic energy above 30 keV, they mainly appear at the shock front and then travel down

the negative y-direction. Fig. 3.28 (b) shows the proton energy spectra at 0.7 ns of the 1D (in red) and

2D (in black) cases, which are close to each other, with only a 2 keV di ! erence in the highest energy

cut. This can be caused by the numerical heating of the 2D case, due to the lower spatial resolution.

Moreover, checking the energy evolution of the protons in the x-t map of the normalized Bz in the

reference frame of the CD, it is clearly demonstrated that the accelerated proton is Þrst reßected at

(or, picked up by) the shock front in Fig. 3.28 (c), and then is surÞng along the shock front while

keeping gaining energy in Fig. 3.28 (d). This is exactly the same picture as we have shown for the

1D simulations (Fig. 3.25), proving that the SSA is the dominating proton acceleration mechanism at

play (even in the multi-dimensional case).

Nevertheless, the non-stationarity of the shock might further accelerate the proton at a later time,

especially after the protons pass through the shock front and gyrate in the DS region. But unfortu-

nately right now we do not have the computational resources to reveal that scenario. In short, our 2D

simulation shows that, at least at early times, the non-stationarity does not prevent the protons from

being accelerated by SSA (reßecting and surÞng).
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Figure 3.28: 2D simulation results. (a) B-Þeld maps at 0.7 ns, normalized to 20 T, with some trajectories of
particles havingEk > 40 keV. Solid lines are from the ambient plasma and dashed ones are from the drifting
plasma; blue squares are the starting position at 0.5 ns, while red dots are the ending position at 0.7 ns. (b)
Energy spectra of both 1D and 2D simulation results at 0.7 ns. Red lines are for the 1D case (solid line for
particles in the whole simulation box, dashed line for those lying around the shock layer in the range of 1.8
mm), while black lines are for the corresponding 2D case. (c) Trajectory of a proton reßected at the shock
front in thex-t diagram, overlaid on the transversely-averaged B-Þeld map in the reference frame of the contact
discontinuity (the grey colorbar is for the B-Þeld strength, while the colored one is for the proton kinetic energy).
(d) Trajectories of two protons surÞng along the shock front, also in thex-t diagram, overlaid on the transversely-
averaged B-Þeld map in the reference frame of the contact discontinuity.

Evaluation of the Biermann battery e ! ect

In laser-produced plasmas, there are self-generated magnetic Þelds. Hence, a natural question is to

know whether their presence a ! ects the system evolution.

The Biermann battery e! ect is typically important only close to the target surface ( ! 1 mm), where

there are steep temperature gradients generated by the laser beam, and thus rapidly decays once the

laser beam is o! (see for example Li et al. (2006); Gao et al. (2015); Cecchetti et al. (2009)). As the

shock is induced by the piston in the ambient gas 1 mm away from the target surface after the laser is

o! ( ! 2 ns), as shown in Fig. 3.19, we believe that the Biermann battery e! ect on the shock evolution
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is negligible compared to the strong externally applied B-Þeld.

Figure 3.29:(a) and (b) Phase-space comparison between cases with di! erent simulation sizes and durations
(as labeled). (c) Trajectories of six randomly selected protons energized from the ambient gas in thex-t diagram,
overlaid on the proton density map in the contact discontinuity reference frame; all this for a simulation run over
5.31 ns, i.e., over longer time than the simulation shown in Fig. 3.25. (d) Energy spectrum for the simulation
shown in Fig. 3.25 (i.e., run over 2.66 ns) and for the longer simulation (i.e., run over 5.31 ns, and with twice
the box size).
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3.4 Astrophysical relevance

In this section, we will discuss the astrophysical phenomena to which our laser-produced plasma can

relate.

Table 3.2 as well as the detailed version of it presented in Table 3.3 show that the shock in our experi-

M ms ! mfp /r L,i

Our experiment 3.1 2.2
EarthÕs Bow Shock 2.8 1.2 $ 108

Termination Shock 4.9 7.4 $ 107

Mixed-morphology SNRs 0 3.2 0 2.0 $ 102

Table 3.2: Parameters of the laboratory shocks as well as that of three shocks found in natural
events. The listed parameters for each plasma are: the Magnetosonic Mach numberM ms and the ratio of the
collisional mean free path- mfp over the ion Larmor radiusr L,i . The Þrst shows that all shocks are super-critical,
the second shows that all shocks are collisionless, i.e., electromagnetic forces dominate over collisions since the
collision mean free path is always much larger than the ion Larmor radius. The three natural events are: the
EarthÕs bow shock, the solar wind termination shock, and low-velocity interactions of mixed-morphology SNRs
(Rho and Petre 1998) with dense molecular clouds. Details on the parameters and how they are derived are
given in Table 3.3.

ment is relevant to the comparison with the EarthÕs bow shock, the solar wind termination shock, and

the shock in the interaction between low-velocity supernova remnants (SNRs) and dense molecular

clouds.

First, all these shocks are collisionless, since the ion mean free path- mfp is much smaller than the

ion Larmor radius r L,i and of the width scale, which means that the system is dominated by elec-

tromagnetic collective interactions rather than binary-collisions. Moreover, all systems have Magne-

tosonic Mach numbers M ms over the critical M c, indicating that the plasma is qualiÞed as supercritical

(Balogh and Treumann 2013), i.e., the shock energy is dominantly dissipated through the reßection

and acceleration of the upstream protons.

Besides, as shown in Table 3.3, since all systems have Reynolds numbersRe, magnetic Reynolds num-

ber Rm , and PŽclet number Pe much larger than the unity, we can ensure that all systems are dom-

inated by turbulence, that the magnetic advection dominates over magnetic di ! usion, and that the

ßow itself is dominated by advection rather than di ! usion.

Last but not least, in the case of the low-velocity SNRs interacting with dense molecular clouds, e.g.,

W44, the ion Larmor radius is only in the order of 105 cm (see Table 3.3), whereas its shock width

has been measured to be much larger, i.e., in the order of1017 " 1018 cm (Cosentino et al. 2019). This

further supports that SSA can be more e" cient than SDA in these cases.

We also note that usually detailed considerations about shock rippling and structuration are evoked

in a possible competition between SSA and SDA in the solar wind (Chalov et al. 2016; Yang et al.
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2012), but that these were not required here in our analysis where we simulated an idealized ßat

shock front. When note that in the experiment there is likely small structuring developing at the

shock front induced by instabilities (Khiar et al. 2019b) (even though this is too small at this early

stage to be resolved by our optical probing), but these are not required in the modeling to reproduce

the experimentally observed proton energization.

In addition to the solar wind, another interesting case of shock similar to that investigated here is

that of supernova remnants (SNRs) interacting with dense molecular clouds, e.g., the class of mixed-

morphology SNRs (Rho and Petre 1998). A large fraction of these SNRs shows indications of low

energy ( ! MeV) cosmic rays (CRs) interacting with the cloud material and ionizing it (Nobukawa

et al. 2019; Nava et al. 2019; Okon et al. 2020). These mildly relativistic particles are typically ex-

plained as CRs accelerated in the past at the SNR shock front that escaped the remnant and reached

the cloud (Phan et al. 2020). However, our results show that in-situ generation of low energy CRs

( ! MeV) could be at play, and should also be taken into account (Nobukawa et al. 2019). The in-situ

acceleration would be most likely generated by the low-velocity, mildly supercritical (see Table 3.2)

SNR shock interacting with the dense cloud, a scenario which is supported by our Þndings: since our

analysis of the experiment shows that SSA is most likely behind the observed proton energization,

and since the plasma parameters at play in the experiment are similar to those of the objects detailed

in Table 3.3, we suggest that SSA is similarly e! ective in these objects.

The numbers between parentheses in Table 3.3 refer to the corresponding articles: (1)Miceli et al.

(2017). ( 2)Greco et al. (2018). (3)Slavin and Holzer (1981). ( 4)Richardson et al. (2008). ( 5)Velˆzquez

et al. (2002); VauprŽ et al. (2014). (6)Boumis et al. (2009). ( 7)Frail and Mitchell (1998). ( 8)Cesarsky

et al. (1999); Reach et al. (2019). (9)Stasiewicz and Eliasson (2020). (10)Burlaga et al. (2008). ( 11)Ho ! man

et al. (2005); Brogan (2007); Li and Chen (2010); Abdo et al. (2010); Phan et al. (2020). ( 12)Koralesky

et al. (1998). (13)Claussen et al. (1997). (14)Reach et al. (2019). (15)Slavin and Holzer (1981).

( 16)Phan et al. (2020); Okon et al. (2018). ( 17)Boumis et al. (2009). ( 18)Frail and Mitchell (1998).

( 19)Cesarsky et al. (1999); Reach et al. (2019). (20)Slavin and Holzer (1981). ( 21)Balogh and Treumann

(2013). ( 22)VauprŽ et al. (2014); Phan et al. (2020). (23)Lockett et al. (1999). ( 24)Frail and Mitchell

(1998). ( 25)Cesarsky et al. (1999); Reach et al. (2019). (26)Bale et al. (2003); Liebert et al. (2018).

( 27)Burlaga et al. (2008). ( 28)Velˆzquez et al. (2002). ( 29)Miceli et al. (2017).

3.5 Conclusions

In conclusion, we have shown that laboratory experiments can be performed to generate and char-

acterize globally mildly supercritical, quasi-perpendicular magnetized collisionless shocks of astro-
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Parameters Our Results
EarthÕs

Bow Shock
Solar Wind

Term. Shock
Mixed morpho.

SNR W28
Mixed morpho.
SNR Kes. 78 (1 )

Mixed morpho.
SNR W44

Mixed morpho.
SNR IC443 (2 )

Flow Velocity V [cm/s] 1.5 ( 10 8 5.0 ( 10 7 ( 3 ) 3.5 ( 10 7 ( 4 ) (2.0 ! 3.0) ( 10 6 ( 5 ) 1.0 ( 10 7 ( 6 ) 5.0 ( 10 6 ( 7 ) 6.0 ( 10 6 ( 8 )
Magnetic Field B [G] 2.0 ( 10 5 2.5 ( 10 ! 4 ( 9 ) 1.0 ( 10 ! 6 ( 10 ) (0.4 ! 7.0) ( 10 ! 4 ( 11 ) 1.5 ( 10 ! 3 ( 12 ) 4.0 ( 10 ! 4 ( 13 ) 3.0 ( 10 ! 4 ( 14 )
Electron Temperature

Te [eV] 1.0 ( 10 2 5.0 ( 15 ) 1.0 0.1 ! 1.0 ( 16 ) 1.0 ( 17 ) 0.1 ! 1.0 ( 18 ) 1.0 ( 19 )

Ion Temperature T i [eV] 2.0 ( 10 2 1.5 ( 10 1 ( 20 )
Electron Number Density

n e [ cm ! 3 ]
1.0 ( 10 18 1.0 ( 10 1 ( 21 ) 1.0 ( 10 ! 3 1.0 ( 10 3 ( 22 ) 1.0 ( 10 5 ( 23 ) 1.0 ( 10 4 ( 24 ) 1.0 ( 10 4 ( 25 )

Characteristic Length Scale
L 0 [cm] 1.0 ( 10 ! 1 1.0 ( 10 7 ( 26 ) 6.0 ( 10 8 ( 27 ) 6.0 ( 10 19 ( 28 ) 6.0 ( 10 19 6.0 ( 10 19 6.0 ( 10 19

Sound Velocity cs [cm/s] 2.2 ( 107 6.0 ( 106 1.8 ( 106 (0 .6 ! 1.8) ( 106 1.8 ( 106 (0 .6 ! 1.8) ( 106 1.8 ( 106

AlfvŽnic Velocity vA [cm/s] 4.4 ( 107 1.7 ( 107 6.9 ( 106 (0 .3 ! 4.8) ( 106 1.0 ( 106 8.7 ( 105 6.5 ( 105

Magnetosonic Velocity
vms [cm/s] 4.9 ( 107 1.8 ( 107 7.1 ( 106 (0 .6 ! 4.9) ( 106 2.1 ( 106 2.0 ( 106 1.9 ( 106

Ion Thermal Velocity
v th,i [cm/s] 1.4 ( 107 4.0 ( 106 1.0 ( 106 (0 .3 ! 1.0) ( 106 1.0 ( 106 (0 .3 ! 1.0) ( 106 1.0 ( 106

Collisional Mean-Free-Path
' mfp [cm] 8.8 ( 10! 1 2.5 ( 1014 2.7 ( 1016 (0 .1 ! 3.1) ( 109 1.2 ( 108 (0 .2 ! 5.5) ( 108 6.6 ( 108

Ion Larmor Radius
r L,i [cm] 7.8 ( 10! 2 2.0 ( 106 3.7 ( 108 (0 .3 ! 7.8) ( 105 7.0 ( 104 1.3 ( 105 2.1 ( 105

' mfp /r L,i 12.2 1.2 ( 108 7.4 ( 107 (1 .5 ! 700.0) ( 102 1.7 ( 103 (0 .2 ! 4.2) ( 103 3.2 ( 103

Plasma Thermal Beta( t 3.0 ( 10! 1 1.3 ( 10! 1 8.1 ( 10! 2 0.02 ! 50.0 3.6 (0 .5 ! 5.0) 9.0
Plasma Dynamic Beta( d 2.4 ( 101 1.7 ( 101 5.2 ( 101 0.3 ! 240.0 1.9 ( 102 6.6 ( 101 1.7 ( 102

Mach Number M 6.8 8.8 2.0 ( 101 1.1 ! 5.3 5.6 (2 .8 ! 8.9) 3.4
AlfvŽnic Mach Number M A 3.4 3.0 5.1 0.4 ! 11.0 9.7 5.7 9.2

Magnetosonic Mach
Number M ms

3.1 2.8 4.9 0.4 ! 4.8 4.8 2.5 ! 4.7 3.2

Reynolds Number R e 1.5 ( 102 1.2 ( 102 1.0 ( 102 (2 .4 ! 630.0) ( 1013 4.5 ( 1015 (0 .6 ! 6.0) ( 1015 5.4 ( 1014

Magnetic Reynolds
Number R eM

1.8 ( 105 2.8 ( 1010 1.0 ( 1011 (2 .8 ! 110.0) ( 1019 4.1 ( 1021 (0 .1 ! 1.9) ( 1021 2.3 ( 1021

Peclet Number Pe ( 29 ) 3.5 3.0 2.4 (5 .6 ! 1500) ( 1011 1.0 ( 1014 (0 .1 ! 1.4) ( 1014 1.3 ( 1013

Table 3.3: Comparison between the parameters of the shocks produced in our experiment, with the ones of the Earth solar wind interacting at two locations
(at the EarthÕs bow shock Slavin and Holzer (1981); Bale et al. (2003); Liebert et al. (2018); Stasiewicz and Eliasson (2020); Balogh and Treumann (2013) and at the
termination shock outside the solar system Richardson et al. (2008); Burlaga et al. (2008)) and of the mixed morphology SNRs interacting with a dense molecular cloud
(i.e., W28 Velˆzquez et al. (2002); Ho! man et al. (2005); Brogan (2007); Li and Chen (2010); Abdo et al. (2010); VauprŽ et al. (2014); Okon et al. (2018); Phan
et al. (2020), Kes. 78 Miceli et al. (2017); Boumis et al. (2009); Koralesky et al. (1998); Lockett et al. (1999), W44 Frail and Mitchell (1998); Claussen et al. (1997),
and IC443 Greco et al. (2018); Cesarsky et al. (1999); Reach et al. (2019)). Ion species are dominated by protons. For the SNRs with velocity less than400km/s, ion
temperatures are assumed to be equal to electron temperatures (Ghavamian et al. 2006), which refer to immediate post-shock values. Since the typical radiative cooling
length is much larger than the Larmor radius for cosmic rays (Kaufman and Neufeld 1996), the temperatures used here should not be a! ected by it. Numbers in bold
are the primary ones, either measured in our experiment or inferred from the cited publications for the natural plasmas. Numbers in light are derived from the averaged
primary numbers. The thermal (resp. dynamic) beta parameter is the ratio of the plasma thermal (resp. ram) pressure over the magnetic pressure. The Mach number
is the ratio of the ßow velocity over the sound velocity, the AlfvŽnic Mach Number is the ratio of the ßow velocity over the AlfvŽn velocity, and the Magnetosonic Mach
number is the ratio of the ßow velocity over the Magnetosonic velocity.
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physical interest. They are typically produced by a laser-driven piston creating a collisionless shock

in the ambient secondary plasma (Schae! er et al. 2019) in the presence of an externally applied ho-

mogeneous and highly reproducible magnetic Þeld. Such a high-strength magnetic Þeld (Albertazzi

et al. 2013) we use is key to ensuring the collisionless nature of the induced shock.

The key parameters of the laboratory created shock are summarized in Table 3.2, which shows that

they result similar to the parameters of the EarthÕs bow shock (Ellison et al. 1990; Turner et al. 2018),

the solar wind termination shock (Richardson et al. 2008; Burlaga et al. 2008; Decker et al. 2008), and

of four di ! erent non-relativistic SNRs interacting with dense molecular clouds (see Table 3.3 detail-

ing the considered objects).

More importantly, non-thermal proton spectra are observed, and the underlying acceleration mecha-

nism is identiÞed to be SSA via kinetic simulations, which can remarkably reproduce the experimental

proton spectra.

Such experimental e! orts in the study of proton acceleration, as well as those for electrons (Rigby

et al. 2018; Li et al. 2019; Fiuza et al. 2020), can not only advance our understanding of the shock for-

mation and evolution by complementing spacecraft and remote sensing observations, but also help

shed new light on solving the fundamental issue of injection for astrophysically-related collisionless

shocks (Lebedev et al. 2019).

Our experimental platform can be tuned in the future to perform a systematical study of magne-

tized collisionless shocks with di ! erent B-Þeld strength and orientation (Fujioka et al. 2013), enabling

us to capture the transition of such shocks from the supercritical regime to the subcritical one, and

hence to explore the triggering of other acceleration scenarios (e.g., SDA and DSA). Another direction

will be to test quantitatively the e ! ect of intentionally rippling the shock front by seeding the piston

plasma with modulations (Cole et al. 1982).



Chapter 4

Collision of two magnetized shocks

The interaction between collisionless shocks occurs in a great variety of astrophysical phenomena and

is thought to be a possible source of particle acceleration in the Universe. In astrophysics one can Þnd

subcritical shocks in a variety of scenarios. When a high-Mach number ßow meets a dense medium, it

becomes heavily Òmass-loadedÓ and slows down to a velocity that allows the formation of a subcriti-

cal shock. This is expected to happen when the solar wind interacts with the interstellar medium and

forms the termination shock (Treumann 2009). Moreover, some astrophysical supercritical shocks

evolve into subcritical ones in the course of their interaction with the upstream medium and conse-

quent loss of energy, as it happens for solar coronal mass ejections (CMEs; Bemporad and Mancuso

2011a). The collision of subcritical shocks are expected to occur between forward and reverse shocks

in the solar wind and also between solar wind shocks and planetary bow shocks (Whang and Burlaga

1985).

Like their counterpart, namely supercritical shocks with M ms > M cr
ms , where ions can be accelerated

through a variety of mechanism (Balogh and Treumann 2013; Marcowith et al. 2016a), subcritical

shocks can also accelerate ions and induce thermal heating, although particle acceleration does not

play a signiÞcant dissipative role in subcritical shocks. Both ion acceleration and heating have been

observed in satellite crossings (Mellott 1984a). The underlying ion acceleration mechanism(s) is still

up for debate, but it is suggested to include v $ B heating (Ohsawa and Sakai 1985), ion reßection to

a small degree from the shock front (Lee et al. 1987), and from other wave-particle interactions (Ba-

likhin and Wilkinson 1996). As for particle acceleration from the collision of two subcritical shocks,

no signiÞcant ion acceleration, with respect to the energies reached by particles accelerated by su-

percritical shocks, was observed in simulations (Cargill et al. 1986). Accelerated ions with energy

in the tens of MeV have been measured from the collision of two subcritical shocks at a small angle
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(Dudkin et al. 2000), however their numbers are extremely small and there is still an ongoing e ! ort

to determine the acceleration mechanism.

Here, we created in the laboratory subcritical perpendicular collisionless shocks, i.e., inside an

external magnetic Þeld perpendicular to the shock propagation direction. We characterized in de-

tail their global spatio-temporal dynamics using multiple diagnostics. Moreover, we investigated

the head-on encounter of two such shocks, in order to determine if and how this could modify the

conditions under which ions can be energized in such a conÞguration. The shocks were character-

ized in the laboratory by interferometry and Thomson scattering (TS) measurements, performed at

di ! erent times, which provided the electron density map, local electron density, and local ion and

electron temperature. We then performed three-dimensional (3D) hydrodynamic simulations with

the magnetohydrodynamic (MHD) code FLASH (Fryxell et al. 2000a), which reproduced the global

dynamics of both the expanding plasmas driving the shock, as well as the latter. Next, we studied the

event using the 1D3V fully kinetic Particle-In-Cell code SMILEI (Derouillat et al. 2018) where we used

again the experimentally obtained parameters as initialization values. In these kinetic simulations,

we observed acceleration of the ambient protons. The acceleration is initially due to the electrostatic

Þeld associated with the shock front Ex , then to the inductive electric Þeld Ey ! vx Bz , where vx is

the ßow velocity and Bz the perpendicular magnetic Þeld. During the interaction between the two

subcritical shocks, we note that both the presence of the downstream zone of the second shock and

the creation of a downstream zone common for the two shocks play a role in the higher energization

of the ambient ions: the characteristics of the perpendicular electric Þelds of these two areas allow,

indeed, certain protons to keep being accelerated or to avoid being decelerated. As a result, ambient

ions were energized to 1.5 times the energy of the single shock case. This is consistent with space

measurements performed in-situ of ions accelerated ahead of outward propagating interplanetary

shocks (Gosling et al. 1984), or in the interaction of an interplanetary shock with the bow shock of

the Earth (Hietala et al. 2011).

4.1 Experimental setup and diagnostics

4.1.1 Laser and target conditions

The experiment on the collision between two shocks was performed on the facility LULI2000, with

laser-target conditions similar to the ones of the single shock case treated in Chapter 3.

The setup employed in our experiment is shown in Fig. 4.1: we irradiated two Teßon (C 2F4) targets

with two high-power laser pulses (1053 nm wavelength, 1 ns, 100 J, 1.6 $ 1013 W/cm 2 each). The
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targets were tilted in a way that allowed the laser beams to reach them and such that the two plasma

ßows would encounter each other, as detailed in Fig. 4.2. The two targets were separated by a 9 mm

distance. The region in between the targets was pre-Þlled with hydrogen at low density ( n0 ! 1018

cm! 3) injected by a gas nozzle and magnetized using an externally applied magnetic Þeld of 20 T

provided by a pulsed coil (Albertazzi et al. 2013), directed along the z-axis.

The pressure inside the nozzle was set the same as in the single shock case, leading to the gas (and,

then, plasma) density proÞles shown in Fig. 3.2Ð3.3.

Figure 4.1: Setup of the experiment, conducted at LULI2000 by having two high-power lasers (1 ns, 100 J at
1%, 1.6 $ 1013 W/cm2 on target) irradiate two solid (Teßon, C2F4) targets to investigate the interpenetration
of two magnetized shocks. An auxiliary beam of 15 J was used to perform Thomson scattering (TS) and an
additional low energy beam (not shown in the picture for readability reasons) probed the plasma along a line
titled 9¼upwards with respect to thez-axis in order to measure the integrated plasma electron density.

4.1.2 Optical probing

The plasma integrated electron density was measured via interferometry. This was performed with

an optical probe beam ( - = 530 nm) passing with a 9 " angle with respect to the B-Þeld lines through

the interaction zone (see Fig. 4.6). Also in this case, the chosen conÞguration was the Mach-Zehnder,

as described in Sec. 2.2.1.

The presence of the magnetic Þeld breaks once again the symmetry of the system, allowing only for

a measurement of the integrated electron density and not a volumetric one.
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Figure 4.2:Side (left) and top (right) view of the targets.

4.1.3 Thomson scattering diagnostic

A high-energy auxiliary beam (527.5 nm wavelength, 1 ns, 15 J, focused over ! 40 µm along the y-

axis and propagated throughout the plasma, see Fig. 4.1) was used to perform Thomson scattering

(TS) measurements o! the electron and ion waves in the plasma. It was used in a mode where the

plasma was sampled in a collective mode (Froula et al. 2011b). The collection of the scattered light

was performed at 90" (along the z-axis) from the incident direction of the laser probe (the y-axis).

The light scattered o! the ion (TSi) and electron (TSe) waves in the plasma was analyzed by means of

two di ! erent spectrometers, set to di! erent dispersions (3.1 mm/nm for TSi and 7.5 $ 10! 2 mm/nm

for TSe), which were coupled to two streak-cameras (Hamamatsu for TSe, and TitanLabs for TSi, both

equipped with S-20 photocathode to be sensitive in the visible part of the spectrum, and both with

typical 30 ps temporal resolution), allowing us to analyze the evolution of the TS emission in time.

The scattering volumes sampled by the instruments were: 120 µm along the x- and y-axes, 40µm

along the z-axis for TSi; 100µm along the x- and y-axes, 40µm along the z-axis for TSe. The analysis

of the Thomson scattered light was performed by comparison of the experimental images (recorded

by the streak cameras) with the theoretical curves of the scattered spectrum for coherent TS in non-

collisional plasmas, with the instrumental function width of 5.9 nm for the electron spectrometer

and 0.12 nm for the ion spectrometer taken into account. We remind that the TS laser probe induces

some heating in the hydrogen ambient gas (details can be found in Sec. 3.2.2). With TS, we can get a

spatially and temporally resolved measurement of the plasma density and temperature.
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4.1.4 X-ray spectroscopy

A focusing spectrometer with spatial resolution (FSSR) (Faenov et al. 1994) was employed to register

x-ray ion emission of the plasma with and without ambient medium. It allowed to characterize both

the plasma initiated by the laser interaction at the surface of each target, and the heating of the ambient

medium induced by the expanding plasmas. The spectrometer was equipped with a spherically bent

mica crystal, as detailed in Sec. 2.2.5. A spatial resolution about 0.1 mm was achieved along the axis

which joins the centers of the two targets (see the blue line in Fig. 4.4 (d)). The presence of Sulfur

impurities in the targets allowed us also to register a corresponding He-like doublet (2pÐ1s transition)

in the third order of reßection with a Li-like satellite structure being sensitive in our range of plasma

parameters. Spectral resolution was achieved better than - /d - = 1000. The spectra were recorded

using FujiÞlm Image Plates of type TR, which were placed in a cassette holder protected from the

visible optical radiation. The signal is time-integrated. The analysis of x-ray spectra was done by

comparison of the experimental line ratios with simulated ones using the radiative-collisional code

PrismSPECT (MacFarlane et al. 2003) and by comparison of emissivity proÞles in di ! erent conditions.

4.1.5 Ion spectrometry

Finally, an ion spectrometer with a permanent magnet of 0.5 T, as described in Sec. 2.2.4, was employed

along the z-axis in an alternate mode to the TS diagnostic. Its conÞguration was exactly the same as

the one used in the single shock case, since here we were using the same setup and simply shooting

two lasers at the same time.

4.2 Experimental results

The electron temperature on the target surface was measured via FSSR by recording the emission of

Sulfur lines and by simulating this emission in a steady-state approach using the code PrismSPECT

(MacFarlane et al. 2003). This is shown in Fig. 4.3, yielding for the surface plasma a temperature

Te = 550 eV at almost critical density Ne = 7 $ 1020 cm! 3. We point out that this measurement is

relative to the laser-target interaction, i.e., to the collisional part of the system.

After the plasmas have been generated at the surface of each target, they expand into the ambient

medium. This expansion is monitored by optical probing. This is displayed in Fig. 4.4, which shows

the measurements, at successive times, of the integrated (along the line-of-sight of the probe beam)

electron density of the plasmas expanding from both targets. We point out that these images were

obtained on di ! erent shots. As seen in our previous experiment where we created one single magne-
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Figure 4.3: Experimental x-ray spectrum (black line) measured by the FSSR spectrometer as emitted from a
CF2 target. What is recorded is the spectrum of Sulfur impurities in the third order of reßection. Overlaid are
simulations performed using the PrismSPECT code (red, olive and blue curves) for the target surface region,
using the group of satellites sensitive to the plasma parameters. For all temperatures shown in the Þgure, the
electron density wasNe = 7 $ 1020 cm! 3. All curves are normalized to the S He$ line. The best Þtting
corresponds to the red curve. The inset shown in the top left corner demonstrates the detailed Þtting of the
satellites of the experimental spectrum. The arrows point to the lines having the best Þt.

tized shock (see Chapter 3), two structures develop out of each target: a piston front and a shock front

characterized by two separated bumps of higher electron density (identiÞed by arrows in Fig. 4.4 (b)

and Fig. 4.5). Each piston is the result of the expansion of the plasma ablated from the solid target by

each laser. The plasma ßows expand in the low-density ambient hydrogen, which is quickly ionized

by the x-rays produced by the irradiated targets, and shocks are generated as a result of the combined

action of the supersonic piston expansion and of the externally applied B-Þeld. In fact, the strong ex-

ternal magnetic Þeld of 20 T is critical in providing additional pressure so that a magnetized shock

can form in the hydrogen plasma (Yao et al. 2021), as in its absence we would get a shock only in the

presence of a denser background plasma. As a result, for early times, i.e., before! 12 ns, we observe

two well-developed shocks propagating against each other.

In our situation, the shocks are perpendicular, i.e., the angle between the magnetic Þeld and the shock

propagation direction is , Bn * 90" , and are characterized by a " = Ptherm /P mag * 0.1, hence the
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Figure 4.4: Temporal sequence of integrated (along thez-axis, with a 9" tilt) electron density measurements
showing the evolution of the interpenetration of two magnetized shocks, at 6 ns (a), 11 ns (b), 13 ns (c), and
16 ns (d), after the main laser pulses hit the targets. The aperture of the magnetic coil structure restrained the
passage of the optical probe, diminishing slightly the Þeld of view (FoV) in (a-d). Before the interpenetration
of the two plasma ßows, a shock front and a piston develop out of each target, as indicated by the two arrows in
(b): the dotted blue arrow points at the left-drifting piston and the solid green arrow at the left-drifting shock
front. The proÞles of plasma integrated density along the lines in (b) and (d) are reported in Fig. 4.5.

critical Mach number has a value M cr
ms ! 2.6 (Edmiston and Kennel 1984b). The shocks obtained

in our experiment are supercritical up to 3-4 ns after the laser beams hit the targets and turn into

subcritical for later times (Yao et al. 2021). Indeed, they propagate with an initial velocity of vs *

1500 km/s, which corresponds to M ms * 3.3 > M cr
ms , and when they eventually interact, they have a

velocity of a few hundreds of km/s, which gives, for vs * 500km/s, M ms * 1.1 < M cr
ms . We point

out that the measurements of shock velocity are obtained from the interferograms by measuring the

positions at di ! erent times, which correspond also to di ! erent shots. As we can observe, the struc-

tures developing from the two targets have di ! erent sizes: they start forming at the same time, but
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Figure 4.5:Lineout of the integrated electron density at 11 ns (blue solid line) and at 16 ns (red dashed line),
along the lines shown on the relative maps in Fig. 4.4 (b) and (d), respectively; the location of the targets at
9 mm distance from each other is also shown, while the gray dashed areas represents the zones out of the FoV.
Before the interpenetration of the two plasma ßows, a shock front and a piston develop out of each target, as
indicated by the two arrows: the dotted blue arrow points at the left-drifting piston and the solid green arrow at
the left-drifting shock front.

their di ! erent distance from the gas nozzle exhaust makes them propagate in a medium of slightly

di ! erent density which has a visible impact on their propagation velocities. Moreover, the fact that

the two shocks do not propagate directly against each other, but perpendicularly to the targets, has

also been taken into account while calculating the velocity. Indeed, the interferometry view corre-

sponds to the side view (apart for a ! 9" ) of Fig. 4.2, which is a projection of the displacements along

the z-axis. Hence, the distances extracted from the interferometry Þgures have been multiplied by a

factor of 1/ cos(60" ) = 2 .

As for the collisionality, we Þnd that the mean-free-path of the drifting ions with respect to the

ambient ones is - i ! i (d! a)
mfp * 33 mm (calculated according to Braginskii 1965), which is much larger

than the characteristic length over which the interaction takes place ( ! hundreds of µm) and hence

makes the shock collisionless.

Moreover, we measured the plasma Thomson scattering of the plasma thermal waves to assess

the plasma characteristics. Fig. 4.6 shows two examples of TS spectra from electron plasma waves

((a) and (c)) and from ion acoustic waves ((b) and (d)), corresponding to 15 ns and the period from

13 ns to 16 ns, respectively. The temporal evolution of the electron density, the electron temperature,

and ion temperature is shown in Fig. 4.7. We observe that after around 13 ns the TSi signal suddenly

broadens, which corresponds to the time of the collision between the two shocks. This broadening is
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Figure 4.6: Thomson scattering measurements of the plasma density and temperatures in the region of shock
collision. Spectra of Thomson scattering o! electron plasma waves ((a),(c)) and ion acoustic waves ((b),(d)).
(a) and (b) show the spectra proÞles, corresponding to 15 ns, while (c) and (d) show the temporal evolution
of the scattering spectra over a time period from 13 ns to 16 ns for the electron plasma and ion acoustic waves,
correspondingly. Black solid lines (in (a) and (b)) are for experimental data proÞles, while red solid lines are for
theoretical spectra, composed of a superposition of narrow (black dotted lines) component relative to the ambient
medium, having density 1.5$ 1018 cm3, electron temperature 100 eV, ion temperature 200 eV, and broad (black
dashed lines) component relative to the piston plasma, having density 6$ 1018 cm3, electron temperature 300
eV, ion temperature 100 eV. The ratio between the magnitudes of the narrow and broad components is 3.5. We
note that the deep central dip in the experimental spectra ((a),(b)) and the white vertical region in the streak-
camera images ((c),(d)) is related to a Þlter (a black aluminum stripe) which is positioned right before the
entrance of the two streak cameras (recording respectively the light scattered o! the electron and ion waves).
This Þlter is used to block the very intense and unshifted laser wavelength (the Rayleigh-scattered light), which
otherwise would saturate the cameras. Thus, no signal is recorded in this zone, which is materialized by the grey
dashed box.

attributed to the heating of the ions in the plasma due to the energy released when the two plasma

bubbles collide. As is shown in the time evolution in Fig. 4.7, after the collision, the electron density

slightly increases, while the electron temperature remains initially unperturbed (around 80 eV). The

interpenetration of the two plasma shocks heats the ions up to temperatures * 135eV, according to

an adiabatic gas compression. Electrons are then heated at a slower rate by ion-electron collisions.

Further increase of ion and electron temperature as well as electron density is observed when the

pistons collide at a later time ( ! 14.5 ns). Here, we will only focus on the shock-shock collision,

before the encounter of the pistons.
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Figure 4.7: TS measurements of the temporal evolution of electron density (a), electron temperature (b), and
ion temperature (c). The narrow and broad conÞgurations are respectively related to the ambient and piston
plasmas (see caption of Fig. 4.6).

Characterized Ambient Plasma Conditions
Upstream Elec. Number Density ne [cm ! 3] 1.0 $ 1018

Upstream Elec. Temperature Te [eV] 80
Upstream Ion Temperature Ti [eV] 20

Downstream Elec. Temperature Te [eV] 130
Downstream Ion Temperature Ti [eV] 200

Shock Velocity at meeting point vs [km/s] ! 500
Upstream Magnetic Field Strength Bz [T] 20

Calculated Parameters
Ion Collisional mean-free-path - i ! i (d! a)

mfp [mm] 33
Flow Ion Larmor Radius r L,i,f l [mm] 0.26
Upstream plasma Thermal Beta " ther 0.10

Mach Number M 4.42
AlfvŽnic Mach Number M A 1.15

Magnetosonic Mach Number M ms 1.12

Table 4.1:List of parameters extracted from our measurements at! 11ns, i.e., right before the interpenetration
of the two shock structures.- i ! i (d! a)

mfp is the collisional mean free path between drifting and ambient ions.

Complementary to the TS measurements, Fig. 4.8 shows the x-ray emissivity proÞles of the plasma

located in between the two targets. We compare three cases: (1) when the applied magnetic Þeld and

the ambient medium are present and the plasmas expand from the two targets (thin red line), (2)

still with two plasmas, but in the absence of the ambient medium (dashed black line), and (3) when

only one plasma is ßowing from either the right or the left target, but in the same magnetic Þeld and

ambient medium conditions as in case (1) (thin gray lines, with areas Þlled by patterns). What we

observe is that the collision between the two plasma ßows results in an emission enhancement in the

zone between the two targets (compare the red curve to the Þlled areas). Here the left target has a

lower intensity due to the positioning of the corresponding part of the spectrometer in the Òshadow

zoneÓ of the right target. The electron temperature was measured in this region as Te = 240 eV (a

lower-limit estimate) at an electron density ne = 1018 cm! 3 using the ratio between the resonance

lines Ly $ and He( by the method described in (Khiar et al. 2019a), in reasonable agreement with the
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Figure 4.8: X-ray emissivity proÞles measured by the FSSR spectrometer in di! erent cases. First when two
plasmas expand from the two targets, either in the absence (dashed black line) or presence (red line) of the
ambient medium. The gray curves with a pattern correspond to a single target case as a reference. In all cases,
the magnetic Þeld is present. All curves are normalized to the right target emissivity. The emissivity for the left
target is the inverted right one with a multiplier taking into account the signal reduction due to the location of
a part of the spectrometer in the shadow zone.

TS measurements, knowing that the x-ray diagnostics is time-integrated. In addition, one can note

that the emissivity drops signiÞcantly faster between the target and the middle zone in the case when

the ambient medium is applied which is most probably related to a faster recombination rate as well

as to a higher conÞnement of particles close to the target (Filippov et al. 2021).

The main plasma parameters extracted from the experimental measurements are summarized in

Table 4.1. These values are used to initialize our simulations detailed below, which we use to further

investigate the particle acceleration during the shock collision.

4.3 Numerical simulations

Our simulation e ! ort is two-fold: the Þrst step was to undertake MHD simulations of the laser-driven

plasma expansion and interaction with the ambient gas and magnetic Þeld, leading to the experimen-

tally observed piston. In the second step, we have used the results of the experimental diagnostics as

a starting point for kinetic simulations that allow us to investigate in details the microphysics of the
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shocks colliding and the underlying particle acceleration mechanisms.

4.3.1 MHD simulations using the FLASH code

The experiment was Þrst modeled with the 3D MHD code FLASH (Fryxell et al. 2000a). We model

the formation and the propagation of pistons and shocks generated by the laser interaction with two

Teßon targets having the same arrangement as shown in Fig. 4.2. However, to reduce the compu-

tational cost, the separation between the targets is here limited to 6.5 mm, instead of 9 mm as in

the experiment. As in the experiment, the targets are embedded inside an ambient hydrogen gas-jet

within an external magnetic Þeld. The laser intensity, the hydrogen gas-jet density, and the external

magnetic Þeld strength are the same as in the experiment.

Fig. 4.9 shows the electron density time evolution in the case with the external magnetic Þeld (20

Tesla), i.e., before the shocks collision at t = 5.8 ns, at collision time t = 7.2 ns and after the collision

at t = 7.8 ns, respectively. Due to the reduced distance between the targets used in the simulation, to

scale it with the experiment, the collision time should be scaled by a factor 1.4, resulting in a scaled

collision time of 10 ns, which is quite close to the experimentally observed one ( ! 12 ns). When the

two shocks collide, the electron density increases only of 20%. The pistons expand more slowly due

to the increase of the magnetic pressure behind the shock.

Figure 4.9:Simulation, using the 3D MHD code FLASH, of the volumetric electron density plotted att = 5 .8
ns (a), t = 7 .2 ns (b), andt = 7 .8 ns (c), along the laser beams direction, with external magnetic ÞeldB = 20
T.

These hydrodynamic simulations performed with FLASH are capable of describing the overall dy-

namic of the system, but they were not able to quantitatively reproduce the temperatures measured
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in the experiment (Yao et al. 2021), likely due to the fact that the kinetic e ! ects associated to our col-

lisionless system cannot be taken into account. That is why we have performed also PIC simulations

to take them into account.

4.3.2 PIC simulations using the SMILEI code

The interaction between the two subcritical shocks has been modeled via the fully kinetic Particle-In-

Cell code, SMILEI (Derouillat et al. 2018), for which we used the proÞles of plasma density, tempera-

ture, and the magnetic Þeld extracted from the experimental data as initial conditions (see Table 4.1).

We simulated such a system in a 1D3V geometry, as the scale of the shock front interaction with the

ambient medium is much smaller across the shock (a few hundreds of microns) than along the shock

(a few mm). We point out that our PIC simulations are dedicated to capture only the kinetic e ! ects

of the shock colliding process. The laser-target ablation and piston formation are well-reproduced

by the FLASH simulations and the shock formation and transition from supercritical to subcritical is

detailed in our previous papers (Yao et al. 2021, 2022).

In order to understand the e ! ects of the collision of two shocks, both a single drifting shock con-

Figure 4.10: 1D PIC simulations initialization setups. (a) Single-shock case: a hydrogen plasma (n1 =
2n0 = 2 $ 1018 cm! 3, Te1 = 130 eV andTi 1 = 200 eV) drifts through a background hydrogen plasma
(n1 = n0 = 1 $ 1018 cm! 3, Te2 = 80 eV, andTi 2 = 20 eV) with a drifting velocity ofvd = 350 km/s
(see Table 4.2). (b) Double-shock case: a background plasma (n2 = n0 = 1 $ 1018 cm! 3, Te2 = 80 eV, and
Ti 2 = 20 eV) is set at rest between two counter-streaming denser plasmas (n1 = n3 = 2n0 = 2 $ 1018 cm! 3,
Te1 = Te3 = 130 eV andTi 1 = Ti 3 = 200 eV). The drifting velocityvd = 350 km/s imposed to the plasma
(in Regions 1 and 3) for both conÞgurations leads to a shock velocity ofvs * 640 km/s. The simulation is
initialized ! 11 ns after the lasers have started ablating the targets, with a distance of 1.8 mm in between the
two shock fronts, while the box has a total length Lx = 11 mm.

Þguration and a double counter-streaming shocks scenario have been simulated. The initial con-

Þgurations are drawn in Fig. 4.10. The box has a length Lx = 2048de * 11 mm and the spatial

resolution is dx = 0 .2de * 1.1 µm, where de = c/ %pe * 5.3 µm is the electron inertial length, and
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