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Synthèse en français
Caractérisation structurale des molécules chirales :développement d’outils de simulation moléculaire de spectresde dichroïsme circulaire vibrationnel

Mots clés : Dichroïsme circulaire vibrationnel, dynamiquemoléculaire classique, moléculesfluxionnelles
Le dichroïsme circulaire vibrationnel (VCD) est la faible différence d’absorption desmolécules chirales entre la lumière polarisée droite et gauche dans le domaine de l’infra-rouge (IR). Cette technique spectroscopique est devenue de plus en plus populaire depuissa découverte dans les années 1970 et a des applications prometteuses en pharmacolo-gie en raison de sa capacité à déterminer les configurations absolues des molécules chi-rales. Ceci est démontré dans la figure suivante où chaque enantiomère donne un signalidentique sur le spectre infrarouge et opposé sur le spectre VCD :

IR spectrum

VCD spectrum

Figure 1 : Spectres IR et VCD de l’alpha-pinène. La figure a été adaptée de la référence[1].

La forme des spectres VCD est très sensible aux changements mineurs de conforma-tion et aux interactions moléculaires, ce qui en fait une sonde de l’isomérie conforma-tionnelle et de la solvatation. L’attribution des spectres VCD expérimentaux nécessite engénéral une comparaison avec les calculs théoriques, ce qui implique également que lesolvant soit précisément décrit.
Ce manuscrit décrit comment une modélisation basée sur des champs de force po-larisables peut être exploitée pour interpréter les signaux VCD. Cette modélisation estappliquée à des molécules flexibles pour lesquelles les approches conventionnelles de
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chimie quantique reposant sur des approximations statiques sont limitées. En particu-lier, il est difficile de prendre en compte les anharmonicités et les effets de températurefinie, et le solvant est typiquement modélisé de manière simplifiée par un continuum oupar un nombre limité de molécules explicites.
Dans le travail présenté ici, le champ de force AMOEBA mis en oeuvre dans le logicielTinker a été utilisé pour modéliser les moments dipolaires électriques et magnétiques dediverses molécules pour des applications en phase gazeuse, ainsi que dans les phasescondensées des systèmes solvatés ou cristallins. L’échantillonnage et les informationsdynamiques ont été obtenus par simulations de dynamique moléculaire classique. Lesspectres IR et VCD anharmoniques obtenus à partir des trajectoires ont été interprétésà l’aide d’une analyse des modes effectifs dans laquelle les coordonnées internes sontdécomposées linéairement par projection sur des modes effectifs appropriés, les poidscorrespondants étant obtenus de telle sorte que le pic de chaque mode soit le plus local-isé possible. Cette analyse permet de mettre en évidence les contributions des différentsgroupes fonctionnels de la molécule aux pics individuels du spectre.
Comme premier exemple, le cas du trans-1-amino-2-indanol solvaté dans le diméthyl-sulfoxyde (DMSO) a été examiné en combinant des explorations statiques au niveau de lathéorie de la fonctionnelle de la densité, des trajectoires courtes de dynamique molécu-laire ab initio (AIMD) et un large échantillonnage de la surface d’énergie potentielle à l’aidedu champ de force. La comparaison avec les mesures existantes confirme l’importancede la flexibilité pour cette molécule, le rôle des molécules de solvant proches et leur con-tribution aux signaux VCD. La fluxionalité du système composé d’une molécule de trans-1-amino-2-indanol et d’une molécule de DMSO est illustrée dans la figure de courbes decontour suivante :
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Figure 2 : Courbes de contour de l’occurence des distances O(trans-AI)–DMSO etN(trans-AI)–DMSO du complexe 1:1 du trans-1-amino-2-indanol à 300 K determiné àpartir de simulations avec le champ de force

La détermination des spectres VCD à partir du champ de force polarisable a ensuiteété entreprise et ses performances ont été évaluées par comparaison avec des calculs destructure électronique. Cette comparaison a été effectuée sur la même trajectoire MD,
3



en utilisant l’acide aminé alanine en phase gazeuse comme système de référence. Lesdifférentes contributions aux moments dipolaires sont discutées.
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Figure 3 : Spectres IR et VCD de la forme (a) zwitterionique et (b) neutre de l’alaninemoyennés sur 40 trajectoires avec un champ de force à 300 K. La figure (a) examinel’addition des différentes contributions au moment dipolaire magnétique et la figure (b)montre les spectres produits avec le moment dipolaire électrique et avec sa dérivée.

Après avoir validé la méthodologie, la convergence statistique des spectres IR et VCDa été quantifiée via des mesures d’erreurs dédiées. Ces erreurs montrent à leur tour quela convergence des spectres VCD est plus lente que celle des spectres IR et quelle n’estatteinte qu’après un échantillonnage bien plus important que celui réalisable par AIMD.
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Figure 4 : Erreur normalisée des moyennes des spectres IR et VCD de l’alanine isolé de
NT trajectoires avec un champ de force à 300 K, en fonction de la progression du rapportd’échantillonnage Sr = NT/40.
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L’approche par champ de force polarisable a ensuite été appliquée à l’alanine enphases condensées. Là encore, la comparaison avec les simulations AIMD confirme queles moments dipolaires électriques et magnétiques peuvent être évalués de manière fi-able.
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Figure 5 : Corrélation du moment dipolaire électrique ®µ, de sa derivée Û®µ et du momentdipolaire magnétique ®m de l’alanine hydratée.

Ce travail ouvre la voie à la détermination du spectre VCD de systèmes chimiquementcomplexes inaccessibles via des méthodes qui tiennent compte explicitement de la struc-ture électronique.
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Chapter 1
Introduction
1.1. Chirality

A chiral molecule is a type of molecule that cannot be superimposed on its mirrorimage; like our hands. This resemblance is also shown in the etymology of the wordchirality which is derived from the Ancient Greek χειρ (kheir) "hand". A chiral moleculehas two enantiomers denoted R and S, represented in figure 1.1. These names comefrom rectus and sinister, the Latin for right (as in the sense of correct or virtuous) and left.

RC

COOH

NH2

H R C

COOH

NH2

H

Figure 1.1: One chiral molecule, two enantiomers.
Many occurences of chirality can be found in Nature. For example, mint and carawayseeds are composed of the samemolecule: carvone. Themint contains the R enantiomerand the caraway seed the S enantiomer [1]. The shells of snails provide another case ofchirality, with most shells turning anticlockwise when the head of the snail is to the left. Asmall minority have a shell of opposite chirality, with the shell turning clockwise [2]. Bothof these examples are depicted in figure 1.2.

Carvone

Figure 1.2: (left) The different smells of each enantiomer of carvone; (right) Chirality ofthe snail’s shell.
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Amino acids are organic molecules composed of an amino group (-NH2) and a car-boxyl group (-COOH). They are an essential building block of life as they form proteins.Most amino acids are chiral and have a dominant form just like snail shells. The nomen-clature for amino acids is different, they are referred to as L (laevus) and D (dexter). To tellwhich enantiomer is shown, the CORN law can be used. CORN is an acronym for -COOH ,the -R group (representation of side chain) and -NH2. According to the CORN law, lookingalong the hydrogen-carbon bond represented in figure 1.1, if the -COOH, R and NH2 areclockwise then the molecule is in the L form. If they are anticlockwise then the moleculeis in the D form. The L form corresponds to the R enantiomer and the D form to the S no-tation. This is independent of the (+) and (-) notation, where the (-) configuration rotateslinear polarised light anticlockwise and the (+) configuration rotates this light clockwise.Most amino acids are of the L form, and this enantiomeric excess is also found in mete-orites [3]. On the contrary, sugars are found mostly in the D form. One hypothesis forthis dissimilarity is that the L amino-acids caused the preference for D sugars by acting asa catalyst [4].
Deoxyribonucleic acid (DNA), which contains the genetic information of living organ-isms, forms a double helix, as shown in figure 1.3. This structure is chiral, as any kindof helix. There are 3 main configurations of DNA: A-DNA, B-DNA, and Z-DNA. The firsttwo are right-handed and the last one left-handed. In living cells, most of the DNA is in amixture of A- and B-DNA, with a few small regions capable of forming Z-DNA [5]. Like thehelix, some mathematical objects also include chirality such as the Möbius strip.

Figure 1.3: Visual representation of deoxyribonucleic acid (DNA). This figure has beenreprinted from reference [6].

Finally, chiral molecules are present in medication. In this case, one enantiomercan cure but the other can be harmful. For example, the S enantiomer of ethambu-tol cures tuberculosis but the other enantiomer causes blindness [7]. It is the samefor D-penicillamine, which is used for the treatment of rheumatoid arthritis, while L-penicillamine is toxic as it inhibits the action of pyridoxine, an essential B vitamin [8].It can thus be crucial to differentiate between the two enantiomers of the same chiralmolecule.
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1.2. Vibrational spectroscopy
Spectroscopy refers to the response of matter, in absorption or emission, to an exci-tation by an oscillating electromagnetic field as a function of the wavelength or frequencyof this oscillating field. A light beam has its electric and magnetic component both per-pendicular to the direction of propagation. A specific direction for these components canbe selected with a polariser. A vertical polariser will give linear polarised light. The in-frared (IR) light has a wavelength longer than visible light, as shown in figure 1.4. Themid-IR-range corresponds to light with a wavelength between 16 667 nm and 2500 nm,or between 600 and 4 000 cm-1. Molecules absorb light in this range at wavelengths cor-responding to the vibrations between its atoms. Thus, depending on how the atoms areassembled in the structure, different wavelengths will be absorbed.
Spectroscopy that studies molecular vibrations is called vibrational spectroscopy. Itis a useful tool to determine the structural composition of complex molecules, includingorganic molecules. Current practice relies on the (successful) comparison between exper-imental measurements and theoretically calculated spectra, which is particularly useful toassign the peaks to specific molecular motions. Twomethods of vibrational spectroscopywill be discussed here: IR and Raman spectroscopy.
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Figure 1.4: Spectrum of electromagnetic waves (Adapted from an image of Inductiveload[CC BY-SA 3.0] [9] )

1.2.1. Infrared spectroscopy
The most common vibrational spectroscopic technique relies only on the absorptionof IR light. The frequency that is absorbed matches the frequency of the molecular vibra-tion or vibrational mode of a sample. In order for a vibrational mode to be considered asIR active, it must be associated with changes in the electric dipole moment.
IR spectroscopy is exploited in organic and inorganic chemistry. It is used by chemistsin the determination of molecular structures and functional groups and in the qualitativeand quantitative identification of chemical species. This is possible as, usually, strongerbonds and lighter atoms will vibrate at a higher stretching frequency, thus the differentgroups will show various peaks at different places in the spectrum. IR spectroscopy is
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used in the investigation of matter in the solid, liquid, and gas phases. If a solvent, forexample water which has a large electric dipole, is used, it must not absorb IR light in thesame region as the molecule of interest as not to hide the signal.
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(a) Energy-level diagram showing the statesinvolved in IR and Raman spectra. Thisfigure has been reprinted from reference[10].
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(b) Scheme showing Rayleigh and Ramanscatterings. This figure has been adaptedfrom reference [11]

Figure 1.5: Main mechanisms involved in IR and Raman spectroscopies.

1.2.2. Raman spectroscopy
Another vibrational spectroscopic technique uses light scattering, which was first pre-dicted by Smekal in 1923 [12]. In this phenomenon, the incident light of energy ℏωi isscattered by a sample and subsequently some light of energy ℏωs is emitted. Most ofthe scattered light is at the same wavelength as the incident light source and does notprovide useful information; this is called Rayleigh scattering. However a small amountof light (typically 0.0000001%) is scattered at different wavelengths, which depend onthe chemical structure of the system; this is called Raman scattering. This effect is namedafter one of its discoverers, who observed it in organic liquids in 1928 together with Krish-nan. Independently Landsberg and Mandelstam observed the effect in inorganic crystals[13, 14]. The difference in wavelength in Raman scattering arises from a photon excitingthe molecule into a virtual energy state for a short time before the photon is emitted.The emitted photon is of either lower or higher energy than the incident photon, as de-picted in figure 1.5. While IR intensities depend on the changes in the electric dipolemoment associated with the corresponding molecular motion, Raman scattering probesthe higher-order component, namely the electronic polarisability.
Raman scattering is used to identify molecular structures, as IR spectroscopy does.Both spectroscopic methods are used for determining chemical bonds, with IR beingsensitive to hetero-nuclear functional group vibrations and polar bonds, especially OHstretching in water, whereas Raman scattering is more sensitive to homo-nuclear molecu-lar bonds. For example, it can distinguish between C-C, C=C and C≡C bonds. In solid-statephysics, Raman spectroscopy is used to characterize materials, measure temperatures,
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and locate the crystallographic orientation of a sample.
The key advantage of Raman spectroscopy is that it requires little to no sample prepa-ration while the IR method has constraints on sample thickness, uniformity and dilutionto avoid saturation. Raman spectra can be collected from a very small volume (<1 µm indiameter) and also water does not interfere with the signal. However with Raman spec-troscopy, fluorescence can obstruct the ability to record the spectra, the intense laserradiation can destroy the sample or swamp the Raman spectrum and Raman scatteringis typically very weak. To enhance the weak scattering in the Raman process, nanos-tructured materials can be used as a support. This is called surface-enhanced Ramanspectroscopy (SERS) and is depicted in figure 1.6.

Figure 1.6: Raman scattering enhancement from a surface-enhanced Ramanspectroscopy (SERS) substrate. This figure has been reprinted from reference [15].

1.2.3. Circular dichroism
While conventional spectroscopy in the IR or optical ranges provides a wealth of infor-mation about molecular structure, it is unable to distinguish between enantiomers. Theincident electromagnetic field itself must carry some chirality in order to make the twoenantiomers of a same molecule react differently, and this is achieved by using circularlypolarised light.
With a quarter-wave plate, linear polarisation can be turned into circular polarisation.Such a plate dephases a given linear component of light relative to its orthogonal linearcomponent. Circularly polarised light turns around the axis of propagation in both di-rections giving, left- and right- handed circular polarisations. Both of these polarisationsform a helix which has a chiral form. Depending of the direction of polarisation, chiralmolecules absorb this light differently. This is called circular dichroism (CD) (see figure1.7).
Circular dichroism is mainly used in two ranges: ultraviolet/visible (UV-vis) and the IRrange. The UV-vis range gives rise to electronic circular dichroism (ECD) and the IR rangegives vibrational circular dichroism (VCD).
The rotation of polarised light by a molecule can also be induced by the application ofa magnetic field. This perturbs the energy levels of the system, as was first observed by
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Figure 1.7: Chiral matter absorbing left circularly polarised light but transmitting rightcircularly polarised light. This defines circular dichroism.

Faraday [16]. This is called the Faraday effect, and is the basis of magnetic circular dichro-ism (MCD) [17]. It can be used to probe both the electronic and geometric structures ofmetal-containing systems, such as metal centres in metalloproteins [18].
Circular dichroism can also be observed in photoelectron angular distributions fol-lowing photoionization by left- and right-circularly polarised light [19]. This is called pho-toelectron circular dichroism (PECD). The photoelectron angular distributions show thedistribution of directions where the electrons are emitted. A study of camphor, by Garciaand coworkers showed changes in the photoelectron angular distributions depending onthe enantiomer and on the direction of the polarisation of light, as depicted in figure 1.8.

Figure 1.8: (Color) 2D projection images showing dichroism in the photoelectron angulardistributions obtained from camphor enantiomers at hν =9.2 eV using left- andright-circularly polarised light (labeled lcp and rcp, respectively). Top row: the difference(rcp-lcp) for pure S-(–) and R-(+) enantiomers; Bottom row: the difference betweenmolecular enantiomers [S-(–)–R-(+)] with light of a fixed helicity (either lcp or rcp). Thisfigure has been reprinted from reference [19].
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Electronic circular dichroism
Circular dichroism was first discovered by the French scientist Cotton in 1896, who mea-sured CD in the near-ultraviolet (UV) spectral region [20, 21]. UV-visible light is used toscrutinize electronic transitions of a system [22].

In the context of biopolymers, ECD is useful to give insight into the local planar amideswhich have conformational chirality due to their coupling in the polymer. This couplinggives the characteristic ECD bandshapes for helices and sheets. ECD requires lower con-centrations than VCD and has little spectral interference with important solvents. How-ever, important transitions of biosystems are present at wavelengths below 250 nm,which extend into a region (under 200 nm) where ECD is less sensitive and where there ismore interference from both water and quartz. In addition, spectral simulation of ECD ischallenging due to the fact that it involves transitions to excited electronic states, whichare demanding for quantum chemistry methods [23].

1.3. Vibrational circular dichroism
1.3.1. Introduction to vibrational circular dichroism

A chiral molecule is considered with its two enantiomers. Each enantiomer absorbsthe opposite amount of left or right circularly polarised light. The vibrational circulardichroism intensities arise from the difference between the absorbance of left-circularlypolarised (LCP) and right-circularly polarised (RCP) light: ∆A = AL−AR, in the IR range. Theintensities of the VCD spectrum for each enantiomer are opposite in intensity [24]. This isshown in figure 1.9 with the IR and VCD spectra of alpha-pinene taken as an example. Thespectrum of the R enantiomer is represented in green and the one of the S enantiomerin orange. The IR spectra overlap but their VCD spectra are opposite.
VCD has become an invaluable tool in the determination of absolute configurationsby assigning recorded spectra to structural information obtained from theoretical calcu-lations [25]. It has been applied in the fields of nanoscience [26], catalysis [27], solid stateorganisation [28, 29, 30], and has also been employed to detect protein fibrils such asamyloids that are responsible for neurodegenerative disorders [31].
From a more fundamental point of view, VCD provides a very sensitive probe of con-formational flexibility and molecular interactions [32, 33, 34, 35, 36, 37, 38, 39, 40]. Atroom temperature, flexible molecules can adopt many stable conformations correspond-ing to different local minima, each of them contributing to the VCD spectrum.
Non-covalent interactions have a strong effect on the VCD spectra, even in caseswhere IR absorption remains unchanged [37, 38, 39, 41]. Consequently, effects like supra-molecular chirality and chirality transfer can be addressed as well [33, 42].
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IR spectrum

VCD spectrum

Figure 1.9: Spectra of alpha-pinene (neat, 50 µm pathlength BaF2 liquid cell). This figurehas been adapted from reference [24], with Abs. corresponding to the absorption.

1.3.2. Experimental VCD spectroscopy
While early experimental predictions of VCD were first conceptualised around 1970[43, 44, 45, 46, 47], experimental work started on instruments capable of measuring VCDat the Stephens laboratory [48] and the Holzwarth laboratory [49]. VCDwas first observedin the liquid state by Holzwarth et al. in 1974 [50], and by Nafie et al. in 1975 [51] on 2,2,2-trifluoro-L-phenylethanol.
To make VCD a practical technique for determining the enantiomer of a chiral mole-cule, two essential tools needed to be developed. First, a spectrometer with a frequencylimit lower than 1600 cm-1 and a higher sensitivity (i.e. the signal-to-noise ratio) sinceVCD signals are small (∼10-4) compared to IR signals (∼100). This first goal was achievedaround 1980 with Fourier transform infrared (FTIR) spectrometers.
The usefulness of the technique could be demonstrated for differentiating polypep-tides. For example, poly-L-lysine can be converted from a disordered structure to α-helixand to β-sheet conformations by increasing the pH and the temperature [23]. This typeof study in an aqueous solution is simplified by exchanging H2O to D2O, which involvesan H/D exchange of the amides but enables measurements on more dilute solutions. Infigure 1.10, the corresponding IR spectra are shown in the lower frames and the VCDspectra in the upper frames. These correspond to the spectra of the three configurationsof poly-L-lysine and show that both helix conformations have nearly identical IR spectrabut different VCD spectra. The peaks correspond to the amine I region of the spectra.
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Figure 1.10: IR (lower frames) and VCD (upper frames) spectra in the amide I mode ofpoly-L-lysine region for 3 conformations of the polypeptide. This figure has beenadapted from reference [23].

1.3.3. Theoretical VCD and the comparison to experimental VCD spectra
The second essential tool needed for the development of VCD was efficient theoret-ical models to interpret and assign the experimental results [52]. The VCD signal canchange sign with a slight modification in conformation or non-covalent interactions, soVCD models need to be sufficiently accurate to be able to compare results reliably [53].
From the 1990s, the Stephens theory of VCD using density functional theory (DFT)[54] was implemented in the Gaussian suite of programs by Cheeseman and Frisch [21,Chapter 1]. More details about the DFT method will be given in section 2.3.

Example of the use of VCD spectroscopy to determine absolute molecular configu-rations
As an illustration of the state-of-the-art in the 2000s, the IR and VCD spectra determinedusing DFT for molecules of the pyrazole type, shown in Fig. 1.11 [55], are reproduced inFig. 1.12. The pyrazole type molecules were separated into 2 diastereomers ( 2a and 2b),for this example, the absolute configuration of diastereomer 2a was examined.
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Figure 1.11: (4S,7R)-(-)-4-isopropylidene-7-methyl-4,5,6,7-tetrahydro-2(1)H-indazoles.This figure is adapted from reference [55].

The DFT calculations were performed, for various configurations, with the B3LYP func-tional and 6-31G(d) basis-set in the Gaussian 03 software. For the experimental spectrum,a solvent of CDCl3 was used.
The configurations 2a-A and 2a-B are the lowest in energy and their spectra are themost similar to the experimental spectrum. It was shown that a mixture of 60% of 2a-Aand 40% of 2a-B gives the VCD spectrum closest to the experimental spectrum.

Figure 1.12: (a) Optimized conformers, relative energies and Boltzmann populations forpyrazole diastereomer 2a. (b) Comparison of VCD (upper frame) and observed IR (lowerframe) spectra for (-)-diastereomer (right axes) with calculated spectra for diastereomer2a conformers A and B. These figures have been reprinted from Tur et al. [55].
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The study accomplished in the article used for this example did not include solva-tion for the theoretical part. However in VCD experiments, the molecules of interest areusually solvated and one fundamental issue is to assess the role of the solvent on themolecular conformation and on the spectrum itself. This role can depend on the natureof the solvent and whether it has a strong interaction with the solute. Successful assign-ment of VCD signals based on computed spectra therefore requires that the solvent iscorrectly described.

Solvation and theoretical VCD
VCD is known to have a high sensitivity to bulk solvent effects. This was demonstrated byDezhahang et al. [56], who used a system of the TOLBINAP (2,2’-Bis(di-p-tolylphosphino)-1,1’-binaphthalene) palladium complex Pd(TOLBINAP)Cl2 with the structure depicted infigure 1.13.

Figure 1.13: Structures of the TOLBINAP(2,2’-Bis(di-p-tolylphosphino)-1,1’-binaphthalene) (Ar=4-CH3–C6H4) palladium complex,as taken from reference [56].

The goal of this study was to determine the conformational changes in the TOLBI-NAP ligands before and after their coordination with palladium [56]. The incorporationof an implicit polarisable continuum solvation model provided much better agreementbetween theory and experiment. This is shown in figure 1.14 where the spectra withthe solvent described implicitly with a polarisable continuum (PCM) model show betteragreement with the experimental spectrum. The regions showing noticeably differentVCD patterns in the gas phase and in solution are highlighted with dashed-dotted lines.
In both the studies of Tur et al. [55] and Dezhahang et al [56], the calculations wereperformed assuming static configurations and without any explicit solvent. A way to in-clude an explicit solvent is through the cluster-in-a-liquid model where the solute-solventinteractions are described explicitly through n solvent molecules that form a cluster withthe solute. The surrounding bulk environment is accounted for with an implicit solvent[57]. To go beyond the static view, dynamic simulations such as molecular dynamics (MD)can be employed. MD is a powerful tool to sample the phase space of a molecular systemat finite temperature in a realistic way [58] and more details about this technique will begiven in chapter 2.
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Figure 1.14: Comparison of the simulated IR and VCD spectra in the gas phase and withPCM solvent model for CDCl3 with the corresponding experimental spectra ofPd(TOLBINAP)Cl2 in CDCl3, as reproduced from reference [56].

1.4. Thesis outline
After having introduced VCD spectroscopy in the previous sections, chapter 2 will illus-trate various methods used to compute VCD spectra, pointing out the limitations of staticapproximations. This will bring us to the utility of the development of a method to obtainVCD spectroscopy through classical molecular dynamics based on force fields to includeanharmonicites and finite temperature effects. It is this method that has been imple-mented during this PhD using the AMOEBA polarisable force field in the Tinker softwarepackage.
In chapter 3, a first illustrative case concerns trans-1-amino-2-indanol solvated in di-methyl sulfide which is examined using a combination of methods. This case demon-strates the importance of the sampling of the potential energy surface and of the abil-ity to reach VCD spectra through classical molecular dynamics based on advanced forcefields.
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In chapter 4, this implementation using the AMOEBA polarisable force field is vali-dated first with alanine in the gas phase, revealing the importance of extensive samplingof the system, which goes beyond the capacities of ab initio molecular dynamics. Thevarious contributions of the electric and magnetic dipole moments are discussed, illus-trating the importance of including electrostatics effects in the force field. Comparisonwith density-functional theory results along one MD trajectory confirms that electric andmagnetic dipole moments and thus VCD spectra can be reliably evaluated using the po-larisable force field. Information about the spectral assignment is not directly includedin the molecular dynamics, thus a method to determine effective vibrational modes fromthe analysis of the MD trajectories is employed. In this method, the internal coordinatesare linearly decomposed by projection onto suitable effective modes, the correspond-ing weights being obtained in such a way that the peak of each mode is as localized asmuch as possible. This effective mode analysis sheds light onto the various contributionsof the different functional groups of the molecule to individual peaks in the vibrationalspectrum.
In chapter 5, the force field combined to MD approach is extended and applied to ala-nine in crystalline and hydrated phases. The method is also validated with a comparisonto DFT results and the effective mode analysis gives the vibrational modes correspondingto the peaks in the spectrum. Alanine solvated in dinitrogen is also examined, as thissolvent binds more weakly to the alanine solute, the absence of hydrogen bonding be-tween them limits the perturbation on the vibrational spectra. The final system studiedis phenylcyclohexanediol in the crystalline phase and solvated in dimethyl sulfoxide. Thisrelatively large molecule presents inter-molecular hydrogen bonding between moleculesin the crystal and between the solvent and the solute in the solvated phase. The differentenvironment of the hydroxyl groups are shown to have an impact on the spectra.
In chapter 6, the results are summed up in a conclusion and future work is detailed inthe perspectives.
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Chapter 2
Methodology
2.1. General theory of vibrational circular dichroism

Circular dichroism is the difference in absorption of left- and right- circularly polarisedlight. It originates frommolecular interactions with the electric and magnetic fields of thelight, which causes an oscillation of the electrons. These oscillations are in phase with thelight’s fields for one circular polarisation and out of phase for the other [1].
The interaction Hamiltonian, which expresses the molecule’s energy in the lights elec-tromagnetic field, is

H = −®µ · ®E − ®m · ®B (2.1)
where ®µ is the molecule’s electric dipole moment and ®m is the molecule’s magnetic dipolemoment. ®E is the externally applied electric field and ®B is the externally applied magneticfield. The electric field (E-field) and the magnetic field (B-field) of linear polarised light,propagating toward the positive x-axis vary as:

®E(t) = E0êei(κx−ωt) ®B(t) = B0êei(κx−ωt) (2.2)
where E0 and B0 are the wave amplitudes, ê is a polarisation vector with unit magnitude,
κ is the wavenumber, related to the wavelength λ through κ = 2π/λ, andω is the temporalfrequency [2]. These fields are represented in red for the E-field and in blue for the B-fieldin figure 2.1A.

For circularly polarised (CP) light, the E-field rotates around the propagation axis. Forright-circularly polarised (RCP) light, the E-field rotates anti-clockwise as the viewer looksdown the propagation axis toward the origin, as shown in figure 2.1B. For left-circularlypolarised (LCP) light the rotation is clockwise. This convention is reversed if the viewerlooks up the propagation axis toward the detector as in 2.1C and D. These rotations canbe described by adapting the polarisation vector ê. Therefore the electric field of right-and left- circularly polarised light propagating toward the x-axis can be expressed as:
®E(t)RCP =

E0√
2
(ŷ − i ẑ)ei(κx−ωt), ®E(t)LCP =

E0√
2
(ŷ + i ẑ)ei(κx−ωt) (2.3)

where ŷ and ẑ are unit vectors on the y-axis and z-axis, respectively.
For CP light, the B-field rotates 90◦ out of phase, behind for RCP and ahead for LCPas depicted in figure 2.1C and D. The B-field amplitude is equal to E0

c , thus the magneticfield for left- and right- circularly polarised light can be written:
®B(t)RCP =

i
c
®E(t)RCP, ®B(t)LCP = − i

c
®E(t)LCP (2.4)
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where c is the velocity of light.

Figure 2.1: Light polarisation, shown with the E-field in red and B-field in blue. (A)Vertically polarised light with polarisation vector ê = ẑ; (B) E-field of right-circularlypolarised light (RCP) with the B-field not shown for clarity; (C) fields at the origin for LCP,facing backward along the propagation direction; (D) fields at the origin for RCP. Thisfigure has been reprinted from reference [1].

The molecular extinction coefficient (ε) conveys how strongly a molecule absorbs lightat a given wavelength. This extinction coefficient is constructed from Fermi’s golden rulewhich gives the transition probability between an initial state |i〉 and a final state | f 〉 [3]:
ε =

πNAωδ(ω − ωfi)
ε0ℏc log10

1
E2

0
| 〈 f | H |i〉 |2 (2.5)

where NA is Avogadro’s number, ε0 is the electric permittivity of free space, ℏ = h
2π with hbeing Planck’s constant and δ(ω − ωfi) a Dirac δ function.

The Hamiltonian can be adopted using the previous equations for the electric andmagnetic dipole moments. Although these equations come from classical physics, theyalso apply in quantummechanics via the replacement of the position and velocity vectorswith their quantum operators. These operators can be written as:
®µ =

[
®µii ®µfi
®µif ®µff

]
®m =

[
®mii ®mfi
®mif ®mff

]
(2.6)

where each matrix element represents a bracket. In the electric dipole matrix, ®µii =
〈i | ®µ |i〉 is the static electric dipole moment of the molecule in its initial state, and ®µff =
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〈 f | ®µ | f 〉, is the static electric dipole moment of the molecule in its final state. The off-diagonal elements, ®µfi and ®µif , are the electric transition dipole moments, which enablecoupling between the states.
After including the equations for electric andmagnetic fields and the electric andmag-netic dipole moment operators in equation (2.5) and following the rotational averagingprocedure described by Andrews [4], the following expression for the extinction coeffi-cient for circular dichroism is found:

εCD =
4πNAωδ(ω − ωfi)

3ε0ℏc2 log10
=( ®µfi · ®mif ). (2.7)

This expression corresponds to the Rosenfeld equation [5]. Different versions of the pref-actor exist depending on the units chosen [6, 7, 8]. The magnetic dipole moment is takeninto account for the VCD representation so we can consider the rotation around the axesof propagation, characteristic of circularly polarised light. The corresponding equation ofthe infrared (IR) signal [9, 10] is:
εIR =

4πNAωδ(ω − ω f i)
3ε0ℏc2 log10

( ®µfi · ®µif ) (2.8)
where ( ®µfi · ®µif ) corresponds to the dipole strength [11].

2.2. Harmonic approach
A transition from an initial to a final state occurs due to the absorption or emissionof light. A transition has an associated frequency depending on the energy of the lightabsorbed or emitted ∆E , given by Planck’s relation:

∆E = hω f i (2.9)
With light in the IR range, this transition corresponds to a vibrational transition, fromone vibrational energy level to another, as shown in figure 2.2.
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Figure 2.2: Energy level diagram of vibrational transitions.
31



The energy of a molecular system is the sum of its potential (V ) and kinetic (T ) en-ergies. For molecular conformations that reside near a local minimum of the potentialenergy surface, a Taylor expansion can be used to approximate the potential energy as:
V = V0 +

3N∑
j=1

(
∂V
∂pj

)
0

pj +
1
2

3N∑
j ,k

(
∂2V

∂pj∂pk

)
0

pjpk + · · · (2.10)

where pj are themass-weighted coordinates (MWC) of atom j. MWCs are given relative tothe equilibrium position (xj ,0, yj ,0, zj ,0) and are multiplied by the square root of the massof the corresponding atom: p1 =
√mj(xj − xj ,0), p2 =

√mj(yα− yj ,0), p3 =
√mj(zα− zj ,0), ...As we consider an equilibrium geometry, the geometry corresponds to a minimum ofthe potential energy surface, where the gradient term vanishes. The consideration ofonly equilibrium geometries is indicated via ()0. The harmonic approximation ignores thehigher terms of the expansion. Thus the potential is reduced to:

Vharmonic = V0 +
1
2

3N∑
j ,k

(
∂2V

∂pj∂pk

)
0

pjpk = V0 +
1
2

3N∑
j ,k

f MWC
i j pjpk (2.11)

where f MWC
i j = f MWC

ji is the i j component of themass-weighted Hessian denoted HMWC.
To obtain IR and VCD spectra, the vibrational frequencies are computed by determin-ing the second partial derivatives of the potential energy V with respect to displacementof the atoms in MWC, at the equilibrium geometry. This corresponds to the ij componentof the mass-weighted Hessian, f MWC

i j , mentioned in equation (2.11):
f MWC
i j =

(
∂2V

∂pi∂pj

)
0

(2.12)

The mass-weighted Hessian matrix, also called the dynamical matrix, is diagonalisedto obtain the 3N eigenvalues corresponding to the harmonic frequencies of the systemand the 3N eigenvectors corresponding to the atomic displacements associated witheach frequency. These eigenvectors are named normal modes and correspond to lin-ear combinations of atomic displacements for which the dynamical matrix is diagonal.The normal modes corresponding to global rotations and translations of the moleculeare associated with vanishing eigenvalues. Removing these modes leaves Nvib = 3N − 6independent normal modes, or 3N − 5 if the molecule is linear.
The IR intensities arise from the dipole strength Di and VCD intensities come fromthe rotational strength Ri [12]. As shown in equations (2.8) and (2.7), the vibrational in-tensities arise from the determination of the electric ( ®µfi) and magnetic transition dipolemoments ( ®mif ) [13].
A second harmonic approximation is also taken where fundamental properties de-scribing the spectroscopic intensities, in our case the dipolemoment surfaces, are treatedas harmonic [14].
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2.3. Density-functional theory
2.3.1. Basic principles of DFT

To describe an atomic or molecular system and to determine its properties, variouscomputational modelling methods can be used. The first one explored here is density-functional theory (DFT).
Density-functional theory is based on the first and second Hohenberg and Kohn the-orems [15]. The first theorem declares that all physical properties of a molecular systemcan be obtained from its electronic density ρ(®r). Thus the energy is a density functionalthat depends only on the three spatial coordinates :

E[ρ] = T[ρ] + Vee[ρ] + VNe[ρ] (2.13)
where T[ρ] is the kinetic energy of the electrons, Vee[ρ] is the electron-electron repulsionenergy and VNe[ρ] the electron-nuclei attraction energy. This dependence of the energyon the electronic density differs from the Hartree-Fock (HF) method, where the energy isa function of the wavefunction that depends on 3N space coordinates and N spin coordi-nates (for N electrons).

The second Hohenberg and Kohn theorem states that the variational principle can beapplied. Thus the ground-state energy, E0, is always less than or equal to the expectedvalue of the energy E :
E[ρ] ⩾ E[ρ0] = E0. (2.14)

However the exact analytical expression of T[ρ] and Vee[ρ] is not known. To attempt toaccess the energy, the real system of interacting electrons is substituted by a fictitioussystem of independent electrons having the same density, following the Kohn-Sham ap-proach [16]. One-electron wavefunctions χn are introduced and obtained by solving theKohn-Sham equation, where veff is an effective potential:[
−1
2
∇2 + veff(r)

]
χn = εn χn. (2.15)

Hence, the corresponding non-interacting Hamiltonian does not contain the explicitelectron-electron repulsion term but rather an effective potential. This equation is solvediteratively until self-consistency is achieved.
The effective potential contains an exchange-correlation potential,VXC. The exchange-correlation can be decomposed into the exchange term VX, which represents the inter-action of electrons with the same spin, and into the correlation term VC, which repre-sents the interaction of electrons with opposite spins. The exchange-correlation energyfunctional corresponds to the integration of the exchange-correlation potential over theelectronic density:

EXC[ρ] =
∫

ρ(®r)VXC d®r . (2.16)
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Unfortunately, the exact exchange-correlation functional is not known either. Thus,approximate exchange-correlation functionals are employed, leading to approximate den-sities and energies. Over the last decades, many exchange-correlation functionals havebeen proposed and tested [17, 18, 19, 20, 21, 22, 23, 24]. They are usually distinguishedas the rungs of a ladder, going from basic/simple expressions to improved ones [25], asshown in figure 2.3.The family of least accurate exchange-correlation functionals are functionals that use thelocal density approximation (LDA), they depend only on the electronic density. Then thereare the functionals that employ the generalized gradient approximation (GGA) that de-pend on the density and its gradient. If the functional also depends on the Laplacianof the density, it is a meta-GGA. The functionals with the highest accuracy exploit exactexchange where the functional can be expressed in terms of occupied orbitals.

Figure 2.3: Jacob’s ladder of density functional approximations. Th figure has beenadapted from reference [25].

During this thesis, if nothing is mentioned, the functionals B3LYP and the basis-set6-311++G(d,p) were used. The comparison of the quality of mid-IR spectra of 4-methyl-2-oxetanone predicted using various density functionals demonstrates the quality of theB3LYP functional [26], though this reference is dated. More recent work on on vibrationalspectroscopy also used this functional [27, 28].
For the solvated systems, the D3BJ correction was added to the B3LYP functional toinclude dispersion effects. The term D3BJ corresponds to the D3 version of Grimme’s dis-persion with Becke-Johnson (BJ) damping [29]. Grimme’s dispersion is an atom-pair wisepotential for the treatment of the dispersion energy which helps to reach the so-calledchemical accuracy, currently assumed to be 1 kcal/mol for the energies [30, 31]. Including
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the BJ damping shows better results for nonbonded distances, which is important whenconsidering the interactions between the solute and the solvent.
2.3.2. Application to infrared and vibrational circular dichroism spectroscopies

An early application of density-functional theory to obtain IR and VCD intensities hasbeen reported by Cheeseman et al. [32]. The vibrational dipole and rotational strengthsof 2,3-trans-d2-oxirane were determined within the harmonic approximation and com-pared to experimental values. The structure of the molecule is shown in figure 2.4. Theexperimental study was performed in different solutions depending on the mode underscrutiny, namely, a C2Cl4 solution was used for the C–H and C–D stretching modes and aCS2 solution otherwise.
o

H D

HD

Figure 2.4: Structure of 2,3-trans-d2-oxirane.

The calculated rotational strengths using HF and DFT employing the B3LYP functionalare given against the experimental values in figure 2.5. Themean absolute deviation fromexperiment is reduced from 10.8 (× 10-44 esu2 cm2) for the HF calculations to 8.4 for theDFT calculations.

Figure 2.5: Comparison of calculated, Hartree Fock (4) and DFT (•) rotational strengths(Rcalc) of 2,3-trans-d2-oxirane to experimental values (Rexpt). Experimental rotationalstrengths are from solution spectra. Arrows indicate C–H and C–D stretching modes. Theline is of unit slope. Adapted from Cheeseman et al. [32].
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The two modes shown with a red arrow are the main contributors to the reductionof the mean absolute deviation from experiment, as their correlation with experimentis excellent for DFT. The arrows point to the HF values and the corresponding DFT pointare on the same vertical line. These modes are assigned experimentally to hydrogenicbending modes [33]. In contrast, the DFT agreement with experimental results is worsefor 3 of the 4 hydrogenic stretchingmodes, shownwith black arrows. Thesemodes hinderthe reduction of the mean absolute deviation from experiment. Ignoring these modes,the mean absolute deviation drops from 9.7 for HF to 4.0 for the DFT calculations.
By comparing frequencies and dipole strengths computed at different levels of the-ory and comparing theory and experiment for other achiral isotopomers of oxirane, theauthors also deduced that an important source of error of the calculated results com-pared to experimental results is the neglect of anharmonicity. Thus, in the next section,anharmonicity will be discussed.

2.4. Anharmonicity effects
Within the harmonic approximation, the potential energy between 2 atoms can bedescribed as the following potential:

VN=2
harmonic =

1
2

kr2, with k =
∂2V
∂r2 (2.17)

and r2 = p1p2, with pi the mass-weighted coordinates of atom i [34].
A more accurate model involves the use of the Morse potential, which is describedwith the following equation [35]:

VN=2
Morse = De

(
1 − e−a(r−re )

2
) (2.18)

Here r is the distance between the atoms, re is the equilibrium bond distance, De is dis-sociation energy, and a controls the width of the potential, the smaller a is, the larger thewell.
The harmonic and Morse potentials are compared to each other, together with theirvibrational levels, in figure 2.6. The energy spacing between vibrational levels and thusthe frequency, decreases with increasing energy of the vibrations. The harmonic andMorse potentials are close to each other only for the ground vibrational level (v = 0). Also,the further the value of the internuclear separation r is from the value of equilibration rc ,the more the two potentials differ. Hence the harmonic approximation is only valid forsmall amplitudes of vibration.
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Figure 2.6: Comparison of the Morse and the harmonic oscillator potentials. This figurehas been reprinted from reference [36].

For the value of the vibration levels higher than 1, there is a shift between the corre-sponding energies for the Morse and harmonic values. This leads to an overestimation ofthe harmonic frequencies which is also found in larger systems where the harmonic fre-quencies are higher comparedwith experimental results. A first solution to go beyond theharmonic approximation is to apply a scaling factor that shifts the values of the frequen-cies to correct for anharmonicities. Scaling factors also empirically correct for the variousdeficiencies of the underlying quantum chemical methods, including basis set incom-pleteness. Their ideal values have been tabulated for many methods. [37, 38, 39, 40, 41].Depending on the functional and basis set used, these scaling factors range between 0.8and 0.99, for common organic molecules. For the functional B3LYP and the basis-set6-311++G(d,p), a scaling factor of 0.98 was used in accordance with similar theoreticalmethods [28].
The potential surfaces of fluxional molecules, namely molecules that have multipleconformations, are composed of multiple wells that can hardly be described with a sin-gle harmonic potential. Also, at sufficiently high temperature, the system has enoughenergy to access higher vibrational modes which are misrepresented with the harmonicpotential, as shown in figure 2.6.
In a second step, approaches that improve over the harmonic approximation are dis-cussed. Two complementary methods will be considered, namely second-order pertur-bation theory [42] and the so-called cluster-in-a-liquid approach [43].
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2.4.1. Perturbation approaches
Within second-order vibrational perturbation theory (VPT2), the potential energy canbe expanded up to the next non-vanishing term (order 4) as:

Vanharm =
1
2

3N∑
j ,k

(
∂2V

∂pj∂pk

)
0

pjpk +
1
6

3N∑
j ,k ,l

(
∂3V

∂pj∂pk∂pl

)
0

pjpkpl (2.19)

+
1
24

3N∑
j ,k ,l,m

(
∂4V

∂pj∂pk∂pl∂pm

)
0

pjpkplpm + ...

This equation can be reduced to :

Vanharm =
1
2

3N∑
j ,k

f MWC
i j pjpk +

1
6

3N∑
j ,k ,l

k jkl pjpkpl +
1
24

3N∑
j ,k ,l,m

k jklm pjpkplpm + ... (2.20)

where k jkl and k jklm are the anharmonic force constants.
The idea of VPT2 is to solve the vibrational Hamiltonian within a 2nd order perturba-tion approach. The vibrational energy [44] of mode n out of a total of M modes, about anequilibrium geometry, is found as a so-called Dunham expansion expressed as:

En = E (0)
n + ℏ

M∑
i

ωi(ni +
1
2
) + ℏ

M∑
i≤ j

χi j(ni +
1
2
)(nj +

1
2
) (2.21)

where the ωi ’s are the harmonic wavenumbers and the χi j ’s are the anharmonic contri-butions that can be given as a function of the anharmonic force constants [45].
The fundamental bands νi , overtones [2νi], and combination bands [νi νj] are thenexpressed by:

νi = ωi + 2χii +
1
2

N∑
j=1
j,i

χi j (2.22)

[2νi] = 2ωi + 6χii +
N∑
j=1
j,i

χi j = 2νi + 2χii (2.23)

[νiνj] = ωi + ωj + 2χii + 2χj j +
N∑
k=1
j,j ,i

(χik + χjk) (2.24)

Foldes et al. used VTP2 to show that hydrogen bonding has a profound effect onanharmonicity [46]. For example, the formation of the hydrogen bond induces a red-shiftin the OH and NH vibrations.
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2.4.2. Boltzmann weights and the cluster-in-a-liquid model
The VPT2 method generally improves the positions of vibrational bands, however, itstill remains unable to account for fluxionality. In this section, the anharmonicity due tothe fluxional character is accounted for through a large number of conformations of thesystem. Each conformation represents a well of the potential energy surface. For eachone, a spectrum and a Boltzmann weight, depending on the energy and temperature ofthe configuration, can be determined. Thus an average spectrum can be obtained bymultiplying each individual harmonic spectrum by its Boltzmann weight and summing allof the contributions. In the examples given in this work, the properties of each confor-mation are determined using DFT.
Moreover, hydrogen bonding is poorly described with second-order perturbation the-ory. To consider hydrogen bonds and solvation, Perera et al. [43] introduced the useof a cluster-in-a-liquid model where the hydrogen bonds are described explicitly throughsolute-(solvent)n clusters. Thus the explicit system includes a solutemolecule surroundedby n solvent molecules. The surrounding bulk environment is accounted for with an im-plicit solvent. Including the whole solvent as a explicit bulk would be too expensive forDFT calculations.
Continuum models of solvation represent the solvent as a continuous medium, withthe same dielectric constant as the pure solvent, surrounding the solute, instead of in-dividual explicit solvent molecules [47]. In the polarisable continuum model (PCM), theeffective solute-solvent interaction potential is determined from the dielectric mediumpolarised by the charge distribution of the molecular solute [48]. An integral equationformalism variant of the implicit polarisable continuum model (IEFPCM) also exists [49]and is the current version of PCM applied in common quantum chemistry packages.
Merten et al. [50] demonstrated the importance of hydrogen bonding for VCD in thecase of methylbenzyl-amine-borane in CDCl3. In this molecule there is a special kind ofhydrogen bond, named dihydrogen bond (DHB): N-Hδ+· · ·δ−H-B. This bond was identifiedto be responsible for the unusual stability of the system [51] and is shown by the dottedlines in the left of figure 2.7.
For the VCD spectra, a better agreement is achieved between the experimental spec-trum and the spectrum of the dimer than the one of the monomer. The features at

∼1585 cm−1 and 1400–1350 cm−1 are only reproduced in the dimer spectrum, when theDHB is present. Both the monomer and dimer are likely to coexist in solution, though thestronger agreement of the dimer’s spectrum to experimental results supports the pro-posal that a majority of the dimer configuration exists in solution. This confirms that VCDis sensitive to the effect of hydrogen bonding and thus this effect needs to be accountedfor when calculating VCD spectra.
Weirich et al. [52] employed the cluster-in-a-liquid model to study how hydrogenbonding affects the VCD spectral signatures of chiral alcohols. They found that hydro-gen bonding to the OH-group alters mainly the vibrational modes that have contribu-tions of the H-O-C bending and C-O related deformation motions. They also showed thatthe farther away the OH-group from the stereocenter, the smaller the effect on the VCD
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spectrum.

Figure 2.7: Crystal structure of the DHB dimer (left) and experimental and calculatedVCD and IR spectra of methylbenzyl-amine-borane (right). This figure has been adaptedfrom Merten et al. [50].

However VCD spectra obtained by Boltzmann-averaging of the different minima con-tributions do not show optimal agreement with experiment for floppy molecules [52, 53].Moreover Ghidinelli et al. [54] claimed that solvents with donor capability like methanolseem particularly difficult to treat satisfactorily with the cluster-in-a-liquid model. Accord-ing to these authors, the inclusion of anharmonicity and temperature effects through theBoltzmann weights provides a flimsy result. It relies on determining enough structures todescribe the system fully and the temperature is considered after the determination ofthe individual spectrum. Finally the cluster-in-a-liquid model does not include long-rangeinteractions with an explicit solvent.

2.5. Classical molecular dynamics
In the previous section, various methods were discussed that offer an improvementon the harmonic approximation, though they can be inaccurate for very floppy moleculeswhich have a very large number of local minima in their potential energy surface. Inthe cluster-in-the-liquid approach, the temperature is considered through the Boltzmann
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weights, subsequently to the determination of the frequencies and spectral intensities.
Atomistic simulations such as molecular dynamics (MD) or Monte Carlo are powerfultools to sample the phase space of a molecular system at finite temperature, realistically.

2.5.1. Principle of molecular dynamics
Molecular dynamics simulation methods naturally account for anharmonic and tem-perature effects and thus the fluxionality of the system. In MD, successive configurationsof the system are generated to give a classical trajectory that specifies how the positionsand velocities of the particles vary with time. This is completed by integrating Newton’ssecond law of motion, shown here for only one spatial coordinate x:

d2xi
dt2 =

Fxi

mi
(2.25)

where mi is the mass of particle i, d2xi
dt2 is its acceleration along the x-axis and Fxi is theforce on the particle along the x direction. To integrate Newton’s equation of motion, thepositions and the dynamical properties (velocities, acceleration, etc.) are approximatedas Taylor expansions:

®r(t + δt) = ®r(t) + δt®v(t) + 1
2
δt2 ®a(t) + 1

6
δt3®b(t) + 1

24
δt4 ®c(t) + ... (2.26)

®r(t − δt) = ®r(t) − δt®v(t) + 1
2
δt2 ®a(t) − 1

6
δt3®b(t) + 1

24
δt4 ®c(t) + ... (2.27)

®v(t + δt) = ®v(t) + δt ®a(t) + 1
2
δt2®b(t) + 1

6
δt3 ®c(t) + ... (2.28)

®a(t + δt) = ®a(t) + δt®b(t) + 1
2
δt2 ®c(t) + ... (2.29)

®b(t + δt) = ®b(t) + δt ®c(t) + ... (2.30)
where ®r = (x, y, z) is the position, ®v the velocity, ®a the acceleration and ®b and ®c the thirdand fourth derivatives of the position with respect to time [55]. To propagate the parti-cles and determine their positions and velocities at the subsequent time step t + δt fromthe knowledge at time t, the Verlet algorithm is adopted. In this algorithm, the sum ofequations (2.26) and (2.27) is used to determine the positions at the next step :

®r(t + δt) = 2®r(t) − ®r(t − δt) + δt2 ®a(t) (2.31)
Then to determine the velocities a simple approach is to divide the difference of the po-sitions at time t + δt and time t − δt by 2δt:

®v(t) = ®r(t + δt) − ®r(t − δt)
2δt

(2.32)
However with this algorithm, which is straightforward and for which the storage require-ments are modest, the velocities are only available when the positions of the next stephave been computed. In this work, it is the Beeman algorithm [56] that was chosen, as
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it is naturally implemented in the Tinker software package on which our work relies. Thekey equations for the Beeman method are given in equations (2.33) and (2.34) for thepositions and velocities, respectively:
®r(t + δt) = ®r(t) + δt®v(t) + 2

3
δt2 ®a(t) − 1

6
δt2 ®a(t − δt) (2.33)

®v(t + δt) = ®v(t) + 1
3
δt ®a(t) + 5

6
δt ®a(t) − 1

6
δt ®a(t − δt) (2.34)

This expression of the velocities is also more precise than the Verlet algorithm, which isimportant when determining the temperature of the system, as explained in the follow-ing.
2.5.2. Thermostatted molecular dynamics

To control the temperature, an NVT or canonical ensemble is employed. In this en-semble the number of particles N and the volume V are constant and the system is main-tained at a temperature T. This is useful to equilibrate our systems at the desired temper-ature, generally 300 K. The temperature of the system is related to the time average ofthe kinetic energy [55] by:
〈Ekin〉 =

3
2

NkBT (2.35)
The average kinetic energy is fixed at a certain temperature, the instantaneous kineticenergy of an N-body system fluctuates with the velocity:

Ekin(t) =
1
2

N∑
i=1

miv
2
i (t) (2.36)

Thus the instantaneous temperature [55, 57] can be given by:
T(t) =

∑N
i=1 miv

2
i (t)

3NkB
(2.37)

Hence by modifying the velocities is possible to control the temperature. This influenceon theMD trajectory to keep the temperature constant is called a thermostat. Threemainthermostats exist: Berendsen, Andersen and Nosé-Hoover.
The Berendsen thermostat [58] couples the system to an external heat bath fixed atthe desired temperature. At each step, the velocities are scaled such that the rate ofchange in temperature is proportional to the difference in instantaneous temperaturebetween the bath and the system. However the kinetic energy converges towards a con-stant with this thermostat, thus the fluctuations of the instantaneous kinetic energy be-come zero. This absence of fluctuation does not respect the canonical ensemble.
The canonical sampling through velocity rescaling (CSVR) thermostat [59] achievessampling of the canonical ensemble by propagating the positions and velocities usingan areapreserving NVE integrator, then updates the kinetic energy for one time step us-ing some stochastic dynamics in the canonical ensemble, and finally rescales all velocitiesusing the updated kinetic energy.
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The next two thermostats respect the canonical ensemble as the instantaneous ki-netic energy fluctuates around its average value. The Andersen thermostat [60] chooses aparticle at random and changes its velocity to a value randomly selected from a Maxwell-Boltzmann distribution. This is equivalent to random particles of the system undergoingstochastic collisions with a fictitious particle.The Nosé-Hoover thermostat [61, 62] corrects the velocities by exchanging energy withan extra degree of freedom. This method produces correct fluctuations in the velocitiesand reproduces well the desired canonical ensemble. It is this thermostat that will beadopted in this work.
NVT ensembles influence the MD trajectory via their thermostat. This influence onthe trajectory could interfere with the time series of dipole moments computed. Thus toexplore the potential energy surface in the goal of retrieving the electric and magneticdipole moments, the NVE, or microcanonical ensemble is used once the system is equili-brated at the wanted temperature.
Another way to explore the potential energy surface is through the Monte Carlo meth-od where one or more coordinates of the structure are randomly modified at each step.Generally the Metropolis algorithm [63] is used where if the new structure has a lowerenergy that the previous one, it is automatically accepted. If the energy is higher, the newstructure is only accepted with a Boltzmann probability depending on the temperature ofthe system. This method does not permit to access dynamical properties of the systemand thus will not be exploited here. The next section will develop the acquiring of IR andVCD spectra with time-dependent properties.

2.5.3. Infrared and VCD absorption spectroscopies from time-dependent prop-erties
While IR spectroscopy measures the response of the electric dipole moment to an ex-ternal excitation, the VCD signal comes from simultaneous changes in electric and mag-netic dipole moments of the molecule due to nuclear motion [64, Chapter 4].
To represent the dynamical changes of these two moments, a time-correlation func-tion (TCF)C(τ) can be used. This function provides a statistical description of the time evo-lution of one or two random variables at different points in time (ti and tj , with τ = tj − ti).If the random variables represent the same quantity: C(τ) =

〈
A(ti) · A(tj)

〉), then this time-correlation function is called an autocorrelation function. If the variables represent twodifferent quantities (C(τ) =
〈
A(ti) · B(tj)

〉) then the time-correlation function is called across-correlation function. A and B are dynamical variables [65, Chapter 5.2].
Abbate and co-workers [66] introduced the concept of cross-correlation functions oftime-dependent electric and magnetic dipole moments for the computation and analysisof circular dichroism spectroscopy, following the work of Gordon [67] on autocorrelationfunctions for IR spectroscopy.
According to theWiener-Khintchine theorem, [68, Chapter 22] the correlation functionand the spectral density S(ω) are the Fourier transform of each other (see Equation 2.38).This theorem is taken within the ergodic hypothesis, which states that for a stationary
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random process, a large number of observations made on a single system at n arbitraryinstants of time have the same statistical properties as observing n arbitrarily chosensystems at the same time from an ensemble of similar systems:
S(ω) =

∫ +∞

−∞
C(τ)e−iωτdτ (2.38)

Thus for describing the absorption intensity line shape of the IR and VCD signal [8, 66,69], we can write:
IIR(ω) =

2πβω2

3Vcn(ω)

∫ +∞

−∞
〈 ®µ(0) · ®µ(τ)〉 e−iωτdτ (2.39)

IVCD(ω) =
4πβω

3Vcn(ω)

∫ +∞

−∞
〈 ®µ(0) · ®m(τ)〉 e−iωτdτ (2.40)

However the IR spectral line shape can also be obtained from the autocorrelationfunction of the time derivative of ®µ, and the VCD spectral line shape from the cross cor-relation function of the time derivative of ®µ with ®m, which offers a number of practicaladvantages, including origin independence [8, 12].
In the present work, IR absorption spectroscopy is represented with the time autocor-

relation function of the time derivative of electric dipole moment: CIR(τ) =
〈
Û®µ(0) · Û®µ(τ)

〉
To represent VCD, the cross-correlation function CVCD(τ) with A = Û®µ(0) and B = ®m(τ) isused, where ®m is the magnetic dipole moment.

Various methods were used to apply Gordon and Abbate’s concepts to the determina-tion of IR and VCD spectroscopy from a classical trajectory, starting with MD simulationsthat employ ab initio harmonic force fields to determine the value of the vibrational fre-quencies of α-pinene, D-gluconic acid, formaldehyde dimer and acetylprolineamide [9].The quantummechanics/molecular mechanics (QM/MM) method was also used to studyalanine dipeptide in water [6, 70], (R)-methyloxirane and (L)-alanine in aqueous solutions[71] and (1S)-(–)-β-pinene in CCl4 [72]. Subsequently ab initio molecular dynamics wasadopted to study gas [73, 74, 75] and liquid phases [8]. The last method employed isforce field-based molecular dynamics to study camphor [69].
Ab initiomolecular dynamics (AIMD) and force field-basedmolecular dynamics (FFMD)will be the subject of the next two sections.

2.6. Ab initio molecular dynamics
In an ab initio molecular dynamics (AIMD) calculation, to include the electronic struc-ture in MD simulations, electrons are treated quantummechanically and the nuclei whichare heavier are modelled as classical particles. Thus the nuclei are propagated via New-ton’s second law, equation (2.25) and the energies and the forces are computed at thequantum level.
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2.6.1. Born-Oppenheimer molecular dynamics
In the Born-Oppenheimer molecular dynamics (BOMD) method, the static electronicstructure problem is solved at each molecular dynamics step given the set of fixed nu-clear positions at that instant of time. Thus the electronic structure part is treated withinthe time-independent Schrödinger equation. This corresponds to an adiabatic treatmentwhere the electronic wavefunction is considered to adapt quasi instantaneously to thenuclei movement.

2.6.2. Car-Parrinello molecular dynamics
Though in BOMD the electrons are treated statically, Car and Parrinello [76] proposedthe use of an electronic wavefunction as a variable of the dynamical trajectory, whichenables a dynamically evolving electronic subsystem.
While BOMD separates electron and nuclei via time, Car-Parrinello molecular dynam-ics (CPMD) divides nuclei and electrons through energy tomaintain adiabaticity andmapsboth the electronic and nuclear component classically. Car and Parrinello introduced anew class of Lagrangians that takes into account the energy of the electronic subsystem

〈Ψ0 | He |Ψ0〉 and the possible constraints that can be imposed on the set of orbitals suchas orthonormality:
LCP =

∑
I

1
2

MI

.

R2
I +

∑
i

1
2
µi 〈

.
ψi〉

.
ψi︸                                 ︷︷                                 ︸

kinetic energy

− 〈Ψ0 | He |Ψ0〉︸          ︷︷          ︸
potential energy

+ constraints︸        ︷︷        ︸
orthonormality

(2.41)

with MI and RI the nuclear masses and positions, respectively. The equations of motionof Car-Parrinello MD are:
MI

..
RI= − ∂

∂RI
〈Ψ0 | He |Ψ0〉 +

∂

∂RI
constraints

σ
..
ψi= − δ

δψ∗
i

〈Ψ0 | He |Ψ0〉 +
δ

δψ∗
i

constraints
(2.42)

where σ is a fictitious mass associated with the electronic wavefunction. It ensures anintegration of the equations of motion within a reasonable time step and adiabatic sep-aration of the electrons and nuclei. The unit of this mass parameter is energy times asquared time for dimensional balance [77, 78].
2.6.3. IR and VCD spectra from nuclear velocity perturbation theory

The adiabatic treatment is inadequate for predicting VCD [79, 80, 81]. To circumventthis issue, nuclear velocity perturbation theory (NVPT) can be used. In this approach,the total electron-nuclear wavefunction Ψ(®r, ®R, t) is factorized in the nuclear part χ( ®R, t)and the electronic part Φ ®R(®r, t), which depend on the electronic coordinates ®r and on thenuclear coordinates ®R:
Ψ(®r, ®R, t) = Φ ®R(®r, t)χ( ®R, t) (2.43)
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In NVPT, the electronic part is taken as the Born-Oppenheimer (BO) ground state Φ(0)
®R
(®r),

corrected by a time-dependent, purely imaginary perturbative contribution iΦ(1)
®R
(®r, t):

Φ ®R(®r, t) = Φ
(0)
®R
(®r) + iΦ(1)

®R
(®r, t) (2.44)

The electronic Hamiltonian can be partitioned into the standard BO Hamiltonian ĤBOwith eigenfunctions Φ(0)
®R
(®r) and a small NVPT perturbation:

Ĥel(®r, ®R) = ĤBO +

Nn∑
ν=1

λν( ®R, t) · (−iℏ∇ν) (2.45)

with the nuclear gradient operator acting on the parametric dependence of the electronicwavefunction. Here, the sum runs over the Nn nuclei. In the semiclassical limit for the
nuclei, the perturbation parameter λν( ®R, t) corresponds to the nuclear velocity ®̂Vν ,

λν( ®R, t) =
1

Mν

−iℏ∇ν χ( ®R, t)
χ( ®R, t)

= ®̂Vν (2.46)

with the ionic mass Mν. The total perturbative correction to the electronic wavefunction
iΦ(1)

®R
(®r, t) is obtained as a weighted sum over the corrections for each component:

Φ
(1)
®R
(®r, t) =

Nn∑
ν=1

3∑
α=1

λνα( ®R, t)Φ
(1)
®R,να

(®r) (2.47)

Using the NVPT treatment, it is thus possible to access the VCD properties through thefollowing expressions:
®̂µ = ®̂µe + ®̂µn = −

Ne∑
i=1

q ®̂ri +
Nn∑
ν=1

Zνq ®̂Rν (2.48)
and

®̂m = ®̂me + ®̂mn = −
Ne∑
i=1

q
2c

®̂ri×®̂vi +
Nn∑
ν=1

Zνq
2c

®̂Rν× ®̂Vν (2.49)
Here, q is the electronic charge, Zνq is the nuclear charge, and c is the velocity of light invacuum. The position and velocity operators for the electronic subsystem are indicated
as ®̂ri and ®̂vi , respectively, and similar symbols are used for the nuclear operators ®̂Rν and
®̂Vν.

An implementation of nuclear velocity perturbation theory (NVPT) was carried out inthe plane-wave codes CPMD [82] and in CP2K [75] and tested in the gas [73] and liquid[8] phases.
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2.6.4. Example of propylene oxide: evidence for chirality transfer
The NVPT approach was applied to (R)-propylene-oxide (RPO) in water, for which chi-rality transfer was found from a chiral solute to an achiral solvent. With chirality transfer,an achiral species gains some of the chiral properties of the chiral system. This transferhas been theoretically demonstrated for RPO in water but also methyl lactate in water[83, 84]. The system of study is composed of 1 RPO molecule, represented in figure 2.8and 53 water molecules.

Figure 2.8: Schematic representation of (R)-propylene-oxide (RPO). This figure has beenadapted from Scherrer et al. [8].

According to Scherrer et al. [8] the most relevant contributions to the VCD spectraarise from the molecules in the first solvation shell, for RPO in water. Scaled molecularmoments were introduced which include only the molecular moments of a finite regionaround a chosen center. For a chiral molecule K , the surrounding molecules J are in-cluded as:

®µscale
K (t) = ®µK (t) +

∑
J,K

PKJ (t) ®µJ (t) (2.50)
®mscale
K (t) = ®mK (t) +

∑
J,K

PKJ (t) ®mJ (t) (2.51)

with the damping function being PKJ (t) =
(
1 + e( | ®RKJ (t) |−R0)/D

)−1, for intermolecular con-
tributions. R0 corresponds to the distance included from the center of mass of the solute,it will be referred to as the cutoff. D is the sharpness parameter and it is chosen equalto 0.25 Å as in reference [85]. It is this cutoff that will be used in chapter 5 for hydratedalanine.

The IR signal of water and VCD signals of RPO in water are shown in figure 2.9. Theblue lines correspond to the experimental data [83], the red lines to the VCD signal con-sidering only the moments of the RPO molecule. The dashed line is the VCD signal of theRPOmolecule and the molecular contributions of the water molecules near to the solute.
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Figure 2.9: Dynamical IR and VCD spectra of a (R)-propylene-oxide molecule solvated inwater at 340 K (1 RPO molecule in 53 H2O molecules). The intensities are in units of kmcm mol−1. We show the molecular correlation and damping cutoffs of R0 = 3.75 Å and
R0 = 4.0 Å, which includes the hydrogen bonded water molecules. The shaded areasindicate the standard deviation of the statistically independent microcanonicalsimulations. The experimental data are taken from reference [83] and are in arbitraryunits. The computed spectra are divided by the refractive index of bulk water [86] tocompare with the experiment. This figure has been reprinted from Scherrer et al. [8].

At 1650 cm−1 the signal corresponding to the bending mode of water is expected. Thepresence of this VCD signal of achiral water shows the existence of chirality transfer asthe VCD spectra of an achiral molecule is expected to be vanishing.
If we consider a cutoff of R0 = 3.75 Å, only a slight contribution of the water is seen,though if the cutoff is increased to 4.0 Å, the signal becomes more intense and noisy. Thedisorder can be measured through the mean standard deviation of the VCD spectra:

σ(R0) =

√∑N (
IVCD
i (R0) − IVCD

av (R0)
)2

N
(2.52)

The spectra from N=8 microcanonical simulations (IVCD
i ) was compared to the averagespectrum from all the simulations (IVCD

av ). The individual spectra and the average spec-trum are considered for different values of R0 which are given in figure 2.10. Three dif-ferent systems were studied, neat RPO with 13 RPO and 1 propanal molecules and twosolvated systems: one with 7 RPOmolecules in 34 H2Omolecules (low solvation) and onewith 1 RPO molecule in 52 H2O molecules (high solvation).
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Figure 2.10: Cutoff dependence of the mean standard deviation of the VCD spectra. Themagnitudes at the molecular level, i.e., at small distances, originate from the differentamounts of sampling. This figure has been reprinted from Scherrer et al. [8].

As the value of the cutoff increases, the VCD spectra get more and more disordered,thus considering a cutoff of R0 = 3.75 Å is a good compromise as it also includes the firstsolvation shell.

In BOMD or CPMD studies of vibrational spectroscopy, the solvent is typically modeledby a continuum or very few solvent molecules [81]. This method is also expensive whichleads to a short exploration time, a few dozen picoseconds for a system with around 100atoms.

2.7. Classical force fields for molecular simulations
In the previous section, the electronic part was treated with quantum chemistry meth-ods. Here the whole system is treated with classical dynamics. Thus the potential energyand dipole moment surfaces are calculated using a collection of equations and associ-ated constants describing the dependence of the energy of a system on the coordinatesof its particles. This is called a force field (FF) thus the name force field-based moleculardynamics (FFMD) when the collection of equations is used within MD. The use of a forcefield leads to the ability to explore for longer periods of time as the calculation for eachstep is less expensive than with AIMD. Larger systems can also be considered to includethe solvent explicitly.

2.7.1. Nonpolarisable contributions
Force fields for organic systems can be divided into four key components: bond stretch-ing, angle bending, torsional terms and non-bonded interactions.
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Figure 2.11: Schematic representation of the four key contributions to a molecularmechanics force field: bond stretching, angle bending and torsional terms andnon-bonded interactions. This figure has been reprinted from reference [55].

The potential energy V of a system of N atoms can be written as a sum of these fourcontributions:
V(®r1, ®r2, ..., ®rN ) = Vbond + Vangle + Vtorsion + Vnon−bonded (2.53)

V(®rN ) =
∑
bond

kr
2
(r − r0)2 +

∑
angle

kθ
2

(θ − θ0)2

+
∑

torsions

Vn

2
(1 + cos(nω − γ))

+

N∑
i=1

N∑
j=i+1

(
4εi j

[(
σi j

ri j

)12
−

(
σi j

ri j

)6
]
+

qiqj

4πε0ri j

) (2.54)

where (r −r0) and (θ − θ0) are the deviation of the bond length and of the angle from theirreference values, kr and kθ are corresponding force constants. Thus each bond and angleis described by a force constant and a reference value. The torsions are described by aconstant Vn, the torsion angle ω and the phase factor γ. The non-bonding part includes avan der Waals term and the electrostatic interactions [55].
Bond length term

This quadratic description of the potential due to the variations of the bond length isappropriate for large systems (proteins, polymers...) and is implemented in the CHARMM[87], AMBER [88], OPLS [89] and GROMOS [90] force fields. For smaller molecules, and tomore accurately model the Morse curve, terms with higher orders can be added to Vbond,according to a Taylor expansion:
Vbond(r) =

kr
2
(r − r0)2

[
1 − k ′(r − r0) − k ′′(r − r0)2 − k ′′′(r − r0)3...

] (2.55)
This expression of Vbond is used in the MM1 [91], MM2 [92], MM3 [93] and MM4 [94]models developed by Allinger and dedicated to organic molecules. As the cubic term
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passes through amaximum, this potential must only be used close to the reference value,where it describes the Morse potential well. To prevent the overly large lengthening ofbonds, a quartic term can also be added, which is the case in MM3. The AMOEBA forcefield used in this thesis, and described below, is based on the MM3 formalism [95].

Figure 2.12: A cubic bond-stretching potential passes through a maximum but gives abetter approximation to the Morse curve close to the equilibrium structure than thequadratic form. This figure has been reprinted from reference [55].

Angular term
A Taylor expansion can also be applied to the angle bending, through the followingexpression:

Vangle(θ) =
kθ
2
(θ − θ0)2

[
1 − k ′(θ − θ0) − k ′′(θ − θ0)2 − k ′′′(θ − θ0)3...

] (2.56)
As the Taylor expansion of the bond length term, this expression of the angle terms isused in the MM1, MM2, MM3 and MM4 series of force fields and in the AMBER, CHARMMand AMOEBA force fields.
Torsional term

Most force fields for organic molecules include the torsional term explicitly. This ismostly achieved through a cosine series expansion:
Vtorsions(ω,γ) =

∑
torsions

[
V1
2
(1 + cos(ω − γ)) + V2

2
(1 − cos(2ω − γ)) + V3

2
(1 + cos(3ω − γ))

]
(2.57)

Non-bonding terms
The non-bonding terms describe inter- and intra-molecular interactions which are de-scribed with a van der Waals (vdW) term and an electrostatic term. The van der Waalsterm includes the repulsion (∝ r−12) and attraction (∝ r−6) terms are often described bythe 12-6 Lennard-Jones potential:

VvdW = 4ϵ
[(σ

r

)12
−

(σ
r

)6
]

(2.58)
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where σ is the distance at which EvdW = 0, ϵ is the depth of the well represented in figure2.13 and r is the distance between two atoms. The repulsion term accounts for Pauli’srepulsion between electrons which prevents the overlapping of the electron clouds. Thisterm dominates when r is lower than the equilibrium value r0. At large values of r , it isthe attractive term that dominates. This term accounts for the weak dispersion attractionbetween two atoms at long range.
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Figure 2.13: Lennard-Jones potential as a function of the particle distance. This figurehas been reprinted from reference [96].

The idea of the electrostatic term is to represent the electronic response of the systemto its environment, it is represented by Coulomb’s law:
VCoulomb =

qAqB
4πε0rAB

(2.59)
This law describes the interaction between two point charges on two atoms (A and B). Thecorresponding force FCoulomb(r) = −dVCoulomb/dr can be represented by the following, asin figure 2.14.

rAB

FA
+eA

FB
+eB

FA
+eA

FB
−eB

Figure 2.14: Two equal point charges repel each other, and two opposite charges attracteach other, with an electrostatic force F. This figure has been reprinted from reference[97].
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This description of the vdW term and of the electrostatic interaction terms is used inconventional force fields. However these force fields are not accurate enough for spec-troscopy. A reason for this is the neglect of molecular polarisation. This has led to recentFF development to improve the treatment of electrostatics [98, 99, 100]. These improve-ments include the use of multipoles centered on each atom and permit the introductionof polarisation and charge transfer effects [101, 102].
2.7.2. Accounting for polarisation

Polarisation of electronic clouds is the deformation experienced by the charge onatoms in response to the induced electric field from the charges of the other atoms.

Figure 2.15: Schematic representation of the deformation due to the induced electricfield E from the charges of other atoms.

To describe this effect, threemodels are commonly employed: the fluctuating chargesmodel [103], the Drude model [104] and the induced dipoles model [98, 105]. The man-ner in which polarisation is accounted for in these models is schematised in figure 2.16.

(a) (b) (c)

qq + Qq +δe

-Q

μind

Figure 2.16: Qualitative description of approaches to modelling polarisation. (a)Fluctuating charges model where atomic charges are modified to reproduce the effect ofpolarisation; (b) Drude oscillator model where a point charge is attached to each atomby means of a spring, and moved, in order to reproduce polarisation effects; (c) induceddipole model where an explicit dipole term is added to each point charge. This figurehas been reprinted from Illingworth et al. [106].

Fluctuating charges
In the fluctuating charges model, the fixed charges are replaced with charges that canvary by incorporating an additional electrostatic energy term. This term represents the
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energy required to modify the charge of an individual atom. The idea is to redistributethe atomic charges to equalize the electronegativity at each site, according to the elec-tronegativity equalization principle [107]. The total electrostatic energy is minimized, foreach time step, with respect to the atomic charges. For a system of N atoms with charges
q1, q2, ..., qN , the electrostatic energy is written as:

VFluct =
N∑
i=1

(
Ei0 + χ

0
i qi

)
+

1
2

N∑
i=1

N∑
j,i

qiqj Ji j (2.60)

where Ei0 is the energy of atom i at zero charge, χ0
i is the electronegativity and Ji j isa term that mimics the Coulomb interaction at long distance but, typically, smoothlyreaches finite values at vanishing distances.To obtain the charges of the system, equation (2.60) is minimized with respect to thesum of the charges q1, q2, ..., qN which are fixed for the whole system. This yields a

(N + 1) × (N + 1) linear system to solve:
∂VFluct
∂q1

=
∂VFluct
∂q2

= ... =
∂VFluct
∂qN

and ∑
i

qi = Qtot = const. (2.61)

This model permits the calculation of polarisation without the addition of any newinteractions. However one problem with the fluctuating charges method is that it doesnot reproduce out-of-plane polarisation for planar or linear chemical moieties. This is un-derstandable because electronegativity equalization proceeds along the bonds betweenatoms.
Drude model
In the Drude model (or shell model), the fluctuation of the charge is represented by acharge (Q) on a harmonic oscillator centred on the atom. The displacement of this charge,by a distance ®d, in response to an electric field creates a dipole moment ®µDrude on atom i:

®µDrude
i = −Qi

®di (2.62)
The total energy of a system described with the Drude model can be written:

VDrude(®ri, ®di) =
N∑
i=1

{
1
2

kid2
i + qi

[
®ri · E0

i − (ri + di) · E0′
i

]}
+

N∑
i=1

{
1
2

N∑
i=1

N∑
j,i

(
1

ri j
− 1

|ri j − dj |
− 1

|ri j + di |

)
+

1
|ri j − di + dj |

} (2.63)

where ki is the spring constant, E0
i is the static field at the location of the core charge, ri ,and E0′

i is the static field at the location of the shell charge, ri + di. Note that E0
i , E0′

iin general. This model uses particle-particle interactions, thus keeping the computationalcost low.
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Induced dipoles
Most polarisable models developed nowadays employ the induced dipole model ap-proach [108, 109, 110, 111, 112, 113]. The induced dipole model adds induced dipoles,centered on each atom i, to the permanent charge:

®Mi = ®M0
i +

®M ind
i (2.64)

Mi includes fixed point charges, as well as possibly permanent dipoles and quadrupoles:
®Mi = [qi, µix, µiy, µiz,Qixx,Qixy,Qixz, . . . ,Qizz] (2.65)

with qi the point charge on atom i, µ the dipole and Q the quadrupoles.The induced dipole is proportional to the electric field, ®Ei on site i. The electric field arisesboth from the permanent charges of the system and from the other induced dipoles:
®µi ind

= αi ®Ei = αi

(∑
j

T1
i j
®M0
j +

∑
j′

T11
i j′ ®µind

j′

)
(2.66)

with αi the isotropic atomic polarisability, T1
i j a 3 x 13 matrix representing the second

to the fourth rows of the multipole-multipole interaction matrix Ti j and T11
i j′ is a 3 x 3submatrix consisting of elements in Ti j corresponding to the dipole moments. The sumover j represents all atomic sites outside the polarisation group of atom i and the sumover j ′ corresponds to all atomic sites other than i itself. Ti j is the interaction matrixbetween sites i and j:

Ti j =



1 ∂
∂x j

∂
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∂yiyj

∂
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∂
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∂
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...

...
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...
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(

1
ri j

)
(2.67)

Since the induced dipoles also contribute to the electric field, they are solved iterativelythrough a self-consistent field.
The polarisation energy due to the induced dipoles can be expressed as:

Vind = −1
2

N∑
i=1

(
®µi ind

) t
· ®E0

i (2.68)
where ®E0

i is the electric field due to the permanent charges and ()t the transpose.
Most developments in the polarisable force fields for biomolecules relate to explicitlyinduced dipoles and somewhat less to fluctuating charges and Drude oscillators. Thisis despite induced dipoles requiring iterative computation, which is a much slower pro-cess compared with the other additive models. The main advantage of this method isit only requires the addition of a few parameters to the force field, namely the atomicpolarisabilities. It is the induced dipoles model that is used by the AMOEBA force field.
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2.7.3. Periodic boundary conditions
To model liquid and solid phases, periodic boundary conditions (PBC) [55] are neededto mimic infinitely extended systems. For a simulation of a system using PBC, the mole-cules are represented in a unit cell, any molecule that crosses one boundary of the cellreappears on the opposite side, as represented in figure 2.17.

Figure 2.17: Visual representation of the idea of periodic boundary conditions. Thisfigure has been reprinted from reference [114].

In PBC and with a globally neutral system, long distance interactions can been de-scribed with the Ewald summation. In this method, the long-range energy contributions(usually selected by a cutoff function) are calculated in Fourier space, where they con-verge faster than in real space [115]. In the program used for the MD simulations, Ewaldsummation is used for the polarisable atomic multipoles.
The non-bonded van der Waals interaction is typically of short range relative to, forexample, electrostatic forces. This interaction is truncated at a cutoff distance. The valueof the corresponding van der Waals potential is brought to zero for distances larger thanthe cutoff [116].

2.7.4. The AMOEBA force field
The AMOEBA (atomic multipole optimized energetics for biomolecular simulation) po-larisable force field [95] has been used in this thesis to describe the molecular systemsof interest through molecular dynamics simulations. AMOEBA was originally developedfor biomolecules such as proteins and DNA, and some organic molecules. The main ad-vantage of the force field is its ability to reproduce relative conformational energies [117].Conventional force fields, that do not include polarisation effects, only reproduce ∼50 %of the conformations found at the MP2/aug-cc-pVTZ level of theory whereas AMOEBAreproduces ∼80 % of the conformations [118]. This leads to a good precision for thermo-dynamic properties such as free energies of solvation and complexation. The AMOEBAforce field has also been extended to IR spectroscopy very satisfactorily [101, 119].
The good reproduction of the relative energy is due to the use of permanent electro-static multipolar moments on each atom by this force field. Thesemoments include point
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charges as well as dipole and quadrupoles moments and are derived from high-level gasphase quantum mechanical calculations [120]. This derivation is performed via Stone’sdistributed multipole analysis (DMA) where the main idea is to distribute the charge den-sity from the quantum wavefunction into local multipoles moments [121].
In practice, AMOEBA combines the traditional ingredients of nonpolarisable models,including bonded and non-bonded terms, with a multipolar description of electrostaticson each atom up to the quadrupole, and induced dipoles reacting self-consistently to thepresence of local electric fields on each polarisable site.
Previously a general overview of the contribution to the energy of the system wasdiscussed, then, the specificities of AMOEBA are now presented [95].

V = Vbond + Vangle + Vbθ + Voop + Vtorsion + VvdW + VElectroStat (2.69)
where the first five terms correspond to bond stretching, angle bending, bond-angle crossterm, out-of-plane bending, and torsional rotation. These are the short-range valenceinteractions. The last two terms correspond to the non-bonded van der Waals and elec-trostatic contributions, including Coulomb and polarisation interactions.
Covalent interactions
The bond stretching Vbond, angle bending Vangle and the coupling between the stretchingand bendingVbθ are represented by equations (2.70) to (2.72). These correspond to thoseof the MM3 force field [93] in which anharmonicity is accounted for by the terms of order3 and 4.

Vbond = Kb(r − r0)2
[
1 − 2.55(r − r0) +

(
7
12

)
2.552(r − r0)2

]
(2.70)

Vangle = Kθ(θ − θ0)2
[
1 − 0.014(θ − θ0) + 5.6 × 10−5(θ − θ0)2

−7 × 10−7(θ − θ0)3 + 2.2 × 10−8(θ − θ0)4
] (2.71)

Vbθ = Kbθ

[
(r − r0) + (r ′ − r ′0)

]
(θ − θ0) (2.72)

where Kb , Kθ and Kbθ are force constants.
The out-of-plane bending term Voop is controlled by a Wilson-Decius-Cross function[122] for the sp2-hybridized trigonal centers only:

Voop = Kχ χ
2 (2.73)

where Kχ is the force constant and χ the dihedral angle between the 4 atoms that areconsidered.
The torsion terms here originate from a Fourier expansion of a 1-fold through 6-foldtrigonometric form:

Vtorsion =
6∑

n=1
Knω[1 + cos(nω ± γ)] (2.74)
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The other coupling terms (torsion-bond, torsion-angle and angle-angle) incorporatedin the MM3 force field have not been conserved in AMOEBA.
Non-bonded interactions
The first non-bonded interaction is the van der Waals interaction term VvdW which takesthe buffered 14-7 [123] functional form instead of the standard 12-6 Lennard-Jones form:

VvdW(i j) = ϵi j

(
1.07

ρi j + 0.07

)7
(

1.12
ρ7
i j + 0.12

− 2
)

(2.75)
with
ρi j = ri j/r0

i j (2.76)
r0
i j =

(r0
ii)3 + (rj j)3

(r0
ii)2 + (r0

j j)2
(2.77)

ϵi j =
4ϵiiϵj j

(√ϵii +
√
ϵj j)2

(2.78)
where ϵi j is the potential well depth, ri j is the distance between atoms i and j and r0

i j isthe minimum energy distance. The equation applies to heterogeneous atom pairs.The parameters involved in these expressions are fitted to both gas phase and bulk phaseexperimental properties. Halgren [123] showed that the conventional 12-6 Lennard-Jonespotentials are too repulsive at short contact distances and the buffered 14-7 potentialsreproduced well ab initio results of noble gases.
The electrostatic term has two contributions. The first arises from the permanentmutipolar moments on each atom, and replaces the Coulomb term described previously.The second contribution emerges from the induced dipole moments.
In the induced dipoles model, the set of induced dipoles is solved iteratively and isaccelerated in the AMOEBA force field via successive overrelaxation (SOR) [124] using adefault value of ω = 0.7 in:

®µi ind(n + 1) = (1 − ω) ®µi ind(n) + ωαi

(∑
j

T1
i j
®M0
j +

∑
j′

T11
i j′ ®µind

j′ (n)
)

(2.79)

In this expression of the induced dipoles, the atomic polarisabilities αi are present, forwhich the values have been previously determined through Applequist, Carl, and Fung’smodel [125].
However Thole [126] pointed out that at small distances, r12 ≤ (4α1α2)1/6, the polarisa-tion energy becomes infinite. To circumvent this "polarisation catastrophe", he proposeda damping function to this energy:

ρ =
3a
4π

exp(−au3) (2.80)
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with u = ri j/(αiαj)1/6 and a a dimensionless parameter that controls the damping strength.In the AMOEBA force field this distance-dependent damping function is combined withthe exclusion of some of the 1–2 bonded polarisation interactions [127].
Summing all the energy contributions gives the energy of the system as described bythe AMOEBA force field.
The AMOEBA force field is distributed with the Tinker software package [128], devel-oped by Ponder and coworkers. It is this software that was modified to incorporate theingredients needed to calculate VCD spectra through force field molecular dynamics.
The Tinker software [128] provides a good framework to performmolecular dynamicsas well as other energy-based and structural manipulation calculations such as local en-ergy minimisations. It is a code composed of relatively small programs that inter-operateto perform complex computations. Both these elements ease the addition of new code.

2.8. Implementation of VCD spectroscopy within AMOEBA
In section 2.5.3, the absorption intensity line shape of an IR spectrum is shown to beobtained via the Fourier transform of the autocorrelation of the electric dipole moment.Likewise, the line shape of a VCD spectrum can be obtained via the Fourier transform ofthe cross-corelation of the electric and magnetic dipole moments. Thus to reach thesespectra, the electric and magnetic dipole moments must be acquired throughout time.
The dynamics of our molecular system is described by an atomistic force field, inwhich the potential energy and gradient assume a particular form that explicitly accountsfor multipolar electrostatics, including polarisation forces and induced dipoles. For anyconfiguration R of the system, the total electric dipole moment ®µ contains a contributionat lowest order from the partial charges {qi} distributed at the respective positions ®ri , anda contribution of the induced dipoles ®µind

i on each polarisable site i:
®µ(t) =

N∑
i

(
qi ®ri(t) + ®µind

i (t)
) (2.81)

where N denotes the number of atoms. Once the electric dipole moment is determinedfor a molecule, it’s time derivative is calculated.
However the calculation of the magnetic dipole moment ®m(t) is not included in theforce field and software adopted here. Thus we define our magnetic moment by basingthe expression on the magnetic moment used for conventional force fields [69]:

®mConvFF(t) =
1
2c

N∑
i

qi ®ri(t) × ®vi(t) (2.82)
where ®vi(t) denotes the velocity vector of atom i at time t, qi its charge and c the velocityof light.

The transformation from conventional force field to polarisable FF involves the addi-tion of the induced dipole moment that needs to participate in the magnetic moment.
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Thus a second term is added, corresponding to the moving induced dipole as given byHnizdo [129]:
®mMoveInd(t) =

1
c
®µind
i (t) × ®vi(t) (2.83)

The effects of the time varying induced dipoles moments due to themotion of neighbour-ing charges also need to be considered. Therefore a last term is added to the magneticmoment:
®mFluc(t) =

1
2c

®ri(t)× Û®µindi (t) (2.84)
This contribution is also present in the description of the total magnetic dipole momentin equation (41) of reference [8].

Thus we define the magnetic dipole moment as the sum of the moving point charges,the moving induced dipoles and the time varying induced dipoles moving around fixedpositions:
®m(t) =

N∑
i

[
1
2c

qi ®ri(t) × ®vi(t) +
1
c
®µind
i (t) × ®vi(t) +

1
2c

®ri(t)× Û®µind
i (t)

]
(2.85)

It is this expression of the magnetic moment that was added to the Tinker software pack-age, for this work.
Returning to the expression of the electric dipole moment, the velocity form of this

moment Û®µ(t) = d ®µ(t)
dt is exploited to avoid the origin dependence that arises through thepositions [12, Chapter 4]. This origin dependence also arises within a periodic cell, whichwill be developed in the next section.

2.8.1. Specific difficulties under periodic boundary conditions
In the case of PBC, the minimum image convention is used. This ensures that thedistance between the origin O and any atom i at a position ®ri is the lowest, taking theperiodic image if necessary. This convention is expressed by translating ®ri by ∆PBC

Oi
, aconditional lattice translation, which is a multiple of the size of the PBC cell.Thus, depending on where the origin is placed, the original value of ®ri or a periodic imagevalue will be used. This changes the values of ®ri and therefore ®m according to the origin,as shown by the black lines in figure 2.18.

Figure 2.18: Sketch illustrating the common origin problem within periodic boundaries.This figure has been reprinted from Jähnigen et al. [7].
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To address this issue, Jähnigen et al [7] have recently proposed an alternative formal-ism that establishes an origin invariant version of the TCF function. This is achieved byconsidering the nearest periodic image directly between atoms instead of through theorigin, as represented by the red lines in figure 2.18 and by the following equation:
Cindep(t) =

〈
Û®µ(0) · ®m(t)

〉
+

1
2c

∑
i

〈
Û®µi(0)

∑
j

[(
®rj(t) +

1
2
∆

PBC
i j (0)

)
× Û®µj(t)

]〉
(2.86)

where ∆PBC
i j is the conditional lattice translation used for the nearest-image conventionbetween i and j. The first term is the sum of the correlation of moments within andbetween locally finite cells. These cells, generally corresponding to one molecule, eachhave a local origin. Partitioning the space as such corresponds to the distributed origin(DO) gauge [12]. The second term is the transformation from DO gauge to the commonorigin gauge, where all the particles have the same origin.

This equation was implemented in the ChirPy program [130], which was used to pro-ceed from the time correlation functions to the corresponding spectra, as discussed inthe next section.
ChirPy is a python package for analysing supramolecular and electronic structure,chirality and dynamics [130]. This package can, among other things, compute time-correlation functions (TCF) of moments obtained from MD trajectories.This package is used to compute the IR and VCD spectra from FFMD trajectories as theTCF function and the origin invariant version of the TCF function (Cindep) for the PBC caseis already implemented.

2.8.2. From the time correlation functions to the spectra
The moments accumulated over the course of the trajectories were processed usingthe ChirPy program [130], from which the time correlation functions and resulting IR andVCD spectra were determined.
So far the equations given for the determination of the IR and VCD spectra throughMD have been given in arbitrary units, as proportional to the Fourier transform of the ap-propriate TCF [equations (2.39) and (2.40)]. These correlation functions are classical, thusthey are real and even, hence they obey Ccl(−t) = Ccl(t). The Fourier transform conservesparity, giving the following relation for the classical spectral line shape: Icl(−ω) = Icl(ω).However, the spectral line shape should satisfy the detailed balance condition:

I(ω) = eβℏω I(−ω) (2.87)
with β = 1

kBT
, T being the temperature. To restore this condition, a frequency and tem-

perature dependent prefactor is added: I(ω) = QQC(ω) eβℏω I(−ω). This prefactor is oftenreferred to as a quantum correction factor. Various corrections exist in the literature,[131, 132] the correction implemented in ChirPy is called the harmonic approximation :
QHA

QC(ω) =
βℏω

1 − e−βℏω
(2.88)
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Hence the line shape determined by ChirPy has the following expression [7], usingGaussian-centimetre-gram-second (Gaussian-cgs) units:
IVCD(ω) =

8π(1 − e−βℏω)
3Nℏcn(ω)

βℏω

(1 − e−βℏω)

∫ +∞

−∞

〈
Û®µ(0) · ®m(τ)

〉
e−iωτdτ (2.89)

=
8πβω

3Ncn(ω)

∫ +∞

−∞

〈
Û®µ(0) · ®m(τ)

〉
e−iωτdτ

with N being the number of units, n(ω) the refraction index of the medium and c thevelocity of light. The prefactor is valid for isotropic systems at thermal equilibrium [8]and is constructed through Fermi’s golden rule for a transition probability between twostates. The time correlation function is taken at the classical limit and Kubo-transformed[7, 8] to give equation (2.90).
It is now possible to obtain the line shape of a VCD spectrum from the electric andmagnetic dipole moments determined during a force field molecular dynamics trajectory.The next step is to assess the conditions of the MD simulations needed to obtain correctspectra.

2.8.3. Assignment of simulation parameters: the case of trans-1-amino-2 in-danol
AMOEBA force field parameters for trans-1-amino-2 indanol (trans-AI) had alreadybeen determined and tested previously [133]. It is thus a good molecule to try and imple-ment the present methodology.

Figure 2.19: Structure of (1S,2S)-trans-1-amino-2 indanol and atom numbering.

The first test was to compare an IR spectrum obtained from a trajectory with a longsampling time and one obtainedwith an average over trajectories with a shorter samplingtime. The spectra from a simulation of 1 ns were compared to one from 10 simulations of100 ps. The MD trajectories were performed with a time step of 0.2 fs with a temperatureof 150 K. The IR spectra obtained from these trajectories are shown in figure 2.20.
We find that the the bands are generally defined with a higher number of peaks whenaveraging over multiple simulations especially just below 1600 cm−1. This is because withmultiple simulationsmultiple starting points can be chosen and also velocities are chosenat random in the beginning which improves sampling. So the simulation can explore awider variety of configurations.
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Figure 2.20: IR spectra of the trans-AImonomer in the gas phase from a FFMD trajectoryat 300 K of 1 ns and from the average of 10 MD trajectories of 100 ps.

The goal of the second test was to determine the best time step to use for the MDsimulation. For this, 5 simulations of 100 ps were performed at 150 K for the trans-AImonomer only changing the time step from 0.2 fs to 1.6 fs. The corresponding IR spectraare depicted in figure 2.21.

Figure 2.21: IR spectra of the trans-AImonomer from FFMD simulations at 300 K withdifferent time steps.

The peak of the OH stretch, which is the vibration with the highest frequency for thismolecule, is found experimentally at 3616 cm−1. The blue spectrum using a time step of0.2 fs reproduces this value. However as the value of the time step increases, a larger
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shift from this value appears. We chose the value of 0.5 fs as it is a good compromise be-tween accuracy and computational time. Horníček et al [9] reached the same conclusion,explaining that the error between the expected and actual values of the peak correspond-ing to the OH stretch for long time steps, originates from the Beeman integration duringthe molecular dynamics trajectory.
The molecular dynamics simulations and thus the dipoles moments are calculatedwith a time step of 0.5 fs however the time correlation functions sample the dipole mo-ments with a time step of 4 fs. Using a time step of 4 fs for the time correlation functionsgives the same line shape as with a time step of 0.5 fs but with a reduced computationalcost.
Such a short time step is only needed for determining spectra. For exploring thepotential energy surface a longer time step (1 fs) is used as it permits a longer simulationtime and thus a better exploration of the surface.
The next goal is to determine the vibrational modes that correspond to the bands inthe spectrum.

2.9. Assignment of spectral modes
In section 2.3.2, the assignment of the frequencies in the harmonic approximationthrough the diagonalisation of the mass-weighted Hessian matrix was discussed. How-ever, the interest here is for time-dependent, anharmonic systems. The correlation func-tions do not provide any information about the assignment of the frequencies, namelyspectral modes. This information is essential to compare theoretical and experimentalspectra in order for reliable conclusions to be drawn.

2.9.1. Methods to obtain vibrational modes
Within the harmonic approximation, it is straightforward to assign all modes throughthe diagonalisation of the mass-weighted Hessian matrix of static systems. For dynam-ical systems, that do not obey the harmonic approximation, various methods exist todetermine normal modes that extend the concept of eigenmodes in harmonic systems.
The first method developed by Wheeler et al. [134] is called principal modes analysis(PMA). The displacement of the mass-weighted molecular coordinates from their equilib-rium position through a MD simulation is described in a covariance matrix. The eigenval-ues and eigenvector of the inverse of this matrix are used to provide the frequencies andthe normal modes.
A second method is the instantaneous normal mode analysis (INMA) where the mass-weighted Hessian matrix is diagonalised at each time step. However this can get ex-pensive especially if the system is large as the diagonalisation, which is repeated, scalesapproximately as O(N3) with N the number of atoms. Futhermore, INMA must deal withmultiple negative eigenvalues. [135, 136]
Bowman et al. [137] proposed an approach called driven molecular dynamics (DMD).
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This method becomes competitive compared to INMA for systems with more than 1 000atoms. In this method a sinusoidal driving force VDMD is added to the Hamiltonian. Thisterm is determined for each step of the dynamics as a function of the distance betweenthe nuclei:
VDMD(t) =

N∑
i, j

λi, jri, j sin(ωnt) (2.90)

where ri, j are internuclear distances, ωn, called the driving frequency, is a fixed excit-ing frequency and λi, j are the coupling constants. The driving frequency can be variedthrough a frequency range and energy absorption should maximize locally at the nor-mal mode frequencies. An examination of the molecular motion at a given resonanceprovides the corresponding normal mode.
DMD was coupled with the determination of the IR spectra through the Fourier trans-form of the autocorrelation function by Thaunay et al. [119]. Hence it was possible togive the corresponding normal modes of a spectrum that includes anharmonicity andtemperature effects from the trajectory. This is demonstrated in figure 2.22 where thedisplacements of C=O and N-H of N-methyl-acetamide are shown for two resonant driv-ing frequencies. At ωn= 1723 cm−1 the normal mode corresponding to the C=O stretch isshown and at ωn= 3518 cm−1 it is the N-H stretching mode.

Figure 2.22: Monitoring the CO and N-H N-methyl-acetamide stretch modes by DMDsimulations. This figure has been reprinted from Thaunay et al. [119].
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The Kohanoff procedure [138] extracts vibrational frequencies and eigenvectors fromshort non-thermally equilibrated molecular dynamics trajectories. The frequencies areestimated, then the eigenvectors are determined through a least squares fit of the tra-jectory including orthogonality constraints. The trajectory is projected onto each normalmode corresponding to one frequency.
2.9.2. Effective mode analysis

For DMD and the Kohanoff procedure, short MD trajectories need to be performedfor each frequency, which is not the case for the last method presented here. It corre-sponds to an effective mode analysis [139, 140]. In this method, for each mode, an IRspectrum and the corresponding vibrations are determined from a trajectory of internalcoordinates and velocities of the system. This method is useful if there is some priorknowledge of the physical chemistry of the system, which can be used to define the in-ternal coordinates.
The total infrared spectrum In(ω) can be written as:

In(ω) =
βNA

6cϵ0

3N−6∑
i=1

〈���� ∂ ®µ∂qi
(0)

����2〉 P(q)
ii (ω) (2.91)

where, aside from the temperature-dependent prefactor, the index i runs over 3N − 6 in-ternal degrees of freedom of themolecule, ®µ is the dipolemoment of the wholemolecule,
qi is the i-th effective mode (to be determined), and P(q)

ii (ω) is the power spectrum, i.e.,the velocity-velocity correlation function of the i-th effective mode
P(q)
ii (ω) =

∫ +∞

−∞
dt e−iωt 〈 Ûqi(t) Ûqi(0)〉 (2.92)

In equation (2.91) the IR spectrum is decomposed as the sum of independent contribu-tions, each arising from a single effective mode i; in addition, the effective modes areconstructed such that their power spectra are as localized as possible in frequency. Thisfeature is achieved by minimising the functional
Ω

(n) =
3N−6∑
i=1

[
β

2π

∫ +∞

−∞
dωω2nP(q)

ii (ω) −
(
β

2π

∫ +∞

−∞
dωωnP(q)

ii (ω)
)2

]
(2.93)

with respect to the elements of the transformation matrix Z−1 from internal coordinates
ζ to effective modes q, namely

q = Z−1ζ or qi =
3N−6∑
k=1

Z−1
ik ζk (2.94)

The functional Ω(n) represents the variance of the n-th moment of P(q)
ii (ω) when inter-

preting P(q)
ii (ω) as a probability distribution.

In order to derive equation (2.91) for the IR spectrum starting from the Fourier trans-form of the dipole-dipole time correlation function, the following hypotheses are made:
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1. Positions and velocities are uncorrelated all along the trajectory;
2. Rotations and vibrations are uncorrelated, and the rotational correlation functiondecays much slower than the vibrational correlation function;
3. The correlation function for the derivatives of the dipole moment decays muchslower than the vibrational correlation function, thus we can only consider its valueat t = 0;
4. The derivatives of the dipole moment with respect to qi can be determined fromthe atomic polar tensor in Cartesian coordinates, then transformed to internal co-ordinates, then transformed to effective modes;
5. The off-diagonal elements of the q-power spectrum are negligible if compared tothe diagonal elements.
The VCD spectrum has peaks present at the same frequencies as the IR spectrum asthere can be no VCD activity if there is no IR absorption. Thus by determining the modesfor IR spectroscopy, the information can be transferred to VCD.

2.10. Concluding remarks
Throughout this chapter, various methods to compute vibrational circular dichroismspectra have been presented as well as procedures to assign molecular vibrations tospectral peaks.After giving the general theory of VCD, first a static approach was discussed using DFTand ways to include anharmonicity were presented. Then molecular dynamics, whichnaturally accounts for anharmonic and temperature effects, was presented and how toachieve VCD spectroscopy from this method was shown. Subsequently two approachesusing MD were examined. The first approach using a quantum chemical description ofthe electrons, and the other describing the system with a force field. The implementationof VCD spectroscopy into force field MD was then explained, including the difficulties inperiodic boundary conditions, how the spectra were retrieved from electric and magneticdipole moments, and the importance of the time step of the MD simulation. It is thismagnetic dipole moment that was implemented in a force field MD program during thiswork and that will be assessed in chapters 4 and 5, dealing with systems in the gas andcondensed phases, respectively. Finally methods to determine spectral modes from MDsimulations were presented.
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Chapter 3
Trans-1-amino-2-indanol: a case studyfor VCD and fluxionality
3.1. Introduction

In experimental VCD, the molecules of interest are usually solvated and one funda-mental issue is to assess the role of the solvent on the molecular conformation and onthe spectrum. Successful assignment of VCD signals based on computed spectra there-fore requires that the solvent is correctly described, and that the spectra are calculatedwith sufficient accuracy.
Sufficient sampling of the conformational space is also important to capture the ef-fects on the spectra from the various conformations. These conformations can be foundby chemical intuition, a random-search method for finding low-energy conformations likethe Monte Carlo Multiple Minimum method [1] or through molecular dynamics simula-tions.

3.1.1. Systems of interest
Only little attention has been paid so far to the influence of solvation on the VCDspectrum of 1,2-amino-alcohols. Tarczay and coworkers demonstrated the suitability ofmatrix isolation VCD spectroscopy for determining the absolute configuration of fluxionalmolecules that have strong intermolecular interactions, especially hydrogen bonds [2].Matrix isolation involves condensing the substance to be studied with a large excess ofinert gas (usually argon or nitrogen) at low temperature to form a rigid solid (the matrix)[3].
The aim of this chapter is to unravel the interplay between the intramolecular struc-ture and the solvation network, and explore how the solvation dynamics affects the VCDspectrum of 1-amino-2-indanol, depicted in figure 3.1.
The cis isomer (cis-AI) was explored employing aMonte CarloMultipleMinimummeth-od and the cluster-in-a-liquid model. This isomer was studied in reference [4]. For thetrans isomer (trans-AI), polarisable force field molecular dynamics (FFMD) was used to ex-tensively explore the potential energy surface of the monomer as well as that of its com-plexes with one and two DMSO molecules. Being designed for bulk DMSO, the AMOEBAFF used is expected to reproduce satisfactorily the solvation trends observed in the sys-tem. This isomer was studied during the present work.
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DMSO
Figure 3.1: Structure of (1 S ,2 R)-(-)-cis-1-amino-2-indanol (cis-AI), of the solvent,dimethyl sulfoxide (DMSO) and of (1S,2S)-trans-1-amino-2-indanol (trans-AI).
Representative structures were extracted and further optimised at the density-functio-nal theory level to compute IR absorption and VCD harmonic spectra, in the frame of thecluster-in-a-liquid model, with the contribution from our collaborators Anne Zehnackerand Katia Le Barbu-Debus. Special attention was paid to the factors that influence the re-constructed spectra, in particular through Boltzmann weights associated with each clus-ter.
Furthermore, FFMD at fixed temperature was used to explore the potential energysurfaces of the trans-AI molecule solvated by one, two and five DMSO molecules, andcompare them to the bulk limit, as part of this thesis. A picture of the solvent fluxionalityis provided, which aims at understanding full solvation from the interaction of trans-AIwith a limited number of DMSO molecules. The most stable trans-AI monomer and its1:1 solvent-solute clusters with a single DMSO molecule were used as starting points forab initio molecular dynamics simulations and calculations of the VCD spectrum by meansof the nuclear velocity perturbation theory approach.

3.1.2. An example of the study of VCD spectra calculated using a cluster-in-a-liquid model: cis-1-amino-2-indanol
In the following example, the influence of the solvent on the spectra is studied for(1 S ,2 R)-(-)-cis-1-amino-2-indanol (cis-AI) in DMSO [4]. The solvent is described with thecluster-in-a-liquid model, as described in the previous chapter.
The structures of cis-AI with two molecules of explicit solvent, namely the 1:2 com-plex, were optimised at the B3LYP-D3BJ/6-311++G(d,p) level of theory and VCD spectrawere computed at the same level of theory. Both the structure and the correspondingVCD spectra are represented in figure 3.2. Two molecules of explicit solvent were addedto explore their interaction with the two functional groups of cis-AI. All structures werecalculated in a DMSO continuum solvent with a polarisable continuum model (PCM).
Special attention was paid to the modes that are possibly involved in hydrogen bond-ing interactions with the solvent. These modes are represented with β and, in parenthe-sis, the group in the solute that is hydrogen bonded to the solvent. For example, themode β(OH) is found at ∼1400 cm−1 and the mode β(NH2) is represented at ∼ 1600 cm−1.The individual spectra, which are the same color as the frames around the correspondingstructure, show varying spectral shapes at 1400 cm−1 and 1600 cm−1 depending on the
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solvent-solute interaction. The blue individual spectrum bears a strong resemblance tothe experimental spectrum shown above. Its structure is also the lowest in energy. Thusit can be confirmed that the most likely structure of cis-AI corresponds to the structureshown surrounded by a blue frame in figure 3.2. This structure has an hydrogen bondbetween the OH group of cis-AI and the oxygen of a DMSO molecule.
However, the cluster-in-a-liquid model involves a limited number of explicit solventmolecules and the anharmonic and temperature effects are only included through Boltz-mann averaging. The next system, trans-1-amino-2-indanol, will be explored with thecluster-in-a-liquid method, as previously, though it will also be analysed with moleculardynamics methods.

a) b)

c) d)

e)

0.00 0.36

0.89 1.05

1.50

(a) The 5 lowest configurations of (1 S ,2R)-(-)-cis-1-amino-2-indanol (cis-AI) with 2molecules of explicit DMSO solvent. The valuesin the top right corners are the Gibbs freeenergies in kcal·mol−1.

Exp

Calculated

(b) Top: Experimental VCD spectrum comparedwith the simulation resulting fromBoltzmann-averaged contributions of the 1:2complexes. Bottom: Individual VCDcontributions.
Figure 3.2: Structures and corresponding spectra of the 1:2 complex composed of 1molecule of (1S,2R)-(–)-cis-1-amino-2-indanol (cis-AI) and 2 molecules of explicit DMSOsolvent. This figure was adapted from Le Barbu-Debus et al. [4].
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3.2. Trans-1-amino-2-indanol: cluster-in-a-liquid approach to VCDspectroscopy
3.2.1. Nomenclature

Three parameters are important for the description of the trans-AI geometry. The firstparameter is related to the alicyclic ring puckeringmotion, represented in figure 3.3a. Dueto the stereochemistry of trans-AI, the substituents are both either in axial or equatorialpositions, resulting in two kinds of geometry: axial (dihedral angle C2C3C4C9 > 0) denotedhereafter ax, or equatorial denoted eq (dihedral angle C2C3C4C9 < 0), as shown in figure3.3a. The two other parameters are the rotation of the OH and the NH2 groups, repre-sented in figure 3.3b. The orientation of the OH group (see figure 3.3b) will be denotedby g+, g− and t when the HC2OH dihedral angle is close to 60◦, -60◦ and 180◦, respectively.For the orientation of the NH2 group, we will consider the position of the lone pair (lp)relative to C1H; it will be denoted G+, G− and T when the HC1Nlp dihedral angle is around60◦, -60◦ and 180◦, respectively.

-23.06° : eq 29.29° : ax

(a) (b)

Figure 3.3: (a) Two examples of the dihedral angle C2C3C4C9 of the 5-membered ring oftrans-AI showing one axial and one equatorial position;(b) Dihedral angles describing the geometries of the hydroxyl (red) and amino groups(blue) of trans-AI.

3.2.2. Cluster-in-a-liquid approach
In a first step, the system is studied within the cluster-in-a-liquid model, using thesame level of theory as the previous system. This level of theory has been shown toreproduce the VCD spectrum of similar molecules in solution, as well as their structureand vibrational spectrum in the gas phase [5, 6, 7]. It has also been used successfully forcalculating the VCD spectrum of amino-acids in aqueous solution [8]. Solvent effects weretaken into account by the IEFPM implicit polarisable continuum model [9]. Vibrationalfrequencies were computed at the same level of theory and scaled by 0.98 to correct foranharmonicity and basis set incompleteness. This value is close to that used for similartheoretical methods [10, 11]. The final vibrational spectra were obtained by convolutingthe harmonic intensities with a Lorentzian line shape (FWHM 4 cm−1).
The individual spectra of the most relevant 1:1 complexes are shown in figure 3.4,where one configuration from each family is also depicted. The structures resultingfrom the exploration of the potential energy surface can be classified into three fami-
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lies, namely, bidentate, monodentate and non-hydrogen-bonded complexes. Each familyencompasses several conformations of trans-AI that will be included in the Boltzmann-averaged contributions when simulating the IR absorption and VCD spectra. In the biden-tate family, the DMSO oxygen atom interacts with both OH and NH2 groups of trans-AI.In the monodentate families, the DMSO oxygen interacts with either the OH (monoOH)or the NH2 (monoNH) group of trans-AI. The last family is called non-hydrogen bonded(noHB) and accordingly contains structures lacking any intermolecular hydrogen bond.However, this type of structure with a loose DMSO molecule is not likely to be realistic.

bidentate

monoOH 

monoNH 

noHB

1600 1400 1200

ν (cm-1)

Expérimental

Bidentate

MonoOH

MonoNH

MonoOH

Bidentate

MonoOH

Figure 3.4: (a) Four families of configurations of the (S,S)-trans-AI(b) Experimental VCD spectrum of (S,S)-trans-AI and simulated spectra for differentconfigurations with the lowest-energy configuration at the bottom and thehighest-energy configuration at the top. Adapted from Le Barbu-Debus et al. [12].
At first sight, inspection of figure 3.4 indicates that the experimental spectrum canbe accounted for by the contribution of a limited number of structures. The best matchis obtained for monoOH-eqg−G−, which is the second most stable complex correspond-ing to the light green spectrum. All features except the positive band at ∼1180 cm−1

find their counterpart in the experimental spectrum. The weak positive doublet calcu-lated at 1447/1431 cm−1 corresponds to that observed at 1462/1443 cm−1. An intenseband is predicted at 1384 cm−1, which meets the position of the intense experimentalfeature. The negative band calculated at 1331 cm−1 may correspond to that observed at1318 cm−1. The last two calculated negative bands at 1216 and 1126 cm−1 are in partic-ularly good agreement with those observed at 1217 and 1123 cm−1. Other complexesshow partial overlap with the experimental spectrum and can contribute to it as well. TheVCD spectrum of the most stable bi-eqg+G− complex displays, like the eqg+G− monomer,
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the bisignate transition centred at 1616 cm−1. Two positive features calculated at 1387and 1345 cm−1 are close to the intense and broad experimental band at 1380 cm−1 and itsshoulder at 1355 cm−1. The negative signal at 1320 cm−1 is in good agreement with thatobserved at 1318 cm−1. However, the negative features observed at 1228 and 1125 cm−1

are not predicted for the bidentate complex. They are due to coupled motions of theNH2 and OH groups, which are strongly modified by the intermolecular hydrogen bondnetwork and lose intensity in the complex. The monoOH-ax complexes also display satis-factory overlap with the experimental spectrum; in particular, monoOH-axtG− shows thebisignate signature of the G− forms and it becomes one of the most stable complexeswhen dispersion corrections are considered. The axial complexes all have negative VCDsignals in the region of ∼1200 cm−1, as experimentally observed. While the experimentalfeatures find at least partial counterpart in the spectra of the mono OH or the bidentatefamilies, this is not the case formonoNH, which lacks in particular the strong positive bandbetween 1340 and 1390 cm−1. This poor match, together with very high relative energy,allows discarding the monoNH complex. bi-eqg+T cannot contribute to the spectrum dueto the wrong signs of the bisignate at 1620 cm−1 and of all the bands between 1100 and1250 cm−1. Lastly, monoOHeqtG− exhibits a wrong sign for the doublet at ∼1450 cm−1.
The Boltzmann-averaged VCD spectra of the monomer and the 1:1 complex are com-pared to the experimental spectra in figure 3.5. The calculated VCD spectrum of the1:1 complex is in good agreement with the experimental spectrum, in particular in the1350 cm−1 range. The calculated positive band at 1624 cm−1 corresponds to that at1614 cm−1 in the experimental spectrum. The 1462 and 1443 cm−1 bands and the in-tense positive band at 1380 cm−1 with the shoulder at 1355 cm−1 are well reproduced.The negative features at 1217 and 1123 cm−1 also have their counterpart in the calculatedspectrum. However, the band calculated at 1281 cm−1 has no equivalent in the experi-mental spectrum. The influence of the solvent can be seen around 1380 cm−1 with anegative then positive signal present in the experimental spectrum and the 1:1 complexspectrum but not in the monomer spectrum. This VCD band contains contributions of

β(OH) and β(NH) bends.
Although the hydrogen bond pattern does not change upon inclusion of a secondDMSO molecule, the energetic ordering is strongly modified compared to the 1:1 com-plexes. This observation points to the difficulty of defining the relative contribution ofthe different structures by their Boltzmann weights alone and the intrinsic limitation ofdescribing solvation by a finite number of molecules.
In summary for the 1:1 complexes, an important role of the solvent is to stabilisethe structures selectively, therefore changing the contributions of the different conform-ers in the spectra. In this respect, it is worth noting that axial forms are stabilised inDMSO complexes, in particular monoOH-axtG− can contribute to the final spectrum. Al-though almost no intra-molecular structural modification happens upon solvation, hy-drogen bonding induces some band shifting and changes in the intensity or sign of theVCD spectrum in the corresponding regions. This is especially significant in the region ofthe β(NH) and β(OH) modes, just below 1400 cm−1. Not all interaction types perturb thespectrum to the same extent. Non-hydrogen bonded complexes show the same spec-trum as the corresponding monomer. bi-eqg+G− shows strong modification of the VCD
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(a) Representation of the 1:1 complexin a bidentate interaction

1600 1400 1200
ν (cm-1)

1700 1500 1300 1100

Experimental

Monomer

Complex 1:1

(b) Experimental VCD spectrum of trans-AI andthe associated simulated spectra of themonomer and the 1:1 complex obtained fromthe Boltzmann-weighted average of 8 and 17spectra, respectively.
Figure 3.5: Structures of the 1:1 complex, experimental VCD spectrum and calculatedspectra of the monomer and the 1:1 complex. Adapted from Le Barbu-Debus et al. [12].

spectrum compared to eqg+G− in the 1200 cm−1 region, as mentioned above. The in-teraction with NH2 perturbs the spectrum much less than the interaction with OH does:the VCD spectrum of monoNH-eqg+ G+ is almost identical to that of the correspondingmonomer, while that of monoOH complexes is more affected by solvation.

3.3. Beyond cluster-in-a-liquid: exploration of the potential en-ergy surface with molecular dynamics
MD simulations were performed with the AMOEBA force field and with AIMD to ex-plore the potential energy surface for trans-AIwith a varying number of DMSOmolecules.
To characterise the position of the DMSO molecules with respect to trans-AI, the dis-tances between the nitrogen or oxygen of trans-AI and the oxygen of DMSO were eval-uated throughout the trajectory and drawn as 2D contour plots using the Plotly libraryin the R software [13, 14]. The distance between the nitrogen atom of trans-AI and theoxygen atom of the DMSO is represented on the y-axis and the distance between the oxy-gen atom of trans-AI and the oxygen atom of the DMSO is on the x-axis. Then, the z-axisrepresents the occurrence of the distance observed over the trajectory in a false colourscale. Each graph is divided in four regions: (i) a spot at (x ' 3 Å, y ' 3 Å ) correspondsto the bidentate family; (ii) a spot around (x ' 3 Å, y ' 5 Å ) represents a monodentateconfiguration with the DMSO hydrogen-bonded to the OH group of trans-AI; (iii) a spot at(x ' 4 Å, y ' 3 Å ) corresponds to a monodentate configuration with the DMSO hydrogenbonded to the NH2 group of trans-AI; (iv) finally, for a spot at (x ≥ 5 Å, y ' 8 Å ), the DMSOis in the vicinity of trans-AI without being hydrogen bonded.
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3.3.1. AIMD approach
For isolated trans-AI, the 1:1 as well as the 1:2 complexes with DMSO, one, three, andone starting structures were created, respectively, based on the optimised geometriesfound from the static calculations. AIMD calculations based on DFT were carried out, byour collaborator S. Jähnigen, with the Quickstep module of the CP2K software package[15, 16].

The simulations were of Born-Oppenheimer MD type with a time step of 0.5 fs, usingthe BLYP or B3LYP exchange-correlation functional [17, 18], Grimme’s dispersion correc-tion (D3) [19], GTH pseudopotentials [20, 21, 22], and the Gaussian and plane wave basisTZVP-MOLOPT-GTH with an energy cutoff of 400 Ry [23]. All simulations were performedin the canonical ensemble using the CSVR thermostat [24].

The simulations were performed at a slightly elevated temperature of 340 K to coun-terbalance the underestimation of temperature by the chosen functional [25]. However,the effect of this temperature on the intermolecular sampling is marginal, as shown infigure 3.6.

The AIMD simulations were carried out in a vacuum supercell, that is each setup, ei-ther the isolated molecule or the complexes (1:1 or 1:2) with DMSO, was placed in a boxof predefined size: 163 Å3 and 203 Å3 for the isolated molecule and the complexes, re-spectively. Each sample underwent geometry optimisation followed by a 5 ps equilibra-tion performed under massive thermostatting with a coupling constant in the 10-500 fsrange. The production trajectory of 30 ps was carried out under global thermostattingwith a coupling constant of 500 fs.

AIMD trajectories were out of reach for 1:5 complexes, but could be carried out at340 K for three 1:1 (trajectories b1 to b3) and one 1:2 complexes using the BLYP functionaland at 320 K for two 1:1 complexes (trajectories d1 to d2) using the B3LYP functional. Thestarting structures contained DMSO interacting either in a bidentatemanner or via OH···Ointeraction. The BLYP-AIMD trajectories are short and produce results that depend morestrongly on the starting structure, their analysis indicates that trans-AI spends 28% and30% in the axial position for the 1:1 and 1:2 systems, respectively.

The influence of the functional on the trajectories is illustrated by comparing the re-sults described above with similar MD trajectories obtained with the B3LYP functional(figure 3.7). For the isolated molecule, the B3LYP trajectories also evidence contributionsfrom both axial and equatorial configurations. The main difference compared to BLYP re-sults is an increased contribution of G− structures. For the 1:1 complex also, a balancedcontribution of axial (41%) and equatorial configurations (59%) is obtained, as well as alarger contribution of G− structures relative to BLYP trajectories.
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Figure 3.6: Distribution of distance between the oxygen atom of trans-AI and theoxygen/sulfur atom of DMSO, obtained from the AIMD trajectories at differenttemperatures (BLYP-D3).

In the 1:1 complex, the contour plot on figure 3.7 shows that both the bidentate andmonodentate (OH and NH2) conformations are visited. The DMSO molecule remainsclose to the OH group of trans-AI.
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Figure 3.7: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances for the 1:1 complex, with comparison between the BLYP (left) and B3LYP (right)functionals in the AIMD simulations.

With two DMSO molecules, conformational exploration is very limited, as manifestedby the contour plots of figure 3.8 where the simulation mainly explores one type of in-teraction with DMSO. However, even under this short time scale the dynamics shows apartial mobility away from the initial conformation of trans-AI.
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Figure 3.8: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances for the 1:2 complex, using the BLYP functional in the AIMD simulations. Theleft plot represents DMSO 1 and the right plot DMSO 2.

3.3.2. Force field based MD
Polarisable FFMD simulations resting on the AMOEBA force field were carried out tomodel trans-AI in interaction with one, two and five DMSOmolecules on time scalesmuchlonger than affordable with AIMD. A set of multipoles was generated for the trans-AI iso-lated monomer using the distributed multipole analysis of the MP2/ cc-pVTZ electrondensity [26, 27].
The temperature was set to 300 K or 150 K and was controlled using the Nosé-Hooverthermostat. The additional trajectories at 150 K were performed to constrain the dynam-ics of the system to remain around a selected local potential well of trans-AI. At 300 K,the duration of the trajectories was 1 ns and a time step of 0.5 fs was used. For theclusters with 2 and 5 DMSO molecules, a spherical van der Waals potential of 17 Å ofdiameter was used to avoid evaporation. At 150 K, the duration of the simulations wasincreased up to 3 ns to improve potential energy surface exploration but a time step of1 fs was used to reduce the computational time. MD simulations of bulk systems werecarried out using a cubic DMSO box with an edge length of 19.20 Å that contains 56 DMSOmolecules. This box was pre-equilibrated before soaking the trans-AI solute. Simulationswere performed at constant volume and 300 K using periodic boundary conditions, theNosé-Hoover thermostat, and a 0.5 fs time step. Ewald summation was used for the long-range electrostatic interactions. The Ewald real-space cutoff was 7 Å, the van der Waalscutoff was 7 Å. Several simulations were carried out for a total simulation time of 4 ns.

3.3.2.1 Trajectories at 150 K
A local and detailed description of the conformational landscape around a given structurein a potential depth was obtained using 150 K FFMD trajectories.

Under such conditions, the temperature is low enough to catch the trans-AImoleculein individual potential wells, allowing the intrinsic stability of its different conformationsto be explored. Four trajectories were carried out for trans-AI in the equatorial position:
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one for the 1:1 bidendate conformation that corresponds to the most stable structurein the static sampling, two for the 1:2 complex (one with one bidentate DMSO and thesecond DMSO in the vicinity, one as mono-OH andmono-NH conformation) and one withfive DMSO molecules spread around trans-AI with two molecules hydrogen-bonded tothe OH and NH2 groups. With trans-AI in the axial position, six trajectories were simu-lated, including two with one DMSO (mono-OH and mono-NH, respectively), three withtwo DMSO (mono-OH and mono-NH, mono-OH and in the vicinity, mono-NH and in thevicinity, respectively) and one with five DMSO (with similar configuration of the solventmolecules to that of the equatorial system).

The contour plots (figure 3.9 and 3.10) show that the complexes remain near theirstarting points, keeping the hydrogen-bond interactions with one or twoDMSOmolecules.One exception is the simulation starting from trans-AI in the equatorial position with oneDMSO molecule. In this trajectory, trans-AI switches to the axial position after 1.5 ns andremains axial during the rest of the simulation. This result contrasts with the static DFTresults, which give only a few stable structures in axial configuration for the 1:1 complex.It could be explained by an artifact of the force field, which may excessively favour theaxial configuration.
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Figure 3.9: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances in the trans-AI:(DMSO) 1:1 and the trans-AI:(DMSO)2 1:2 equatorial complexesat 150 K in FFMD simulations.
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Figure 3.10: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances in the trans-AI:(DMSO) 1:1 and the trans-AI:(DMSO)2 1:2 axial complexes at150 K in FFMD simulations.

In figure 3.11, the contour plots of the 1:5 equatorial complex show the five DMSOmolecules staying mainly around their initial position. One molecule stays hydrogenbonded to the OH group, two are in interaction with the NH2 group with one closer tothe OH, and the remaining two molecules are in the vicinity of the trans-AI solute. Theseresults are consistent with the main intermolecular interactions expected in this complex,i.e. OH· · ·O and NH· · ·O hydrogen bonds, and solvent-solvent interactions. The dynam-ics of the third DMSO molecule is more diverse. Lastly, the bidentate conformation ispresent but in a smaller amount and does not correspond to a well-defined spot in figure3.11. Still, the superimposed contour plots for the five DMSO molecules show that allthe expected interaction sites of trans-AI (protic groups and aromatic ring) interact withDMSO, which demonstrates that 1:5 complexes give a realistic description of solvation forthis system.
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Figure 3.11: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances for each of the five DMSO molecules in the 1:5 equatorial complex at 150 K,together with their superposition. The contour plots are divided in four regions labelledwith the corresponding static 1:1 complexes.

3.3.2.2 Trajectories at 300 K
FFMD simulations at 300 K were performed to assess the sampling of a few solventmolecules around trans-AI. At 300 K, the FFMD trajectories are less impacted by the start-ing configuration. Four trajectories were produced, namely two with one DMSO, andtwo with either two or five DMSO molecules, respectively. The dihedral angle of the 5-membered ring was monitored to characterise the equatorial and axial conformations(see figure 3.12). In the FFMD trajectory for the 1:1 complex, trans-AI spent most the timein axial position (93%). However the results are more balanced for the system with two(80%) and even more so for five DMSO (45%).
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Figure 3.12: Dihedral angle C2C3C4C9 of the 5-membered ring of trans-AI during theFFMD simulations at 300 K with one, two and five DMSO molecules.

The time evolution of the dihedral angles of the hydroxyl and amino groups of trans-AIare shown in figure 3.13. Each plot represents a trajectory with 1, 2 or 5 DMSOmolecules.For all three FFMD trajectories, the dihedral angle HC2OH stayed mainly at around 180◦or 60◦ (t and g+ conformations), which is consistent with the static picture at the DFTlevel. The residence time of one value of the dihedral angle increases with the numberof DMSO molecules as a confirmation of the stability of these t and g+ conformations insolution.
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Figure 3.13: Dihedral angles describing the geometries of the hydroxyl (red) and aminogroups (blue) of trans-AI during the FFMD simulations at 300 K with one, two and fiveDMSO molecules.
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For the amino group, the structure with the G+ orientation is clearly favoured withFFMD, however at the DFT level it is the one with the G− orientation that has the lowestenergy with explicit solvation.
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Figure 3.14: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances in the 1:1 complex at 300 K in the FFMD simulations.

In the 1:1 complex (figure 3.14), the DMSO molecules mainly takes three positions,near the OH and NH2 groups of trans-AI (red spot) and non-hydrogen bonded to trans-AI.Contrary to the static DFT calculations, the bidentate interaction is not favoured becausetrans-AI is mainly in the axial position during the simulation. Two starting points wereexploited, one with the solvent hydrogen-bonded to the OH group and the other with thesolvent on the NH2 group. Yet, the two trajectories give similar contour plots.
With two DMSOmolecules as explicit solvent, one DMSOmolecule staysmainly hydro-gen-bonded to the OH or the NH2 group of trans-AI (figure 3.15, right). The second DMSOmolecule takes mainly three positions, hydrogen-bonded to the OH or the NH2 group ofthe trans-AI, or non-hydrogen bonded in the OH region (figure 3.15, left).
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Figure 3.15: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances for both DMSO molecules (left and right) in the 1:2 complex at 300 K in theFFMD simulations.
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At 300 K, the DMSO molecules are much more mobile than at 150 K, moving aroundthe oxygen and the nitrogen atoms of trans-AI. Figure 3.16 provides the distances be-tween the OH and NH2 groups of trans-AI and DMSO as a function of time, showing thefluctuations of the two DMSO molecules moving close, then far away from trans-AI. Ex-changes between the two molecules happen several times on the NH2 group with anapproximate residence time, i.e. lifetime of the hydrogen bond, between 100 and 200 ps.Nevertheless, the contour plots indicate that there is a tendency of each DMSO moleculeto remain in certain spots throughout the simulation.
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Figure 3.16: Distances evolution as a function of time in the trans-AI:(DMSO)2 1:2complex at 300 K, as obtained from FFMD simulations.

FFMD simulations were also performed with five DMSO molecules as explicit solvent.The solvent moves around the trans-AI with an extensive sampling for all the molecules.The contour plots show similar preferred spots as for the 1:1 and 1:2 complexes: near theOH and NH2 groups of trans-AI and non-hydrogen bonded in the OH region (figure 3.17).The bidentate interaction for one DMSO molecule is also found and can be correlated toa larger proportion of the equatorial conformation.
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Figure 3.17: Contour plots of occurrence of O(trans-AI)–DMSO and N(trans-AI)–DMSOdistances for the five DMSO molecules in the trans-AI:(DMSO)5 complex during theFFMD simulations at 300 K.

Figure 3.18 provides the evolution with time of the O(trans-AI)–O(DMSO) distance andfigure 3.19 the evolution of the N(trans-AI)–O(DSMO) distance, as well as the correspond-ing radial distribution functions (RDF). Two main conclusions can be drawn from thesegraphs: (i) at short distances, one DMSO molecule is always hydrogen-bonded to the OHand NH2 groups, although this interaction is dynamical with frequent exchanges, leadingto a residence time of ca. 70 ps and 100 ps, respectively; (ii) the other molecules (three orfour, depending on the observed conformation) solvate the trans-AI solute and are also inits vicinity. These observations point to the mobility of the solvent at room temperature.
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(a) Radial distribution function, and its integral, between the oxygen atom of trans-AI and theoxygens atoms of 5 DMSO molecules.
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(b) Distance between the oxygen atom of trans-AI and the oxygen atoms of DMSO molecules.
Figure 3.18: Radial distribution functions and distance evolution as a function of time inthe trans-AI:(DMSO)5 1:5 complex, as obtained from the FFMD simulations at 300 K. Herethe O(trans-AI)–O(DMSO) hydrogen bonds are examined.
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(a) Radial distribution function, and its integral, between the nitrogen atom of trans-AI and theoxygens atoms of 5 DMSO molecules.
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(b) Distance between the nitrogen atom of trans-AI and the oxygen atoms of DMSO molecules.
Figure 3.19: Radial distribution functions and distance evolution as a function of time inthe trans-AI:(DMSO)5 1:5 complex at 300 K. Here the N(trans-AI)–O(DSMO) hydrogenbonds are examined.

A simulation of 1 ns with a time step of 0.5 fs was computed in a periodic box of19.20 Å containing trans-AI molecule and 56 DMSO molecules. The trans-AI moleculespends 76.75% of the time in the axial position and the HC2OH dihedral angle staysmainly around 180◦ or 60◦.
The RDF between trans-AI and the oxygens of 56 DMSOmolecules are shown in figure3.20. The RDF between the oxygen of trans-AI and the DMSO molecules (red) show anintense peak at 2 Å. The RDF between the nitrogen of trans-AI and the DMSO molecules(blue) show an intense peak at 3 Å. The first plateaux of the integration of the RDF are
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at 0.9 and 1.7 for the oxygen and the nitrogen of trans-AI, respectively. This confirms thehydroxyl group having nearly always an hydrogen bond with a DMSOmolecule at 2 Å andthe amino group mostly having two hydrogen bonds with a DMSOmolecule at 3 Å. It alsosuggests the bidentate family being in a small minority. The second solvation shells arearound 6 Å from the oxygen of trans-AI and 5.75 Å from the nitrogen of trans-AI.

(a) Radial distribution functions betweentrans-AI and oxygen of the 56 DMSO moleculesin a periodic box.
(b) Integrated radial distribution functionsbetween trans-AI and oxygen of the 56 DMSOmolecules in a periodic box.

Figure 3.20: Radial distribution functions and their integrations for trans-AI in a box of 56DMSO molecules at 300 K. The RDF between the oxygen of trans-AI and the DMSOmolecules (red) shows an intense peak at 2 Å while the RDF between the nitrogen oftrans-AI and the DMSO molecules (blue) shows an intense peak at 3 Å.

In terms of solvation, the results of the AIMD simulations for the 1:1 and 1:2 com-plexes parallel those of FFMD. They also highlight the mobility of the DMSO molecules(figure 3.7) and the preference of the DMSO for the OH group of trans-AI, which parallelsthe conclusion of static calculations where the mono OH or bidentate complexes are themost stable structures.

3.4. Locality of vibrational absorption and VCD and the role ofthe solvent
To further explore the effect of the solvent, a radial cutoff function for the momentswas applied as it has been used and introduced in the previous chapter and used in ear-lier studies [5, 28, 29]. The electric and magnetic dipole moments entering the TCF werethus evaluated according to their originating position in space. The spatially resolved IRand VCD spectra derived from AIMD-NVPT calculations based on the B3LYP trajectoriesare shown in figure 3.21. This study of the dipole moment was carried out by our collab-orator S. Jähnigen.
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Figure 3.21: AIMD study of non-local effects on the IR and VCD spectrum of trans-AI inDMSO solution by means of 1:1 clusters at the B3LYP-D3 level of theory; (a) radiallyresolved spectra (top: IR, bottom: VCD) of the chiral solute with spatial regions markedas "local" and "solvent effect", respectively; (b) IR (top) and VCD (bottom) spectrum oftrans-AI without consideration of the solvent’s polarisation (grey lines) and the differencespectrum as a consequence of the solvent (red lines).

In figure 3.21a, the radius r corresponds to the distance from the centre of mass oftrans-AI as it is scanned starting from 0, where only local contributions to the IR/VCDspectrum appear, i.e. those contributions that stem from trans-AI itself. By moving far-ther from the chiral solute, non-local signatures can be captured; for trans-AI this corre-sponds to contributions stemming from DMSO. Hence, if a non-local signal can be found,the polarisation of the centre (trans-AI) is coupled with the environment (DMSO), whichcan be due to either coupled oscillations, or induced polarisation [30]. It becomes clearthat the spatial region above 2 Å, denoted as "solvent effect", hardly returns any signalthat may account for intermolecular IR/VCD; the main contributions are indicated as be-ing of local origin, that is, stemming from trans-AI itself. Consequently, DMSO as a solventdoes not significantly contribute to neither the IR nor the VCD spectrum of trans-AI in so-lution. There are negligible traces at about 1360 cm−1 and 1400 cm−1 in the IR spectrumand, additionally, at 1425 cm−1 in the VCD spectrum, where the large dipole moment ofthe solvent slightly polarises the solute. This does not come as a surprise since these fre-quencies correspond to modes localised at the OH and NH2 groups, respectively, whichbind the molecule to the solvent. Although in these regions the non-local contributionssum up to 20 %, they do not change qualitatively or quantitatively the overall shape ofthe spectra (figure 3.21b). Consequently, what matters is the conformational sampling oftrans-AI and this is where solvent effects are discernible.
Such a conclusion is important as it means that in the case of DMSO electrostatics do
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barely influence the VCD response of trans-AI directly. This is at least true for the case ofa 1:1 cluster of trans-AI and DMSO, on which the AIMD results rely. Yet, as the solvationstudy suggests, it can be assumed that this small-scale image generalises to full solva-tion. The number of solvent molecules surrounding the solute may ultimately lead to arise of the small contributions shown in figure 3.21, but since the nature of the interac-tion does not change significantly with the number of DMSO molecules, it is unlikely toalter the locality of the VCD spectrum. Consequently, only the electronic wavefunction ofthe chiral solute is needed, which encourages the use of theoretical models like QM/MMapproaches for IR and VCD determination.

3.5. Concluding remarks
The chosen system, (1S,2S)-trans-1-amino-2-indanol in DMSO, is especially challengingfor VCD spectroscopy. Because of its flexibility, many structures coexist within tiny energydifferences that strongly depend on the method used. Static calculations based on thecluster-in-a-liquid model capture the main features of the experimental VCD spectra forthe 1:1 complex. Conformations higher in energy that are explored in FFMD or AIMD,like axial conformations, may contribute to the spectrum more than their static energysuggests.
The solvent influences only indirectly the calculated spectra through structural effectsbecause of the locality of the VCD signal. This locality is an important finding that furthersupports the interpretation of vibrational spectra from the sole perspective of the soluteconformational space and justifies the use of QM/MM calculations, with only a cluster oflimited size being treated quantum mechanically. As with any MD method, ergodicity isan important issue. The limited duration of the AIMD trajectories, due to their computa-tional cost, makes it important to define properly the starting structure. In this respect,combining FFMD for an exhaustive exploration of the PES with AIMD for the calculation ofthe VCD spectra proved to be efficient. The results obtained here stress the importanceof solvent mobility onto the results, which is hardly taken into account by small finite-sizeclusters. Therefore, a thorough FFMD study seems essential to fully understand VCD forsolvated compounds, as a complementary tool to the static cluster picture. This is whydevelopment of polarisable force fields amenable to very large sizes, close to full solva-tion, is necessary. No spectrum was obtained here with such a method as it was still indevelopment when this study was in progress. It is the object of the next chapters wherethe determination of such spectra is assessed and demonstrated.
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Chapter 4
Validation of the polarisable forcefieldapproach for VCD spectroscopy: ala-nine in the gas phase

Classical molecular dynamics performed with a force field (FFMD) usually achieves amuch better sampling than ab initio methods (AIMD), because trajectories can be propa-gated over significantly longer times and a larger number of initial conditions. This abilitystems from the full classical description in a force field. This differs from AIMD, in whichthe electronic structure problem is solved quantum mechanically through DFT.
The present chapter aims to discuss and validate our implementation of the strat-egy described in Chapter 2 for the computation of VCD spectra with FFMD. The AMOEBAforce field is designed to simulate organic molecules and biomolecules. Thus it can de-scribe amino acids which are used as building blocks to characterise proteins. The sim-plest amino acid which is chiral is alanine. Thus isolated alanine was investigated as ourbenchmark system in the zwitterionic and neutral forms (see fig. 4.1 a and b). The atomnumbering will be used in section 4.4. In the gas phase, alanine has been reported to bemore stable in the neutral form though once it is hydrated or in a crystal, the zwitterionicform becomes more stable [1, 2]. Initial tests were performed on the zwitterionic form asthe corresponding force field parameters were already available. The calculations in theneutral form were performed later, once the parameters for this form had been deter-mined.
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Figure 4.1: Visual depiction of (stable) neutral (a) and zwitterionic (a) forms of alanine inthe gas phase.
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Various results for the vibrational spectroscopy of isolated alanine have been reportedby other groups, from the theoretical [1] and experimental [3] perspectives.
In this chapter, the IR and VCD spectra of isolated alanine were determined with FFMDand the various contributions to the magnetic dipole moment were examined, as well asthe time derivative of the electric dipole moment. The quality of sampling was quantifiedthrough the determination of statical errors and convergence rates of the spectra. Var-ious configurations were determined from an FFMD simulation and reoptimised in DFTto assess the correctness of the FFMD results obtained. The DFT results were also usedto evaluate the importance of anharmonicity. Moreover, to validate the dipole momentsacquired from the FFMD, they were compared to dipole moments determined with DFT ateach step of the same trajectory. Finally effective modes for neutral and zwitterionic ala-nines were extracted from respective FFMD trajectories. The various contributions fromeach functional group were also examined.

4.1. Vibrational spectra obtained from force field molecular dy-namics (FFMD)
The idea of this section is to obtain IR and VCD spectra from FFMD trajectories. To en-sure that the configurations used to determine the electric andmagnetic dipolemomentsare as diverse as possible, different configurations were used to initiate a large numberof trajectories. As shown in chapter 2, the resolution of the spectrum is improved bysampling a lot of smaller trajectories rather than one long trajectory. To collect variousconfigurations to be employed as starting points, a long trajectory of 1 ns was achievedin the NVT ensemble. From this trajectory, 40 starting configurations were taken every10 ps for the last 400 ps. For each starting point, a 5 ps NVT simulation was performed toequilibrate the system at the correct temperature then a 200 ps NVE simulation was car-ried out, from which the electric and magnetic dipole moments were collected. For eachNVE trajectory, an individual spectrum was calculated through the Fourier transform ofthe time correlation function of the dipole moments, as described in chapter 2. Thenthe individual spectra were averaged to obtain a spectrum of an hopefully well sampledsystem.
For neutral alanine, the multipoles were not available in the AMOEBA force field. Thusthe atomic multipoles were extracted from ab initio calculations thanks to the distributedmultipoles analysis developed by Stone [4]. These multipoles were added to the bonded,van der Waals and polarisation parameters all ready included in AMOEBA. However thelowest configuration shown in literature [5] was not represented in an initial NVT ensem-ble FFMD trajectory. The force field parameters were not describing the NH2 group withsufficient accuracy. Thus the bonded parameters of the NH2 group were changed tothose of similar functional groups already present in the force field. These trials yieldedonly a slight improvement. Furthermore, the correlation of the relative energy betweenDFT and FF results was improved by varying the charge on the oxygen of the OH group.The other charges of the system were reequilibrated to maintain the molecular charge atzero.
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4.1.1. Calculating the electric and magnetic dipole moments for the IR andVCD spectra
The equations of the electric ®µ and magnetic ®m dipole moments are recalled below.The first term of electric dipole moment ®µ is expressed here as a function of the position,thus this electric dipole moment corresponds to the position form. If the electric dipolemoment is differentiated with respect to time, Û®µ = ∂ ®µ/∂t, the first term of the resultbecomes a function of the velocity, leading to the so-called velocity form of the electricdipole moment. The magnetic dipole moment is composed of 3 contributions. By ignor-ing any term with the induced dipole, ®µind

i , the polarisation of the atoms is neglected. Theterm corresponding to the time varying induced dipoles moving around fixed positionscan also be removed to explore the influence of this term.

®µ(t) =
N∑
i

(
qi ®ri(t) + ®µind

i (t)
) (4.1)
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1
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Figure 4.2: IR and VCD spectra of (a) zwitterionic and (b) neutral alanine averaged over40 FFMD trajectories at T=300 K. Figure (a) emphasizes the influence of the polarisationof the molecule and of the time varying induced dipole moments moving around fixedpositions term added to the magnetic dipoe moment. Figure (b) shows the spectra usingthe position and the velocity forms of the electric dipole moment.

In figure 4.2, the IR and VCD spectra of alanine in the zwitterionic and neutral formsare shown. The system was equilibrated at 300 K and the spectra are obtained fromthe average of 40 trajectories. The influence of polarisation of the molecule through the
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induced dipole ®µind
i , of the term ®ri × ®Ûµind

i and of choosing the position ( ®µ) or velocity ( Û®µ)form of the electric dipole moments are also scrutinised. The value of A corresponds tothe intensity of the peaks, thus has a unit of M−1cm−1.
First, the IR spectra of figure 4.2 are examined. For the IR spectrum of figure 4.2a,when the induced dipole moment is neglected, which is only the case for the blue spec-trum, a slight change of intensities in the spectrum occurs. No change is found in the IRspectrum of figure 4.2b which arises from the use of the autocorrelation function of theelectric dipole moment shown in equation (4.1) and the use of the autocorrelation of thetime derivative of the electric dipole moment.
Second, the VCD spectra including a varying number of contributions from the mag-netic dipole moment are shown in figure 4.2a. The blue spectrum depicts the simplestexpression of the magnetic dipole moment combined with the electric dipole momentwhich is only composed of its first term. If the induced dipole is added to the electricdipole moment and the second term is added to the magnetic dipole moment, the or-ange spectrum is obtained. This curve differs from the blue one by peak inversions at1150 cm−1 and 1700 cm−1. The black spectrum arises from the cross-correlation from thefull expressions of the electric and magnetic dipole moments. Compared to the orangespectrum, there are peak inversions at 1150 cm−1, 1500 cm−1, 1590 cm−1, 1700 cm−1,1850 cm−1 and 1925 cm−1.
Moreover, the position and velocity forms of the electric dipolemoment are comparedfor the VCD spectra in figure 4.2b. They confirm that there is no influence on the spectrumbetween the two forms. The velocity form is chosen as the time correlation function (TCF)involving Ûµ decays faster than that involving µ, thus facilitating convergence [6]. In the restof the thesis, the velocity form of the electric dipole moment and the term Ûµ × ri will beused.
These results show the importance of the inclusion of the polarisation, which is per-formed here through the induced dipole moments within the AMOEBA force field.
By comparing our spectra to the results obtained in the literature for the zwitterionicand neutral forms [1, 7] the peaks above 1600 cm−1 could correspond to theC O stretchof the carboxylate or carboxylic acid and the bend of the amino or amine groups. Thebending of the CH3 is expected around 1450 cm−1 and the bending of the CH is predictedat 1300–1200 cm−1. Below 1200 cm−1 the presence of the C-N-H bend can be reasonablyassumed.

4.1.2. Statistical errors and convergence rates
The spectra of alanine shown above are the result of the average of 40 trajectories. Toshow the convergence of both forms with the sample size, the averages of an increasingnumber of trajectories (NT ) are plotted. Convergence is achieved when the intensities ofthe peaks stabilise at a certain value after a certain sampling time. Starting from the topof figure 4.3, the spectrum arises from the average of 4 trajectories (NT = 4), then thenumber of trajectories used increases by 4. Each spectrum is compared to the averageof 40 trajectories shown in grey.
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The spectra for the zwitterionic form converge faster as the charges create strongerelectrostatic interactions. Also the IR spectrum converges faster than the VCD spectrumas VCD is more sensitive to a change of configuration of themolecule. Hornivcek et al. [8],found that 100 MD simulations of 20 ps are needed at 300 K to obtain convergence for
α-pinene. Similar results are found here with the convergence starting at 10 trajectoriesof 200 ps.
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Figure 4.3: IR and VCD spectra from the average of 2 to 40 FFMD trajectories at 300 K of(a,b) the zwitterionic and (c,d) the neutral forms of alanine.

The average of the spectra from 40 FFMD trajectories is considered converged, thusthe spectra of NT < 40 are compared to this averaged spectrum so as to determine theirnormalised error. The idea is to represent quantitatively the convergence with an increas-ing number of trajectories. For the IR spectra the standard error method is employed todetermine the error between the converged spectrum and the others. For the VCD spec-tra, the SimVCD method [9] is used, which computes a quantitative similarity betweentwo VCD spectra. With these methods the normalised error can be determined with thefollowing equations:
EIR =

A12
(A11 + A22)

(4.3)
EVCD = 1 − Z12

(Z11 + Z22 − |Z12 |)
= 1 − SimVCD (4.4)

where Ai j is the quadratic difference between the IR spectra i and j, Aii their quadratic
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norm, Zi j the overlap integral between the VCD spectra i and j (also for i = j):

Ai j =

∫
|Ii(ω) − Ij(ω)|2dω, (4.5)

Aii =

∫
Ii(ω)2dω, (4.6)

Zi j =

∫
VCDi(ω) × VCDj(ω)dω, (4.7)

Zii =

∫
VCDi(ω)2dω (4.8)

Where Ii(ω) is the IR spectrum intensity at frequency ω and VCDi(ω) the VCD spectrumintensity. Here the averaged spectrum that is considered converged, the so-called com-plete spectrum and the average of NT randomly selected trajectories, the so-called partialspectrum are compared. YC(ω) denotes the complete spectrum at frequency ω and YP(ω)denotes the partial spectrum at frequency ω. As a discrete number of frequencies istaken, the integrals are converted into the sums shown in equations (4.9) and (4.10).
As mentioned previously, NT trajectories are selected randomly for the partial spec-trum. This allows us to use a Monte Carlo process to determine the error of the nor-malised errors. This Monte Carlo process relies on repeated random selections to obtainstatistical results. Thus these normalised errors also have their own statistical error cal-culated with equation (4.11), giving the fluctuations over m = 10 000 trials.
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Figure 4.4: Normalised error of the average in the IR and VCD spectra of isolated alaninefrom NT FFMD trajectories at 300 K of 200 ps each, compared to the average from 40trajectories, as a function of the sampling ratio Sr = NT/40.

The variations of the normalised error, shown as a function of the sampling ratio
Sr = NT/40, demonstrate that the sampling must be performed for a certain amountof time to reach convergence, see figure 4.4. When the sampling ratio reaches 0.5, hencewhen the system has been sampled for 20 trajectories of 200 ps which corresponds to4 000 ps, the spectrum is considered to be converged.

To check whether there is an influence on the spectra depending on which trajecto-ries are chosen, 5 trajectories were selected randomly between 40 trajectories for thezwitterionic and neutral forms of alanine. This was performed 3 times (sample 1-3). Theaverage of 5 trajectories for each sample is shown in figure 4.5. Choosing different trajec-tories influences the intensity of the peaks especially for alanine in the neutral form. Thisconfirms that the sampling needs to be performed over multiple trajectories to correctlyaccess the spectral variations of the system.
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Figure 4.5: IR and VCD spectra from the averages of 5 different trajectories of zwitterionic(left) and neutral forms of alanine (right), as obtained from FFMD trajectories at 300 K.

4.2. Comparison with electronic structure calculations
4.2.1. Structures and relative energies

Each configuration of an FFMD simulation of 1 ns of alanine in the neutral form wasoptimised by the force field and 6main configurations could eventually be identified fromthis analysis. A 7th configuration was added, which corresponds to the lowest energy con-figuration from the article of Blanco et al. [5]. This configuration turns out not to be locallystable with AMOEBA, despite efforts to improve the parameters of the NH2 and COOHgroups. This is probably due to the NH2 parameters not being fully optimised. Only theneutral form was studied as the zwiterrionic form is unstable: during the optimisation,the hydrogen moves back to the oxygen thus the neutral form is recovered. Rahmani etal. [1] argued that the change of structure is due to intramolecular hydrogen bonding be-tween the hydrogen of the amino group and the oxygen of the carboxylic group followedby a rotation of the COO− group.
These configurations were further classified into families based on their structuralsimilarities, see Table 4.1. The configurations within each family differ mainly through therotation of the CH3 group. The families differ in the position of the OH group compared tothe NH2 group and the positions of the nitrogen hydrogens compared to themain carbonchain.
DFT calculations at the B3LYP/6-311++G(d,p) level of theory were performed for eachof the 7 configurations using the Gaussian 16 software [10]. The energy of each config-uration was then recalculated with the force field to compare the values of the relativeenergy and the electric dipole moments.
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For each family, the root-mean-square deviation (RMSD) was calculated taking theconfiguration of family 1 as a reference. For the other families, the structure used todetermine the values of the RMSD, the relative energy and the permanent dipolemomentcorresponds to the structure with the lowest energy of the family. Families 1 and 3 have asimilar orientation of the COOH group, thus their RMSD are closer than for the families 1and 2. The energy of each family is close, this is mainly due to the hydrogen bond alwaysbeing present between NH2 and an oxygen. The charges of the force field are describedwith a set of point charges, dipoles and quadrupoles centered on each atom, which givethe electric dipole. In DFT, the dipole moment is defined through the electronic density.Thus the dipole moments differ as the distribution of charges are not considered in thesame way. However the values of the dipole moments follow the same trend for DFT andthe force field, which gives a first validation of the dipole moments.
Table 4.1: The 3 families of configurations found for neutral alanine at theDFT/B3LYP/6-311++G(d,p) level of theory. Also included is the RMSD value compared tothe 1st configuration, the relative energy (∆E) calculated with DFT and with the forcefield (in kcal/mol) and the permanent electric dipole moment (µtot) calculated by theforce field and DFT (in Debye).

Family 1 (1 configuration) Family 2 (2 configurations) Family 3 (4 configurations)
RMSD = 0.0 RMSD = 1.2257 RMSD = 0.9258
∆EFF = 0.00 ∆EFF = 0.61 ∆EFF = 0.48
∆EDFT = 0.00 ∆EDFT = 1.06 ∆EDFT = 1.45
µtot

FF = 0.450 µtot
FF = 1.370 µtot

FF = 1.859
µtot

DFT = 1.298 µtot
DFT = 1.626 µtot

DFT = 2.144

4.2.2. IR and VCD spectra from static DFT calculations
For each of the families shown previously, IR and VCD spectra were determined. Theharmonic frequencies were scaled by 0.98 to correct for anharmonicity and basis set in-completeness [11, 12]. The anharmonic spectra were obtained using the second orderperturbation theory (VPT2) described in chapter 2. No scaling factors were applied toanharmonic frequencies. The final vibrational spectra were obtained by convoluting theintensities with a Lorentzian line shape (FWHM 10 cm−1).
The comparison of spectra from the harmonic and anharmonic frequencies, in fig-ure 4.6, shows that anharmonicity mainly affects the spectra at 1300 cm−1 with a bandinversion in the VCD spectrum for all 3 configurations.
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Figure 4.6: Comparison of harmonic and anharmonic spectra obtained from static DFTcalculations, for the (a) family 1, (b) family 2 and (c) family 3. The harmonic frequenciesare multiplied by a scaling factor of 0.98. No scaling was applied to anharmonicfrequencies.

The three VCD spectra show different signals at 1800 cm−1, this is due to the differentpositions of the C=O group compared to the CH3 group. The bands of the NH2 scissorvibration have the same sign but the relative intensity is higher when the NH2 group isaligned with the C=O group. Families 1 and 3 have the same sign for the bands around1100 cm−1.
The values of the frequencies of the most intense bands in the IR spectra and their as-signments are reported in Table 4.2. The assignments were determined by Rahmani et al.[1]. For each value of frequency reported here, the vibrational modes were examined andsimilar values of frequencies are found for each type of vibration. This is not surprisingas very similar methods are used to determine the frequencies and their assignments.

Table 4.2: A comparison of harmonic scaled frequencies (in cm−1) with different basissets and experimental frequencies (in cm−1) and their assignments. Rahmani et al. [1]used a 0.97 scaling factor whereas a scaling factor of 0.98 is used here as the level oftheory differs.
B3LYP/6-311++G(d,p) B3LYP/6-311G+(d,p) Experimental Assignmentsfamily 1 [1] [3] [1]1061 1057 1064 CH3 wagg + CH bend + NH2 wagg1103 1103 1110 OH bend + CH bend + CH3 wagg + NH bend1144 1126 1206 OH bend + CH bend + CH3 wagg + NH bend1640 1602 1622 NH2 scissor1771 1764 1774 C=O stretchbend: bending; wagg: wagging; stretch: stretching.

As the energy difference between each family is low, the assumption is made thatthey coexist. Thus each configuration needs to be included to form a realistic spectrum.For this purpose an average over the spectra from the 7 conformations was performed.To make the spectra more realistic, weights were used to give more importance to the
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spectra from configuration that could exist with a higher probability. These weights canbe determined in two ways. The first uses the MD data, where the number of times eachconfiguration was present in the 1 ns trajectory is considered. These will be called theMD weights. The second way relies on Boltzmann weights and requires, for each config-uration α, the values of the partition function Z representing the thermal populations atcanonical equilibrium. These will be called the DFT weights. In the harmonic approxima-tion, the partition function Z is defined as the following:

Zα = e−βEα

κ∏
i=1

e−βhν
i
α/2

1 − e−βhνiα
(4.12)

To account for intrinsic anharmonic effects, in equation (4.12) the (unscaled) anharmonicfrequencies, νiα, i = 1,..., κ = 3N − 6, determined from our VPT2 calculations is used. βcorresponds to 1/kBT and h is Planck’s constant.

The average of the 7 spectra using the DFT and MD weights are presented in figure4.7. The FFMD spectrum shown previously is also represented.

The average from theMD data correspondsmainly to the spectrum of family 3 (94.3%)and family 2 (5.7%) is present as a minority in the FFMD simulation. The weight of family1 is zero as its structure is not locally stable with AMOEBA. The average from the DFT datahas family 1 being the main contributor (49%) followed by family 2 (30.5%) and finallyfamily 3 (20.5%). This implies that the force field and DFT favour the hydrogen from thecarboxyl group positioned far from the nitrogen. The amino group is favoured by DFTto be perpendicular to the carboxyl group, whereas the force field favours an alignedconfiguration. The parameters of the NH2 group are probably not optimal. Trials wereperformed to improve these parameters by varying the values corresponding to the an-gle, torsion and multipole terms. However only a slight improvement was noticed.

In the region 1600 cm−1–1800 cm−1, the bands from the DFT spectra are assumed tocorrespond to the peaks at 1700 cm−1 from the FFMD results. The sampling from theFFMD leads to broader peaks due to anharmonicity and temperature effects. The bandsfrom the DFT results have been artificially widened through a convolution of the inten-sities with a Lorentzian line shape. However the FFMD and DFT are still quite different.This originates from the exploration of different configurations. As shown in figure 4.6,the spectra from each of family are very different. Neutral alanine is very flexible and iscomposed of a large number of configurations that each method explores differently.
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Figure 4.7: IR and VCD spectra obtained by averaging anharmonic DFT spectra from the3 families using weights from the MD and DFT data. Represented in grey is the FFMDspectrum from the average of 40 trajectories.

4.3. Assessing moments and spectra from one trajectory
The electric and magnetic dipole moments determined with force field molecular dy-namics are compared to the predictions of ab initio MD. For a robust comparison, a singleMD trajectory (produced by the force field) is exploited. To be able to compare the elec-tric and magnetic dipole moments of the two methods, they need to be determined fromthe same trajectory. The trajectory includes the positions and velocities throughout theMD simulation. Thus for both the zwitterionic and neutral forms, a trajectory of 200 ps at300 K was determined with FFMD giving the dipole moments. The dipole moments werethen computed again using now DFT within the CPMD software, by our collaborator S.Jähnigen. As the trajectory has already been determined, the DFT method using CPMDis equivalent to performing a DFT calculation for each time step, where the Troullier–Martins pseudopotentials [13] are used and the plane wave basis has a cutoff of 70 Ry.The trajectory was sampled with a time resolution of 4 fs.
From these dipole moments, the IR and VCD spectra can be determined using theFourier transform of the corresponding time correlation functions. The spectra from bothof these methods are shown in figure 4.8. For the zwitterionic form (Fig. 4.8a), the forcefield gives rise to more activity in the 1410-1450 cm−1 range and a lower intensity at1925 cm−1. The change in intensity can come from the difference in the description ofthe charges on the carboxylic acid. In the VCD spectra there is an inversion of sign at
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1050 cm−1. For the neutral form (Fig. 4.8b), the VCD signs are all the same, only theintensities vary in the IR and VCD spectra.
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Figure 4.8: Comparison of the IR and VCD spectra of (a) zwitterionic and (b) neutralforms of alanine using the dipole moments calculated with the force field and with DFTfrom the same FFMD trajectory at 300 K.

In a second step, the dipole moments calculated with both methods using the sametrajectory are compared. In anticipation of the results concerning the crystalline phase,the values of the electric dipole moment ®µ are shifted to the origin. This is to avoid apoorly correlated electric dipole moment due to different molecular orientations in thecrystalline phase. The dipole moments are represented by their values on the x, y and zaxis and compared using a Pearson correlation coefficient r . The closer the values of thedipole moments from the force field and from DFT are from one another, the closer thevalue of the correlation coefficient is to 1. The values of the electric dipole moments inthe position ®µ and velocity forms Û®µ, and the magnetic dipole moment ®m are representedfor the the zwitterionic form of alanine in figure 4.9 and for the neutral form of alanine infigure 4.10.
For the electric dipole moment of the zwitterionic form of alanine, the signal is moredisperse along the y axis. This is because there is a slight rotation of the molecule in thetrajectory. This dispersity does not appear for the time derivative of the electric dipolemoment and the magnetic dipole moment as the distribution of these dipole momentsare centrosymetric. No rotation is shown in the dipole moments of the neutral form ofalanine.
The value of r is high for the electric dipole moment and satisfactory for its timederivative and the magnetic dipole moment of the zwitterionic form. These values areimproved for the neutral form.
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Figure 4.9: Correlation of the projections of the electric dipole moment ®µ or its timederivative Û®µ, and the magnetic dipole moment ®m, as obtained for a specific MD trajectorybut calculated from the force field (FF) or using DFT for the zwitterionic form of alanine.
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Figure 4.10: Correlation of the projections of the electric dipole moment ®µ or its timederivative Û®µ, and the magnetic dipole moment ®m, as obtained for a specific MD trajectorybut calculated from the force field (FF) or using DFT for the neutral form of alanine

The results are quite similar between the DFT and FF approaches, which is promisingfor our new method. The neutral form shows a better correlation with DFT than thezwitterionic form, this is due to the description via point charges of the force field. Despitethe charges being expressed by multipoles and by induced dipoles, this description isdisadvantaged for the -COO- and -NH3+ groups. Keeping in mind that the force fieldwas parametrized for solvated molecules, a better description can be expected for thehydrated system compared to the isolated molecule.

4.4. Assignment of the IR spectra into effective modes
The dipole moments and the vibrational spectra were obtained with good accuracy.In this section, the IR spectra are decomposed with the effective modes analysis methodexplained in chapter 2. The information of the vibrational modes is not included in thetime-correlation functions, thus this analysis is needed to attain information about theorigin of each peak. The effective modes were determined by analysing one trajectory
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(positions and velocities) of 200 ps at 300 K from FFMD. A quick attribution of peaks wasfulfilled in sections 4.1.1 and 4.2.2 by comparing our results with the DFT calculations ofalanine and with literature [1, 7]. Here a more detailed description is provided.
4.4.1. Analysis of the zwitterionic and neutral forms of alanine

Using the configuration and atom numbering of figure 4.1, the internal coordinatesreported in Table 4.3 were used to initialise the effective modes analysis.
bond lengths valence angles dihedral anglesN1-C2 C3-C2-N1 O4-C3-C2-N1C2-C3 O4-C3-C2 H5-N1-C2-C3C3-O4 C2-N1-H5 H8-C2-N1-H7N1-H5 C2-N1-H6 C9-C2-N1-H7(neutral: O4-H5)N1-H6 C2-N1-H7 H10-C9-C2-N1N1-H7 N1-C2-H8 (neutral: H5-O4-C3-O13)C2-H8 C9-C2-N1C2-C9 H10-C9-C2C9-H10 H11-C9-C2C9-H11 H12-C9-C2C9-H12 O13-C3-C2C3-O13 H5-N1-H6(neutral: none)H7-N1-H6H12-C9-H11H10-C9-H11O13-C3-O4

Table 4.3: List of the 33 internal coordinates used to initialise the effective modesanalysis of alanine in the zwitterionic form (12 bond lengths, 16 valence angles, 5dihedral angles). The labels of the atoms refer to Fig. 4.1(b). For the neutral form, thebond N1-H5 is replaced by the bond O4-H5, the valence angle H5-N1-H6 is suppressed,and the dihedral angle H5-O4-C3-O13 is added.
In figure 4.11, the IR spectrum from the previous FFMD simulations is shown and thepeak for each effective mode is represented underneath, these are the power spectraof the effective modes. The effective modes analysis gives, in addition to a local spec-trum for each mode, a representation of the corresponding vibration using vectors thatis shown in figures 4.12 to 4.14. Note that the power spectra are shown without consid-

ering the 〈| ∂ ®µ
∂qi

(0) |2〉 prefactor, from equation (2.91) in chapter 2, which would alter therelative intensity of the peaks.
The functional Ω(n) was tested with n = 2 and n = 4 and no major differences werefound, thus the results are reported only for n = 2 in both zwitterionic and neutral formsof alanine. Note that the minimisation procedure may depend on the choice of initialinternal coordinates ζ. Also in this case various options were tested and only one setof results is reported below (no major differences were found among the various testsperformed).
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4.4.1.1 Analysis of the zwitterionic form

In the low frequency region of Fig. 4.11, four bands can be clearly identified: two over-lapping bands in the region 1000–1100 cm−1, one band in the region 1100–1200 cm−1,and one band localised at 1300 cm−1. The four bands see the participation of the CH3,NH3 and CO2 groups, together with contributions from the vibration of the CH bond. Thisfinding is confirmed in figure 4.12, where the COOmotion is seen to participate to modes1 and 4.
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Figure 4.11: (a) IR spectrum of isolated alanine in zwitterionic form, as obtained fromFFMD trajectories at 300 K and (b) its decomposition in effective modes, where thedifferent power spectra are shown in color. The power spectra have arbitrary intensities.
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ω1=1082 cm-1 ω2=1043 cm-1

ω4=1297 cm-1ω3=1154 cm-1

Figure 4.12: Effective modes associated to the spectral region 1000–1350 cm−1 of the IRspectrum of zwitterionic alanine in the gas phase. The sticks represent alanine inzwitterionic form. The arrows illustrate the collective atomic displacements along theeffective modes.

The region 1350–1500 cm−1 of the spectrum in figure 4.11 is populated by four mainbands, associated to the 4 modes shown in figure 4.13. This region of the spectrum seesthe main participation from the bending and umbrella modes in the two fragments CH3and NH3. Some distorted COO bending motions contributes as well to the higher fre-quency modes (modes 7 and 8 in figure 4.13), giving rise to the overlapping band slightlyabove 1450 cm−1 in figure 4.11.
ω5=1425 cm-1 ω6=1441 cm-1

ω8=1465 cm-1ω7=1467 cm-1

Figure 4.13: Effective modes associated to the spectral region 1350–1500 cm−1 of the IRspectrum of zwitterionic alanine in the gas phase.
121



In the remaining part of the spectrum of zwitterionic alanine in the gas phase, fivemodes are identified between 1500–1900 cm−1. The high energy band at 1900 cm−1 iseasily assigned to the asymmetric stretching motion in the COO fragment. This is mode13, represented in figure 4.14.

At 1700 cm−1, the band corresponding to mode 12 in figure 4.14 is identified. Thisband is produced by the excitation of the bending and the umbrella motion in NH3 (seefigure 4.18 for comparison), which is now coupled to the bending motion in the CH3 frag-ment as well as to the vibration of the CH bond which is not involved in CH3.

ω9=1538 cm-1 ω10=ω11=1580 cm-1

ω12=1702 cm-1 ω13=1919 cm-1

Figure 4.14: Effective modes associated to the spectral region 1500 - 1900 cm−1 of the IRspectrum of zwitterionic alanine in the gas phase.

The three remaining bands are located in the region 1500–1600 cm−1, and are mainlyproduced by the bending and umbrella vibrational modes of the NH3 fragment. Thesebands and these effective modes are labelled 9, 10 and 11 in figure 4.14.

The IR data reported in reference [3] on the zwitterionic and neutral forms of ala-nine is compared to the results of our effective modes analysis in terms of frequenciesand bands assignments. Note, however, that in reference [3] the bands assignmentswere performed based on harmonic normal modes calculations with electronic energiescalculated at the Hartree-Fock level. The modes assignment is presented in the centralcolumn, where the notation for the modes used in reference [3] is adopted. In Table 4.4,the results for the zwitterionic form of alanine are reported.
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Experimental frequencies (cm−1) Modes Theoretical frequencies (cm−1)1014 ρCH3 10431027 δCH1114 ρCH3 10821149 ρNH3 11541235 δCH1307 δsNH3 142514411354 νCOO 12971408 δsCH31452 δasCH3 14671523 δasCH3 1465
δasCH3, δsNH3 15381592 δasNH3 15801603 νasCOO 1919
ωCH3, ωNH3 1702

Table 4.4: Left column: experimental frequencies collected from Ref. [3] in the spectralregion 1000–2000 cm−1 for the zwitterionic form of alanine. Central column: bandsassignment using the abbreviation from reference [3] (ρ for rocking, δ for bending, ν forstretching, ω for wagging; s for symmetric and as for asymmetric). Right column:theoretical frequencies from this work.

Most of the modes are represented in both experimental and theoretical results withsimilar frequencies. However for a fewmodes, the experimental and theoretical frequen-cies differ from one another. These modes are the NH3 symmetric bend, the COO sym-metric stretch, the CH3 antisymmetric bend and the COO antisymmetric stretch. The CH3and NH3 antisymmetric bend and wag are not described by theory.

4.4.1.2 Analysis of the neutral form
As expected from the different structures, the IR absorption spectrum of neutral ala-nine in the gas phase is very different from that calculated for the zwitterionic form. Bycomparing figure 4.11 and figure 4.15 some major differences can be pointed out: (i) inthe region 1000–1300 cm−1, the low intensity band at 1150 cm−1 in zwitterionic alaninebecomes more intense and splits into two contributions for the neutral form; (ii) in theregion 1350–1500 cm−1, the large absorption band of zwitterionic alanine becomes lessintense in the neutral form, and four main peaks appear better resolved; (iii) the region1500–1900 cm−1 becomes more IR active for the neutral form of alanine than for thezwitterionic form, with the complete disappearance of absorption above 1800 cm−1.

The effective modes of neutral alanine in the gas phase have been determined in or-der to identify the modes attesting to these differences between the IR spectra of the twoforms of the molecule. For the sake of clarity, the 14 modes determined in the spectralregion 1000–2000 cm−1 are not described, but the effective modes mainly responsible forthe differences (i), (ii) and (iii) discussed above, are commented.
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Figure 4.15: IR spectrum of neutral alanine in the gas phase, as obtained from FFMDtrajectories at 300 K (black line) along with its decomposition in effective modes.

ω2=1150 cm-1 ω3=1200 cm-1

ω12=1706 cm-1ω8=1486 cm-1

Figure 4.16: Effective modes associated to the spectral region 1000–1800 cm−1 of the IRspectrum of neutral alanine in the gas phase, highlighting to the major differences withthe IR spectrum of zwitterionic alanine in gas phase.
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In figure 4.16, the selected effective modes responsible for the different features ofthe spectrum of neutral alanine with respect to zwitterionic alanine involve some vibra-tional motions of the fragments that mainly distinguish the two species: the OH bondin the COOH fragment and the NH2 fragment itself. Mode 2 of figure 4.16 centered ataround 1150 cm−1 is a seemingly wagging motion of the NH2 moiety, which is absent inthe zwitterionic form. Similarly, the wagging motion of NH2 at 1200 cm−1, which is cou-pled to the in-plane oscillations of the OH bond (in plane with COO), is totally absent in theabsorption spectrum of zwitterionic alanine of figure 4.11. Mode 8, at around 1480 cm−1,is similar to mode 3, just described, but it is coupled to a vibration in the CH3 fragmentthat looks like an umbrella mode. Finally, that mode 12, slightly above 1700 cm−1, clearlyinvolves solely the HNH bending motion in NH2, and was not so well defined in the anal-ysis reported in figure 4.14.
Similarly to the results reported in Table 4.4, Table 4.5 shows the comparison betweenthe calculated frequencies and bands assignment of the effective modes analysis and theexperimental results of reference [3].

Experimental frequencies (cm−1) Modes Theoretical frequencies (cm−1)1037 ρCH3 10481064 ρCH3
δCH, ωNH2 11501110 νCN1153 δCO1206 δCOH 12001219

ρNH2, ωCH3, δCOH 12851335 δCH1376 δsCH3 14161408 δCH1454 δasCH3 14541460 δasCH3 1443
ωNH2, ωCOO 1517
ρNH2, δOH 16101622 δNH2 17061774 νC=O 1732

Table 4.5: Left column: experimental frequencies collected from reference [3] in thespectral region 1000–2000 =cm−1 for the neutral form of alanine. Central column: bandsassignment using the abbreviation from reference [3] (ρ for rocking, δ for bending, ν forstretching, ω for wagging; s for symmetric and as for asymmetric). Right column:theoretical frequencies from this work.
The C=O stretch is a lot closer to the experimental value here than the COO antisym-metric stretch for the zwitterionic form. The force field must better represent the C=Obond rather than the CO bond in the COO− group.
Thus the IR spectra of alanine in the zwitterionic and neutral forms have been anal-ysed, and the correspondingmolecular vibrations were given. For a finer analysis of theseresults for the zwitterionic form of alanine, the effective modes analysis will also be per-formed on the 3 fragments that constitute the molecule.
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4.4.2. Fragment analysis
In this section, some of the molecular fragments of alanine in its zwitterionic form areanalysed. Since the spectral region of interest, 1000–2000 cm−1, is densely populated byoverlapping and not well-defined absorption bands, this secondary study aims to clarifythe results of the previous sections on the full molecule. From the entire FFMD trajectory,positions and velocities of three fragments, i.e., CH3, NH3, and COO are extracted in or-der to identify their effective modes and the bands of the full IR spectrum arising fromtheir vibrations. Note that, while the analysis is performed on the isolated fragments,their dynamics accounts for the presence of the remaining degrees of freedom of themolecule.

4.4.2.1 IR analysis of the methyl group
To determine the effective-mode power spectrum of the methyl group, the following in-ternal coordinates to determine the effective modes are introduced.

modes atomsstretch C1-H2stretch C1-H3stretch C1-H4bend H2-H3-H4torsion H2-C1-H3-H4torsion H2-C1-H4-H3
Table 4.6: List of CH3 internal coordinates used for the specific analysis of the methylgroup power spectrum.

The IR absorption bands of the CH3 fragment aremainly located in the region of 1400–1500 cm−1, as shown by the coloured bands in the lower panel of figure 4.17, and thuscontribute to the large absorption region of zwitterionic alanine in gas phase in the region1300–1600 cm−1 (black line in the upper panel of figure 4.17). The effective modes iden-tified by this analysis are, unsurprisingly, combinations of bending modes (mode 1 andmode 3, depicted as arrows in the insets of figure 4.17) and the umbrella mode (mode 2in figure 4.17).
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Figure 4.17: Black line: IR spectrum of isolated alanine in its zwitterionic form, asobtained from FFMD trajectories at 300 K. Coloured lines: power spectra determined bythe effective modes analysis, corresponding to the 3 modes of the CH3 fragment. Insets:stick representation of the CH3 fragment, along with the effective modes, depicted asarrows.
4.4.2.2 IR analysis of the amino group
For the effective modes analysis of the amino group of zwitterionic alanine, the followinginternal coordinates are used.

modes atomsstretch N1-H2stretch N1-H3stretch N1-H4bend H2-N1-H4bend H3-N1-H4torsion H2-H3-H4-N1
Table 4.7: List of NH3 internal coordinates in zwitterionic alanine used for the specificanalysis of the amino groups power spectrum.
The IR absorption bands of the NH3 fragment are slightly blue-shifted with respectto those of CH3, and are mainly distributed in the region 1500–1700 cm−1, as shown bythe coloured bands in the lower panel of figure 4.18. Despite the blue shift, one mightexpect that the vibrations within the NH3 fragment are coupled to those of CH3 since theabsorption bands partially overlap. Therefore, NH3 contributes, similarly to CH3, to thelarge absorption region of zwitterionic alanine in gas phase in the region 1300–1600 cm−1

(black line in the upper panel of figure 4.18) as well as to the isolated band at 1700 cm−1.The bands are not well localised in frequency as it was the case for the CH3 fragment,which might be a manifestation of strong anharmonicity and coupling of NH3 with othermodes that have not been considered in this fragment analysis. The effective modes
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identified by the analysis are very similar to those in CH3, namely they are a HNH bendingmode (mode 1, depicted as arrows in the inset of figure 4.18), the umbrella mode (mode 2in figure 4.18), and a combination of a HNH bending mode with an out-of-plane vibrationof the remaining NH bond (mode 3 in figure 4.18).
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Figure 4.18: Black line: IR spectrum of isolated alanine in its zwitterionic form. Colouredlines: power spectra determined by the effective modes analysis, corresponding to the 3modes of the NH3 fragment. Insets: stick representation of the NH3 fragment, alongwith the effective modes, depicted as arrows.

4.4.2.3 IR analysis of the carboxyl group
The following internal coordinates are used to determine the effective modes of the car-boxyl group.

modes atomsstretch C1-O2stretch C1-O3bend O2-C1-O3
Table 4.8: List of COO (second column) internal coordinates in zwitterionic alanine usedfor the specific analysis of the carboxylic acid groups power spectrum.

The IR absorption of the COO fragment is composed of two main bands: one bandappears essentially in the region 1500–1600 cm−1, but it is coupled to smaller bands at(a bit less than) 1100 cm−1 and at 1300 cm−1; one band is very well defined and localisedaround 1900 cm−1. These bands due to the power spectra of the effective modes areshown in the lower panel of figure 4.19. Therefore, also for this fragment, the bend-ing motion in COO (mode 1, depicted as arrows in the inset of figure 4.19) is found toparticipate to the large absorption region of zwitterionic alanine in the gas phase in theregion 1300–1600 cm−1 (black line in the upper panel of figure 4.19), while the asymmet-
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ric stretching in COO (mode 2, in the inset of figure 4.19) produces an absorption peak inthe high frequency region of the analysed spectrum.
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Figure 4.19: Black line: IR spectrum of isolated alanine in its zwitterionic form. Colouredlines: power spectra determined by the effective modes analysis, corresponding to the 2modes of the COO fragment. Insets: stick representation of the COO fragment, alongwith the effective modes, depicted as arrows.

The reported decomposition of the spectra of alanine confirms the capability of theeffective modes analysis to unravel absorption spectra that can appear at first glancevery broad and not well resolved. Since alanine is quite flexible and its dynamics wassimulated at room temperature, the normal modes analysis would not be sufficient tosatisfactorily characterise the complex absorption spectra discussed in the present work.The comparison between the two gas phase forms of alanine allowed us to identify themodes responsible for the changes in the IR spectra: even though it is expected that thechanges in the neutral form are produced by the fragments of the molecule that are notpresent in the zwitterionic form, it is interesting to find that those changes are confirmedbased on a rigorously-derived numerical procedure. The results from this effectivemodesanalysis can be used to check the value of the frequency corresponding to each vibration.If the values of the frequencies are shifted from their experimental value, the parametersfrom the force field can be adjusted in consequence.

4.5. Concluding remarks
The results using our implementation of polarisable force field molecular dynamicsfor vibrational circular dichroism have been scrutinised on the example of the alaninemolecule in the gas phase, in its neutral and zwitterionic forms. The importance ofaccounting for polarisation effects through the induced dipoles moments was demon-strated. The fluctuations of the charges need to be accounted for to represent com-
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pletely the VCD spectrum. Through scrutinising the convergence and the error to thisconvergence, the need to sample over a certain period of time was demonstrated. Thissampling time (20x200 = 4 ns) is much longer than what is usually achievable with AIMDsimulations. Harmonic and anharmonic DFT results were compared, giving a small differ-ence between both spectra, showing the influence of anharmonicity on the IR and VCDspectra.
To confirm the FFMD results, a comparison with ab initio molecular dynamics for onetrajectory was accomplished to determine the moments and spectra. This comparisonpermits the validation of the implementation in the gas phase.
This chapter also discussed the molecular origin of the spectroscopic signals of ala-nine in the gas phase based on an effective modes analysis aimed to decompose the IRabsorption spectra of alanine in zwitterionic and (stable) neutral forms. The decomposi-tion relies on the identification of well-defined, maximally localised in frequency, absorp-tion bands calculated as the power spectra of the effective modes, whose sum yields agood approximation of the full IR spectrum for the molecule at hand. The comparisonto experimental frequencies displays a small number of discrepancies which hopefullyshould be solved in the future by adjusting the force field parameters.
Experimentally, VCD spectra are recorded in dense media where the signals are farmore intense. The computational method presently assessed in the gas phase musttherefore be extended to the relevant liquid and crystalline cases. This is the subjectof the next chapter.

130



Bibliography
[1] M. Rahmani and M. E. A. Benmalti, “Theoretical study of the vibrational propertiesof L-alanine and its zwitterionic form in the gas phase and in solution,” Journal ofBiomolecular Structure and Dynamics, pp. 1–9, 2021.
[2] S. Jähnigen, A. Scherrer, R. Vuilleumier, and D. Sebastiani, “Chiral crystal packinginduces enhancement of vibrational circular dichroism,” Angewandte Chemie Interna-tional Edition, vol. 57, no. 40, pp. 13344–13348, 2018.
[3] M. T. S. Rosado, M. L. R. Duarte, and R. Fausto, “Vibrational spectra (FT-IR, Ramanand MI-IR) of α-and β-alanine,” Journal of Molecular Structure, vol. 410, pp. 343–348,1997.
[4] A. J. Stone, “Distributed multipole analysis, or how to describe a molecular chargedistribution,” Chemical Physics Letters, vol. 83, no. 2, pp. 233–239, 1981.
[5] S. Blanco, A. Lesarri, J. López, and J. Alonso, “The gas-phase structure of alanine,”Journal of the American Chemical Society, vol. 126, no. 37, pp. 11675–11683, 2004.
[6] A. Scherrer, R. Vuilleumier, and D. Sebastiani, “Vibrational circular dichroism fromab initio molecular dynamics and nuclear velocity perturbation theory in the liquidphase,” The Journal of Chemical Physics, vol. 145, no. 8, p. 084101, 2016.
[7] Merck, IR Spectrum Table & Chart, 2022. https://www.sigmaaldrich.com/

FR/fr/technical-documents/technical-article/analytical-chemistry/
photometry-and-reflectometry/ir-spectrum-table (accessed May 10st, 2022).

[8] J. Horníček, P. Kaprálová, and P. Bouř, “Simulations of vibrational spectra from classi-cal trajectories: Calibration with ab initio force fields,” The Journal of Chemical Physics,vol. 127, no. 8, p. 084502, 2007.
[9] J. Shen, C. Zhu, S. Reiling, and R. Vaz, “A novel computational method for compar-ing vibrational circular dichroism spectra,” Spectrochimica Acta Part A: Molecular andBiomolecular Spectroscopy, vol. 76, no. 3-4, pp. 418–422, 2010.
[10] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman,G. Scalmani, V. Barone, G. A. Petersson, H. Nakatsuji, X. Li, M. Caricato, A. V. Marenich,J. Bloino, B. G. Janesko, R. Gomperts, B. Mennucci, H. P. Hratchian, J. V. Ortiz, A. F.Izmaylov, J. L. Sonnenberg, D. Williams-Young, F. Ding, F. Lipparini, F. Egidi, J. Goings,B. Peng, A. Petrone, T. Henderson, D. Ranasinghe, V. G. Zakrzewski, J. Gao, N. Rega,G. Zheng, W. Liang, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida,T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, K. Throssell, J. A. Montgomery,Jr., J. E. Peralta, F. Ogliaro, M. J. Bearpark, J. J. Heyd, E. N. Brothers, K. N. Kudin, V. N.Staroverov, T. A. Keith, R. Kobayashi, J. Normand, K. Raghavachari, A. P. Rendell, J. C.Burant, S. S. Iyengar, J. Tomasi, M. Cossi, J. M. Millam, M. Klene, C. Adamo, R. Cammi,J. W. Ochterski, R. L. Martin, K. Morokuma, O. Farkas, J. B. Foresman, and D. J. Fox,“Gaussian16 Revision C.01,” 2016. Gaussian Inc. Wallingford CT.
[11] C. Fábri, T. Szidarovszky, G. Magyarfalvi, and G. Tarczay, “Gas-phase and ar-matrix

131

https://www.sigmaaldrich.com/FR/fr/technical-documents/technical-article/analytical-chemistry/photometry-and-reflectometry/ir-spectrum-table
https://www.sigmaaldrich.com/FR/fr/technical-documents/technical-article/analytical-chemistry/photometry-and-reflectometry/ir-spectrum-table
https://www.sigmaaldrich.com/FR/fr/technical-documents/technical-article/analytical-chemistry/photometry-and-reflectometry/ir-spectrum-table


SQM scaling factors for various DFT functionals with basis sets including polarizationand diffuse functions,” The Journal of Physical Chemistry A, vol. 115, no. 18, pp. 4640–4649, 2011.
[12] National Institute of Standards and Technology, Precomputed vibrational scalingfactors, 2022. http://cccbdb.nist.gov/vibscalejust.asp (accessed June 15th,2022).
[13] N. Troullier and J. L. Martins, “Efficient pseudopotentials for plane-wave calculations,”Physical Review B, vol. 43, no. 3, p. 1993, 1991.

132

http://cccbdb.nist.gov/vibscalejust.asp


Chapter 5
Applications in condensed phases

The previous chapter was aimed at assessing the validity of force field molecular dy-namics for VCD spectroscopy, using alanine in the gas phase as our testing ground. Herethe scope of the study is extended by focusing on the same molecule but in solid (crys-talline) and liquid (solvated) phases. Owing to the usually low intensities of VCD signals, afair amount of material is needed to actually record them, making condensed phases thenatural setting in experiments. As mentioned previously, the correct description of theenvironment is important in VCD [1].
The VCD spectroscopy of alanine in various condensed phases has been the subject ofseveral earlier works. Jähnigen et al. showed that for crystalline alanine, supramolecularinteractions need to be considered to represent properly the VCD spectrum [2]. This workexplored the structure of the alanine crystal, depicted in figure 5.1a, where the aminogroups are arranged in a helical fashion leading to a chiral supramolecular packing. Thesupramolecular interactions within a range of 4 to 5 Å give characteristic features of thevibrational spectra.

(a) Unit cell topology of crystalline L-alaninewith supramolecular chains along z in thesupercell that are collinearly arranged.
(b) L-alanine + 20 water molecules atOPBE0/TZ2P + COSMO level of theory

Figure 5.1: Visual depiction of (a) crystalline [2] and (b) hydrated alanine [3].

In the hydrated phase, various studies examined the number of explicit water mole-cules needed to embed the alanine solute. With DFT methods, Tajkhorshid et al. demon-strated the need for 4 water molecules [4] whereas Frimand et al. argued the need for 9explicit water molecules to represent the vibrational spectra [5]. From AIMD simulationsJalkanen et al. found that 20 water molecules are necessary to fully hydrate the zwitteri-
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onic species, including 11 solvent molecules on the methyl group, depicted in figure 5.1b[3]. However, they agreed on the importance of an explicit water solvent to capture theeffect of the solvent and the chirality transfer effect. In this chirality transfer effect, thechiral properties of the solute are transferred to the solvent [6].
In the present chapter, the assets of FFMD for sampling time and system size aredemonstrated for the alanine crystal and for hydrated alanine, both under periodic bound-ary conditions. An effective modes analysis was also performed to identify the vibrationalcontributions to the spectrum. To disentangle the chemical effects of hydrogen bondingfrom those of a physical nature, due to the presence of the embedding medium, alaninein a liquid dinitrogen solvent was also considered. This systemwas studied under the con-ditions of temperature and density that are more appropriate to this cryogenic medium.Finally, phenylcyclohexanediol was also studied as a crystal and solvated in dimethyl sul-foxide. This system is of chemical interest owing to the diol group that displays stronghydrogen bonding.

5.1. Crystalline alanine
5.1.1. Vibrational spectra obtained from force field molecular dynamics

In accordance with experimental crystallographic data, an alanine crystal was pre-pared for simulations. Given the chiral space group of alanine (P212121), a periodic boxof 12.073 × 12.342 × 11.57 Å was constructed containing 16 alanine molecules, as shownin figure 5.2. It is this system that was used to determine the electric and magnetic dipolemoments throughout MD simulations. In the crystal, alanine is in its zwitterionic form sothe molecules are closely held together by electrostatic interactions between the aminoand carboxylate groups, represented by the black dotted lines for one amino group.

Figure 5.2: Visual depiction of the alanine crystal in its periodic box.

5.1.1.1 Comparing crystalline and gas phase vibrational spectra
Like in the gas phase, a certain number of trajectories was performed to sample thesystem. Each of these trajectories was initiated from a different starting point, chosen
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along a trajectory previously performed in the canonical ensemble. The electric and mag-netic dipole moments were retrieved from each trajectory, then the Fourier transformof the corresponding time correlation function was determined. This gave an individualspectrum for each trajectory, all spectra being averaged to obtain a spectrum consid-ered as converged. Under PBC, as explained in chapter 2, the VCD spectrum becomesorigin-dependent through the minimum image convention, which changes the value ofthe position depending on the origin. Thus the nearest periodic image is directly chosenbetween particles to make the VCD spectrum origin-independent [7]. For the crystallinephase, 30 trajectories of 40 ps for a total simulation time of 1 200 ps at 300 K were simu-lated. In figure 5.3 the average spectra in both crystalline and gas phases are given.

0.00

0.02

0.04

0.06

A
(1
04

M
-1
cm

-1
)

1000 1200 1400 1600 1800 2000
wavenumber (cm-1)

−0.04

−0.02

0.00

0.02

0.04

∆
A
(M
-1
cm

-1
)

Crystal
Gas

NH3

CO

Figure 5.3: IR and VCD spectra averaged over 40 trajectories with a periodic boxcontaining 16 alanine molecules, as obtained from FFMD simulations at 300 K. The VCDspectrum of alanine in the gas phase is multiplied by 3, for visibility. The red arrowshighlight the shifts of peaks corresponding to the NH3 bend and the C=O stretch,between the two phases.

The spectra are well resolved and by comparison of the crystal spectra to their gasphase counterparts, the groups of peaks are mainly found around the same positions.However, shifts of the NH3 bend from 1580 to 1622 cm−1 and of the C O stretchingmode from 1919 to 1853 cm−1 are displayed, represented by the red arrows in figure 5.3.These shifts are due to the electrostatic interactions between the amino and carboxylategroups present in the crystal.
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5.1.1.2 Comparison to experimental results
The previous IR and VCD spectra of crystal alanine are compared to experimental data [1]in figure 5.4. The experimental data were obtained from ground crystals as nujol oil mull.These data were only available up to 1800 cm−1.

1000 1200 1400 1600 1800 2000
wavenumber (cm-1)

1000 1200 1400 1600 1800 2000
wavenumber (cm-1)

Crystal

Experimental data
IR VCD

Figure 5.4: (a) IR and (b) VCD spectra of the alanine crystal from experimental, measuredas a nujol oil mull [1] and theoretical results from the force field MD approach at 300 K.

In the IR spectra, the peaks match between 1400–1800 cm−1, below this range, thepeaks are shifted. For the VCD spectra, a similar pattern of a positive then negative peakis found around 1400 cm−1.

5.1.1.3 Statistical errors and convergence rates
The spectra of the alanine crystal shown above result from the average of 30 trajectories.To determine if the system has been sampled for a sufficient amount of time, the con-vergence is now examined. To show when the intensities of each peak stabilise at theirconverged values after a certain sampling time, the averages from an increasing numberof trajectories (NT ) are plotted. Starting from the top of the figure 5.5, the spectra arisefrom the average from 2 trajectories (NT = 2). Then the number of trajectories increasesby 3 stepwise. Each spectrum was compared to the reference spectrum obtained fromthe entire set of 30 trajectories.

The average of the spectra from 30 trajectories was considered converged and wastaken as our reference to which other spectra with lesser sampling are compared. Thusthe spectra from 1 < NT < 30 trajectories were compared to this averaged spectrum todetermine their normalised error, with the method and equations shown in chapter 4.This error is shown in figure 5.6 as a function of the sampling ratio Sr = NT/30.
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Figure 5.6 shows a slightly faster convergence for IR over VCD. The convergence ofthe spectrum from the crystal compared to the spectrum from the gas phase is fasterfor IR but slower for VCD. If only one molecule of alanine is considered for the solid, theconvergence of the crystal is faster in both IR and VCD. The supramolecular interactionsof the crystal may add instability to the magnetic dipole moment, thus disturbing theconvergence.
Furthermore, the crystalline phase shows convergence with a shorter amount of sam-pling time than the gas phase. In the previous chapter, it was shown that a simulationtime of 4 ns was needed for convergence in the gas phase. The crystalline phase canbe considered converged at a sampling ratio of 0.5 so after the system has sampled 15trajectories of 40 ps, thus only 600 ps of sampling time.

5.1.2. Assessing moments and spectra from one trajectory
As in chapter 4, a trajectory (positions and velocities) from classical molecular dynam-ics based on force fields was exploited to calculate the electric and magnetic dipole mo-ments using DFT within the CPMD software [8]. The DFT dipole moments were computedby our collaborator S. Jähnigen.
The spectra from both methods are shown in figure 5.7. Both IR and VCD spectrafrom FFMD are very similar to their DFT counterpart. As for zwitterionic alanine in the gasphase, the force field gives rise to more activity in the 1410–1450 cm−1 range and a lowerintensity at 1925 cm−1 in the IR spectrum. The signs of all peaks in the VCD spectrumagree between DFT and FFMD.
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For each point along a FFMD trajectory, the electric dipole moment ®µ, its time deriva-tive Û®µ, and the magnetic dipole moment ®m, were determined from the force field andusing DFT. The values of the 3 Cartesian components of the dipole moments obtainedat the FF (DFT) level are shown along the x(y) axis. This provides figure 5.8 in which thePearson correlation coefficient r is also given. The values of r are satisfactory and aregenerally even improved respect to the values found for the gas phase. This is probablydue to the force field describing the crystalline phase with more accuracy than the gasphase. To describe the interactions within the crystal, the force field’s treatment of elec-trostatics via multipoles centered on each atom and the inclusion of polarisation throughinduced dipole moments prove to be important especially for the good directionality ofthe hydrogen bond.
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Figure 5.8: Correlation of the projections of the electric dipole moment ®µ or its timederivative Û®µ, and the magnetic dipole moment ®m, as obtained for a specific FFMDtrajectory at 300 K but calculated from the force field or using density functional theory.

5.2. Hydrated alanine
Amino acids are generally solvated in water thus it is important to examine their be-haviour in the hydrated phase. The study of alanine is continued here with a solvent ofwater. This will permit the analysis of the method using classical molecular dynamicsbased on force fields to determine VCD spectroscopy in this more realistic phase.

5.2.1. Vibrational spectra obtained from force field molecular dynamics
A molecule of alanine in the zwitterionic form was soaked in a previously equilibratedperiodic box of length L = 18.6 Å. This procedure gives a periodic box containing 211water molecules and 1 alanine molecule, see fig. 5.9.
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Figure 5.9: Visual depiction of hydrated alanine in its periodic box.

5.2.1.1 Masking the water contribution
Water has a large electric dipole moment, this leads to an IR spectrum showing largeintensities (∼20 000 M−1cm−1) especially compared to the intensities in the gas phasespectrum (∼400M−1cm−1), as shown in figure 5.10. The IR spectrum is computed from theaverage of 10 trajectories of 40 ps. Thus, when calculating the IR spectrum of hydratedalanine, the water spectrum hides the contribution of alanine.
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Figure 5.10: Comparison of the intensities of IR spectra of water and of alanine in thegas phase.

Experimentally this is avoided by subtracting the spectrum of pure water from thespectrum of hydrated alanine. Such a heuristic approach would be tricky in simulationbecause the pure solvent and the hydrated molecule do not share exactly the same pe-riodic box. Thus the spectrum of water alone will not correspond to the spectrum ofalanine and water, minus the contribution of alanine.
However if the same molecular dynamics trajectory is exploited and no water mole-cules are considered when evaluating the dipole moments, it becomes possible to havethe local spectrum of alanine influenced by the water molecules. This can be achievedthrough scaling the dipole moments, as explained in section 2.6.4 of chapter 2 with the

following damping function: PKJ (t) =
(
1 + e( | ®RKJ (t) |−R0)/D

)−1. This scaling employs a cut-
off coefficient R0. Within the ChirPy program, for a cutoff of 0 Å, only the solute is consid-ered.

140



For the VCD spectrum of hydrated alanine, the contribution to the spectrum from thewater molecules should be zero as this solvent is achiral. However, the possible effectsof chirality transfer in the vicinity of the solute should not be excluded. In this case, thesolute could transmit chiral properties, including a VCD signal, to the solvent.
5.2.1.2 Choosing a cutoff around the alanine molecule
The electric and magnetic dipole moments were computed within the periodic box ofhydrated alanine. As before, the Fourier transform of the appropriate time correlationfunctions was performed for each trajectory, then the resulting spectra were averaged.Here 30 trajectories of 40 ps at 300 K were exploited. Again, the nearest periodic image isdirectly chosen between particles tomake the VCD spectrum origin independent. A cutoffof Rc = 0.0 Å includes only the alanine molecule, a cutoff of Rc = 3.85 Å further includesthe first hydration shell. The spectra using various values of the cutoff, but all exploitingthe very same MD trajectories, are shown in figure 5.11.
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Figure 5.11: IR and VCD spectra of hydrated alanine averaged over 30 trajectories withcutoff values at Rc = 0.0 Å, 3.85 Å and 4.6 Å, as obtained from FFMD trajectories at 300 K.Figure a) has been enlarged in to produce figure b).

It is shown here that if no cutoff is taken, thus Rc equals the length of the periodicbox L, then the intensity of the water peak takes over the whole spectrum (Fig. 5.11a).Depending on the cutoff taken and thus on the number of water molecules included,the influence of water on the alanine spectrum can be varied. This is particularly clearbetween 1600 and 1900 cm−1 in figure 5.11b).
This is the case also for the VCD spectra, though the VCD signal of an achiral moleculeis zero, thus there should be no water signal. One reason for this can be that samplingof 30 × 40 = 1 200 ps is still not long enough for the contributions of the water molecules
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to average out to zero. The second reason can be the presence of chirality transfer fromthe alanine to the solvent, at least in the vicinity of the solute.
In the following, the comparison between the experimental and theoretical spectra isexamined. The experimental spectrum [1] has been background subtracted with a waterspectrum and the theoretical results correspond to the FFMD spectrum depicted in figure5.11 with a cutoff value of Rc = 0.0 Å, as the water is also subtracted in the experimentalspectrum. These two results are compared in figure 5.12 within frequency range of 1000to 1800 cm−1.

IR
V

C
D

Rc=0.0ÅTheoretical spectrum with
Experimental spectrum

Figure 5.12: IR and VCD spectra of hydrated alanine from experimental [1] andtheoretical (FFMD) results at 300 K. The experimental results are background subtractedwith a water spectrum and a cutoff value of Rc = 0.0 Å is used for the theoretical spectra.

The IR spectra are quite similar especially above 1400 cm−1. The low resolution ofthe theoretical spectrum is probably due to the smoothing performed during the Fouriertransform of the correlation functions. This smoothing parameter will need to be ad-justed in future computations. The main discrepancy is at 1050 cm−1. The intense doublepeak in the experimental VCD spectrum is also represented in the theoretical results, sim-ilarly to the spectra of the alanine crystal. However there is a slight shift for the negativepeak.
5.2.2. Statistical errors and convergence rates

The spectra of hydrated alanine shown above are the result from the average of 30trajectories. The averages of an increasing number of trajectories (NT ) are plotted toexamine the convergence and are compared to the full average in figure 5.13. Betweensuccessive spectra three new trajectories are added.
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Figure 5.13: IR and VCD spectra of hydrated alanine from the average of 2 to 30trajectories with cutoff of 3.85 Å, as obtained from FFMD trajectories at 300 K.
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Figure 5.14: Normalised error of the average in the IR and VCD spectra of hydratedalanine from NT FFMD trajectories of 40 ps at 300 K, compared to the average from 30trajectories, as a function of the sampling ratio Sr = NT/30.
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The normalised errors were determined as a function of the sampling ratio Sr = NT/30and they are shown in figure 5.14. The error was computed by comparing the spectrafrom the average of 1 < NT < 30 trajectories to the converged spectrum. The normalisederrors were determined from the whole frequency range, from 0 to 4 000 cm−1. The highfluctuation of the OH stretching band at 3500 cm−1 is thus also taken into account. Thisexplains why the normalised error (figure 5.14) shows a slower convergence than thespectra from the averages of an increasing number of trajectories (figure 5.13) that onlyshow the 1000 to 2000 cm−1 region.
The convergence of the VCD spectrum of hydrated alanine is verymuchmore arduousfor IR and also for the other phases, especially when water molecules are accounted for.This large error arises from the large fluctuation of the peaks corresponding to the watermolecules, which is why the normalised error with a vanishing cutoff is considerably lowerthan the error with finite cutoffs. This large error from the signal of water moleculesconfirms the hypothesis that the system has not been sampled enough for the watercontributions to average out to zero. This could explain why a residual signal for water ispresent in the FFMD spectrum. In the future, spectra from a longer sampling time needto be computed.

5.2.3. Assessing dipole moments and spectra from one trajectory
Following the same lines as in the previous chapter, the electric and magnetic dipolemoments are determined from the same MD trajectory with DFT and with the force fieldmethods.

0

250

500

750

1000

1250

A
(M

-1
cm

-1
)

DFTFF

1000 1200 1400 1600 1800 2000
wavenumber (cm-1)

−200

−100

0

100

200

300

∆
A

(1
0-

4
M

-1
cm

-1
)

DFTFF

Figure 5.15: Comparison of the IR and VCD spectra of hydrated alanine using the dipolemoments calculated with the force field and with DFT from the same FFMD trajectory at300 K, processed with a cutoff of Rc = 3.85 Å.

The spectra from both FF and DFT methods are shown in figure 5.15. A cutoff value
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of Rc = 3.85 Å was chosen to consider the alanine and its first solvation shell only. Thespectra are rather similar and the peaks of both VCD spectra have the same signs. Again,as for zwitterionic alanine in the gas phase, the force field gives rise to more activity inthe 1410–1450 cm−1 range and a lower intensity at 1925 cm−1 in the IR spectrum.

For each point along a FFMD trajectory the electric dipole moment ®µ, its time deriva-tive Û®µ, and the magnetic dipole moment ®m, were determined from the force field andusing DFT. The values of the moments from the force field are plotted along the y-axisand the values of the DFT moments are plotted along the x-axis. This yields figures 5.16to 5.18, where r is the associated Pearson correlation coefficient.

Here three figures comparing the force field and DFT moments are shown. The firstfigure (5.16) represents the moments of the whole system of alanine and the 211 watermolecules. The second figure (5.17) displays only the moments of the alanine, ignoringthe moments of the water molecules. The third figure (5.18), depicts the opposite, show-ing only the moments from the 211 water molecules.

The Pearson correlation coefficients for the dipole moments of the water moleculesin figure 5.18 are very high, above 0.96. This possibly comes from water being a systemthat has been studied deeply and for which the force field parameters are very accurate,in particular the multipolar distribution. The values of r from the dipole moments ofonly alanine, shown in figure 5.17, are slightly lower. The values of r from the dipolemoments of water are reflected in those of alanine and water, in figure 5.16, as there areconsiderably more molecules of water than of alanine. In all three figures the values of rare very high.
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Figure 5.16: Correlation of the electric dipole moments ®µ, the velocity form of theelectric dipole moments Û®µ and the magnetic dipole moments ®m of alanine and water.
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Figure 5.17: Correlation of the electric dipole moments ®µ, the velocity form of theelectric dipole moments Û®µ and the magnetic dipole moments ®m of the alanine molecule,ignoring the dipole moments from the water molecules.
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Figure 5.18: Correlation of the electric dipole moments ®µ, the velocity form of theelectric dipole moments Û®µ and the magnetic dipole moments ®m of the water molecules,ignoring the dipole moments from the alanine molecule.

5.3. Effective mode analyses for crystalline and hydrated ala-nine
The moments acquired though classical molecular dynamics based on the force fieldhave thus been validated for crystalline and hydrated alanine. Here an effective modesanalysis is performed to determine the vibrational modes causing the peaks. Two FFMDtrajectories of 40 ps at 300 K were analysed to retrieve the positions and velocities. A firsttrajectory of the alanine crystal was exploited, then a trajectory of hydrated alanine. Whilethe trajectories were performed on the alanine molecule with its full environment, thepower spectra and the effective modes were determined by retrieving the molecular datafrom a unique alaninemolecule. Therefore, the IR spectra and the trajectories themselvesfully account for the effect of the environment, similarly to the fragment analysis reportedat the end of the previous chapter. These positions and velocities were transformed intointernal coordinates to initiate the effective modes analysis. The internal coordinates aredetailed in table 5.1.
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bond lengths valence angles dihedral angles
N1-C2 C3-C2-N1 O4-C3-C2-N1C2-C3 O4-C3-C2 H5-N1-C2-C3C3-O4 C2-N1-H5 H8-C2-N1-H7N1-H5 C2-N1-H6 C9-C2-N1-H7N1-H6 C2-N1-H7 H10-C9-C2-N1N1-H7 N1-C2-H8C2-H8 C9-C2-N1C2-C9 H10-C9-C2C9-H10 H11-C9-C2C9-H11 H12-C9-C2C9-H12 O13-C3-C2C3-O13 H5-N1-H6H7-N1-H6H12-C9-H11H10-C9-H11O13-C3-O4

Table 5.1: List of the 33 internal coordinates used to initialise the effective modesanalysis of alanine in the zwitterionic form (12 bond lengths, 16 valence angles, 5dihedral angles), as relevant for the crystalline and hydrated phases. The labels of theatoms refer to figure 4.1(b).

A power spectrum with an arbitrary intensity and a vectorial depiction of each effec-tive mode were acquired, they are compared to the FFMD IR spectrum in figure 5.19 and5.20. The same set of internal coordinates is used as for the zwitterionic form of alaninein the gas phase.
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Figure 5.19: (a) IR spectrum as obtained from FFMD trajectories at 300 K of the alaninecrystal in the zwitterionic form and (b) its decomposition in effective modes, whosepower spectra are shown in colours. The power spectra have arbitrary intensities.
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Figure 5.20: (a) IR spectrum as obtained from FFMD trajectories at 300 K of hydratedalanine in the zwitterionic form and (b) its decomposition in effective modes, whosepower spectra are shown in colours. The power spectra have arbitrary intensities.

The goal of the analysis reported below is to comment on those similarities and dif-ferences based on the effective modes analysis. The main differences between the ab-sorption spectra of hydrated and crystalline alanine are the following:
1. in the region 1000–1200 cm−1, the two main bands are well-resolved in the crystalform, as well as the shoulder at around 1180 cm−1, with the identification of threedistinct effective modes bands, whereas, in the hydrated form, the two main bandsare predicted to arise from the superposition of three modes, while a fourth modeis responsible for the shoulder, which seems, however, suppressed in water;
2. in the region 1400–1650 cm−1, the lower intensity bands at the sides on the centralmost intense bands are both split into two contributions in the crystal form, whileonly one band appears to be present on each side of the intense band when alaninein solvated in water;
3. in the region around 1700 cm−1, a large and not well-resolved band appears in thehydrated form of alanine, which is completely absent in the crystal form.

Additionally, if compared to the zwitterionic form of alanine in the gas phase, the band ataround 1300 cm−1 is slightly blue-shifted in water and in the crystal, while, at the sametime, the band at 1900 cm−1 is red-shifted when the molecule is not isolated.
For the decomposition of the hydrated spectrum, there is no effective mode for thepeak at 1700–1800 cm−1 as this corresponds to the water asymmetric stretch, not ac-counted for in the analysis.
In order to analyse the points just discussed, in figure 5.21 some of the effectivemodes giving rise to the IR absorption bands in the region 1000–1200 cm−1 are reported.
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The twomodes in the upper panels refer to the hydrated form of zwitterionic alanine (h.),while the modes in the lower panels refer to its crystal form (c.). Note that all modes arevery similar to each other, involving some kinds of wagging and twisting of the CH3 andNH3 fragments, mainly coupled to the vibrations of the CH bond that is not involved inCH3. Only mode 3 in the crystal form appears slightly different, as the umbrella mode ofNH3 can clearly be identified.
ω1=1044 cm-1 (h.) ω4=1134 cm-1 (h.)

ω3=1169 cm-1 (c.)ω1=1046 cm-1 (c.)

Figure 5.21: Effective modes in the region 1000–1200 cm−1 for the hydrated (h.) form ofzwitterionic alanine (upper panels) and for the crystal (c.) form of zwitterionic alanine(lower panels).

Concerning the appearance of the double peaks in the region 1400–1650 cm−1 of theIR spectrum of crystal alanine in comparison to the single peaks structure of hydratedalanine, the corresponding effective modes are reported in figure 5.22. In the figure, twomodes were selected, one around 1450 cm−1 and one slightly above 1600 cm−1.
ω6=1444 cm-1 (h.) ω4=1621 cm-1 (h.)

ω11=1566 cm-1 (c.)ω5=1451 cm-1 (c.)

Figure 5.22: Effective modes in the region 1400–1650 cm−1 for the hydrated (h.) form ofzwitterionic alanine (upper panels) and for the crystal (c.) form of zwitterionic alanine(lower panels).

Themodes on the left panels and on the right panels of figure 5.22 are very similar: on
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the left, both modes involve the umbrella motion of NH3 coupled to the (out-of-phase)umbrella motion in CH3; on the right, both modes involve the HNH bending motion inNH3, coupled to an out-of-plane vibration of the third NH bond in the fragment. There-fore, it appears reasonable to assume that despite the fact the IR spectrum of the crystalform of alanine presents a better resolved structure than its hydrated form, the sourceof the absorption bands is to be found in modes that are fundamentally very similar.Presumably, the constrained vibrations in the crystal reduce the effect of anharmonicity,thus allowing the absorption bands to be better resolved in frequency.
Finally, in figure 5.23, the effective modes responsible for the appearance of the ab-sorption bands at around 1350 cm−1 (left panels) and 1850 cm−1 (right panels) are anal-ysed. The effective modes at lower frequency appear to be slightly different. As in water,an umbrella motion involving the fragment CH3 cannot be found, but rather a combina-tion to HCH bending and CH vibration. As previously, this slight difference can be ascribedto the different rigidities of the environment in which alanine is embedded.

ω5=1313 cm-1 (h.) ω13=1835 cm-1 (h.)

ω13=1854 cm-1 (c.)ω4=1169 cm-1 (c.)

Figure 5.23: Effective modes at around 1350 cm−1 (left) and 1850 cm−1 (right) for thehydrated (h.) form of zwitterionic alanine (upper panels) and for the crystal (c.) form ofzwitterionic alanine (lower panels).

The effective mode at higher frequency allows to very clearly identify the asymmetricstretching motion of COO in the crystal, which becomes instead a wagging motion inwater and which is coupled to vibrations in the other fragments of the molecule. It canthus be concluded that in water in the region spectral region 1000–2000 cm−1 the pureantisymmetric stretching motion of COO appears to be suppressed.

5.4. Alanine solvated in dinitrogen
A second solvent for alanine was studied, dinitrogen. The idea of this study is toexamine a solvent that does not involve hydrogen bonding with the solute and for whichthe results are expected to be closer to those in the gas phase, except for temperatureeffects. At 300 K, dinitrogen is naturally found in the vapor phase, and its influence onthe vibrational spectra of alanine would be extremely limited. To impose a dense liquid,
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the simulations were performed at 77.35 K. This time a molecule of neutral alanine wassolvated in a periodic box of 18.27 Å. The density of the box is 0.8171 g/cm3.
The low temperature prevents an extensive exploration of the potential energy sur-face during the MD simulation, as the alanine molecule stays mostly vibrating aroundits starting structure. Thus the lowest energy structures of families 2 and 3 of alaninefound in the exploration in chapter 4 were used as starting points for FFMD simulationsin the gas and solvated phases. Family 1 was excluded as it is not found in the force fieldsimulations.
For each family, 10 different simulations were performed. The first simulation usedthe structure of its corresponding family and the other nine structures used the last struc-ture of the previous simulation. Each simulation was composed of an initial 5 ps MD sim-ulation in the canonical ensemble to equilibrate the system at 77.35 K. Then a 200 ps MDsimulation, for the gas phase and a 40 ps MD simulation for the solvated phase, in themicrocanonical ensemble were carried out to retrieve the electric and magnetic dipolemoments. Thus for each family a spectrum from the average of 10 spectra was obtained.

5.4.1. Vibrational spectra obtained from force field molecular dynamics
To achieve an averaged spectrum with sufficient sampling at low temperature, thusincluding both families, the thermal probability Zα/

∑
i Zi , with Z corresponding to equa-tion (4.12), was determined for each configuration of both families at 77.35 K, using theenergies and harmonic frequencies from the force field. The value for each configura-tion was summed within each family so as to obtain values of the thermal probability forboth families. The spectra from the average of 10 trajectories was then multiplied by thecorresponding thermal probability to give the spectra at 77.35 K in figure 5.24.

First, the spectrum from the gas phase is compared from the FFMD simulations at300 K and 77.35 K, then the spectrum from the gas phase at 77.35 K is compared to thespectrum of alanine solvated in N2 at 77.35 K.
In figure 5.24a, the bands are present at similar locations for both temperatures. Asexpected, due to the higher temperature, the peaks for the alanine in the gas phase at300 K, are significantly wider.
In figure 5.24b, at 1250 and 1700 cm−1, there is a dramatic change between the VCDspectrum of alanine in the gas phase and the VCD spectrum of alanine solvated in N2at 77.35 K. The IR spectra do not shown significant change, only a slight widening of thepeaks. This can be explained by the change of configuration of the structure of family2 when solvated in N2 compared to the structure shown in chapter 4. The NH2 grouprotates by 180◦ and the hydrogen of the hydroxyl group turns towards the amino group.This change does not occur when the structure of family 2 is in the gas phase at 77.35 K.The structure of family 3 remains identical to the structure shown in chapter 4 in the gasphase and solvated in N2 at 77.35 K. This confirms the sensitivity of the VCD spectumto conformational changes, especially compared to the IR spectra where the change isminimal.
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Figure 5.24: (a) IR and VCD spectra of alanine in the neutral form in the gas phase at77.35 K and 300 K. (b) IR and VCD spectra of alanine in the neutral form in the gas phaseand in N2 at 77.35 K.

5.5. Phenylcyclohexanediol in the crystalline phase and solvatedin DMSO
A final system was studied, phenylcyclohexanediol. This molecule has a diol groupwhich contains two hydroxyl groups. These diols can form hydrogen bonds, which is ofparticular interest. Combining with theoretical results, more information can be extractedfrom the experimental data. This molecule was examined in the crystalline phase andsolvated in DMSO (see figure 5.25). The unit cell of the phenylcyclohexanediol crystal iscomposed of 8 molecules that form dimers. Each dimer has 2 hydrogen bonds betweenthe 4 hydroxyl groups, represented by the black dotted lines. This unit cell is rather large(19.767 × 5.645 × 19.924 Å) making FFMD particularly valuable to address such a complexsystem.

The periodic box, for the crystalline phase, has the same size as the unit cell definedfrom crystallographic data shown in figure 5.25a.For the solvated phase, a cubic box of 18.0 Å was chosen. Phenylcyclohexanediol wassolvated in 44 DMSO molecules and the density of the system was 1.0336 g/cm3; it isdepicted in 5.25b. Both phases were studied at 150 K, exploiting 20 trajectories of 80 psto collect the electric and magnetic dipole moments.
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(a) Unit cell of phenylcyclohexanediol in thecrystalline phase (b) Phenylcyclohexanediol solvated in 44DMSO molecules
Figure 5.25: Visual depiction of phenylcyclohexanediol in the crystalline phase andsolvated in DMSO.

5.5.1. Vibrational spectra obtained from force field molecular dynamics
Themain difference between solvated and crystalline phenylcyclohexanediol is the in-teraction of its hydroxyl groups. When it is solvated in DMSO, its hydroxyl groups interactwith DMSO though in the crystalline phase they interact with one another. This majordifference influences the IR and VCD spectra of figure 5.26, where the crystal spectra arecompared to their solvated phase counterparts.
For solvated phenylcyclohexanediol, as a first step, a vanishing cutoff (R0=0) was cho-sen, thus leading to ignore the DMSO contribution.
The interest of this system is the OH groups, thus the spectra is shown from 2800to 4000 cm−1 where the bands of the OH stretch are present. The peaks at 3000 cm−1

correspond to the CH stretches, which are very similar for both phases in the IR spectra.In the VCD spectra, then are present at the same frequency but with a change of signwhich is probably due to the change of environment of the carbon rings.
The peaks in between 3600 and 3800 cm−1 correspond to the OH stretching modes.The difference in both the IR and VCD spectra is very noticeable and expected due tothe very different environments and configurations of the OH groups. The large peak at3700 cm−1 in the spectrum of phenylcyclohexanediol solvated in DMSO could be com-posed of multiple peaks. Adjustment of the smoothing factor needs to be tested in thefuture. In addition, as no solvent is considered in the IR and VCD spectra of phenylcyclo-hexanediol solvated in DMSO, future work could consider the effect of the DMSO solvent.
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Figure 5.26: IR and VCD spectra averaged over 20 FFMD trajectories of 80 ps at 300 K ofcrystal phenylcyclohexanediol and solvated in DMSO. For visibility the spectra of thecrystalline phase were multiplied by 0.1 for the IR spectrum and 0.02 for the VCDspectrum.

In the following, the spectra of isolated phenylcyclohexanediol are shown. In this sys-tem there is no inter-molecular hydrogen bonding as there is only one molecule. Figure5.27a, shows the influence of the various terms of the magnetic dipole moment in the800 to 2000 cm−1 range and figure 5.27b in the 2800 to 4000 cm−1 range.

0

100

200

300

400

500

600

A
in

M
-1

cm
-1

800 1000 1200 1400 1600 1800 2000
wavenumber in cm-1

−800

−600

−400

−200

0

200

400

600

∆
A

in
10

-3
M

-1
cm

-1

Neglects polarisation
Neglects r×µ̇
Includes all three terms

(a) IR and VCD spectra in the 800 to2000 cm−1 range
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(b) IR and VCD spectra in the 2800 to4000 cm−1 range
Figure 5.27: IR and VCD spectra of isolated phenylcyclohexanediol averaged over 20FFMD trajectories at T =300 K. Both figures emphasize the influence of the polarisationof the molecule and of the time varying induced dipole moments moving around fixedpositions term added to the magnetic dipole moment.
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In figure 5.27a, the inclusion of all the terms containing the induced dipole momentinfluences the VCD spectrum the most between 1200 and 1400 cm−1 though withoutany peak inversion, contrary to the alanine spectrum discussed in chapter 4. In figure5.27b, the influence of the terms containing the induced dipole moment is minimal, wecan deduce that the induced dipole moments are small on the OH groups, compensationeffects being quite limited as well.

Comparing these spectra to the crystalline and solvated phases, the OH peaks arefound to be narrower and shifted to higher frequencies. The peaks corresponding to theCH stretches are slightly shifted to lower frequencies. Both of these shifts are expecteddue to the change of environment.
5.5.2. Statistical errors and convergence rates

The convergence is examined by comparing the spectrum from the average of 20 tra-jectories of 80 ps to the average of a lesser number of trajectories. First, the convergenceis observed directly through the spectrum, in figure 5.28, then through the normalisederror, in figure 5.29.
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Figure 5.28: IR and VCD spectra averaged of phenylcyclohexanediol in crystalline formand solvated in DMSO. The averages from 2 to 20 FFMD trajectories of 80 ps at 300 K aredisplayed. The number of averaged trajectories increases with a step of 2. Representedin grey is the average of 20 trajectories.
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Figure 5.29: a) Normalised error of the average in the IR and VCD spectra ofphenylcyclohexanediol in the crystalline phase and solvated in DMSO from NT FFMDtrajectories at 300 K of 80 ps, compared to the average from 20 trajectories, as afunction of the sampling ratio Sr = NT/20; b) Normalised error of the average in the IRand VCD spectra of phenylcyclohexanediol in the crystalline phase from NT FFMDtrajectories at 300 K of 80 ps, compared to the average from 20 trajectories, as afunction of the sampling ratio Sr = NT/20, and of the alanine crystal from NT trajectoriesof 40 ps, compared to the average from 30 trajectories, as a function of the samplingratio Sr = NT/30.

For the normalised error, in figure 5.29a, the two phases of phenylcyclohexanediol arecompared, then, in figure 5.29b, the errors of phenylcyclohexanediol crystal are shownagainst those of the alanine crystal. The convergence is faster for the crystalline phasethan for the solvated phase. This was also the case for crystalline alanine (see figures5.6 and 5.14) and reflects the improved convergence that results from the presence ofmultiple molecules with strong interactions within the crystal, making the molecules lessfluxional. When comparing the two crystals, again the alanine crystal shows lower IRerrors, this time against phenylcyclohexanediol, but higher VCD errors.
The sampling time necessary for the spectra of the phenylcyclohexanediol crystal andof phenylcyclohexanediol solvated in DMSO to converge is 10 trajectories of 80 ps. Thistime is longer than for the alanine crystal and the hydrated alanine in the case of vanish-ing cutoff. This is due to the high flexiblity of phenylcyclohexanediol resulting in a largenumber of configurations that need to be all explored.
The dipole moments of the phenylcyclohexanediol systems remain to be comparedto DFT dipole moments to confirm their accuracy. An effective modes analysis will alsobe performed to examine, with more detail, in the future, which band is assigned to eachmolecular vibration.
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5.6. Concluding remarks
Throughout this chapter, five systems in condensed phases were studied: alaninecrystal, hydrated alanine, alanine in dinitrogen, phenylcyclohexanediol in DMSO and phenyl-cyclohexanediol crystal. For these systems, the IR and VCD spectra were determined withclassical molecular dynamics based on force fields. For alanine and phenylcyclohexane-diol, the statistical errors and convergence rates were determined and they reveal theextended sampling that is needed, though the crystal shows the shortest sampling timerequired to reach convergence. This further supports the use of classical force fields tosimulate VCD spectra for such systems which are barely accessible with methods that ex-plicitly account for electronic structure. Themoments were also determined fromone tra-jectory, using DFT and the force field methods. The comparison of these results showedthe excellent agreement of the FFMD results with DFT. This extends our validation of po-larisable force fields for VCD spectroscopy from the gas phase to a variety of condensedphases that are more relevant in experiments.
The spectra of alanine in the hydrated and crystalline phase were finally decomposedinto the contributions of effectivemodes. This analysis can be used in the future to assessthe peak positions and adjust the force field parameters if necessary.
For the phenylcyclohexanediol, the study can be furthered with the effective modesanalysis and with the study of the effect of the solvation by DMSO. A comparison of thedipole moments would confirm for a different system the classical molecular dynamicsmethod to achieve VCD spectroscopy.
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Chapter 6
Conclusions and perspectives

Vibrational circular dichroism and its general theory have been presented. Variousmethods to obtain VCD spectra were discussed, these methods include anharmonicityand temperature effects with various degrees. The method employed for the implemen-tation of VCD spectroscopy in classical molecular dynamics based on force fields naturallyaccounts for such effects. Methods to access normal (harmonic) and effective (anhar-monic) modes were discussed. From the effective modes, it is possible to assign spectralpeaks from molecular dynamics trajectories to specific molecular vibrations.
Trans-1-amino-2-indanol was examined as a case study for VCD on a complex flux-ional system. Because of this fluxionality, many structures coexist within tiny energy dif-ferences. These structures can be explored to a certain extent with static calculationsthough more conformers can be accessed through molecular dynamics, which crossesbarriers and produces conformations not biased by intuition. In this case study, the ef-fects of the solvent on the spectrum were scrutinised. In this system, the main contribu-tion to the spectrum arises from the local solvent, at a distance less than 1 Å from thesolute. This leads to the solvent influencing only indirectly the calculated spectra throughstructural effects. Ab-initio molecular dynamics simulations were shown to be more de-pendent on the starting point than simulations using classical molecular dynamics basedon force fields. This latter MD can explore for longer periods of time as its computationalcost is lower. As this system shows important solvent mobility, its solvation cannot betaken fully into account with small, finite-size clusters. Therefore VCD spectroscopy fromFFMD presents itself as a complementary method to the static picture using the cluster-in-a-liquid model and AIMD simulations.
During this thesis, appropriate expressions for the electric and magnetic dipole mo-ments were implemented in classical molecular dynamics based on polarisable forcefields to obtain subsequently the IR and VCD spectra from the Fourier transform of thecorresponding time correlations functions. Alanine in the gas phase under the zwitte-rionic and neutral forms was used as a benchmark system. AMOEBA force field wasparametrised for this amino acid, which turns out to be the smallest chiral amino acid. Itwas shown that the inclusion of the polarisation of the atoms is important to capture theVCD signal. Moreover, important sampling times are needed to reach a converged spec-trum. These sampling times exceed the capabilities of AIMD. The electric and magneticdipole moments computed from FFMD were compared successfully to DFT calculationsat each time step. This comparison validates the implementation in the gas phase.
With the FFMD spectra validated, the IR spectrum was decomposed into effectivemodes to assign molecular vibrations to their respective peak. This information is not
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directly accessible from the MD simulation, thus an effective mode analysis had to beperformed. This analysis is used as an opportunity to decompose the contributions fromeach functional group to the spectrum.
As the experimental interest lies in condensed phases, the implementation of VCDspectroscopy through classical molecular dynamics was extended to crystalline and sol-vated phases. Using this implementation, alanine was studied as a crystal, hydrated andsolvated in dinitrogen. The crystal and hydrated alanine were simulated at 300 K and ala-nine in dinitrogen at 77.35 K. The inter-molecular interactions in the alanine crystal andtheir influence on the VCD spectrum were demonstrated via a shift of the bands corre-sponding to the NH3 and CO stretching compared to their counterpart bands in the gasphase. These interactions hinder the convergence of the VCD spectrum of alanine in crys-talline form. The IR spectrum of hydrated alanine presents a signal for the bending of thewater solvent, as expected. However this is also the case for the VCD spectrum which ismore unexpected. This could be due to insufficient sampling time, as shown through thenormalised errors. This could also be caused by the water contributions to the spectrumthat had not enough time to average out to zero. The force field and DFT moments inthe condensed phases were also compared and shown to correlate to a very high degree.This contributed to validate our implementation of VCD spectroscopy with polarisableforce fields within the framework of classical MD under diverse chemical environmentsand thermodynamical conditions. The studies of alanine in dinitrogen and of phenylcy-clohexanediol in the crystalline phase and solvated in DMSO confirm the sensitivity of theVCD signal to the conformations of the system and their diversity.

The present work can be extended along various directions. A first direction would bea longer exploration of the hydrated alanine. This would assess the possible convergenceof the system at longer sampling times. Moreover the effect, if any, of the periodic boxsize of the alanine crystal could be examined. For phenylcyclohexanediol, the electric andmagnetic dipolemoments need to be compared to dipolemoments obtained via DFT, andthe spectra examined through an effective mode analysis. The effective mode analysis ofall the systems can be used to check the values of the frequencies against experimentalresults and to adjust the force field parameters, if necessary.
Somemodes are more susceptible than others to a change of sign in the VCD spectra.As the intensities of the VCD spectra are a function of the cross correlation of the electricand magnetic dipole moments, if the angle ξ(i) between the electric dipole moment andthe magnetic dipole moment is smaller than 90◦, the intensity of the corresponding peakis positive. If the angle is larger than 90◦, the peak is negative [1]. This means that modescorresponding to dipole moments with an angle close to 90◦ are more susceptible to achange in the sign. These are called non-robust modes and can be changed by smallperturbations (experimentally, e.g. solvent effects, and computationally, e.g. level of cal-culations). If ξ(i) differs from 90◦ by at least 30◦, the mode corresponds to a robust modeand will not change sign with ease [2]. An extension of the implementation could be todetermine the angle between the two dipole moments for each molecule, to assess therobustness of the various modes. This will help with the comparison to other theoretical
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and experimental results as the analysis will be more precise because only robust modeswill then be considered.A second extension of the code could be the determination of the electronic polarisabil-ity, to establish the Raman optical activity spectrum which arises from the difference inintensity of Raman scattered right- and left- circularly polarised light [3, 4].
During the MD simulations, the nuclei were considered as classical particles. Howeverthis leads to a slight overestimation of the frequencies, as in the harmonic approxima-tion. Though, solving the quantum problem, thus Schrödinger’s equation for nuclei isexcessively expensive for the systems treated in this thesis. For system of this size, semi-classical approaches can be used and MD simulations can be corrected to account forvibrational delocalisation. For example, the MD trajectories can be initialized based onthe harmonic normal mode coordinates and associated momenta, then given an appro-priate quantum mechanical thermal energy, with an amplitude chosen so the excess en-ergy equals the (harmonic) zero-point energy [5]. To approximate quantum-mechanicalcorrelation functions, the ring-polymer molecular dynamics (RPMD) method can also beused. In this method, each of the N classical particles in the system is represented by aharmonic ring-polymer of n monomers and n is pushed toward infinity [6] .
The main interest of using force field molecular dynamics is its capacity to treat large,explicitly solvated and fluxional systems. Thus, interesting perspectives lie in the determi-nation of the vibrational signatures of polypeptides, fibrils and proteins. Various advan-tages of VCD have been shown for these systems. First, VCD facilitates the study of pro-teins as there is no interference from the water absorption [7]. Second, VCD has an un-usual sensitivity to fibril growth and development in solution [8]. Fibrils with supramolec-ular chirality show highly enhanced VCD intensities and thus can be easily studied withthis spectroscopic method [9]. Moreover, metal ions are found in intimate associationwith nucleic acids in their natural environment and VCD can be used to determine the ef-fect of these ions on DNA structure. This is important as they can stabilize and destabilizebiological structures [10].
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Résumé:Le dichroïsme circulaire vibrationnel (VCD)
est la faible différence d’absorption des molécules chi-
rales entre la lumière polarisée droite et gauche dans le
domaine de l’infrarouge (IR). Cette technique spectro-
scopique est devenue de plus en plus populaire depuis
sa découverte dans les années 1970 et a des applica-
tions prometteuses en pharmacologie en raison de sa
capacité à déterminer les configurations absolues des
molécules chirales. La forme des spectres VCD est
très sensible aux changements mineurs de conforma-
tion et aux interactions moléculaires, ce qui en fait une
sonde de l’isomérie conformationnelle et de la solvata-
tion. L’attribution des spectres VCD expérimentaux
nécessite en général une comparaison avec les calculs
théoriques, ce qui implique également que le solvant
soit précisément décrit. Ce manuscrit décrit comment
une modélisation basée sur des champs de force polar-
isables peut être exploitée pour interpréter les signaux
VCD. Cette modélisation est appliquée à des molécules
flexibles pour lesquelles les approches conventionnelles
de chimie quantique reposant sur des approximations
statiques sont limitées. En particulier, il est difficile
de prendre en compte les anharmonicités et les effets
de température finie, et le solvant est typiquement
modélisé de manière simplifiée par un continuum ou
par un nombre limité de molécules explicites. Dans
le travail présenté ici, le champ de force AMOEBA
mis en oeuvre dans le logiciel Tinker a été utilisé pour
modéliser les moments dipolaires électriques et magné-
tiques de diverses molécules pour des applications en
phase gazeuse, ainsi que dans des systèmes solvatés
ou cristallins. L’échantillonnage et les informations
dynamiques ont été obtenus par simulations de dy-
namique moléculaire classique. Les spectres IR et VCD
anharmoniques obtenus à partir des trajectoires ont
été interprétés à l’aide d’une analyse des modes effec-
tifs dans laquelle les coordonnées internes sont décom-
posées linéairement par projection sur des modes effec-

tifs appropriés, les poids correspondants étant obtenus
de telle sorte que le pic de chaque mode soit le plus
localisé possible. Cette analyse permet de mettre en
évidence les contributions des différents groupes fonc-
tionnels de la molécule aux pics individuels du spectre.
Comme premier exemple, le cas du trans-1-amino-2-
indanol solvaté dans le diméthylsulfoxyde a été examiné
en combinant des explorations statiques au niveau de la
théorie de la fonctionnelle de la densité, des trajectoires
courtes de MD ab initio (AIMD) et un large échantil-
lonnage de la surface d’énergie potentielle à l’aide du
champ de force. La comparaison avec les mesures exis-
tantes confirme l’importance de la flexibilité pour cette
molécule, le rôle des molécules de solvant proches et
leur contribution aux signaux VCD. La détermination
des spectres VCD à partir du champ de force polar-
isable a ensuite été entreprise et ses performances ont
été évaluées par comparaison avec des calculs de struc-
ture électronique. Cette comparaison a été effectuée
sur la même trajectoire MD, en utilisant l’alanine en
phase gazeuse comme système de référence. Les dif-
férentes contributions aux moments dipolaires sont dis-
cutées. Après avoir validé la méthodologie, la conver-
gence statistique des spectres IR et VCD a été quan-
tifiée via des mesures d’erreurs dédiées. Ces erreurs
montrent à leur tour que la convergence des spectres
VCD est plus lente que celle des spectres IR et quelle
n’est atteinte qu’après un échantillonnage bien plus im-
portant que celui réalisable par AIMD. L’approche par
champ de force polarisable a ensuite été appliquée à
l’alanine en phases condensées. Là encore, la com-
paraison avec les simulations AIMD confirme que les
moments dipolaires électriques et magnétiques peuvent
être évalués de manière fiable. Ce travail ouvre la voie
à la détermination du spectre VCD de systèmes chim-
iquement complexes inaccessibles via des méthodes qui
tiennent compte explicitement de la structure électron-
ique.
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Abstract: Vibrational circular dichroism (VCD) is the
weak difference in absorption for chiral molecules be-
tween right- and left-polarised light in the infrared (IR)
range. It has become an increasingly popular spectro-
scopic technique since its discovery in the 1970s and
has promising applications in pharmacology owing to
its ability to determine absolute configurations of chi-
ral molecules. The shape of VCD spectra is highly
sensitive to minor changes in conformation and molec-
ular interactions, which makes it a valuable probe of
conformational isomerism and solvation. Structural
assignment of experimental VCD spectra usually re-
quires successful comparison with theoretical calcula-
tions, which also implies that the solvent is described
with sufficient chemical accuracy. This manuscript ex-
amines how computational modelling based on polaris-
able force fields can be exploited to assist in the elucida-
tion of VCD signals. This modelling is applied to flexi-
ble molecules for which conventional quantum chemical
approaches relying on static approximations are neces-
sarily limited. In particular, anharmonicities and finite
temperature effects are difficult to account for, and
the solvent is typically modelled in a rather rudimen-
tary way through continuum descriptions or very few
explicit solvent molecules. In the work presented here,
the AMOEBA force field implemented in the Tinker
software package was employed to model electric and
magnetic dipole moments of various molecules of in-
terest, for applications in the gas phase, as well as
the condensed phases of solvated or crystalline sys-
tems. Sampling and real-time dynamical information
were achieved by means of classical molecular dynamics
simulations. Anharmonic IR and VCD spectra obtained
from molecular dynamics trajectories were interpreted
using an effective mode analysis in which the internal
coordinates are linearly decomposed by projection onto
suitable effective modes, the corresponding weights be-
ing obtained in such a way that the peak of each mode

is as localized as possible. This effective mode analysis
sheds light onto the various contributions of the dif-
ferent functional groups of the molecule to individual
peaks in the vibrational spectrum. As a first illustrative
example, the case of trans-1-amino-2-indanol solvated
in dimethyl sulfide was examined by combining static
explorations at the level of density-functional theory,
short ab initio MD (AIMD) trajectories, and extended
sampling of the potential energy surface using the force
field. Comparison with existing measurements confirms
the importance of flexibility for this molecule, the active
role of the nearby solvent molecules, and their contri-
bution to the VCD signals. The determination of VCD
spectra from the polarisable force field was then under-
taken and its performance was assessed by comparison
with electronic structure calculations, namely AIMD.
This comparison was performed on the very same MD
trajectory, using the alanine amino acid in the gas phase
as our benchmark system. The various contributions
to the dipole moments arising from the induced dipole
moment or its time dependence are discussed. Having
validated the methodology, the statistical convergence
of the IR and VCD spectra was quantified by defin-
ing dedicated error measures. These errors show in
turn that convergence of the VCD spectra is gener-
ally slower relative to IR spectra and that convergence
is achieved only after extended sampling, way more
than the amount achievable by AIMD. The force field
approach was then extended and applied to alanine
in crystalline and solvated phases. Here again, com-
parison with AIMD simulations confirms that electric
and magnetic dipole moments can be reliably evalu-
ated using the polarisable force field. This paves the
way towards determining the VCD spectrum of chemi-
cally complex and flexible systems that are inaccessible
via methods that explicitly account for electronic struc-
ture.
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