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Résumé
Des écoulements rapides de plasma ont été détectés depuis longtemps dans le côté
nuit de la magnétosphère terrestre, la queue géomagnétique. Différents proces-
sus de formation tels que la reconnexion magnétique ou l’instabilité cinétique de
ballonnement-interchange sont toujours étudiés. Lors de leur propagation vers la
Terre, ces écoulements produisent une brusque augmentation de la composante
nord du champ magnétique appelée front de dipolarisation (DF). Ces structures
cinétiques contribuent de manière significative à la dissipation d’énergie dans la
magnétosphère. Cette étude a pour but de mieux comprendre les processus de
conversion d’énergie décrits par le terme J · E (J étant la densité de courant et E
le champ électrique) qui se produisent au voisinage de ces fronts et à déterminer
leur rôle dans le cycle global de l’énergie dans la magnétosphère. En utilisant les
mesures in situ de la mission Magnétosphérique Multiscale, constituée de quatre
satellites identiques évoluant dans une configuration tétraédrique et séparés à
l’échelle des électrons, j’ai d’abord étudié les structures de densité de courant,
les différents termes de la loi d’Ohm, et les processus de conversion d’énergie de
6 fronts. J’ai montré que les ions étaient découplés du champ magnétique prin-
cipalement par l’effet du champ électrique de Hall mais que la contribution du
terme lié au gradient de pression électronique pourrait être aussi significative. Cela
implique aussi que les électrons pourraient être aussi découplés au niveau du front
par le terme lié à leur gradient de pression dans la loi d’Ohm. En ce qui concerne
les processus de conversion d’énergie dans le référentiel du satellite, l’énergie est
transférée des champs électromagnétiques au plasma en amont du front (région
de dissipation ou de charge) alors qu’elle est transférée du plasma aux champs
(région de dynamo ou de générateur) en aval. Cette inversion de la conversion
d’énergie est causée par l’inversion du courant diamagnétique dominé par le gra-
dient de pression des ions au niveau du front. Dans le référentiel fluide (électrons
ou ions), l’énergie est transférée aux champs en raison du champ électrique associé
au gradient de pression électronique ce qui pourrait contribuer au ralentissement
de l’écoulement. De plus, il est montré que les processus de conversion d’énergie ne
sont pas homogènes à l’échelle électronique principalement en raison des variations
du champ électrique. Ces résultats d’études de cas ont été étendus grâce à une
étude statistique réalisée sur l’ensemble de la saison 2017 durant laquelle MMS
était localisée dans la queue géomagnétique. A partir de cette étude, il s’avère que
deux classes de DF peuvent être distinguées. La classe I (74,4%) correspond aux
propriétés standards des DF et à une dissipation d’énergie. La classe II (25,6%),
qui est nouvelle, inclut les 6 DF précédemment discutés et correspond à une bosse
du champ magnétique associée à un minimum des pressions ionique et électronique
et à une inversion du processus de conversion d’énergie (dissipation puis dynamo).
L’origine possible de cette deuxième classe est discutée. Pour les deux classes de
DF, il est montré que le processus de conversion d’énergie dans le réferentiel du
satellite est gouverné par le courant diamagnétique dominé par le gradient de
pression des ions. Dans le référentiel fluide, il est lié au gradient de pression des
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électrons.

Résumé pour le domaine public
Des écoulements rapides de plasma sont détectés depuis longtemps dans le côté
nuit de la magnétosphère terrestre, la queue géomagnétique. En se propageant
vers la Terre, ces écoulements produisent une forte augmentation de la composante
nord du champ magnétique appelée front de dipolarisation (DF) et contribuent de
manière significative à la dissipation d’énergie dans la magnétosphère. En utilisant
les mesures in situ recueillies en 2017 par la mission Magnétosphérique Multis-
cale, constituée de quatre satellites identiques évoluant dans une configuration
tétraédrique et séparés à l’échelle des électrons, deux classes de DF peuvent être
distinguées. La classe I (74,4%) présente des propriétés DF standards et à une
dissipation d’énergie alors qu’une nouvelle classe II (25,6%) correspond à une
bosse du champ magnétique et une inversion du transfert d’énergie (dissipation
puis dynamo). Pour les deux classes, la conversion d’énergie est gouvernée par le
gradient de pression des ions.

Summary

Fast plasma flows have been detected in the nightside of the Earth’s magne-
tosphere, the magnetotail, for a long time. Different processes such as magnetic
reconnection or kinetic ballooning-interchange instability are still investigated.
While propagating Earthward, these flows generate a sharp increase of the nor-
thward component of the magnetic field named dipolarisation front (DF). These
kinetic scale structures contribute significantly to the energy dissipation in the
magnetosphere. This study aims at better understanding the energy conversion
processes described by J · E (J being the current density and E the electric field)
which occur in the vicinity of these fronts and at determining their role in the
energy global cycle of the magnetosphere. Using in situ measurements from the
Magnetospheric Multiscale mission, which consists of four identical satellites evol-
ving in a tetrahedral configuration and separated at electron scales, I have first
investigated the current density structures, the different terms of the Ohm’s law,
and the energy conversion processes for 6 DFs. I found that for all DFs, ions are
mainly decoupled from the magnetic field by the Hall electric field but the term
related to the electron pressure gradient could also contribute. It implies that
electrons could be decoupled at DF by their own pressure gradient term in the
Ohm’s law. Regarding the energy conversion processes in the spacecraft frame, the
energy is transferred from the electromagnetic fields to the plasma ahead of the
DF (dissipation or loading region) whereas it is transferred from the plasma to
the fields (dynamo or generator region) behind the front. This energy conversion
reversal is caused by the reversal of the ion diamagnetic current at DF. In the
fluid frame, the energy is always transferred to the fields, due to the electric field
generated by the electron pressure gradient, which could contribute to the slow-
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down of the flow. Furthermore, it is shown that the energy conversion processes
are not homogeneous at the electron scale mostly due to the variations of the
electric fields. These case study results have been extended thanks to a statistical
study carried out over the full 2017 magnetotail season. From this study, it turns
out that two DF classes can be distinguished : class I (74.4%) corresponds to the
standard DF properties and energy dissipation whereas a new class II (25.6%),
which includes the 6 DF previously discussed, corresponds to a bump of the ma-
gnetic field associated with a minimum of the ion and electron pressures and a
reversal of the energy conversion process. The possible origin of this second class
is discussed. For both DF classes, it is shown that the energy conversion process
in the spacecraft frame is driven by the diamagnetic current dominated by the ion
pressure gradient. In the fluid frame, it is driven by the electron pressure gradient.

Summary for public domain
Fast plasma flows have been detected in the nightside of the Earth’s magnetosphere,
the magnetotail, for a long time. While propagating toward the Earth, these
flows generate a sharp increase of the northward component of the magnetic
field named dipolarisation front (DF) which contribute significantly to the energy
dissipation in the magnetosphere. Using in situ measurements gathered in 2017 by
the Magnetospheric Multiscale mission, which consists of four identical satellites
evolving in a tetrahedral configuration and separated at electron scales, two DF
classes can be distinguished. Class I (74.4%) presents standard DF properties and
energy transfer from the electromagnetic fields to the plasma whereas a new class
II (25.6%) corresponds to a bump of the magnetic field and a reversal of the energy
transfer (dissipation then dynamo). For both classes, this energy transfer is driven
by the ion pressure gradient.
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Chapitre 1

Introduction

“Read : In the Name of your Lord, who created.
Created man from a clinging clot. Read : And
your Lord is the Most Generous. He Who taught
by the pen. Taught man what he never knew.”

The Quran, Surat Al-Alaq (The Clot)
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1.1 Preface
In physics we have four different states of matter, solid, liquid, gas, and finally

plasma. A plasma is described as a gas globally neutral and composed of charged
particles. Plasma can be produced via different ways : heating an ordinary gas to
a particular temperature which enables collisions to separate the charged particles,
photoionization by an intense light source, large amplitude high-frequency electric
fields, ... More than 99% of all known matter in the universe is in the plasma state
see Figure 1.1 (e. g., Baumjohann et al., 1999). This means that plasma is a very
important state of matter to study. This applies to all disciplines in which plasma
can make a real change in the development of the cognitive structure through
scientific applications such as medicine, energy, propulsion, and others. Thus the
study of astrophysical and space plasmas of the solar system is not only very
important for itself but also because it can contribute to make progress in other
fields using plasma as a state of matter.
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Figure 1.1 – Examples of astrophysical plasmas. [A] Activity in the plasma of
the Sun corona. Image credit by NASA/SDO/AIA. [B] Artist’s concept of a super-
massive black hole. Image credit by NASA/JPL-Caltech. [C] The Eagle Nebula.
Image credit by NASA, ESA and the Hubble Heritage Team (STScI/AURA).

.

Space plasma is a complex part of plasma physics. For instance, lots of complex
physical processes result from the interaction between the Sun and the Earth.
Relatively recently the concept of space weather has been associated with the Sun-
Earth interactions that can affect the performance of technological systems and/or
human life, Williamson et al. (2010). The Solar Wind (SW) is the most important
actor of the space weather. This is an outflow of plasma radially ejected by the Sun
through the solar system. Its interaction with the internal Earth’s dipolar magnetic
field generates the magnetosphere. This interaction also produces two fundamental
boundaries upstream of the planet : the Bow shock and the magnetopause which
separates the shocked SW from the magnetosphere. Thus the SW transporting the
Interplanetary Magnetic Field (IMF) is first decelerated at the Bow shock and then
deviated at the magnetopause. Due to that interaction the magnetic field around
the Earth forms a magnetic bubble girdling the Earth, the magnetosphere detailed
in the next section. The magnetosphere shape is compressed on the dayside by
the SW while it is extended into a long tail region on the nightside known as the
magnetotail, see Figure 1.2 (e.g., Nagy et al., 2016).

One part of the solar energy and plasma reach the Earth via the SW and
enter the magnetosphere via different processes : from the dayside reconnection
process when the IMF is directed southward in the opposite direction of Earth’s
dipole, by lobe reconnection or Kelvin-Helmholtz instability when the IMF is
directed northward and by diffusion process via wave-particle interactions. Then
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Figure 1.2 – Graphical image representing the effect of the solar wind in plasma
domesticating of the Earth’s magnetosphere, (Nagy et al., 2016).

the energy and plasma are accumulated in the magnetotail and can be suddenly
released via instability like collisionless magnetic reconnection or ballooning mode
generating fast plasma flows (Baumjohann et al., 1990; Angelopoulos et al., 1992)
and auroras see Fig 1.3. This global cycle of energy is also named magnetospheric
substorms and their onset mechanism is still a matter of debate (e. g., Lui, 2001;
Angelopoulos et al., 2008; Liu et al., 2012; Sitnov et al., 2019).

Fast earthward plasma flows generate an increase of the northward component
of the magnetic field called Dipolarization Front (DF). More generally, DFs are
magnetic structures that occur due to the propagation of fast plasma flows in the
planetary magnetospheres, and have been observed in the Mercury (e. g., Dewey
et al., 2018), Earth (e. g., Runov et al., 2009; Sergeev et al., 2009), Saturn (e.
g., Xu et al., 2021; Smith et al., 2018), and Jupiter (e. g., Artemyev et al., 2013,
2020) magnetospheres.

If fast flows (Baumjohann et al., 1990) or Bursty Bulk Flows (BBF), which are
fast flows lasting about 10 min with a speed larger than 400 km/s (Angelopoulos
et al., 1992), have been known for a long time, DFs and their relation with fast flows
have been unveiled by the Time History of Events and Macroscale Interactions
during Substorms (THEMIS) mission thanks to its five probes radially distributed
in the magnetotail (e. g., Runov et al., 2009; Sergeev et al., 2009; Angelopoulos
et al., 2013) and also studied by tetrahedral multisatellite missions like the Cluster
mission from the European Space Agency (ESA) launched in 2000 (Escoubet and
Goldstein, 2001) and more recently the Magnetospheric Multiscale (MMS) mission
from the National Aeronautics and Space Administration (NASA) launched in
2015 (Burch et al., 2015).

While the Cluster orbit was polar and satellite separations were between 100
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to 10000 km (fluid to ion scales), MMS evolves along an elliptical equatorial orbit
with separations near the electron Larmor radius in the Earth magnetosphere (7
to 40 km, Burch et al., 2015). Based on what is stated in (Burch et al., 2015), the
principal scientific objective of the MMS mission is to "understand the microphysics
of magnetic reconnection by determining the kinetic processes occurring in the
electron diffusion region that are responsible for collisionless magnetic reconnection,
especially how reconnection is initiated." The Electron Diffusion Region (EDR)
is the region where electrons decouple from the magnetic field and magnetic
lines reconnect. MMS tetrahedral satellite configuration (like Cluster) allows an
estimate of the local current density from the calculation of the curl of the magnetic
field measured on four points. Furthermore, the high temporal resolution of the
particle detectors which provide the distribution functions at 30 ms for electrons
and 150 ms for ions also allows measuring the current density independently of
the magnetic field measurements. From these diagnostics, one can also detect the
sudden increases of the magnetic field such as DFs associated with thin current
sheets and plasma jets propagating at high speed through the magnetotail (e. g.,
Nakamura et al., 2009; Sitnov and Swisdak, 2011; Liu et al., 2013; Hwang et al.,
2014; Schmid et al., 2015). Strong energy dissipation and particle acceleration
occur at the fronts while the detailed mechanisms are still ill-understood. Intense
lower hybrid wave emissions associated with the front density gradients (e. g.,
Hosner et al., 2022) and whistler-mode waves downstream of the fronts (e. g.,
Breuillard et al., 2016) as well as electromagnetic solitary waves (e. g., Le Contel
et al., 2017) have been already identified.

The general problem of understanding energy conversion processes in the Ear-
th’s magnetosphere in terms of structures and dynamics of systems at the ion
and/or electron scales remains a key research topic for magnetospheric and space
plasma physicists. This is a quite complex problem that no single study could
handle in a satisfactory way.

In this PhD project, my research program focuses on the energy conversion
processes associated with DFs observed in the Earth’s magnetotail using in-situ
measurements provided by the MMS mission. This program research aims at
improving our understanding of the role of DFs in the energy global cycle of the
magnetosphere. It includes a detailed observational study of six DF events detected
during a substorm period. Then in order to extend the results found from these
case studies, I have carried out a statistical study over the full magnetotail season
in 2017 including more than one hundred cases of DFs, supported by multiple
comparisons with previous statistical studies.
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1.2 The Earth’s magnetosphere environment

As a general characteristic of the plasma system, the plasma particles react
collectively to electromagnetic forces ; the fields can be modified by the plasma
charge and current densities and reciprocally. As a matter of fact, magnetospheric
physics deals with collisionless plasmas as the mean free path of particles is much
larger than the size of the system so the kinetic description is based on the Vlasov
equation, i.e. the Boltzmann equation without the collisional term, coupled with the
Maxwell equations (e. g., Kivelson et al., 1995). Moreover, different approaches and
simplifications can be used to solve the system and to understand the mechanisms
and dynamics of particles depending notably on the spatial and time scales of the
particular process to be studied.

Basically three principal approaches can be used to resolving the plasma sys-
tem and understanding its mechanisms of action : (1) the fluid approach (e.g.,
Magnetohydrodynamics (MHD) and multi-fluids) assuming that the spatial (time)
scale of the system is larger than the particle Larmor radii (resp. longer than the
particle gyroperiods), (2) the fully kinetic approach (with no limitations on spatial
and time scales), and (3) hybrid approaches describing the full dynamics of ions
but considering electron as a fluid.

The Earth’s magnetosphere environment is a considerable research area regar-
ding the study of plasma physics. One can consider it as the closest space plasma
physics laboratory that enables us to build new scientific knowledge. It contains
many fundamental processes that can influence the plasma dynamics such as col-
lisionless magnetic reconnection, plasma turbulence, collisionless shocks, particle
acceleration and fast plasma flows, plasma heating ...

As we previously mentioned, the Earth’s magnetosphere is formed by the
interaction of the SW with the Earth’s magnetic field. The SW is a permanent
high-speed plasma outflow that originates from the Sun’s corona. Biermann (1951)
suggested the existence of a continuous solar wind. Parker presented a model
(hydrodynamic) of the SW based on a detailed mathematical theory (Parker,
1958). All properties of the solar wind flow can change through the heliosphere as
a function of time. However, the average values for the main solar wind properties
at the Earth distance (1 Astronmical Unit (AU)) can be listed : a flow speed
∼ 450 km/s, a plasma density ∼ 6.8 p.cm−3, and ion and electron temperatures
∼ 1.2 × 105 K and ∼ 1.4 × 105 K respectively and magnetic field strength ∼
7 nT. Furthermore, the SW properties depend on the region of its formation. Two
fundamental types of it are known as "fast" SW (Vfast ∼ 650 km/s) often coming
from the coronal holes which are regions of intense magnetic field (e. g., Gabriel
et al., 2003) and "slow" SW (Vslow ∼ 350 km/s) issued from the equatorial region
(e. g., Ohmi et al., 2004). On the other hand, the Earth’s magnetic field is produced
by internal convection inside the core of the planet made of molten iron that acts
as a natural dynamo. The Earth’s magnetic field axis is tilted by 11 degrees from
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the rotational spin axis. Figure 1.3 presents the Earth’s magnetosphere as one
can describe as the region of space where the Earth’s magnetic field affects any
electrically charged particles.

As mentioned earlier, my investigations concentrate in the Earth’s magnetotail
observations. However below, I describe briefly the other regions.

The Bow Shock can be described as evidence of the deflection, the slowdown,
and the heating of the SW by a planet, (e. g., Slavin et al., 1979). In the Earth’s
case, the terrestrial magnetic field provides an obstruction to the SW while for
unmagnetized planet like Venus or Mars it is directly the planet surface ; a shock
territory is formed upstream of the planet, as a standing shock wave, issued from
the interaction of the supersonic, and super alfvénic SW and the planet.

Due to the non stationarity of the SW, the location, size, and shape of the
shock wave can vary.

The magnetosheath is a region between the bow shock and the magnetosphere
and is formed by the shocked SW downstream of the shock, (e. g., Kivelson et al.,
1995). Due to the shock physics which converts the motion energy in thermal
energy, the magnetosheath plasma is much hotter, slower, and denser than the
SW.

The magnetopause is the current sheet which separates the shocked SW in
the magnetosheath from the Earth’s magnetospheric region (see Figure 1.3). The
magnetopause can be also identified as a discontinuity where the pressure balance
between the dynamic pressure of the SW and the magnetic pressure of Earth’s
dipole field is reached (e. g., Kivelson et al., 1995). Indeed, on the magnetosheath
side it is usually assumed that the SW dynamic pressure has been mostly conver-
ted in thermal pressure and on the magnetospheric side, dynamic and thermal
pressures are much smaller than the magnetic pressure term produced by the
Earth’s magnetic field.

The Polar Cusps are the regions which can be thought as the contact area
between the magnetosheath and the magnetosphere plasmas. In these regions, the
Earth’s magnetic field has a polar shape and null magnetic field areas both in the
northern and southern hemispheres.

1.3 Dipolarization front (DF)
Fast plasma flows in the magnetotail have been investigated for a long time

thanks to in-situ space measurements. They contribute significantly to the energy,
plasma, and magnetic flux transports in the Earth’s magnetosphere (e. g., Baum-
johann et al., 1990; Angelopoulos et al., 1992; Shiokawa et al., 1997, 1998). They
are thought to be generated by magnetic reconnection (e. g., Sitnov et al., 2009;
Drake et al., 2014; Fu et al., 2013), kinetic ballooning interchange instability (Prit-
chett and Coroniti, 2010) or low entropy magnetic flux tubes (Pontius and Wolf,
1990) ; they can be related to a global scale substorm activity or appear as isolated
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Figure 1.3 – (A) Schematic image representing the structure of Earth’s magne-
tosphere and the process of reconnection between the geomagnetic and interpla-
netary fields. Image credit by : National Academy Press, (Board et al., 2004). (B)
Magnetic reconnection in the tail of Earth’s magnetosphere, ESA/ATG medialab.
(C) Schematic of the dipolarization front structure in the Earth’s magnetotail
(modified from (e. g., Fu et al., 2012a; Huang et al., 2015; Fu et al., 2020))

.

structures.
DFs, which are mostly characterized by a sharp and transient increase of the

normal component (northward) of the magnetic field in the magnetotail, are formed
by the fast plasma flow or can be also embedded in the flow. Indeed, using the
five THEMIS probes radially distributed in the central plasma sheet, Runov et al.
(2009) demonstrated that DFs are coherent forms propagating earthward over a
distance of more than 10 Earth radius (RE) at a velocity of ∼ 300 km/s and
having a front thickness of around the ion inertial length. They suggested that
these DF signatures were consistent with the leading edge of a fast plasma flow
generated by a burst of magnetic reconnection in the mid-tail obtained in kinetic
simulations (e. g., Sitnov et al., 2009).

The sharp increase of the magnetic field is often interpreted as the development
of a magnetic field pile up region behind the front. These fronts can be also
preceded by a decrease in the normal component (e. g., Ohtani et al., 2004;
Runov et al., 2009; Schmid et al., 2015). The whole spatial scale of DF along its
direction of propagation is about few ion inertial lengths (c/ωpi, where ωpi is the
ion plasma frequency, Liu et al., 2013; Fu et al., 2012a; Khotyaintsev et al., 2011).
A recent review by Fu et al. (2020) has focused on their important role in particle
acceleration mechanisms. Using THEMIS data, Angelopoulos et al. (2013) showed
that DFs can play a crucial role in the energy dissipation processes occurring in the
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magnetotail. This PhD thesis aims at investigating energy conversion processes
associated with DFs at ion and electron scales using recent data provided by the
MMS mission.

1.4 Thesis organisation
In the following, we shall give an outline of the main idea of each chapter :

Chapter 2 displays an overview of DF observations in the Earth’s magnetotail
and current knowledge about this topic. In addition, we discuss the possible me-
chanisms for generating DF, and DF properties at MHD, ion and electron scales.
Furthermore, energy conversion processes, structures of the current wedge associa-
ted with DF and wave activity in particular about lower-hybrid waves related to
DF are briefly also described.

Chapter 3 describes the MMS mission providing information about the spa-
cecraft, the instrumentation suite, the orbit, and data products. Furthermore,
different classical methods of spacecraft data analysis used to better understand
the physics of DF are detailed.

Chapter 4 summarises my results on the energy conversion processes occurring
in the vicinity of DFs. They have been obtained from the detailed analysis of 6
DFs detected by MMS on 23rd of July 2017. In particular, it shows the evaluation
of the different terms of Ohm’s law for electrons and ions confirming the ion decou-
pling at DFs by the Hall electric field and the electron pressure gradient ; electron
being also decoupled at DF due to the effect of their pressure gradient. In the
spacecraft frame, energy is transferred to the plasma ahead of the DF and to the
electromagnetic fields behind. In the fluid frame, energy is found to be transferred
to the fields only. In addition, the homogeneity of energy conversion processes is
investigated using Standard Deviation (SD) estimates of the current density J and
electric field E′ in the plasma frame. It is shown that energy conversion processes
occurring in the vicinity of DFs are not homogeneous at the electron scales mostly
due to the electric field variations.

Chapter 5 extends the case study results using a statistical study of DF events
detected by MMS during the full magnetotail season of 2017 (april-september so in-
cluding the 6 DF events described in chapter 4). Using a superposed epoch analysis
of various DF physical quantities, I have shown that most of the case study results
are general. However, I have proposed to distinguish two subcategories of DFs no-
tably depending on the sign of the energy conversion term J · E. In the spacecraft
frame, energy is dissipated ahead of DF for 74.4% of events while 25.6% of event
present a reversal of the energy conversion process. The first class corresponds
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to the standard DF case whereas the second class is new and its origin is discussed.

Finally in chapter 6, I summarise my main results and discuss further works.
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An overview of dipolarisation
fronts (DFs) in the Earth’s
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2.1 Introduction

Based on the important role that DFs play in the Earth’s magnetosphere
environment, this chapter reviews some of the main concepts that are associated
with DFs and that are extensively used throughout the thesis. Firstly, the general
properties of DF are described in section 2.2. Then a brief idea of the formation
mechanisms of DFs is given in section 2.3. Previous studies using different MHD
modellings of DFs are reviewed in section 2.4 and DF properties at kinetic scale are
pointed out in section 2.5. Section 2.6 describes lower hybrid waves are frequently
observed growing in the vicinity of DFs. Energy conversion processes and current
density structures associated with DFs are presented in section 2.7 and section 2.8
respectively. Finally, the main results are summarized in section 2.9.

2.2 General properties of DFs : standard case

In this section, we describe the standard properties of the most common DF
category from one event embedded in a fast earthward flow detected by MMS
during a substorm period around 16 : 45 UT on the 23rd of July 2017 (Alqeeq
et al., 2022). Figure 2.1 displays general properties of DF from data in Geocentric
Solar Ecliptic coordinate system (GSE) (where X is directed toward the Sun, Z
is perpendicular to the ecliptic plane and Y is directed duskward). Magnetic field
components and magnitude are plotted in Figure 2.1A, ion velocity components
and the X component of the proton velocity (VH+) in Figure 2.1B, ion and electron
temperatures in Figure 2.1C, electron density in Figure 2.1D, and finally ion and
electron pressure variations in Figure 2.1E. Details about the MMS instruments
are provided in chapter 3. This DF event is identified by a vertical red dashed line
(maximum of the Bz component). Vertical black dashed line indicates a possible
signature of flux ropes (a large increase of the total magnetic field due to an
increase of the cross-tail Y component, associated with a bipolar signature of
another component) ahead of the DF signature (Alqeeq et al., 2022).

As illustrated by Figure 2.1, a standard DF can be identified as a transition
between a relatively cold dense plasma at rest with respect to a hot tenuous
fast earthward moving plasma with specific characteristics. Its general properties
correspond to a sharp increase of the northward magnetic field, a decrease in
density, an increase in temperature, a decrease in plasma pressure and an increase
in VH+ (e. g., Schmid et al., 2015; Alqeeq et al., 2022).

Regarding the spatial scale of DFs, Nakamura et al. (2004) investigated spatial
gradients of high-speed flows in the mid-tail plasma sheet using multi-satellite
Cluster observations. They found that the typical scales of fast flows/BBFs are
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Figure 2.1 – DF signature (vertical red dashed line) denoted DF1 in GSE frame,
all data are averaged over the four satellites. Panel (A) shows the magnetic field
components and their magnitude, (B) the components of ion velocity and the X
component of the VH+ proton velocity, (C) the electron and ion temperatures with
the isotropic proton temperature, (D) the electron density, (E) the ion and electron
pressures. Vertical black dashed line indicates a possible flux rope signature.
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about 2–3 RE in the dawn-dusk direction and 1.5–2 RE in the north-south direction.
These scales are considered as upper limits for DFs which can correspond to the
flow front or can be embedded in these fast flows.

Based on these observations of standard DF signatures, it is important to point
out the differences with the dipolarization process which is also invoked in relation
with substorms. A dipolarization of the magnetotail is a large scale process which
occurs after the substorm onset (e. g., Pu et al., 1999; Lui, 2011; Tang et al., 2013;
Lui, 2013; Hwang et al., 2014). It is the consequence of the current disruption in the
near-Earth magnetotail (whatever the instability considered as a substorm trigger)
leading to an increase of the northward component of the magnetic field which
remains large until the next substorm development. Conversely, a DF is a local
transient structure ; the increase of the northward component is transient (typically
few tens of seconds). The principle differences are summarized in Table 2.1.

Table 2.1 – Comparison between Dipolarization and DFs

# Comparison Dipolarization DF

1 Bz increase Rapid ∼a few min and large
scale >∼ 10 RE

Transient ∼1-2 min and lo-
calised ∼ 3 − 4 RE

2 Propagation Tailward Earthward

3 Magnetic fluc-
tuations Large > 20 nT Medium/Small 2 − 20 nT

4 Source Current disruption Fast flows (see section 2.3)

5 When Always related to substorm
onset

After substorm onset or iso-
lated

6 What is ? Global reconfiguration of
the near-Earth magnetotail

Boundary between a relati-
vely cold and dense plasma
at rest and a hot tenuous
fastly moving plasma

2.3 Formation mechanisms of DF

DFs are considered as a tangential discontinuity (velocity and magnetic field
are tangential so with no normal component of the magnetic field and no plasma
flux flowing through it) separating a relatively cold dense plasma at rest from a
hot tenuous plasma in rapid motion. The origin of the fast flows and their related
DFs is still a matter of debate. The main formation mechanisms currently studied
are : magnetic reconnection (e. g., Sitnov et al., 2009; Drake et al., 2014), kinetic
ballooning interchange instability (e. g., Pritchett and Coroniti, 2010; Panov et al.,
2022) or low entropy magnetic flux tubes (e. g., Pontius and Wolf, 1990) ; let’s
remind that fast plasma flows and DFs can be related to a global scale substorm
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activity or appear as isolated structures.

2.3.1 DFs generated by magnetic reconnection
The collisionless magnetic reconnection is one of the fundamental processes

in the Earth’s magnetosphere. When occurring in the magnetotail, this process
can generate divergent fast plasma flows associated with the reconnection of anti-
parallel magnetic field lines. A rough estimate based on mass and magnetic flux
conservations gives an outflow velocity equals to the Alfvén velocity of the inflow
region B/

√
µ0ρ (where B is the magnitude of the magnetic field, µ0 is the vacuum

permeability, ρ is the plasma mass density, e. g., Cassak and Shay, 2007). It has
long been shown that the kinetic tearing mode instability is a good candidate to
produce magnetic reconnection in the magnetotail (Coppi et al., 1966). However,
the rising time of this instability is longer than the particle bounce period along
the magnetic field line and it was shown that the compressibility effect associated
with the electron bounce motion can stabilise the tearing mode (e. g., Lembege
and Pellat, 1982; Pellat et al., 1991). Further calculations have shown that, despite
this stabilisation effect, a certain range of plasma parameters and conditions allow
the growth of the tearing mode (e. g., Sitnov et al., 2019).

Thus, assuming an ongoing reconnection process, the fast flow moving earth-
ward through the Earth’s dipole can generate a DF and causes a significant energy
dissipation and plasma transport from the reconnection region to the transition
region where fast flows are thought to be braked (e. g., Shiokawa et al., 1997;
Sitnov et al., 2009, 2014). However, it is necessary that the reconnection process

Figure 2.2 – A schematic presenting the DF formation from the magnetic
reconnection process (adapted from Xu et al. (2018); Fu et al. (2020)).

is localized in the azimuthal direction (direction of the cross-tail current) and not
invariant (as assumed for instance when one considers a tearing perturbation in
the radial direction only) in order to explain the BBF/DF azimuthal width ∼ 3 RE .
Otherwise, a secondary instability is required to fragment the large scale front of
the reconnection jet.
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2.3.2 DFs generated by kinetic ballooning interchange insta-
bility

In a plasma confined between magnetic mirrors, the curvature of the magnetic
field lines can act as an effective gravitational force (directed away from the
Earth) and excites a Rayleigh-Taylor type instability. In the magnetotail where
the pressure gradient and curvature are directed earthward, the MHD/two fluid
ballooning/interchange instability can grow and produce fast radial flows and
magnetic reconfigurations (e. g., Ohtani and Tamao, 1993; Miura, 2004). Yet, as
for the tearing mode, the frequency of this instability is smaller than the particle
bounce frequency along the magnetic field line which makes the fluid treatment
questionable. Indeed, in such conditions particles do not respond to the local
electric field but to a non local bounce-averaged value which modifies the conditions
of stability of the ballooning/interchange mode (e. g., Hurricane et al., 1995).

Figure 2.3 – A schematic presenting the ballooning instability (adapted from
Ohtani and Tamao (1993)).

Considering a magnetotail equilibrium with a minimum of the northward
component of the magnetic field along the radial direction and using large-scale
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Three Dimension (3D) Particle In Cell (PIC) simulations, Pritchett and Coroniti
(2010) showed that a kinetic ballooning/interchange mode becomes unstable in
the region tailward of the minimum. The instability grows at wavelengths close to
the ion Larmor radius and is able to generate fast flows and associated DFs in the
non linear regime. Later, the same authors demonstrated that these results still
hold even without a minimum of the northward magnetic field component as long
as this latter is slowly decreasing with the distance down the tail (Pritchett and
Coroniti, 2013).

2.3.3 DFs generated by low entropy magnetic flux tube in-
stability

Pontius and Wolf (1990) proposed that density depleted flux tubes can be
formed in the far magnetotail and named them "plasma bubbles". They showed
that these bubbles can propagate earthward by an interchange process similar
to the one described in the previous section as the earthward acceleration also
occurs in the form of a buoyancy force. Later on, Birn et al. (2004) provided a
more precise description of this process by introducing a measure of the entropy
per unit magnetic flux of a thin flux tube pV γ where p is the plasma pressure,
assumed to be constant along a field line or thin flux tube, and V is the flux tube
volume per unit magnetic flux, defined by V =

∫
dl/B integrated along a field line.

Using 3D MHD simulations, they showed that low entropy magnetic flux tubes
("bubbles") can move fastly through the magnetotail. Schindler and Birn (2004)
demonstrated that MHD magnetotail equilibria having a pressure profile which
decreases down the tail are stable when the entropy increases with the distance
down the tail and unstable when it decreases. Thus in this process, the entropy
reduction produces the fast earthward flow and its associated DFs but the origin
of this reduction is attributed to an external process or to random fluctuations
existing in the far tail.

Finally, all these different mechanisms can be coupled. Using 3D MHD simu-
lations of magnetic reconnection in the magnetotail, Birn et al. (2011) showed
that fast flows generated by reconnection correspond to magnetic flux tube with
a depleted entropy ; they indicated that the onset of magnetic reconnection coin-
cides with a strong reduction of the entropy. Furthermore they suggested that the
magnetotail structure in the cross-tail direction is due to the growth of the balloo-
ning/interchange mode. On the other hand, using large scale 3D PIC simulations
Pritchett and Coroniti (2013) showed that to destabilise the kinetic ballooning/in-
terchange mode, it is sufficient for the entropy to decrease with distance in the
tail. Then the non linear evolution of the instability leads to the formation of fast
flow channels (finger-like) and interchange heads (including DF) that propagate
earthward. Then onset of localised magnetic reconnection and disruption of the
plasma sheet resulted of the impact of the heads with the plasma of the inner
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magnetosphere.
Regardless of the formation mechanism, as fast-moving 3D multi-scale struc-

tures, DFs play a key role in mass, energy and magnetic flux transport as well as
in energy conversion/transfer processes.

2.4 DF modellings using MHD
Numerical MHD modellings allow us to investigate the DF propagation through

the magnetotail from the region of their formation to the inner magnetosphere
where they are thought to be decelerated and stopped (the braking region) by the
strong Earth’s magnetic field. They also provide a first estimate of their spatial
scales.

Guzdar et al. (2010) using Two Dimension (2D) ideal MHD model and Lu
et al. (2013a,b) using 2D MHD-Hall model have compared their results with
DF observations provided by the THEMIS mission. They found that the general
characteristics and modulation in the dawn-dusk direction of DFs can be described
by the MHD interchange instability of the magnetotail.

However, only Lu et al. (2013a,b) were able to show the ion decoupling occur-
ring at the DF due to the ion inertial length scale of the front. Also, they showed
that both Hall electric field and electron pressure gradient contribute to produce
a dawnward electric drift which modifies the shape of the front. Inside the DF,
they found that ions are mainly decoupled by the Hall electric field, pressure gra-
dient effects being smaller. Thus in order to better understand the structure and
dynamics of DF and to be able to compare the results with the in-situ measure-
ments provided by the multi-satellite missions (Cluster, THEMIS and MMS) from
fluid to electron scales, it is essential to extend previous ideal MHD modellings to
Hall-MHD and kinetic numerical modellings.

However, from 3D global MHD simulations (e. g., Ashour-Abdalla et al., 2011;
Pan et al., 2014; Fu et al., 2014), the DF scale in the dawn-dusk direction has
been estimated ∼ 3 RE in the near Earth’s magnetotail consistent with the values
around ∼ 3.2 − 3.6 RE of the Cluster observations (e. g., Nakamura et al., 2004;
Huang et al., 2015).

Lapenta and Bettarini (2011) also performed 3D MHD simulations of magnetic
reconnection in the magnetotail to study the DF formation. They showed that
flux ropes are created by the reconnection process in 3D after the formation of
the divergent reconnection jets and their associated DFs. Then these flux ropes
are found unstable against a kink like instability (a current driven instability with
long wavelengths compared with the Larmor radius) which is able to structure
the flow in the cross-tail direction with a wavelength ∼ 0.5 RE . When these kink
unstable flux ropes reach the DF, they are able to excite and select an interchange
mode related to the density gradient at the front with a wavelength ∼ 1 RE a bit
smaller than estimates from observations.
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2.5 DF properties at ion and electron scales

As mentioned in the previous sections, DFs are commonly related to reconnec-
tion jets or fast flows/BBFs (e. g., Runov et al., 2009; Fu et al., 2012a; Huang
et al., 2015) and are observed from ∼ 10 to ∼ 30 RE in the near-Earth magne-
totail. Standard thicknesses of DFs along the normal direction estimated from
different missions (Cluster e. g., Fu et al., 2012a; Schmid et al., 2011; Xiao et al.,
2017), (THEMIS, e. g., Liu et al., 2013) and (MMS e. g., Le Contel et al., 2016;
Alqeeq et al., 2022)) vary from ∼ 1.7 to ∼ 4 ion inertial lengths. Such an ion
scale thickness of DFs limits the validity of the results obtained from ideal MHD
modelling and requires at least a MHD model including the Hall electric field.
Furthermore, the sharp density gradient at DF can lead to the growth of electron
scale instability capable to produce some ripples of the front and to modify the
current density structures and energy conversion processes as discussed in the next
sections. Another important question is about the possible existence of an electron
scale current sheet embedded in the ion scale front which could play an important
role in the dissipation of energy (e. g., Angelopoulos et al., 2013).

2.6 Wave measurements in the vicinity of DFs

Waves measured around DFs are very important because they contain informa-
tion about the mechanism of propagation of fronts in the magnetotail, their impact
on the structure of these fronts, how particles and fields interact and finally how
energy can be exchanged between plasma and fields. In multiple previous studies,
different waves associated with DFs were discussed such as : whistler waves (WW)
detected before, during and after the DFs (e. g., Huang et al., 2012; Viberg et al.,
2014; Li et al., 2015a; Grigorenko et al., 2020), Lower Hybrid Waves (LHW) (e. g.,
Sergeev et al., 2009; Greco et al., 2017) and Lower Hybrid Drift Instability (LHDI)
(e. g., Divin et al., 2015a; Khotyaintsev et al., 2017; Le Contel et al., 2017; Pan et al.,
2018; Nakamura et al., 2019a; Li et al., 2020; Hosner et al., 2022), Electrostatic
Solitary Waves (ESW) (e. g., Liu et al., 2019; Li et al., 2020) and Electromagnetic
Solitary Waves (EMW) (e. g., Andersson et al., 2009; Tao et al., 2011; Le Contel
et al., 2017), and more recently the Electromagnetic Ion Cyclotron (EMIC) waves
(e. g., Li et al., 2020). However in this section, we will only focus on the wave and
particle interactions associated with lower hybrid drift waves.

LHW occurring at DFs have been already studied using data from Cluster,
THEMIS and MMS by (e. g., Sergeev et al., 2009; Zhou et al., 2009; Divin
et al., 2015a; Greco et al., 2017; Le Contel et al., 2017; Hosner et al., 2022).
LHWs are quasi-electrostatic waves in the same frequency range of whistler waves
fci ≤ fLH ≪ fce, with fLH = fci + fpi/

√
1 + f2

pe/f2
ce, where fci and fce are the ion

and electron cyclotron frequencies respectively, fLH is the lower hybrid frequency
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and fpi, fpe are the ion and electron plasma frequencies respectively. As in the
magnetotail we can assume (fpe/fce)2 ≫ 1, fLH becomes ∼

√
fcefci. In the context

of DF, the free energy source generating LHWs is provided by the sharp density
gradient via the LHDI. LHWs propagate at quasi-perpendicular angle with respect
to the ambient magnetic field and the LH wavelengths range between the electron
and ion thermal gyroradius (ρi,e = vth,i,e/(2πfc,i,e) with vthi,e = (2Ti,e/mi,e)1/2

the ion and electron thermal velocities and Ti,e the ion and electron temperatures)
depending on the plasma conditions (e. g., Huba et al., 1977; Cairns and McMillan,
2005).

LHWs have strong electric field fluctuations perpendicular to the ambient ma-
gnetic field and can lead to an effective particle acceleration and/or heating. Zhou
et al. (2009) reported on multiple DFs located at the leading edge of earthward
propagating plasma bubbles propagating in the near-Earth magnetotail during a
substorm observed by THEMIS. They found that the majority of the wave acti-
vities at DF were associated with energetic electron flux enhancements and large
fluctuations from below the lower hybrid frequency to above the electron cyclotron
frequency. They showed that the LHWs can be generated by a diamagnetic current
due to the temperature and density gradients present at DF in agreement with
the LHDI.

Later, Le Contel et al. (2017) reported on intense LHWs associated with two
ion scale DFs detected off-equator (large Bx) by MMS during a substorm period
on 10th of August 2016 in the Earth’s magnetotail. They showed that the first DF
event was associated with a fast dawnward flow and intense LHWs propagating
dawnward with a perpendicular phase speed close to the electric drift and the ion
thermal velocity consistent with a LHDI. They suggested a possible acceleration of
electrons parallel to the background magnetic field caused by the LHW interaction
(Cairns and McMillan, 2005). For the second DF event associated with a reversal
flow, a much smaller LHW activity was found. Furthermore, Pan et al. (2018)
showed in a case study using MMS data that some electron scale ripples propaga-
ting along the DF were consistent with the growing of the LHDI with wavelength
close to the electron Larmor radius. More recently, Hosner et al. (2022) carried
out a statistical investigation of electric field fluctuations in the LH frequency
range based on MMS data from 2017 to 2018 in the Earth’s magnetotail. They
showed that all DF events are associated with a peak of the power of electric field
fluctuations integrated over the LH frequency range and with density and pressure
gradients confirming the LHDI as the source of these waves. In addition, they
showed that the wave power is related to the magnetic flux transfer rate produced
by the DFs.
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2.7 Energy conversion processes at DFs

Angelopoulos et al. (2013) suggested that DFs could play an important role in
the global energy conversion process due to their large-scale propagation through
the Earth’s magnetosphere. Based on THEMIS data, they showed that energy
conversion occurs within an electron scale current sheet (1-10 electron inertial
lengths) generated by the DF propagation. Integrated all along the propagation
mostly along XGSM direction and assuming a transverse Y − Z section of about
10 R2

E , the authors suggested that DFs are able to provide a macroscopic energy
conversion. Therefore the analysis of the energy conversion at DFs is crucial to
understand the global energy cycle in the Earth’s magnetosphere. This question
is also fundamental for the fast flow propagation itself. Indeed, as the fast flow
propagates, the fraction of energy that it can lose due to various energy conversion
processes contributes to its braking. Using THEMIS data Chaston et al. (2012)
suggested that kinetic Alfvén waves continually radiated toward the auroral region
by fast flows during their earthward propagation can extract the total kinetic
energy from the flows. Later Hamrin et al. (2014) found indications of fast flow
decelerations in the range −25 < X < −15 RE and investigated the related energy
conversion processes by computing the J · E term (where J is the current density
and E the electric field in the spacecraft frame). Thanks to a superposed epoch
analysis applied on Cluster data, they showed that fast flows with a velocity peak
behind the front (equivalent to a growing Flux Pileup Region (FPR) as introduced
by Fu et al. (2012b)) are decelerated and that energy is radiated i.e. converted from
particles to fields (generator) whereas, when the velocity peak is detected ahead
or at DF (decaying FPR as introduced by Fu et al. (2012b)), no braking signature
is detected and energy is transferred from fields to particles (dissipation or load).
Still from statistical analysis of 2003 Cluster data corresponding to an average
subproton scale spacecraft separation of 200 km, Huang et al. (2015) concluded
that the energy was significantly transferred from the fields to the plasma at DFs.
More recently, using data gathered during the MMS commissioning phase and
with a better time resolution for particle measurements (150 ms for ions, 30 ms for
electrons), Yao et al. (2017) showed that electron contribution to the DF current
density is significant (60% of ions) and produced by the diamagnetic effect. With
regards to the energy conversion, they found that the field energy is transferred
to the plasma (dissipation) in the spacecraft frame though the velocity peak is
detected behind the DF. In the fluid frame (ion or electron), they pointed out
that the energy transfer is from particles to fields. Later Liu et al. (2018) showed
that ion scale DFs can be also associated with electron scale current sheets. They
specify that although their DF event corresponded primarily to an energy transfer
from fields to particles, the electron scale currents could also lead to radiating
the plasma energy. As mentioned in the previous subsection, such electron scale
DF substructures were also reported in previous studies and attributed to the
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LHDI growing in the density gradient region (e. g., Sergeev et al., 2009; Divin
et al., 2015a; Le Contel et al., 2017; Yang et al., 2017a) leading to ripples on the
DF (Pan et al., 2018). Later, these results were confirmed by a statistical study
carried out by Zhong et al. (2019) based on 122 DF events detected by MMS
in the magnetotail. The contribution of broad band high-frequency waves (with
frequencies between the electron gyrofrequency and the plasma frequency) was also
investigated and shown to be up to 10% of the total energy conversion at DF (Yang
et al., 2017a). Finally, Zhang et al. (2020) suggested that both Joule dissipation via
parallel and perpendicular currents as well as radiated energy by kinetic Alfvén
waves contribute to the fast flow slowdown. Energy conversion processes have
also been investigated recently by 3D kinetic PIC simulations. The role of the
LHDI rising at DFs was also investigated and pointed out as significant element
of the DF dynamics (Divin et al., 2015b). Later, comparing 3D PIC simulation
results and Cluster observations Khotyaintsev et al. (2017) concluded that the
energy dissipation in the satellite (Earth) frame was mainly due to the motional
electric field and the ion contribution to the current suggesting that LHDI was
not contributing to the energy conversion process. They found almost no energy
conversion in the DF frame (defined by using the ion velocity at the DF). Using
recent theoretical developments in turbulence studies by Yang et al. (2017b), which
allow to disentangle ion and electron contributions, Sitnov et al. (2018) showed
that ions are heated at and ahead of DFs whereas electrons are heated at and
behind due to the long-wavelength LHDI ; therefore both contributions lead to an
important energy dissipation. Finally, Nakamura et al. (2019b) also carried out
3D PIC simulations and reported that energy is dissipated in the electron frame
at DFs within the density gradient layer due to the LHDI. Their numerical results
were shown to be in good agreement with the recent MMS observations described
by Liu et al. (2018) although the energy conversion term was estimated in the
electron frame for the simulations and in the satellite frame for the observations.

2.8 Current density structures associated with DFs

We have already mentioned that DFs are formed ahead of fast flows/BBFs or
can be detected embedded in these flows. BBFs have been shown to be associated
with a dynamic current wedge (e. g., Palin et al., 2015) which closes in the
ionosphere via the formation of the Field-Aligned Currents (FACs) see Figure 2.4
adapted from Hamrin et al. (2011). It has been suggested that substorm onset
could be due to the braking of multiple BBFs in the near-Earth magnetotail and
formation of their associated FACs establishing the global substorm current wedge
which couples the magnetotail to the auroral regions (e. g., Shiokawa et al., 1998;
Yao et al., 2012).

In Figure 2.4, the magenta current circuit connects the auroral region to the
magnetotail via FACs generated by the shear and twisting of the magnetic field
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Figure 2.4 – Schematic image representing the association between Energy
Conversion Regions (ECRs) and BBFs in the equatorial plane (adapted from
Hamrin et al. (2011)).

at the flanks of the BBF and leading to a reversal of the cross-tail current ahead
of the BBF (see also Birn et al., 2004). In this model, the BBF is produced by
the magnetic reconnection occurring farther in the tail. Then two different regions
of energy conversion processes (load and generator) are formed due to the BBF
propagation and its associated current wedge. In the BBF as mentioned in the
previous subsection, the energy is mostly dissipated in the Concentrated Load
Region (CLR) while ahead of the BBF the plasma energy is transferred to the
electromagnetic fields in the Concentrated Generator Region (CGR) contributing
to the flow deceleration

Using Cluster data, Hwang et al. (2011) analysed six DFs and showed that they
could be related to the interchange instability at the central current sheet in Earth’s
magnetotail. Average earthward/dawnward DF velocities were between 160–335
km/s and their front thicknesses were estimated of several ion inertial lengths in
agreement with other studies. They showed that enhanced FACs, measured after
the DF crossing, are associated with large amplitude fluctuations of the X and Y
magnetic field components with 1-2 min (therefore longer than the ion gyroperiod,
which is about 10 s at the edge of the current sheet Bx ∼ 10 nT) and propagating
duskward in the frame of the DFs as expected for an interchange instability (e. g.,
Nakamura et al., 2002; Guzdar et al., 2010; Pritchett and Coroniti, 2010).

Later, Sun et al. (2013) investigated FAC structures associated with 25 DF
events observed by Cluster in the Earth’s magnetotail from 15 to 20 RE . Using
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Figure 2.5 – Schematic presenting the FAC structures associated with the DF
with (b) a magnetic dip in the current sheet plane as region 1 and (c) without a
magnetic dip as region 2 (adapted from Sun et al. (2013)).

the curlometer technique, they showed that two different parallel current densities
J∥ can be distinguished for DFs with Bz dips ahead of the front : one measured
before the front (in the dip) ∼ 5−10 nA/m2, a second measured through the front
(at the sharp increase of Bz) ∼ 10 − 20 nA/m2. Conversely, DFs without magnetic
dips have only FACs at the front, see Figure 2.5. It has been shown from 3D
PIC simulations that all these off-equator FACs can contribute significantly to the
energy conversion processes discussed in the previous subsection (e. g., Pritchett
et al., 2014). However from the point of view of in-situ measurements, the lack of
simultaneous measurements at different scales (fluid and kinetic) prevents us from
carrying out a complete study of these 3D multi-scale structures.

Regarding the cross-tail current structures associated with DFs, Yao et al.
(2015) carried out a statistical study of the compressed region formed by the DF
arrival using THEMIS observations from the 2007 to 2011 tail seasons. They sho-
wed that the plasma pressure gradient ahead of the DF produces the redistribution
of the cross-tail current and locally modifies the Earth’s magnetotail current sys-
tem. Notably, this effect is able to produce the magnetic dip observed before the
DF. However, they pointed out that the total current density change is one order
smaller than the typical total current associated with a moderate substorm current
wedge.

Still using THEMIS observations in the near-Earth magnetotail (X ∼ 12 RE),
Lu et al. (2016) showed that the cross-tail current density is significantly reduced
near the neutral plane ahead of DFs. In addition, using 2D PIC simulations,
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they showed that ion reflection and acceleration at the front create a positive
charge density excess. As a consequence, a vertical electric field (Ez) is generated.
Electrons being magnetized at DF, conversely to ions, they drift duskward due to
this electric field (Ez × Bx > 0) and reduce the total cross-tail current.

From these different previous studies carried out using Cluster, THEMIS or
MMS data, we see that fast flows/BBFs and DFs are associated with complex
current density structures coupling physical processes at large (ionosphere/magne-
tosphere) and kinetic (DF) scales. In the present study, I will mainly investigate
the perpendicular current density. The complete understanding of the full current
wedge associated with DF is out of the scope of this study and would still require
further investigations using 3D numerical simulations and simultaneous in-situ
measurements at different scales.

2.9 Summary

In section 2.2, the general DF properties have been reviewed and can be summa-
rised as follows. When observed near the magnetic equator, DFs are characterised
by a sharp increase of the northward component of the magnetic field and can
be preceded by a dip of the same component. They correspond to a transition
layer (tangential discontinuity) from a cold dense plasma at rest to a hot tenuous
fast earthward moving plasma. When observed off the equator, the density jump
can be reversed as the satellite transitions from the lower density edge of the
plasma sheet to the dense central plasma sheet. The differences between localised
and transient DF signatures and global and more persistent dipolarisation asso-
ciated with substorms have also been summarised. In section 2.3, I have briefly
described the main mechanisms for generating DFs in the Earth’s magnetotail as :
reconnection jets produced by the collisionless magnetic reconnection (triggered
by tearing mode), the kinetic ballooning interchange instability and low entropy
magnetic flux tube instability. Then different DF modellings have been reviewed
in section 2.4 and the need of two-fluid and kinetic descriptions has been pointed
out due notably to the ion scale DF thickness in section 2.5. An important type of
waves, named LHD waves associated with DFs have been described in section 2.6
and their interaction with electrons leading to pitch-angle diffusion or parallel
acceleration has been discussed. LHD waves could have also an important impact
on DF shapes by generating ripples at electron scales. The possible role of DF in
the energy conversion processes through the magnetotail has been discussed in
section 2.7. In the spacecraft frame and due to their motion through the magneto-
tail, DF is thought to strongly contribute to the energy dissipation (mostly due to
the convective electric field and the enhancement of the cross-tail current at the
front). In the plasma frame, recent case studies have suggested that the energy
could be transferred from the plasma to the electromagnetic fields (dynamo/ge-
nerator). Finally, the current density structures associated with DFs have been
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discussed in section 2.8. DFs and fast flows generate FACs during their earthward
propagation and couple the magnetotail to the auroral region. Auroral signatures
associated with DFs and energy conversion processes produced by FACs are still
investigated. Increase of the cross-tail current produced by the DF motion has
been related to the increase of the pressure ahead of the front and attributed to a
diamagnetic effect mostly supported by ions. While this review shows the wealth
of physical processes associated with DFs, it also shows that further investigations
are required to better understand their role in the global dynamics and energy
cycle of the Earth’s magnetosphere. Using recent MMS data gathered at electron
scales in the magnetotail, the next chapters propose to shed light on the energy
conversion processes that occur in the vicinity of DFs.



Chapitre 3

The MMS mission and methods
of space data analysis

“Whoever travels without a guide, needs two
hundred years for a two-day journey.”

Rumi, Mathnavi translated by William Chittick,
p.122-123
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3.1 Introduction
The section 3.2 of this chapter provides a presentation of the MMS mission

and a brief description of the main instruments used throughout the thesis. In par-
ticular, orbit and data products are described as well as the following instruments :
the Spin-Plane Double Probe (SDP) and the Axial Double Probe (ADP) provi-
ding electric field measurements, the FluxGate Magnetometer (FGM) providing
DC and low-frequency magnetic field measurements, the Fast Plasma Investiga-
tion (FPI), providing electron and ion Velocity Distribution Functions (VDF) and
their moments, and the Hot Plasma Composition Analyzer (HPCA) measuring
the 3D ion VDFs for different ion species.

The section 3.3 displays the analysis techniques that are used for the obser-
vational study reported in Chapter 4, and for the statistical study reported in
Chapter 5. The first part of this section provides a description of a single space-
craft method named Minimum Variance Analysis of the Magnetic field (MVAB)
which allows to analyse magnetic field discontinuities. In the second part, different
multi-spacecraft methods are presented such as the Timing Analysis (TA) and
the curlometer technique. Finally, the Superposed Epoch Analysis (SEA) used to
perform a statistical study is described.

3.2 The MMS mission
In March 2015, NASA has launched the MMS mission. It is constituted of four

identical satellites evolving in a tetrahedral formation separated at electron scales.
The instrument suite and the tetrahedral configuration have been designed to reach
time and spatial resolutions at electron scales, in near-Earth space. Before the
MMS mission, ESA launched the Cluster mission in 2000 (Escoubet and Goldstein,
2001). Cluster, still operating, with its four identical satellites has led to significant
advances in understanding some fundamental processes in the Earth’s magnetic
field environment such as the magnetic reconnection process or DF dynamics.
The tetrahedral configuration of the MMS and Cluster missions can allow us to
distinguish the temporal from the spatial variations and to compute the spatial
gradients. However, important assumptions are required : the structures have to
be considered as planar at the scale of the tetrahedron and stationary at least
during the tetrahedron crossing time.

The main objective of the MMS mission beyond those achieved by Cluster is to
study the fundamental plasma processes such as magnetic reconnection, plasma jet,
turbulence, shock, ... at electron scales. Therefore the range of spacecraft separation
has been chosen from 7-10 km (equivalent to a few electron inertial lengths at the
magnetopause) to about 40-60 km (equivalent to a few electron inertial lengths
in the magnetotail around apogee). Characteristical values of electron and ion
inertial lengths and Larmor radii at the magnetopause and in the magnetotail are
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given in Table 3.1.
The most distinctive feature of the MMS mission compared to the previous

magnetospheric missions is that it has a 20 s spin period. Such a slow spin period
allows to implement long electric field antennas along the spin axis (Ergun et al.,
2016) providing the 3D electric field (not available onboard Cluster) and to perform
particle measurements with a high-time resolution independently from the spin
period thanks to rapid deflectors (Pollock et al., 2016). Thus, while onboard Cluster,
the particle measurement is obtained every 4 s for ions and 2 s for electrons, MMS
ion and electron VDFs are obtained every 150 ms and 30 ms respectively.

Table 3.1 – Characteristical values (in km) of electron and ion inertial lengths
and Larmor radii at the magnetopause and in the magnetotail.

Comparison Magnetopause Magnetotail

Plasma conditions n=10 p/cm3, B=20 nT,
Te=30 eV, Ti=100 eV

n=0.2 p/cm3, B=8 nT,
Te=1300 eV, Ti=5k eV

Electron inertial length 1.7 12
Ion inertial length 72 509
Electron Larmor radius 0.7 15
Ion Larmor radius 58 1277

3.2.1 Orbit and mission phases
While the THEMIS mission with its five identical probes has been designed to

investigate large scale plasma and energy transports across the magnetosphere in
particular related to magnetospheric substorms, Cluster tetrahedral configuration
was targetting plasma processes such as magnetic reconnection, plasma jets and
related DFs at fluid and ion scales. MMS has been designed to extend these
investigations to electron scales and especially to identify the DR where electrons
are thought to decouple from the magnetic field.

In order to study in detail the very localised EDR, MMS have to cross as
many times as possible reconnection sites in the Earth’s magnetotail as well as
at the dayside magnetopause. For this purpose, MMS has an equatorial elliptical
orbit with a perigee of 1.2 RE and a varying apogee from 12 RE to 25 RE . MMS
started the prime mission from Sept. 2015 to Sept. 2017, containing two phases
(see Figure 3.1) : phase 1(a, b) to survey the dayside magnetopause and phase 2 to
survey the Earth’s magnetotail, respectively. The plasma density and the magnetic
field being larger at the dayside magnetopause than in the mid-magnetotail, ion
and electron scales given by inertial length and gyroradius are consequently smaller.
Therefore, the distance between satellites has to be adjusted accordingly in the
different regions. During phase 1a, satellite separation has been resized from 160 km
to 10 km whereas phase 1b maintained the electron scale satellite separation at
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Figure 3.1 – MMS orbital geometry and science Region of Interest (ROI).
Adapted from Tooley et al. (2016).

10 km. Then, during the phase 2a along the dawn flank, the apogee was raised
from 12 to 25 RE and the separation distance increased from 10 to 40 km. These
parameters were maintained during the phase 2b investigating the magnetotail
reconnection process.

After the achievement of the nominal mission, MMS has been already extended
two times based on reports from senior reviews organized by NASA. The phase
3 from Sep. 2017 to Sep. 2018 preserved the same apogee at 25 RE and perigee.
Therefore on the dayside, MMS spent more time in the solar wind to investigate
magnetic reconnection, current sheets, turbulence, interplanetary shocks. Then the
apogee has been increased again from 25 to 29 RE during the phase 4 (Sept. 2018
to Sept. 2019) of the extended mission in order to obtain even more observations
in the pristine solar wind farther from perturbations produced by the Earth’s bow
shock. Since these last changes, MMS orbit parameters have remained the same
while different intersatellite separations have been scanned. This chronology is
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Table 3.2 – MMS mission phases

Phase Period of time Apogee (RE)
Phase 0 (commissioning) 15/03/2015 – 30/08/2015 12
Phase 1a (dayside) 01/09/2015 – 15/03/2016 12
Phase 1x (nightside) 15/03/2016 – 27/09/2016 12
Phase 1b (dayside) 27/09/2016 – 21/02/2017 12
Phase 2a (dawnside) 21/02/2017 – 28/04/2017 apogee raising to 25
Phase 2b (nightside) 28/04/2017 – 28/08/2017 25
Phase 3 28/08/2017 – 27/09/2018 25
Phase 4 28/09/2018 - 29/09/2019 2nd apogee raising to 29
Phase 5 30/09/2019 - 02/10/2020 29
Phase 6 06/10/2020 - 10/10/2021 29
Phase 7 06/10/2021 - 10/10/2022 29

summarized in Table 3.2.
The Region of Interest (ROI), is the orbital part (located around the apogee,

see Figure 3.1) with the highest probability to observe the magnetic reconnection
process at the magnetopause or in the magnetotail. Along the ROI, high-time reso-
lution for all instruments and high-quality of tetrahedron are maintained (Fuselier
et al., 2016). Along its orbit, MMS uses three data acquisition rates as fast, slow
and burst. Within the ROI, MMS only produces data with fast and burst rates
which are stored onboard each satellite. All slow and fast rate data are transferred
to the ground as opposed to burst data which are beyond the capabilities of the
MMS telemetry transmission system. Figure 3.2 shows that around 75% of the
telemetry bandwidth has allocated to burst data downlink although only 1–2% of
these data are selected for transmission (Baker et al., 2016). Indeed, although MMS
has an onboard repository with a large capacity, it is still limited compared to the
data volume produced by high-time resolution instrument data rates. To manage
this issue, MMS has a partially automatic data selection process (see Table 3.3
for a list of selection criteria) supervised by scientist at ground. Thus, collected
data are evaluated before being downlinked and combined to deliver a Figure Of
Merit (FOM) allowing a ranking of detected events. The most interesting data
with regards to the main MMS objectives receive higher FOM and are downlinked
in priority for investigations and analysis (Baker et al., 2016). This ranking is
ensured by the Scientist-in-the-Loop (SITL) in charge of the data selection and
of checking/modifying the automatically set FOM. By adjusting the FOM, the
SITL decides which data have to be saved, directly downlinked or deleted. In
addition, the SITL prepares a detailed report with every selection and percentage
of its importance and the related physical phenomenon observed in each selec-
ted time segment (Baker et al., 2016). Category 1 corresponding to the highest
significance of the FOM is recorded as (150–199) and attributed to best magnetic
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Figure 3.2 – A day in the life of MMS orbit indicates the region of interest in
light yellow (ROI).

reconnection events detected by MMS when it is close or within the EDR or to
active (acceleration, waves) DF events in the magnetotail, Category 2 (100-149)
corresponds for instance to exhaust region of magnetic reconnection regions, shock
or fore shock events, fast flows in the magnetotail. Category 3 data (60-90) allow
to select secondary objectives like high-speed jets in the magnetosheath or pristine
SW turbulence. Finally, Category 4 allows to select all other interesting events
but with a high probability to be overwritten by more interesting events therefore
to be never downlinked to the ground. During this thesis, I participated in these
SITL activities when MMS apogee was located on the dayside (from 24 Jan. to 7
Feb. 2021) as well as on the nightside (from 15 to 23 Sep. 2020 and from 4 to 11
Jul. 2022).

Table 3.3 – Top level burst-mode parameters. Adapted from Burch et al. (2016)

Physical signature Trigger parameter
Reconnection jets Ion flow reversals
Magnetopause and neutral sheet detection Large B variations
Large flows surrounding reconnection sites Large E
Magnetopause and neutral sheet detection Large electron currents
Particle acceleration produced by reconnection Electron and ion beams
Electron diffusion region E∥ to B



3.2. THE MMS MISSION 33

3.2.2 The spacecraft
MMS is constituted of four identical spacecraft with an octagonal form. Below

we limit our review of the MMS instrument suite to the main instruments used
to perform our studies. Firstly, we review the main instruments measuring the
magnetic and electric fields :

⊙ The Electric field Double Probe (EDP) measures the 3D electric field in
the frequency range DC–100 kHz. It is formed by the Axial Double Probes
(ADP, Ergun et al., 2016) and the Spin-plane Double Probes (SDP, Lindqvist
et al., 2016).

⊙ The Fluxgate Magnetometer (FGM) is constituted by the Digital Fluxgate
(DFG) and the Analog Fluxgate (AFG). FGM measures the magnetic field
at a sampling frequency of 128 s−1 in burst mode and at 8 s−1 in survey
mode ; with an accuracy of around 0.1 nT for the DC field (Russell et al.,
2016).

Secondly, the instruments measuring particles are :
⊙ The Fast Plasma Investigation (FPI) instrument formed by four Dual Ion

Spectrometers (DIS) and four Dual Electron Spectrometers (DES) per
spacecraft. FPI measures the 3D VDF of ions and electrons in the energy
range from 10 eV to 30 keV with a time resolution of 150 ms and 30 ms
respectively (Pollock et al., 2016).

⊙ The Hot Plasma Composition Analyzer (HPCA) delivering the ion compo-
sition in the energy range from 1 eV to 40 keV. HPCA provides the 3D
VDFs of He++, He+, H+ and O+ with a time resolution of 10 s (Young
et al., 2016).

Each satellite is also equipped by an Active control of the spacecraft poten-
tial (ASPOC), energetic ion and electron detectors (EPD, Mauk et al., 2016)
and electron drift instrument (EDI, Torbert et al., 2016a) providing additional
perpendicular electric field measurements and magnitude of the magnetic field
useful for intercalibrations. Data from these instruments have been examined only
occasionally. Figure 3.3 illustrates how the instruments are positioned on each
spacecraft.

Electric field measurements

EDP instrument measures the 3D electric field over the frequency range DC-
100 kHz along (ADP) and perpendicularly (SDP) to the spin axis of the spacecraft.
EDP is the outcome of a coordinated collaboration between the University of New
Hampshire, the KTH Royal Institute of Technology (KTH), the Swedish Institute of
Space Physics (IRFU), the Laboratory for Atmospheric and Space Physics (LASP)
of the University of Colorado. ADP measures the electric field from the variation
of the potential between two probes positioned on top of antennas, which have a
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Figure 3.3 – FIELDS sensors on the MMS spacecraft. Adapted from Burch
et al. (2015)

length of 30 m tip-to-tip, directed along the spin axis (z-axis of the spacecraft). SDP
measures the electric field along two perpendicular directions in the spin plane from
the difference of potential between two spherical (8 cm diameter) titanium-nitride
electrodes mounted at the end of wire booms of 60 m length. Their accuracies are
∼1 mV/m for ADP and ∼0.5 mV/m for SDP, over the frequency range from DC
to 100 kHz.

Magnetic field measurement

Magnetic field measurements are provided using two triaxial fluxgate magne-
tometers (DFG and AFG). Both magnetometers are mounted at the end of a 5 m
boom. The DFG was delivered by the Space Research Institute of the Austrian
Academy of Sciences, and the AFG was delivered by the University of California,
Los Angeles, with dissimilarities in the electronic unit to which they are connected
(Russell et al., 2016). The FluxGate Magnetometer (FGM) data product provides
the magnetic field at a sampling frequency of 16 s−1 from AFG measurements
and 128 s−1 from DFG in the survey and burst modes, respectively. Both AFG
and DFG have the same sensor. It consists of two ferromagnetic ring cores around
which are wrapped two coils : the sense coil and the drive coil (see Figure 3.4). A
simple idea of FGM measurement can be given as follows : an alternating current
is injected in the drive coil saturating the ring core while the sense coil measures
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the time variation of the magnetic flux in the core (produced by the ambient
field). This signal is used to inject a current into a feedback coil in order to cancel
the ambient magnetic field. Finally, the resulting sense signal is checked until a
minimum is reached. "The field strength reported to the ground is the feedback
coil-generated field strength required to cancel the ambient field at the sensor"
(Russell et al., 2016).

Figure 3.4 – (a) The magnetic ring cores, with their drive windings, the sense
windings, and their relative positions and orientations. (b) The elements are shown
in part (a) situated within a set of feedback windings. Adapted from Russell et al.
(2016)

The Fast Plasma Investigation (FPI)

The FPI measures the 3D VDF of thermal (10 eV to 30 keV) ions and elec-
trons. The novelty of this thermal plasma measurement compared with previous
magnetospheric missions, is that the full azimuthal sampling of MMS does not
dependent on the spacecraft spin. Indeed for both ions (DIS) and electrons (DES)
eight top hat spectrometers (or equivalently 4 dual heads) positioned at 90° angles
onboard the spacecraft allow to measure the full (4π steradians) VDF without
waiting for an azimuthal rotation of the satellite as for Cluster or THEMIS mis-
sions for instance. The FPI was a result of the collaboration between Meisei
Electric in Gunma-Japan that built the DIS, the Institut de Recherche en Astro-
physique et Planetologie (IRAP) that has procured and tested the MicroChannel
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Plates (MCPs) and Goddard Space Flight Center (GSFC)-USA as the Lead Co-
Investigator institution.

The DIS and DES have identical designs, every sensor comprises two deflectors
types ; a Multi-channel plate (MCP) detector with an anode coil underneath and
an Electrostatic analyzer (ESA). Depending on the energy/charge of the particles,
the reflectors change their path before they reach the electrostatic analyzer. In
addition, the electrostatic energy/charge delivered the sampling of the energy bet-
ween 10 eV/q to 30 keV/q. The ESA uses a classical top hat geometry to select and
count the particles with a characteristic velocity direction and an energy/charge.
DIS and DES have two sensors that have their own detector system comprised of
admission of the MCP stack group, 16 discrete anodes (see Figure 3.6), and shield
grids, each one has a charge-sensitive preamplifier discriminator (see Figure 3.5).

Figure 3.5 – Each FPI 180◦ polar angle top hat is mounted so that the 180◦ fan
spans from the spacecraft spin axis to the anti-spin axis. Each sensor is oriented so
that the 16 pixels (each nominally 11.25◦ wide) of its 180◦ Field Of View (FOV)
are viewing radially in velocity space, spanning the 180◦ pole-to-pole range in the
spinning spacecraft reference frame, Adapted from Pollock et al. (2016).

Plasma particles pass through the ESA to the detector set via the grid above
the MCP stack. The filter receives incoming particles having a certain speed and
direction and then allows them to reach the sensor plate. The instrument detects
the event when those incoming particles reach the sensor. However, due to the very
low density in the magnetotail (< 0.05 p.cm−3), we have used the electron partial
moments provided by the FPI team for which the integration of the distribution
function starts at the minimum energy of ∼ 100 eV which allows to remove photo-
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Figure 3.6 – To meet temporal requirements, thirty-two azimuthal fields of
view using eight spectrometers (four dual spectrometers) are deployed around
each MMS observatory perimeter. Nominally identical fields of view are provided
for electrons and for ions. Eight spectrometers for each species, each exercising
four deflected fields of view, yields thirty-two azimuth samples for each species,
Adapted from Pollock et al. (2016).

electrons and obtain reliable moment calculations. Furthermore, in order to reduce
even more the noise on electron moments, we have time-averaged the electron data
at 0.3 s. Such a time averaging, while it reduces the noise on the particle moments,
it still allows to keep a time resolution 10 times better than THEMIS (3 s) or
Cluster (4 s). Furthermore, it corresponds to a time scale much longer than the
electron gyroperiod which is about 4 ms, using an average value of B∼ 8 nT.

Hence all results shown in this study are based on data with 0.3 s time resolution.
Note that background noise produced by energetic electrons penetrating the ion
detectors has been subtracted from ion FPI measurements as recommended by
the FPI team (Gershman et al., 2015). Furthermore, the upper energy limit of FPI
being 30 keV, ion moment calculations can be still inaccurate in the magnetotail
where ions can be more energetic, as we will see by comparing them with the
particle measurements from the HPCA instrument which has a higher energy
cutoff and a time resolution of 10 s as described in the next subsection.
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Hot Plasma Composition Analyser (HPCA)

HPCA comprises an electrostatic energy analyzer and a carbon-foil-based time-
of-flight analyzer (see Figure 3.7). The HPCA design has the advantage of an

Figure 3.7 – Schematic drawing of the HPCA sensor showing the main optical
design elements together with characteristic ion and electron trajectories. The ion
trajectories through the ESA are shown with the RF field operating to deflect
protons (black trajectories) while transmitting O+ (red trajectories), Adapted
from Young et al. (2016).

adjustable voltage to match the energy and arrival angles of the incoming ions
penetrating the two concentric toroids with the internal torus in the instrument.
Using an ultra-thin carbon foil an ion entry is detected via the generation of
secondary electrons. HPCA applied an electric field to accelerate these electrons
to typical energy before they reach the MCP sensor. After the start signal has
been recorded, a stop pulse is caused corresponding to the Time of Flight when
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the ion hits the stop sensor. Thus, from ESA energy of ions is determined then
measuring the Time of Flight and knowing the size of the chamber the ion velocity
is estimated. Knowing the energy and the velocity, ion mass is obtained.

3.2.3 Data Products
MMS have three levels of data : level 1,2, and 3. Level 1 data are raw data in

spacecraft frame at full resolution but produced by fast and simplified processing
algorithms after some hours from the reception at ground. Using these L1 data,
MMS science operation centre produces QuickLooks which provide a basic scientific
vision without the final calibration improvements. As we have seen, they are used
by SITL to perform the selection of the best burst periods having the highest time
resolution. The calibrated version of L1 data moved in a geocentric frame (such as
GSE or Geocentric Solar Magnetospheric coordinate system (GSM)) corresponds
to L2 data available in open-access after 1 month and ready for science publications
(Baker et al., 2016). Mission-level data is called Level 3 data with the highest
improvement of the treatment and possible combination of two or more different
instrument data sets. Level 3 data are only created on an event basis so they are
not available for all events. Thus, only level 2 burst and survey data have been used
throughout this thesis and were downloaded from the MMS Science Data Center
(SDC) (https://lasp.colorado.edu/mms/sdc/public/) or the Laboratory of
Plasma Physics (LPP) MMS mirror base (https://mms.lpp.upmc.fr/)

3.3 Discontinuity analysis
This section is largely based on different articles in Analysis Methods for Multi-

Spacecraft Data book edited by G.Paschmann, P.W. Daly (Sonnerup and Scheible,
1998; Harvey, 1998; Chanteur and Harvey, 1998).

3.3.1 Minimum Variance Analysis (MVA)
The Minimum Variance Analysis (MVA) is a single satellite method used to

determine the normal direction to a planar (at the scale of the satellite) transition
layer. It is usually applied on the magnetic field vector (MVAB) measured by one
single satellite crossing the transition layer although other physical quantities can
be also used as for example the Maximum Variance Analysis of the Electric field
(MVAE). Note that for multi-satellite missions with a tetrahedral configuration
such as Cluster or MMS, a global normal can be determined by applying the MVA
on the four satellite average of the magnetic field data. Then this global normal can
be compared with each single-satellite normal determination in order to check the
planarity and stationarity assumptions at the scale of the tetrahedron. The MVA
method is based on the fundamental assumption that for a One Dimension (1D)

https://lasp.colorado.edu/mms/sdc/public/
https://mms.lpp.upmc.fr/
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transition layer there are no variations in the two tangent directions to the surface
layer (x and y) which implies that the normal component Bz does not vary along
the normal direction z due to the divergence-free nature of the magnetic field
(∇ · B = ∂Bz/∂z = 0). Then from Faraday’s law, we get that Bz is also constant
in time. The unit vector n̂, whose direction, depending on our reference frame, is
directed along the ẑ axis, n̂ = ẑ. Based on these assumptions, we only need three
magnetic field values to determine the unit vector n̂. First, one B2 is taken close
to the layer, while B1 and B3, are taken at opposite ends of the layer. Then as Bz

is constant, we can write :

B1 · n̂ = B2 · n̂ = B3 · n̂ → 0 = n̂ · (B2 − B3) = n̂ · (B1 − B2) (3.1)

Therefore both (B2 − B3) and (B1 − B2) are orthogonal to n̂ and tangential to
the layer. Through this we can define n̂ :

n̂ = + − (B2 − B3) × (B1 − B2)
|(B2 − B3) × (B1 − B2)| (3.2)

This formulation makes it apparent that the two vectors of the observed ma-
gnetic field must not be parallel, that is, in most study cases, selecting values from
the two different sides of the layer should bypass this issue. However, high-time
resolution magnetometers together with high telemetry rates allow us to generalize
this basic idea using hundred or thousands magnetic field values to get a more
reliable result and without assuming an idealized 1D transition layer. Considering
that variations of B are smallest along the normal direction and n̂ being a unit
vector (|n̂2| = 1), we can define the measure that we want to minimize (using the
method of Lagrange multipliers) as :

∂ni

[
1

M

M∑
m=1

|(Bm− < B >) · n̂|2 − λ(|n̂|2 − 1) = 0
]

(3.3)

with i = x, y, z, M measured values of the magnetic field and where < B > is
the average of the magnetic field over M measurements. After performing the
differentiation, the set of equations can be written in a matrix form as

Σj=1,3Mijnj = λni (3.4)

with the matrix of magnetic variance defined as

Mij = ⟨BiBj⟩ − ⟨Bi⟩ ⟨Bj⟩ (3.5)

So allowed λ values correspond to eigen values of the magnetic variance matrix.
Since this matrix is symmetric all eigenvalues are real and corresponding eigen vec-
tors are orthogonal. A preferable ordering corresponds to λ1 < λ2 < λ3 identifying
directions of maximal, intermediate and minimal variances respectively. Therefore,
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the normal to the transition layer is given by v3 which is the eigenvector of the
direction of the minimum variance and λ3 represents the variance of the magne-
tic field component along this estimated normal. The two other eigenvectors are
tangential to the transition layer and allow to build a convenient local coordinate
system to investigate physical processes in the vicinity of the transition layer.

As we have already indicated earlier, most of the time MVAB analysis provides
three distinct eigenvalues. However in some cases, two or three eigenvalues of the
variance matrix can be equal or substantially equal ; in that cases the matrix is said
to be degenerate. There are three possible types of degeneracy : λ1 ≈ λ2 ≈ λ3, λ1 ≈
λ2 and λ2 ≈ λ3. When λ1 ≈ λ2, the normal direction is still correctly identified as
long as λ3 ≪ λ1 ≈ λ2. When λ2 ≈ λ3, the normal cannot be determined but the
eigen vector v1 of the maximum variance is tangent to the discontinuity provided
that λ1 ≫ λ2 ≈ λ3. For the last case of degeneracy λ1 ≈ λ2 ≈ λ3, λ1 ≈ λ2, neither
the normal nor the tangent to the layer can be determined.

3.3.2 Timing analysis (a multi-satellite method)
The timing analysis (TA) is relevant when the studied structure can be assumed

as a plane layer moving with a constant velocity at the scale of the crossing of
the tetrahedron. We have to choose a physical quantity such as the magnitude
or one component of the magnetic field, then determine the reference point by
plotting the same quantity for all spacecraft [MMS1, MMS2, MMS3, MMS4] which
of course have some differences that are due to the difference in the respective
position of each spacecraft.

Let’s give more details about the computation of the timing analysis. We
define tn as the time when each spacecraft n=[2, 3, 4] crosses the discontinuity
(MMS1 being arbitrary chosen as the reference) and rn as the spacecraft position,
(see Figure 3.8). Assuming that the studied structure moves along the boundary
normal with a constant structure velocity VSS , we can write

(rn − r1) · n̂ = VSS(tn − t1) (3.6)

We introduce the vector N = n̂/VSS so the linear system becomes :r21
r31
r41

 · N =

t21
t31
t41

 (3.7)

Then the normal is obtained by inversing the matrix of the separation vectors
which yields to :

N = L−1T (3.8)
where we have defined L as

L =

r21,x r21,y r21,z

r31,x r31,y r31,z

r41,x r41,y r41,z

 (3.9)
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and T as

T =

t21
t31
t41

 (3.10)

This method is valid if all spacecraft are not co-planar then L−1, the inverse
of L, exists.

Based on the equation 3.8, the accuracy of the normal and velocity estimates
depends on errors in : the spacecraft separation vectors and the crossing times.
Actually, timing errors are usually below 1% therefore we can consider that most
of the error comes from the separation vector uncertainty.

3.3.3 Gradient estimate (a single-satellite method)
Although any physical gradient can be estimated from four satellite measure-

ments, some specific plasma conditions such as a very small plasma density in the
magnetotail can make the moment values very noisy and the gradient calculations
not reliable. In such conditions, it is useful to get back to a single satellite method
to estimate particle density or pressure gradient (e. g., Fu et al., 2012a; Yao et al.,
2017).

First, we estimate the normal to the boundary and the velocity along the normal
using the timing analysis described in the previous section. Second, we assume that
the time variations of the scalar quantity (density, pressure or temperature) are
mostly due to the motion of the boundary along the gradient direction. Therefore,
knowing the velocity of the boundary, the gradient can be obtained from the time
derivative measured onboard the satellite. For instance, for the pressure gradient,
we get :

∂Pi,e

∂N
≈ 1

VSS

∂Pi,e

∂t
(3.11)

3.4 Current density computations
An important step at the beginning of the space data investigation must

be to ensure the correctness and accuracy of the current density calculations.
Indeed these quantities are fundamental in order to have a good understanding
of the plasma dynamics and the current system we are studying. In this section,
we discuss two types of computations of the current density : (1) Jpart is the
current density computed from the particle measurements, (2) Jcurl is the current
density computed from the curlometer technique. Furthermore, as we have seen in
subsection 3.2.2, the plasma conditions (very low density < 0.05 p.cm−3) in the
magnetotail can make difficult particle moment measurements. One way to verify
the reliability of these measurements is to compare the current densities computed
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Bref=5.38 [nT]
      [nx,ny,nz]
[0.94, 0.30,-0.09]

vn=196 [km/s]

Figure 3.8 – Detection of measurements by MMS, the magnetic field measu-
rements are marked by a plane moving with time, that is, the different magnetic
field populations are seen as a change in the time series, and all spacecraft are
assumed to be planar on the scale of the tetrahedron.
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from ion and electron moments averaged over the four individual spacecraft with
those estimated independently from the magnetic field data at the same time
resolution (∼ 0.3 s) thanks to the curlometer technique.

3.4.1 Current density computation using particle (FPI) mea-
surements

The current density computed from particle measurements is given by :

Jpart = ene(vi − ve) (3.12)

where vi,e are respectively the ion and the electron velocities and ne is the electron
density. We have assumed ni = ne as the plasma can be considered in a quasi
neutrality state for any structure having a spatial scale larger than the Debye
length. Furthermore, as described in subsection 3.2.2, ion density measurements
in the magnetotail provided by FPI have some limitations and electron density
measurements (after having removed the photo-electrons) are more reliable. Yet, in
order to reduce the noise due to the low plasma density, all these particle moments
have been time averaged at 0.3 s. Then, ion velocity data are linearly interpolated
on electron data. Finally, the four individual current densities can be averaged
in order to be compared with the current density obtained from the curlometer
technique described in the next section. To estimate the uncertainty of the current
density produced from FPI measurements we used the following expression :

Jpart = e · (∆Ne) · (Vi − Ve) + e · Ne · (∆Vi + ∆Ve) (3.13)

while ∆Ne, ∆Vi, and ∆Ve are provided by the FPI team within each data file.

3.4.2 Current density computation using the curlometer (multi-
satellite) technique and the magnetic field (FGM) mea-
surements

The curlometer technique allows us to compute directly the current density at
the barycenter of a tetrahedron by using four-point magnetic field measurements,
(see Figure 3.9). The current density estimate J is obtained from the Ampère’s law
(where the displacement current can be neglected for slowly time varying structure
with small phase speed compared to the speed of light) given by

Jcurl = ∇ × B
µ0

(3.14)

The curlometer technique is an estimate of the current density in the perpendicular
direction on every face of the tetrahedron, (see Figure 3.9). The main assumption of
this technique is that the current density is stable on all surfaces of the tetrahedron
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Figure 3.9 – Schematic representation of the current density estimation using
the Curlometer technique.

and the magnetic field varies very slowly at the scale of the crossing time of the
tetrahedron ; thus, the current density J(i,j,k) normal to the surface defined by
spacecraft (i, j, k) can be evaluated through the integral form of Ampère’s law
(Dunlop et al., 2002) :

µ0J(i,j,k) · (∆rik × ∆rjk) = ∆Bik · ∆rjk − ∆Bjk · ∆rik (3.15)

The positions and magnetic field data are in cartesian coordinates where (i, j, k)
are indexes of the three independent faces of the tetrahedron, ∆rik = ri − rk and
∆Bik = Bi − Bk are the position and magnetic field difference between spacecraft
i and k, respectively.

From equation 3.15, we can compute J124, J143, J123 and J234 flowing through
each surface of the tetrahedron. Finally, after projecting each current vector normal
to the three surfaces into cartesian coordinates, an estimate of the total current
density in the tetrahedron Jcurl is obtained.

To estimate the uncertainty of the curlometer technique it has been tested to
check the value of ∇ · B which, due to the solenoidality of the magnetic field,
should be 0. Non-zero results can come from the neglected nonlinear gradients in
B (assuming that the error measurement is weak by respect to the error due to
the nonlinear gradients). Therefore, usually, ∇ · B/|∇ × B| ≪ 1 is considered as
a quality indicator to evaluate the reliability of the curlometer technique.
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However, further error sources can be considered as the relative measurement
error δJ/|J| caused by uncertainties of the positions and magnetic field measu-
rements. Therefore both ∇ · B/|∇ × B| and δJ/|J| are useful to monitor the
reliability of the current density estimate. A significant value of the former indi-
cates possible non-linear gradient effects while the latter provides the measurement
accuracy (Robert et al., 1998).

3.4.3 Diamagnetic current density estimates
The equation of motion for each particle species i,e writes :

ρi,e
dvi,e

dt
= −∇ · Pi,e + qi,e

mi,e
ρi,e(E + vi,e × B) (3.16)

Neglecting the inertial terms and performing the cross product with B/B, we can
obtain the total perpendicular drift velocity of the fluid :

v⊥,i,e = (E × B)
B2 − 1

qi,eni,eB2 (∇ · Pi,e × B) (3.17)

The first right-hand side term vE = (E × B)/B2 corresponds to the electric
drift motion, while the second term vdia,i,e = −(∇ · Pi,e × B)/(qi,emi,eB2) is the
diamagnetic drift motion.

As vdia depends on the sign of the charge, ions and electrons have opposite
drift direction leading to diamagnetic current density as

Jdia,i,e = −∇ · Pi,e × B
B2 (3.18)

Assuming an isotropic pressure and using single spacecraft method results about
the pressure gradient estimate at a boundary layer in a Local Boundary Normal
Coordinate System (LMN) frame, we can write

Jdia,M = BL

B2 ∇N (Pi + Pe) (3.19)

then :
Jdia,M = BL

B2
1

VSS

∂(Pi + Pe)
∂t

(3.20)

3.5 Superposed epoch analysis (SEA) : A useful
tool for statistical studies

The superposed epoch analysis is a general technique used for carrying out
statistical studies. It is often used to demonstrate an effect relative to some repea-
table phenomenon. It allows to analyze data of some observable phenomenon in a
coherent state over time, i.e. a time series (Chree, 1908).
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In chapter 5, we will see that we have reorganized the time series by setting
the maximum of the magnetic field as a reference for the measurements t0 and the
duration of time period (t0-160,t0+160), (see Figure 3.10). then I have used State
Estimation and Analysis in Python (SeaPy) to obtain the SEA of my database of
DF events, and through it, I have shown the mean, the median and the interquartile
range. Note that the median measure is less impacted by departures from normality
(Morley et al., 2014).

To make an accurate and correct SEA, the most important steps that we must
follow are :

1. Import time series dataset for various events based on what your study
requires.

2. Define the reference point t0 for each event individually [e.g., maximum,
minimum,... etc] and determine the duration of time intervals.

3. Perform any scientific or physical calculations on the dataset and then
rename the outputs based on the quantities produced.

4. Reconstruct the dataset based on the resulting quantities to include all
events together, so that each quantity has its own set of data, e.g., by using
the Python package "pandas.DataFrame".

5. Finally use SeaPy from SpacePy to plot your SEA results.
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Figure 3.10 – Example of SEA using MMS dataset for DF events. The black
line marks the superposed epoch median, the red dashed line marks the superposed
epoch mean, and the blue fill marks the range.
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4.1 Data and Methods
In this chapter, we analyse the various physical quantities related to DFs with

the same treatment (data noise reduction, time averaging, LMN frames, current
density calculation both from particle and magnetic field measurements, pressure
gradient in the normal direction from single spacecraft method, ...) as described
in chapter 3.

Data were gathered by MMS on the 23rd of July 2017 when the constellation
was located on the dusk side of the magnetotail [X=-23.9, Y =5.8, Z=5.4] Earth
radii (RE) in the GSE. The average spacecraft separation was about 15 km i.e.
close to the scale of the average electron Larmor radius in the magnetotail during
this period (in average between 40 and 60 km).

Between 16 : 45 and 17 : 15 UT, MMS detected successive fast earthward flows
which occurred during a substorm period as indicated by the Auroral electrojet
-Auroral Electrojet (AE) index ∼ 400 nT (courtesy of Kyoto World data Center
for Geomagnetism http://wdc.kugi.kyoto-u.ac.jp/ae_provisional/201707/
index_20170723.html). The AE index is built from geomagnetic field variations
measured at ground in a geomagnetic latitude range of 61°-70° in the northern
hemisphere (Davis and Sugiura, 1966). Sudden increase of the AE index is a
good proxy of substorm onset. In section 4.2, an overview of six DF signatures
embedded in these fast flows are described. Section 4.3 presents the results related
to the current density calculations and to the Hall electric field. Section 4.4 and
section 4.5 discuss the generalised Ohm’s law and the energy conversion processes
in the vicinity of DFs respectively. Finally, section 4.6 summarises my results
presented in this chapter followed by a discussion. Note that for the sake of clarity,
only DF1 figures are shown in this chapter whereas figures related to DF2 up to
DF6 are presented in Appendix B.

4.2 Overview of classical DF properties
In this section, we describe the global properties of six DF events, each one

embedded in a fast earthward flow detected by MMS between 16 : 45 and 17 :
15 UT.

Figures [4.1,B.1,B.2,B.3] show these six DF events denoted DF1, DF2a,b,
DF3a,b, and DF4, respectively, in their respective LMN frame obtained from
the MVAB. For each event, the MVAB results are summarized in Table 4.1 and
the time period used is indicated. From these MVAB results, we define L, M , and
N vectors as maximum, intermediate, and minimum variance directions respecti-
vely. We have verified that the ratio between the three corresponding eigenvalues,
λ1, λ2, λ3 are sufficiently large (> 10 in average though three ratios are between
2 and 10) to indicate that the three directions are well separated (see Table 4.1).
Note that in accordance with the propagation direction given by timing analysis,

http://wdc.kugi.kyoto-u.ac.jp/ae_provisional/201707/index_20170723.html
http://wdc.kugi.kyoto-u.ac.jp/ae_provisional/201707/index_20170723.html
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the orientation of the N vector of the MVAB was set to be positive (earthward)
and L always oriented northward leading to M directed dawnward. Table 4.2
shows the components of the normal estimated by a timing analysis as well as
the velocity along the normal in GSE. Normal directions obtained from the two
methods are qualitatively consistent and indicate that DFs are mainly oriented
earthward (along X GSE), some DF normals having a significant duskward com-
ponent (along +Y GSE) and southward component (along -Z GSE). DF normal
velocities range from 135 to 481 km/s. As the angle between the DF2a and DF2b
normals (respectively DF3a and DF3b) is ∼ 12.7◦ (resp. ∼ 22.2◦) and for the
sake of simplicity, only DF2a and DF3a LMN frames are used for plotting DF2
and DF3 periods. We checked that similar results are obtained when individual
LMN frames are used. The estimated thickness δ of each DF event is also given in
Table 4.2 (in km and in di, the ion inertial length estimated based on the plasma
sheet density prior to respective DF arrival) by multiplying the normal DF velocity
with the time interval between the minimum and maximum of BL, (Khotyaintsev
et al., 2017).

The estimated thickness δ obtained from different missions ranges from 0.98 to
3.78 di. For instance from THEMIS data, Runov et al. (2009) found δ ∼ 500 km
considering a DF passing time of around ∼ 1.70 s and a measured ion velocity of
∼ 300 km/s. Using timing analysis from Cluster data Khotyaintsev et al. (2011)
estimated the speed of the DF to be about 450 km/s and with a DF passing time
of about ∼ 1.33 s, they found δ ∼ 600 km. Fu et al. (2012a) considering a DF
passing time of about ∼ 2.1 s and a DF speed of ∼ 197 km/s found δ ∼ 420 km.
Using the minimum directional derivative (MDD) technique (Shi et al., 2005)
and Spatio-temporal difference (STD) method (Shi et al., 2006) to estimate the
propagating speed of the DF, Yao et al. (2013) found a speed of about 100 km/s
and for a DF passing time of 6 s ; they estimated δ ∼ 600 km. More recently, using
timing analysis with MMS data, Khotyaintsev et al. (2017) found a DF speed
of about 370 km/s and obtained δ ∼ 575 km for a DF passing time of ∼ 1.55 s.
Finally, using the STD method or classical timing analysis with MMS data, (Yao
et al., 2017) found a DF speed ∼ 130 − 150 km/s and estimated δ ∼ 520 − 600 km
for a DF passing time of around 4 s.

Figures [4.1,B.1,B.2,B.3] display ion scale properties of these six DFs, respecti-
vely. Magnetic field components and magnitude are plotted in Figures [4.1,B.1,B.2,B.3]A,
FPI ion velocity components and the N component of the HPCA velocity (VH+) in
Figures [4.1,B.1,B.2,B.3]B, ion and electron temperatures in Figures [4.1,B.1,B.2,B.3]C,
electron density in Figures [4.1,B.1,B.2,B.3]D, and finally ion and electron pressure
variations in Figures [4.1,B.1,B.2,B.3]E. These six DF events are identified by a
vertical red dashed line (maximum of the BL component). Vertical black dashed
lines indicate possible signatures of flux ropes (large increase of the total magnetic
field due to an increase of the cross-tail M component, associated with a bipolar
signature of another component) ahead of these DF signatures. The detailed des-
cription of these flux ropes is beyond the scope of this study. They are mentioned
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Table 4.1 – Minimum Variance Analysis (MVAB) Results : Eigenvalue ratios
and vectors (in GSE).

DF UT λM
λN

λL
λN

L M N

DF1 16 :47 :45/16 :47 :50 5.69 450.62 0.14,0.63,0.76 0.13,-0.78,0.62 0.98,0.01,-0.19
DF2a 16 :55 :10/16 :55 :25 75.67 813.54 0.06,0.47,0.88 0.64,-0.70,0.33 0.77,0.54,-0.34
DF2b 16 :55 :35/16 :55 :36 19.6 14218.5 0.08,0.72,0.69 0.60,-0.59,0.54 0.8,0.37,-0.48
DF3a 17 :01 :03/17 :01 :09 42.25 103.88 0.01,0.59,0.81 0.61,-0.64,0.47 0.79,0.49,-0.36
DF3b 17 :02 :18/17 :02 :19 29.62 186.86 0.6,-0.52,0.61 -0.20,-0.83,-0.52 0.78,0.19,-0.60
DF4 17 :09 :45/17 :09 :52 58.12 581.82 0.32,0.06,0.95 0.77,-0.61,-0.22 0.56,0.79,-0.24

as they can drive their own energy conversion processes as we will see in the next
sections.

The six DF signatures can be considered to belong to category A, the most
common category, of the DF classification established from a statistical study
based on 303 events detected by the Cluster mission (Schmid et al., 2015, see also
next chapter). Indeed, Schmid et al. (2015) created four large categories to which
DF are linked according to their magnetic field, ion density, velocity, temperature
and pressure variations during the DF crossing. Category A, the most common,
corresponds to DFs with a density decrease (see Figures [4.1,B.1,B.2,B.3]D) and a
temperature increase (see Figures [4.1,B.1,B.2,B.3]C) consistent with the transition
between a relatively cold dense plasma at rest with respect to a hot tenuous fast
earthward moving plasma. Note that HPCA VN velocity is always much larger
than FPI VN (see Figures [4.1,B.1,B.2,B.3]B), confirming that FPI instrument
underestimates the velocity of the earthward flow due to its limited upper energy.
Moreover, the maximum of the VN component of the ion velocity is always located
after the DF associated with the maximum of BL (except for DF4) which, according
to Hamrin et al. (2014) results should therefore correspond to decelerated DFs with
a significant part of the energy being radiated. Furthermore, in such conditions, Fu
et al. (2011) showed that these DFs correspond to a growing magnetic flux pile-up
region (innermost flux tubes being pushed by faster outermost flux tubes leading
to the compression of the magnetic field) causing the acceleration of electrons
by betatron effect. Finally, from Figures [4.1,B.1,B.2,B.3]E one can see that for
both ions and electrons, the DF always corresponds to a transition between high
pressure to a low-pressure region at fluid scale whereas at the kinetic scale it
mostly corresponds to a transient pressure reduction except for DF4. Therefore
at the DF crossing, the particle pressure gradients vary fastly.
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Figure 4.1 – DF1 signature in LMN frame, all data are averaged over the
four satellites then time averaged at 0.3 s. Panel (A) shows the magnetic field
components and its magnitude, (B) the components of ion velocity from FPI and
the N component of the VH+ HPCA velocity, (C) the electron and ion temperatures
from FPI with the isotropic proton temperature from HPCA, (D) the electron
density, (E) the ion and electron pressures from FPI. Vertical black dashed lines
indicate possible flux rope signatures (see text).
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Table 4.2 – Timing analysis Results : Normal vectors and velocity (in GSE)
with estimated DF thickness δ.

DF UT [nx, ny, nz] [Vnx,Vny,Vnz] Vn [km/s] δ [km] δ [di]
DF1 16 :47 :45/16 :47 :50 0.95,0.30,-0.09 186,59,-18 196 588 1.34
DF2a 16 :55 :10/16 :55 :25 0.95,0.27,-0.13 129,36,-17 135 811.98 1.63
DF2b 16 :55 :35/16 :55 :36 0.86,0.17,-0.48 241,49,-135 281 561.42 0.98
DF3a 17 :01 :03/17 :01 :09 0.60,0.72,-0.35 289,345,-169 481 1924.92 3.78
DF3b 17 :02 :18/17 :02 :19 0.34,0.30,-0.89 124,111,-327 367 587.536 0.81
DF4 17 :09 :45/17 :09 :52 0.54,0.83,-0.14 251,390,-63 468 1871.72 3.67

4.3 Current density and Hall electric field compa-
risons

For each DF event in their own LMN frame, Figures [4.2,B.4,B.5,B.6] display
comparisons between current densities (Jpart = ene(vi − ve) computed from the
particle measurements and Jcurl = (∇× B)/µ0) computed from the magnetic field
measurements as described in section 3.4.1. They also display the Hall electric
fields (Jpart × B/(ne) and Jcurl × B/(ne)) calculated using the different current
densities.

Figures [4.2,B.4,B.5,B.6]A,B, and C for each event demonstrate good agreement
between the two current density measurements within an accuracy < 10 nA/m2.
Indeed, considering the accuracy of 0.1 nT for the magnetic field measurement
(Russell et al., 2016), the accuracy of the current density measurements from
the curlometer with a spacecraft separation of 15 km can be roughly estimated
to 5 nA/m2. The current density accuracy from the particle measurement is
estimated to 8 nA/m2 (see section 4.5 for more details). In a similar manner,
Figures [4.2,B.4,B.5,B.6]D,E, and F confirm that Hall fields estimated from both
currents are in good agreement, within an accuracy ∼ 1 mV/m. However, a large
discrepancy between the two Hall field calculations can be found in the low-density
region and when current densities are smaller than or close to their error bars and
oscillate around 0. In such conditions, the error on the current density measurement
is amplified by the low density and leads to a large error in the Hall field calculation
(e.g., Figure [B.6]E).

Furthermore, we can identify each DF with their negative peak in JM (an
increase of cross-tail duskward current) associated with the bipolar signature of the
N component of the Hall electric field. This latter is mostly produced by the reversal
of JM just behind the DF, BL remaining positive (see Figures [4.2,B.4,B.5,B.6]B
and [4.1,B.1,B.2,B.3] A). This Hall field is expected due to the ion inertial scale
of the DF which leads ions to be decoupled from the magnetic field.
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Figure 4.2 – DF1 LMN frame, comparison between current densities calculated
from Jpart = ene(vi − ve) and Jcurl = ∇ × B/µ0 : (A) along L, (B) along M , (C)
along N , and Hall electric field comparison between two computations Jpart/(ene)
and Jcurl/(ene) : (D) along L, (E) along M , (F) along N .
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4.4 Analysis of Ohm’s Law
The precise analysis of all terms in the generalized Ohm’s law, estimated

from in-situ measurements, allows us to identify the regions where kinetic effects
become important. Then by computing the curl of the equation, which corresponds
to Faraday’s law, we could in principle also determine where the plasma decouples
from the magnetic field. It also leads to a better understanding of which term plays
the most important role in the energy conversion process. Previous analyses related
to fast plasma flows in the magnetotail have been carried out using measurements
from the four Cluster satellites (4 s time resolution, e.g., Lui et al., 2007). The
authors suggested that the anomalous resistivity term arising from electromagnetic
field fluctuations and the Hall term played a dominant role in the breakdown of the
frozen-in condition. Using both single and multi-satellite methods, it was confirmed
that Hall and electron pressure gradient terms contribute to ion decoupling at
DF although the Hall term was indeed dominant (Fu et al., 2012a). High time
and spatial MMS resolutions allow analysis of Ohm’s law at kinetic scales which
are relevant at DF (e. g, Yao et al., 2017; Liu et al., 2018). Assuming a possible
anomalous resistivity η for collisionless plasmas, the generalized Ohm’s law is
written as :

E + ve × B = − 1
en

∇ · Pe − me

e

dve
dt

+ ηJ (4.1)

where ve, Pe are the electron velocity and pressure tensor respectively. One writes
equivalently

E + vi × B = J × B
en

− 1
en

∇ · Pe − me

e

dve
dt

+ ηJ (4.2)

where vi is the ion velocity.
In the dayside region, where the plasma density is on average larger than in

the magnetotail and at the vicinity of the electron diffusion region, all terms can
be estimated with good accuracy and the validity of the Ohm’s law can be tested.
Pressure gradient and inertial terms are found to have significant contributions
without excluding the existence of an anomalous resistivity term due to high-
frequency electric field fluctuations (Torbert et al., 2016b). In the low-density
magnetotail (< 1 part.cm−3) and in the vicinity of DFs, electron pressure gradient
and inertial terms are difficult to estimate and quite noisy even after time averaging
(Liu et al., 2018). For each DF event, we have computed both terms. The inertial
term is negligible whereas the divergence of the electron pressure tensor is larger,
but still very noisy. Therefore, in the rest of the study, only convective and Hall
terms are shown. No anomalous resistivity will be considered, yet the electron
pressure gradient term will be estimated by the single satellite method described
in section 3.3.3. All data are averaged over the four satellites.

As mentioned previously, the decoupling of ions or electrons from the magnetic
field occurs when the curl of the ideal term (E + vi,e × B) is not equal to 0.
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Therefore the electron decoupling due to the electron pressure gradient term could
happen when ∇ × [(∇Pe)/ne] = −1/(n2

e)[∇ne × ∇Pe] does not vanish which can
be the case when the density is not homogeneous. However, if we assume that the
electron pressure is a function of ne only (as for instance with a polytrope law
Pe ∝ nγ

e ) this term goes to 0 and electrons remain coupled to the magnetic field
even for an unhomogeneous density (e. g., Sittler and Scudder, 1980). Therefore,
when we suggest in the following sections that the electron gradient pression term
could cause the decoupling of electrons from the magnetic field, we implicitly
assume a more complex equation of state for electrons.

Figures [4.3,B.7,B.8,B.9] show the comparison between the ideal ion frozen-in
(E+vi ×B) and the Hall electric field (Jpart ×B/(en)) terms in LMN coordinates.
For all events, ions are decoupled in the vicinity of the DF by the Hall electric
field. However, the difference between the two terms can exceed 2 mV/m, which
suggests that the electron pressure gradient term is not negligible in these regions
despite the difficulty to estimate it from the four satellite measurements.

Figures [4.4,B.10,B.11,B.12] show the comparison between the ideal electron
frozen-in term (E+ve×B) and the ideal ion frozen-in plus the Hall term computed
from curlometer (E + vi × B − Jcurl × B/(en)). One can see that electrons are
mostly magnetized as the ideal frozen-in term does not exceed 1.7 − 2 mV/m,
which is the order of the error bar of the E′ measurement (see the next section
for details about the error bars). However, at the DF this term is very close to or
exceeds the error bar. This suggests that electrons could be decoupled from the
magnetic field assuming that ∇ × [(∇Pe)/ne] term is non zero. It is difficult to
confirm that this decoupling is due to the term of the divergence of the electron
pressure tensor at DF since the calculation of this term is very noisy for such
low-density plasma conditions (e. g., Yao et al., 2017; Liu et al., 2018).

Figures [4.3,B.7,B.8,B.9]C and Figures [4.4,B.10,B.11,B.12]C show the contri-
bution of the electron pressure term using the single spacecraft method described
in section 3.3.3 (green line) based on four spacecraft averaged quantities. These
figures confirm that the electron pressure gradient term is small but not negligible
compared to the ideal frozen-in and Hall field terms. Note that for DF2a and
DF2b (resp. DF3a and DF3b), we have used the smallest estimated VN . There-
fore the gradient term is overestimated for the fastest DFs (see Table 4.2). At
the vicinity of the DF crossing and along the normal direction, this raw esti-
mate allows us to suggest that the electron pressure gradient term must be taken
into account for the Ohm’s law of ions (Figures [4.3,B.7,B.8,B.9]C) and electrons
(Figures [4.4,B.10,B.11,B.12]C) to be satisfied.
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Figure 4.3 – Panels A, B, and C show L, M, N components of Ion Ohm’s Law
terms respectively : E + vi × B (blue line), (Jpart × B)/(ne) (orange line). Panel
C also includes electron pressure gradient term along N (green line).
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Figure 4.4 – Panels A, B, and C shows L, M, N components of electron Ohm’s
Law terms respectively : E + ve × B (blue line), and E + vi × B − (Jcurl ×
B)/(ne)(orange line). Panel C also includes electron pressure gradient term along
N (green line).
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4.5 Energy conversion processes at the DF

The conservation of the electromagnetic energy or Poynting theorem writes (e
g., Birn and Hesse, 2005) :

∂

∂t

[
ϵ0E2

2 + B2

2µ0

]
= −∇ · (E × B

µ0
) − j · E (4.3)

where ϵ0 is the vacuum permittivity, (E × B)/µ0 is the Poynting vector describing
the electromagnetic energy flow and j · E is the energy conversion term. Then
we can neglect the electric field energy density on equation 4.3 to be consistent
with the neglect of the displacement current in Ampere’s law accompanied by the
assumption of quasi-neutrality, valid for transport and wave speeds well below the
speed of light. Therefore the equation becomes the conservation of the magnetic
energy :

∂

∂t

[
B2

2µ0

]
= −∇ · (E × B

µ0
) − j · E (4.4)

Finally, by rewriting the equation 4.4 using the electric field in the ion or
electron frames, E′ = E + vi,e × B, we get :

∂

∂t

[
B2

2µ0

]
= −∇ · (E × B

µ
) − vi,e · (j × B) − j · E′ (4.5)

where E′ is given by the ion (equation 4.2) or electron (equation 4.1) expressions
of the Ohm’s law. Figures [4.5,B.13,B.14,B.15] show the magnetic and the electric
field components, the current density components computed from particle measu-
rements and the corresponding energy conversion j · E term for each DF event.
For all DF events, the DF is associated with a positive j · E slightly ahead or at
the DF therefore to an energy transfer from fields to the plasma (dissipation or
load region) in the spacecraft frame. However, a negative value with an equivalent
amplitude is measured immediately behind the front, indicating an energy transfer
from the plasma to the electromagnetic field (dynamo or generator region). When
we calculate separately the three terms of the scalar product using the LMN
coordinates, we can see that the main contribution comes from the cross-tail cur-
rent and electric field components (JM · EM , see Figures [4.6,B.16,B.17,B.18]).
Furthermore, the negative part of the energy conversion term is mostly due to the
local reversal of the JM component while EM related to the flow motion remains
positive. Note that the large variations of EN at the DF do not lead to any energy
conversion as they correspond to the Hall field therefore are perpendicular to the
main component of the current density. Regardless of the sign, energy conversion
values range from -0.02 to +0.02 nW/m3 except for a maximum negative value
of -0.04 for DF1. Finally, one can notice that the possible flux rope signatures are
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associated with positive or negative energy conversion terms comparable to those
associated with DFs.

For each DF, Figures [4.8,B.22,B.23,B.24]A, B and C display four spacecraft
averaged values of (jcurl · (E+ve ×B)) and (jcurl · (E+vi ×B)) using the current
density estimated from the curlometer and (jpart · (E + ve × B)) from the particle
measurements. We can therefore verify that the energy conversion term is equal in
the ion and electron frames, attesting to the reliability of the energy conversion term
calculation. Indeed mathematically, we have j · (E + vi × B) − j · (E + ve × B) =
j · (j × B)/(ne) = 0. In the fluid frames, the four spacecraft average of the energy
conversion term is mostly negative (from −0.02 to −0.01 nW/m3) just ahead of the
DF and corresponds to an energy transfer from the plasma to the electromagnetic
fields (generator or wave radiation) in accordance to a previous MMS single event
study (Yao et al., 2017). One can notice that, when the curlometer is used, some
discrepancies between calculations in ion and electron frames can be seen for DF4.
This is due to the fact that some of the current density components are smaller
or close to their error bars (e.g., JN in Figure [B.6]C for DF4) as mentioned in
section 4.3. Figures [4.7,B.19,B.20,B.21] show separately the different contributions
of j · E′ . We can see that the largest contribution still comes from the JM E

′
M term

which is now negative (panel E). It is worth noticing that the JN E
′
N contribution

is consistent with the contribution computed from the electron pressure gradient
term −JN .∇Pe/(en) (see green line and black line in Figure [4.7]E). Assuming that
this agreement exists also for the M component, we can suggest that the energy
conversion process in the fluid frame would be controlled by the electron pressure
gradient in the azimuthal or cross-tail (M) direction. Thus, the significant negative
values of the energy conversion term in the fluid frame confirms the crucial role of
the electron pressure gradient term in energy conversion processes. In addition to
allowing the decoupling of the electrons from the magnetic field lines, the electron
pressure gradient constitutes the free energy for radiating waves or more generally
to generate electromagnetic fields in the fluid frame at DF.

For each DF event, Figures [4.8,B.22,B.23,B.24]C show the energy conversion
term for each individual satellite in electron frames. These single satellite calcula-
tions indicate that the energy conversion process is not homogeneous at the scale
of the tetrahedron (electron scales). Indeed, strong variations of the sign and the
amplitude of the energy conversion term are seen from one satellite to another and
can differ significantly from the four spacecraft average values. Such variations
suggest that a physical process is going on at the electron scales while the DF is
propagating earthward.

For a better understanding of the origin of the non-homogeneity of the energy
conversion at the electron scales, we estimated the standard deviation for each
component of the current density and the electric field in the fluid frame (E′ =
E + ve × B) normalized by their respective error bar :

SD(X)/∆X =
√

Σ4
i=1(Xi− < X >)2/4/∆X (4.6)
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Figure 4.5 – For DF1 event and in LMN frame : (A) Magnitude and com-
ponents of the magnetic field, (B) Electric field components, (C) Current density
components using Jpart, (D) Energy conversion jpart · E (in the spacecraft frame).
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Figure 4.6 – For DF1 event and in LMN frame : (A) Components of the
Electric field, (B) Current density components using Jpart, (C) Energy conversion
jpart · E (in the spacecraft frame), (D) Separate contributions of energy conversion
term jpart · E (GSE) and , (E) Separate contributions of energy conversion term
jpart · E (LMN).
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Figure 4.7 – For DF1 event and in LMN frame : (A) Components of the
electric field in the electron frame (E′ = E + Ve × B), (B) Current density
components using Jpart, (C) Energy conversion jpart · E′ (in the fluid frame),
(D) Separate contributions of energy conversion term jpart · E′ (GSE) and (E)
Separate contributions of energy conversion term jpart · E′ (LMN) including the
contribution of the electron pressure gradient (−JN .∇Pe/(en)).
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Figure 4.8 – Comparison of the energy conversion term in both electron and
ion frames. (A) Four spacecraft average of the energy conversion using Jcurl, (B)
Four spacecraft average of the energy conversion using Jpart, (C) Energy conversion
using Jpart for MMS1 (black), MMS2 (red), MMS3 (green), and MMS4 (blue).
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Figure 4.9 – Components of the current density obtained from FPI in GSE
for each MMS satellite and the four spacecraft average (panels A, B and C). Panel
D shows the standard deviation SD(j) of each component of the current density.
Panel E shows the SD(j) normalized by the current density error bar, see text for
details.
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Figure 4.10 – Same as Figure 4.9 for the electric field in the electron frame
(E′ = E + Ve × B). Panel E shows the standard deviation normalized by the error
bar of E′, see text for details.
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where < X > being the four spacecraft average of the X component and
∆X its respective estimated error bar. For the electric field, we use the error
bar provided by the EDP team (∆E ∼ 1 mV/m, Lindqvist et al., 2016) whereas
for the electron convective term the error is estimated as (∆VeB + Ve∆B) with
∆B = 0.1 nT (Russell et al., 2016) and using the moment error bars provided by
the FPI team (Gershman et al., 2015). Thus we found that the error bar of E′

averaged over each DF period is ∼ 1.7 − 2 mV/m. For the error bar of the current
density ∆Jpart = e · (∆Ne) · (Vi − Ve) + e · Ne · (∆Vi + ∆Ve), we got an average
value ∼ 8 nA/m2. Let us remember that in the present study, we use the partial
moments which allow us to deal with smaller errors.

Figures [4.9,B.25,B.26,B.27]A-C, and [4.10,B.28,B.29,B.30]A-C show for each
DF, the three components of the current density and the electric field (E′) res-
pectively. Figures [4.9,B.25,B.26,B.27]D-E and [4.10,B.28,B.29,B.30]D-E display
the raw and normalized SD of the corresponding quantity. One can see that at
DFs the normalized SD of the electric field (E′) is usually greater (≥ 1) than
the normalized SD of the current density (<1). These results are consistent with
the fact that the dispersion between the four curves measured by the four sa-
tellites is usually smaller for the current density than for the electric field (E′)
(Figures [4.9,B.25,B.26,B.27]A-C and [4.10,B.28,B.29,B.30]A-C). Therefore, the
non-homogeneity of the energy conversion process seems to be caused mainly by
the electric fluctuations having electron scales. Conversely, the current density
remains more homogeneous at the scale of the MMS tetrahedron, which suggests
that the origin of the electric field fluctuations are mostly electrostatic as we will
discuss in the next section.

4.6 Discussion and summary

Six DF events embedded in fast earthward flows and detected during a large-
scale substorm event have been analysed in this chapter. These DF events belong
to the most common category corresponding to a decrease of the density and an
increase of the temperature (Schmid et al., 2015) therefore they are characterised
by a transition between a cold dense plasma at rest to a hot tenuous accelerated
plasma moving earthward. We analysed each front orientation using the MVAB
method as well as a timing analysis and found that all DFs are mostly moving
earthward with some DFs having a significant duskward and southward motions.
We have pointed out that the HPCA VN velocity is always much larger than FPI
VN , confirming that FPI instrument underestimates the velocity of the earthward
flow in the magnetotail due to its low upper energy. This caveat is quite common
during substorm events as the plasma is energised due to the global magnetotail
reconfiguration. Moreover, the maximum of the VN component of the ion velocity is
always located behind the DF (except for one event) associated with the maximum
of BL (forming a growing field pile-up region) which, according to a statistical study
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based on Cluster data, should correspond to decelerated DFs with a significant
part of the energy being radiated (in the spacecraft frame) (e, g., Hamrin et al.,
2014; Fu et al., 2011).

In order to have more confidence on the particle moment measurements, we
have compared the current densities obtained from the particle instruments (using
partial moment for electrons) with those obtained from the curlometer technique.
Despite relatively small values (< 20 nA/m2) associated with the DF crossing, we
found a good agreement between the two types of current density estimates. Then
to better understand ion and electron dynamics at the DF crossing, we analysed
Ohm’s law. Near the DF crossing, we found that ions are decoupled from the
magnetic field due to the Hall field. A clear bipolar signature of the Hall field is
present normal to the DF (along N) mostly related to a reversal of the cross-tail
current just behind the DF. However, the Hall field does not seem to be sufficient
to balance the E + v × B term. The electron pressure gradient term needs to
be also considered. Due to the low plasma density, we could not compute the
divergence of the electron pressure tensor with a sufficient reliability. Instead, we
used a single satellite method (applied to the four spacecraft averaged data) to
estimate the electron pressure gradient along the normal direction (e, g., Fu et al.,
2012a; Yao et al., 2017). For most of DF events, we found that the signature of
the electron pressure gradient along the normal is significant and could account
for the departure between the ideal ion frozen-in term (E + vi × B) and the Hall
field. Electrons are magnetised most of the time. However at the DF crossing,
the departure between the electron ideal frozen-in term (E + ve × B) is very
close to or exceeds the error bar which also suggests, as for ions, that the electron
pressure term along the normal needs to be considered and could take part in the
electron decoupling (assuming that the electron pressure does not depend only
on the density so ∇ × ((∇Pe)/ne ̸= 0). In the other directions (L and M), it is
not possible to estimate the gradient by the same technique. However, the results
obtained along the normal, suggest that the decoupling along M could also involve
the electron pressure term whereas along L (along the background magnetic field)
the gradient seems to be smaller and so the spatial scale larger.

In order to investigate the energy conversion process at the DF, we have
estimated the j · E term (e. g., Angelopoulos et al., 2013; Hamrin et al., 2014;
Huang et al., 2015; Yao et al., 2017; Yang et al., 2017a; Liu et al., 2018; Xu et al.,
2021). For all DFs in the spacecraft frame, we found that the energy is transferred
from the electromagnetic field to the plasma (dissipation or loading region) at or
just ahead of the DF and from the plasma to the electromagnetic field behind
the DF (wave radiation or generator region). The amplitudes of the positive and
negative peaks have similar values (±0.02 nW.m−3) which do not allow us to draw
conclusions about a net energy transfer between fields and particles, despite the
fact that the normal velocity peak is detected behind the front (e.g., Hamrin et al.,
2014; Fu et al., 2011). This reversal of the energy conversion is mostly related to
the reversal of the cross-tail current component (JM ) just behind the front. Such
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a current reversal at the DF has been already mentioned by Yao et al. (2013)
based on 2003 Cluster data (subproton scale spacecraft separation ∼ 200 km)
but only related to DFs preceded by a dip of the magnetic field. It has been also
recently mentioned by Liu et al. (2018) in a previous MMS single DF case study
event leading to a negative j · E behind the DF. The origin of this reversal is not
fully understood and could be due to a current density shear at an electron scale
between the main front and the front trailing part. Another possibility could be the
formation of substructures such as electron vortices driven by the current carried
by electrons within the front region which could contribute locally to the increase
of the total magnetic field (Stawarz et al., 2018). Such substructures could be also
related to the propagation of the nonlinear kinetic-ballooning heads described by
Panov et al. (2022) as we will discuss in the next chapter. Whatever the origin
of these current density reversals, these results suggest that DFs have complex
substructures that make difficult to draw conclusions about the net energy transfer
in the spacecraft frame and question their contribution in the global energy cycle
of the magnetosphere.

To better understand this energy conversion process, we have carried out the
computation in each fluid frame (ion and electron) using four spacecraft average
value of E′ and j. Equality of the calculation in both ion and electron frames has
been used as a reliability test. In these fluid frames, the j · E′ just ahead of the
DF is negative most of the time indicating a net transfer from the plasma to the
electromagnetic fields as also found in a previous MMS single DF event (Yao et al.,
2017). Therefore the energy would be radiated and this process should lead to the
deceleration of the fast plasma flow. Note that this negative term cannot be related
to the electron pressure gradient along the normal since this latter is perpendicular
to the main current JM . However, as we mentioned in section 4.4, the electron
decoupling along M could also be due to the electron pressure gradient along this
direction and leads to negative j · E′ ∼ JM .E′

M = −JM .|∇Pe|M /(en). Therefore
the electron pressure term would play a crucial role not only in the electron
decoupling but also as a free energy source for radiating waves and decelerating
fast flows.

Furthermore, we have analysed the homogeneity of this energy conversion
process by computing the j · E′ term for each satellite. We found that the energy
conversion is not homogeneous at the scale of the tetrahedron i.e. at the electron
scales. By computing the standard deviation of E′ and j normalized by their
respective error bars, we showed that the non-homogeneity of the energy conversion
process comes mostly from the electric field fluctuations while the contribution
of current density fluctuations is smaller. As mentioned above, these electric field
fluctuations should be related to the electron pressure gradient. This result is
consistent with previous studies which identified large-amplitude electric field
fluctuations related to lower-hybrid drift waves from space observations (e. g.,
Sergeev et al., 2009; Divin et al., 2015a; Le Contel et al., 2017; Yang et al., 2017a;
Liu et al., 2018). We should notice that in order to reduce the noise of particle
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measurements, we have time averaged all data over 0.3 s which correspond to
filter-out the high frequency part of the LHD waves. Yet, we have verified that the
calculation of j · δE using unfiltered electric field data gives the same sign.

This result is also consistent with 3D PIC simulations (e. g., Divin et al.,
2015b; Sitnov et al., 2018; Nakamura et al., 2019b). These waves with frequencies
between ion and electron gyrofrequencies (fci < f < fce) are expected to be
generated by the large density gradient (ne/∇ne ∼ c/ωpi) at DF and are known
to have wavelengths on the order of the electron Larmor radius for the fastest
growing mode (e. g., Davidson and Gladd, 1975; Huba et al., 1978). These electron-
scale wavelengths correspond to the average spacecraft separation for these events
and the period of the LHD waves are much smaller than the DF crossing time.
These waves are able to generate ripples on the front at the electron scales which
can lead to the non-homogeneity of the energy conversion process (Pan et al.,
2018). Indeed, these waves are considered as “quasi-electrostatic” waves. Due to
their frequency range, ions can be assumed unmagnetized whereas electrons are
magnetized (Huba et al., 1978). Therefore electron drift in the electric field of the
waves produces small perpendicular (to the background magnetic field) currents
and a parallel magnetic field perturbations causing the ripple of the front at
electron scales. These currents are much smaller than the current associated with
the front. Thus, regarding the energy conversion process in the fluid frame (J · E′),
the dominant term corresponds to the product between the ion-scale current
associated with the front (J0) and the electron-scale electric field associated with
the LHD waves (δE′). The energy conversion (δJ · δE′) due to currents generated
by LHD waves (δJ) is smaller and can be considered as a second order contribution
compared to the former term. This can be summarized as J · E′ ≃ J0 · δE′ with
δJ · δE′ << J0 · δE′. The non-linear evolution of these waves could generate
electron scale vortices (Chen et al., 2020) that could explain the current density
reversal at the DF and the negative part of j · E although the low non homogeneity
of the current density at the scale of the tetrahedron is not in favour of this
interpretation.

However, from their 3D PIC simulations Nakamura et al. (2019b) found an
oscillating j · E′ which once integrated along the cross-tail direction leads to a
non zero positive term corresponding to an energy dissipation. In the following
chapter, I present the results of a statistical analysis in order to investigate the
significance of these results obtained from 6 DFs.





Chapitre 5

A statistical study of DFs
observed by MMS

The work presented in this chapter will be submitted JGR, 2023.

“Ignorance leads to fear, fear leads to hatred, and
hatred leads to violence. This is the equation.”

Ibn Rushd, Averroes : Antologia (1126-1198).
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5.1 Introduction

In this chapter, I will show that most of the results obtained in my 6 DF case
study are confirmed by a statistical analysis carried out using MMS data of the
full 2017 magnetotail season. In particular, the non homogeneity of the energy
conversion processes at electron scales is confirmed. Moreover, thanks to this
statistical investigation I will show that two subclasses of DF can be distinguished
depending on the magnetic field profile and sign of the energy conversion term.
Data and methods are described in section 5.2. Following the same plan as for the
case study, an overview of the statistical DF properties is presented in section 5.3.
In section 5.4, we present a cross validation of current density calculations. Ion and
electron dynamics are investigated thanks to the Ohm’s law in section 5.5 then
the energy conversion processes in the vicinity of DFs are scrutinized in section 5.6.
Finally global results of this statistical study are summarised and discussed in
section 5.7.

5.2 Data, Methods and Event Selection

5.2.1 Data

For the present statistical study, I have performed the same treatment (data
noise reduction, time averaging, LMN frames, current density calculation both
from particle and magnetic field measurements, pressure gradient in the normal
direction from single spacecraft method, ...) as described in chapter 3.

5.2.2 Selection criteria

I have selected DFs using burst FGM and FPI (DIS and DES) nominal L2
data in GSE from the full magnetotail season of 2017 (end of April to end of
August). In order to automatically identify DF signature, I have used an Artificial
Intelligence for heliophysics Data Analysis (AIDA)py routine (Lapenta and AIDA
H2020 Team, 2019) based on difference between maximum and minimum values of
physical quantities (n, Vi, B, ...) computed within a 60 s sliding window. A typical
DF signature is defined by :

• an increase of the northward Bz component of the magnetic field > 6 nT,
• an increase of the X component of the ion velocity > 150 km/s,
• an increase of both parallel and perpendicular temperatures of ions (>

5 keV) and electrons (> 1 keV),
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• a decrease of both ion and electron densities (only corresponding to negative
value of the difference between maximum and minimum values without
specific threshold value).

After this first automatic selection step which has provided 857 DF events, the
following constraints are checked manually :

• electron partial moment data have to be available at least 60 s before and
60 s after DF crossing. DF crossing time t0 is defined by the maximum of
Bz in the selected time interval.

• only DFs near the Earth’s magnetotail equator are kept using the following
constraint |Bx|<5 nT.

Due to these constraints, the new DF list is reduced to 132 DF events. These
criteria are quite similar to those used in previous DF statistical studies (e. g.,
Zhong et al., 2019; Li et al., 2015b; Liu et al., 2013). For instance, Zhong et al.
(2019) limited their DF selection by considering only plasma densities between 0.2
to 0.9 p.cm−3 and burst mode data available at least 15 s before and 30 s after
the DF. On the other hand, Liu et al. (2013) considered just the measurements
in the magnetotail region defined by -6 RE < XGSM <-30 RE whereas Li et al.
(2015b) investigated the region defined by XGSM ≤-8 RE and |YGSM | ≤ 10 RE .

My selection criteria are applied to each spacecraft and only events observed
by all four MMS satellites are kept. Finally, all selected DF events have been
individually validated by visual check.

From Figures 5.1A and B, we can see that all selected DFs are located in
the region satisfying −25 ≤ XGSE ≤ −10 RE and |YGSE | ≤ 15 RE . The DF
distribution is quite symmetric in the equatorial plane while it is shifted toward
the north due to the MMS orbit inclination (see Figure 5.2A and B). The external
limit at XGSE ∼ −25 RE corresponds to the MMS apogee in 2017 (see Table 3.2).
The internal limit at XGSE ∼ −10 RE is a bit farther from the Earth than
the beginning of the fast survey mode associated with the ROI (XGSE<9 RE).
Therefore the outer and inner limits are related to the MMS apogee and ROI and
do not mean that DF cannot be detected nearer or farther from the Earth.

5.2.3 Methods
As explained in chapter 3 about methods and used in chapter 4, DF signatures

are usually displayed in a local coordinate system obtained from a Minimum
Variance Analysis (Sonnerup and Scheible, 1998) applied on magnetic fields data
MVAB of a single spacecraft (e. g., Huang et al., 2015; Liu et al., 2018) and/or
from a timing analysis in case of multi-spacecraft missions (e. g., Fu et al., 2012b).

In the present study, MVAB is applied on the four spacecraft average of the
magnetic field during the time period corresponding to the sharp increase of
northward component Bz (defined as the period between the minimum and the
maximum values) for all selected DF events. As MMS satellites are separated at
electron scales, MVAB applied on each single spacecraft magnetic field data gives
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Figure 5.1 – An overview of all DFs events that match the selection criteria.
Panels (A) XY and (B) XZ position of MMS during the observations of the 132
DF events in GSE.

(A)

(B)

Figure 5.2 – MMS orbit regarding the magnetotail season of 2017 (1st of May
to end of July in GSE frame. Panel (A) show MMS orbit in XY plane and (B)
in XZ plane.
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similar LMN frames. LMN coordinates are well defined and correspond to L
directed northward, M approximately directed dawnward, and N approximately
directed Earthward. The time period used to perform MVAB and its results are
summarized in Tables [C.3,C.4,C.5] provided in Annex C.

From these MVAB results, we define L, M , and N vectors as maximum, inter-
mediate, and minimum variance directions respectively. We have verified that the
ratio between the three corresponding eigenvalues, λ1, λ2, λ3 are sufficiently large
(average values of the ratio λM /λN ∼ 22.034 and of the ratio λL/λN ∼ 420.13,
lowest ratio value is 2.) to consider that the three directions are well separated.

Tables [C.6,C.7,C.8] show the components of the normal estimated by a timing
analysis as well as the speed along the normal. Note that in accordance with the
propagation direction given by timing analysis, the orientation of the N vector of
the MVAB was set to be positive (earthward) and L always oriented northward
leading to M directed dawnward. Figures 5.3A, B, C and D show the histogram for
each component of the normal (from TA and MVAB methods) as well as the magni-
tude of the normal speed obtained by TA. While all DFs are propagating earthward,
percentages indicate that duskward/dawnward and northward/southward DF pro-
pagations are relatively balanced with no specific statistically significant direction.
Figure 5.3 D shows a peak of the speed histogram around 200 km/s. The smallest
values below 50 km/s correspond to a normal orientation almost perpendicular to
the X axis when DFs are crossed through their flanks. In such a configuration, the
DF speed can be much slower than the radial fast flow propagation. The normal
speed results are summarized in Tables [C.6,C.7,C.8].

5.3 Statistical overview of classical DF properties
In this section, I describe the results obtained using a SEA described in sec-

tion 3.5. Let’s just remind that we defined the representative time series by setting
the maximum of BL component of the magnetic field as a time reference for the
measurements and we kept 180 s of data on each side of this time reference. Fur-
thermore, each DF data is time-averaged at 0.3 s in order to remove all fluctuations
which are not consistent with the phenomenon time scale.

After a first SEA using the full set of DFs, I have realised that an important
dispersion was due to the existence of two different types of magnetic signatures
satisfying the DF selection criteria. From this observation, I decided to split the
DF set into two different classes and to perform two separated SEAs. Thus, the
statistical characteristics of DF events for these two different classes are shown
separately reducing the dispersion for each class.

Figure 5.4 shows SEA results in order to illustrate ion scale properties for both
DF classes in their respective LMN frame obtained from MVAB. Figure 5.4A
presents the most important DF characteristics namely a sharp increase of the
northward component of the magnetic field BL showing a small decrease (dip) just



78 CHAPITRE 5. A STATISTICAL STUDY OF DFS OBSERVED BY MMS

Figure 5.3 – Histograms of the normal components in GSE, from TA panels
(A), (B) and (C) and from MVAB panels (D), (E), and (F). Panel (G) shows the
magnitude of the normal velocity obtained by TA.
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before the front as reported by previous studies. Figure 5.4B shows the decrease
of the electron density Ne until 0.21 p.cm−3. Figures 5.4C, D display electron and
ion pressure variations respectively. One can see that for electrons as well as for
ions, the DF crossing always corresponds to a transition between a high pressure
to a low pressure region on the largest scale (fluid). Figures 5.4F, G present the
perpendicular electron and ion temperatures from FPI data in order to compare
with proton temperature from HPCA data Figure 5.4E. Let’s remind that due
to their different upper energy limit 40 keV (resp. 30 keV) for HPCA (resp. for
FPI-DIS), FPI-DIS ion moments although having a faster time resolution can
be underestimated. Indeed, comparison of Figures 5.4G, E confirm that isotropic
HPCA proton temperature is much larger than FPI perpendicular ion temperature
(adding the parallel ion temperature to compute the isotropic FPI temperature
does compensate the discrepancy, not shown). For the same reason, HPCA proton
velocity VH+,N is much larger than FPI ion velocity VN as shown in Figures 5.4H,
I. The VN decreases shown by FPI-DIS within the front when ions are energised
can also be considered as an artefact caused by this limited upper energy and not
as a real reduction of the fast flow velocity.

Class I corresponds to 74.4% of selected DFs and has the typical DF properties
reported so far by previous studies. This DF class displays a slow decrease of
the magnetic field after the front (see Figure 5.4(class I-[A])) and is associated
with a smaller ion velocity than class II (see Figures 5.4(class I-[H]&class II-[H])).
They seem to propagate through a hotter plasma as ion and electron temperatures
are higher before the front than for class II (see Figures 5.4(class I-[E,F,G]&
class II-[E,F,G])). Ion perpendicular temperature increase is smaller whereas a
significant (∼ 50%) electron perpendicular temperature increase is present. Yet,
both pressures decrease monotonously at the DF (Figures 5.4(class I-[C,D]). This
class is very similar to the Decaying field pile-up event defined by Fu et al. (2012b)
although it is not clear that the peak of the velocity is colocated with the DF.

Class II corresponds to 25.6% of selected DFs. This new DF class has the same
time scale for the rising and the falling of BL (like a bump) (see Figure 5.4(class
II-[A])) associated with minimums of density and (ion and electron) pressures (see
Fig.5.4(class II-[B-D])). In addition to the pressure minimums at DF crossing,
compressional fluctuations with smaller amplitudes are present. This DF class has
faster velocity than class I (see Figure 5.4(class II-[H] and [I])). As the VH+,N

maximum is located behind the front, this class could correspond to the growing
field pile-up event defined by Fu et al. (2012b). As already mentioned, these
DF events seem to propagate through a colder plasma than class I as ion and
electron temperatures before the front are smaller. Finally, both ion and electron
perpendicular temperatures increase significantly (∼ 50%). It is worth noting that
this DF class is mostly detected on the duskside and includes all six DF events
analysed in chapter 4 (see Figure 5.5(class II)). Substorm onsets being also more
frequent in this region, it could suggest a possible link between the two phenomena.

Figure 5.5 displays an overview of the class I and class II events that match
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Figure 5.4 – Superposed epoch analysis plots of DF signatures using 132 DFs,
in their respective LMN frame, all data being time averaged at 0.3 s. In each
panel, the black line marks the superposed epoch median, the red dashed line marks
the superposed epoch mean, and the blue fill marks the interquartile range. (A)
Magnetic field BL, (B) electron density Ne, (C) and (D) electron and ion pressures
from FPI, (E) HPCA proton temperature TH+ , (F) and (G) perpendicular electron
T e

perp and ion T i
perp temperatures from FPI, (H) HPCA normal proton bulk velocity

VH+
, N , (I) FPI normal ion bulk velocity viN .
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the selection criteria. The colors represent the change in the northward magnetic
field component < Bz > averaged over the full DF time interval, the arrows
represent the DF normal velocity perpendicular to the boundary (obtained by
TA) projected onto the X/Y plane in GSE. While for class I, locations and
propagations are relatively random, class II DFs have preferentially duskward
locations and propagations with larger velocities.

Figure 5.5 – An overview of the class I and class II events that match the
selection criteria. The colors represent the change in the northward magnetic
field component < Bz > time averaged over the full DF time interval, and the
arrows represent the DF velocity perpendicular to the boundary (obtained by TA),
projected onto the XY plane in GSE.

5.4 Current density structures associated with DF

Following the same approach as for analysing the first 6 DF events described
in chapter 4 and using methods already described in section 5.2, I have compared
the current densities computed from ion and electron moments averaged over the
four individual spacecraft with those estimated independently from the magnetic
field data at the same time resolution (0.3 s) using the curlometer technique.

Figure 5.6 shows the SEA of the current densities computed from particle
measurement Jpart = ene(vi − ve) (panel E) and computed from the magnetic
field Jcurl = (∇ × B)/µ0 (panel D) estimated for each DF event in their own
LMN frame. For both categories, the comparisons demonstrate good agreements
between the two current density measurements although the values are quite small
(∼ −6 nA/m2). Note that each DF can be identified by its negative peak in JM

(increase of cross-tail duskward current).
In addition to these measured current densities, one can obtain, from two-

fluid theory, the diamagnetic current densities computed from the electron and
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ion pressure gradient terms estimated by a single satellite method described in
chapter 3. The M component of the total (perpendicular) diamagnetic current
density becomes Jdia−tot,M = BL/B2∇n(Pe + Pi) and can be compared with the
two other current densities. Figure 5.6 shows (A) the electron diamagnetic current
Jdia−e,M = BL/B2∇nPe, (B) the ion diamagnetic current Jdia−i,M = BL/B2∇nPi,
and (C) the total diamagnetic current Jdia−tot = BL/B2∇n(Pe + Pi).

From the comparison between ion and electron diamagnetic currents, we see
that for both classes the ion contribution is dominant and constitutes ≃ 72 % of
the total diamagnetic current. Furthermore, for both classes the total diamagnetic
current along M is highly consistent with the curlometer and particle measurements
indicating that the diamagnetic effect is the main source of the current. More
importantly, the reversal in the current density pointed out in (Alqeeq et al., 2022)
as the cause of the reversal of the energy conversion process for the 6 analysed
DF events is confirmed by this statistical study as being a common signature of
class II events. Finally, this statistical study demonstrates that the reversal of
the current density for class II events is mainly due to the reversal of the ion
pressure gradient or in other words by the ion diamagnetic current. Although
the electron density gradient follows the same behaviour, the electron pressure
gradient is smaller mainly due to their smaller temperature. Therefore for both
DF classes, the perpendicular current density structure of DF is governed by the
diamagnetic current density dominated by the ion gradient pressure produced by
the propagation of the fast flow through the magnetotail.

5.5 Statistical analysis of the Ohm’s Law

In this section, I reproduce the analysis of the different terms of the generalised
Ohm’s law for our two different DF classes as explained in chapter 4. Figure 5.7
shows for both categories the SEA of the ideal ion frozen-in (E′i = E + vi × B)
and the Hall electric field (Jpart × B/(en)) terms in LMN coordinates. One can
notice that for both classes the ideal ion frozen-in condition is mostly broken along
the N axis (E′i

N ∼ 3 mV/m, panels D) whereas in contrast it is still well satisfied
along L (|E′i

L | < 0.6 mV/m, panels B). This behaviour is consistent with the idea
of a front structure having a smaller (ion) scale in the direction of propagation
(N) perpendicular to the background magnetic field than along it (L). However, a
significant peak of (E′i

M ∼ 1.8 mV/m, right-hand panel C) is obtained for class II.
This field is in the opposite direction of the M component of the Hall field (median
value ∼ −1.6 mV/m, right-hand side panel F) suggesting that the contribution
from the electron pressure gradient would be quite large (∼ 3.4 mV/m). As
the median and mean values have opposite signs due to 2 extreme events, if we
use the mean value (∼ +0.8 mV/m), the contribution of the electron pressure
gradient would be only (∼ 1 mV/m). This significant value of the electron pressure
gradient along M could suggest that class II DFs have a smaller azimuthal scale



5.5. STATISTICAL ANALYSIS OF THE OHM’S LAW 83

Figure 5.6 – For both categories, superposed epoch analysis of the current
densities along M calculated by using : (A) Jdia−e = BL/B2∇nPe, (B) Jdia−i =
BL/B2∇nPi, (C) Jdia−tot = BL/B2∇n(Pe + Pi), (D) Jcurl = (∇ × B)/µ0, (E)
Jpart = ene(vi − ve). Same color code as Figure 5.4.
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(cross-tail direction) along M than class I DFs. Thus for both classes, in the N
direction, ions are decoupled mostly by the Hall electric field shown in panels
G. However, for class II and in the M direction, the electron pressure gradient
could contribute significantly to the ion decoupling. Furthermore, even in the N
direction, the discrepancy between the two terms (ideal term and Hall field) can
exceed ≃ 1 mV/m which statistically confirms that electron pressure gradient term
is not negligible and reduce the positive Hall electric field along N despite the
difficulty to estimate it from the four satellite measurements, see Figure 5.7(A).

Figure 5.8 shows for both categories, the SEA of the ideal electron frozen-
in term (E′e = E + ve × B) in LMN coordinates. As for ions, electrons are
mostly magnetised along the L direction (panels B) as the ideal frozen-in term
|E′e

L | < 0.8 mV/m close the electric field error bar although class II DFs are
associated with larger fluctuations. In the N direction for class II DFs, electrons
could be decoupled from the magnetic field as the departure to frozen-in condition
(E′e

N ∼ −1.6 mV/m, right-hand side panel D) is consistent with the estimated
electron pressure gradient term (right-hand side panel A) and assuming a non-
zero curl of the electron pressure gradient term −(∇Pe)/(ene). This agreement
is also found for class I DFs showing a bipolar signature but with smaller values
(E′e

N ∼ ±0.8 mV/m, left-hand side panels D and A). In the M direction for which
we are not able to estimate the electron pressure gradient, a larger departure to
the ideal frozen-in condition is found for class II than for class I which suggests,
as from ion Ohm’s law, that class II DFs could be more localised in the azimuthal
(cross-tail) direction due to larger electron pressure gradients. Thus electrons could
be decoupled from the magnetic field at DF by their pressure gradient term in the
N direction and probably also in the M direction although it is not possible to
confirm it using a single Spacecraft (s/c) method. Note that the estimate of the
electron pressure gradient along M using the mean values from the ion Ohm’s law
(E′i

M − j × B/(ne) ∼ 0.7 mV/m) agrees with the estimate from the electron Ohm’s
law using the mean value (E′e

M ∼ 0.7 mV/m).

5.6 Energy conversion at DF

In this section, I present the results from the SEA of the energy conversion
processes. Let’s remind that positive j · E values correspond to an energy load or
dissipation whereas negative values correspond to a generator or dynamo effect (e.
g., Torbert et al., 2016a; Huang et al., 2015; Birn and Hesse, 2005; Alqeeq et al.,
2022). Figure 5.9 shows the results of the SEA of the energy conversion processes for
our two DF categories. Figure 5.9(A) displays the magnetic BL, Figure 5.9(B) the
cross-tail electric field EM , Figure 5.9(C) the energy conversion term in s/c frame
j · E, Figure 5.9(D) the energy conversion term in the electron frame j · E′ , and
Figure 5.9(E) the current density JpartM computed from particle measurements
shown again for reference. For both categories, the SEA shows that in the spacecraft



5.6. ENERGY CONVERSION AT DF 85

Figure 5.7 – Superposed epoch analysis of the ion generalized Ohm’s law
comparison between different terms. Panel (A) includes the electron pressure
gradient term along N . Panels (B), (C) and (D) shows L, M, N components of
the electric field E′ = E + vi × B and panels (E), (F) and (G) shows L, M, N
components of the Hall electric field Jpart/(ene), all data being time averaged at
0.3 s. Same color code as Figure 5.4.
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Figure 5.8 – Superposed epoch analysis of the electron generalised Ohm’s
law comparison between different terms. Panel (A) includes the electron pressure
gradient term along N . Panels (B), (C) and (D) shows L, M, N components of the
electric field E′ = E + ve × B, all data being time averaged at 0.3 s. Same color
code as Figure 5.4.
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Figure 5.9 – Superposed epoch plots of the energy conversion processes. (A)
the magnetic field BL, (B) the electric field EM , (C) the energy conversion term in
s/c frame j · E, (D) the energy conversion term in electron frame j · (E+ve ×B),
and (E) the current density JpartM . Same color code as Figure 5.4.
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frame Figure 5.9(C), the energy is transferred from the electromagnetic fields to
the plasma (j · E > 0) ahead or at DF. This result is consistent with all previous
DF studies. However, for class II as found for the 6 DF events by Alqeeq et al.
(2022), a reversal of the energy conversion process is found behind the front. The
energy is transferred from the plasma to the electromagnetic fields (j · E < 0)
due to the reversal of the ion diamagnetic current which has been confirmed in
the previous section. Indeed, as we can see in Figure 5.9(B), the M component
of the electric field related to the fast convective earthward plasma motion does
not change sign. Therefore, for both classes the energy conversion processes in the
vicinity of DFs seems to be governed by the ion pressure gradient generated by
the flow propagation.

In the fluid frame Figure 5.9(D), as found for the 6 DFs, the statistical study
confirms that for both classes the energy is transferred from the plasma to the
electromagnetic fields (J · E′

< 0, generator or dynamo) due to the contribution
of the electron pressure gradient in the Ohm’s law and could lead to the slow down
process of DFs during their earthward motion.

Then as in our 6 DF event study, I investigated the homogeneity of the energy
conversion processes in the fluid frame observed around the DF. Indeed, from the
6 DF analysis which, as a matter of fact, all belong to class II, we have shown that
the energy conversion process is not homogeneous at the scale of the tetrahedron
(electron scales). We have found strong variations of the sign and the amplitude of
the energy conversion term obtained from one satellite to another. Such variations
suggested that a physical process is going on at the electron scales while the DF
is propagating earthward. Based on our estimates of the SD (see equation 4.6)
for each component of the current density and the electric field in the fluid frame,
we have shown that the non homogeneity was caused mainly by the electric field
fluctuations as discussed in chapter 4 in detail. The SEA of the normalised SD
of the electric field and the current density shown in Figure 5.10 confirms the
dominant role of the electric field fluctuations in the variability of the energy
conversion term. Indeed, for both classes SD of electric fields is about 1 for x and
y components (panels A and B) whereas the SD of current densities is always
smaller than 1 for all components.

5.7 Discussion and summary of the DF statistical
study

In this chapter, I have reported on a statistical study based on 132 DFs detected
by the MMS mission during the full magnetotail season of 2017 (end of April to end
of August). We found that the 132 events can be subdivided into two categories
mostly according to their DF-shape (magnetic field profile) : class I with 98 events
(74.4%) for which the DF-shape shows a slow decrease of the magnetic field after the
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Figure 5.10 – Superposed epoch analysis of the SD of class I and class II
for each component of the current density and the electric field in the fluid frame
(E′ = E+ve ×B) in GSE, all data being time averaged at 0.3 s. For context, panel
(A) the SD(E′

x), and (B) the SD(E′
y), and (C) the SD(E′

z),(D) the SD(Jpartx),
(E) the SD(Jparty), (F) the SD(Jpartz). Same color code as Figure 5.4

.
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DF and is associated with smaller ion velocity, class II with 34 events (25.6%) for
which the DF-shape shows the same time scale for the rising and the falling of the
magnetic field (a bump) associated with minimums of ion and electron pressures
and faster velocity as shown in Alqeeq et al. (2022) for 6 DF events. This new
DF subcategory (class II) is mostly detected on the duskside. For both categories,
using a single s/c method we found that along the cross-tail current direction
(−M), the ion diamagnetic current density contribution to the total diamagnetic
current is dominant (∼ 72%). For both categories, the enhancement of the ion
pressure gradient ahead of the DF leads to an increase of the diamagnetic cross-
tail current and an energy dissipation (J · E > 0) in the spacecraft frame i.e. an
energy transfer from the electromagnetic field to the plasma. This result related to
the DF contribution to the global energy dissipation process in the magnetosphere
is consistent with previous statistical analysis (e. g., Zhong et al., 2019; Song et al.,
2020; Wang et al., 2020). However, for our new class II, we have found a reversal
of the energy conversion term. This reversal is mainly produced by the reversal of
the ion pressure gradient i.e. a reversal of their diamagnetic current as the main
component along M of the electric field due to the fast earthward plasma motion
does not change sign. Therefore for class II DF events, the energy is transferred
from the plasma to the electromagnetic field behind the front (J · E < 0, dynamo
effect). This reversal of the energy conversion term with similar values raises the
question of a net contribution to the energy dissipation from this class of DF which
still represents about 1/4 of the DF events. It raises also the question about the
cause of this different behaviour compared with class I.

In the fluid frame and for both categories, I found that the energy is mostly
transferred from the plasma to the electromagnetic field (J · E′

< 0) ahead or
at the DF which could contribute to the deceleration of the flow. As we have
seen from the generalised Ohm’s law analysis, the non-ideal electric field comes
from the electron pressure gradient. The latter, although contributing little to the
total diamagnetic current due to the lower temperature of electrons, could lead
to the electron decoupling at the front and to a net energy conversion toward
the electromagnetic field. Thus, the energy conversion process in the vicinity of
DF seems to be mainly controlled by the particle pressure gradients : in the
spacecraft frame, the contribution of the ion pressure gradient to the diamagnetic
cross-tail current is dominant and determines the nature of the conversion process
(dissipation versus dynamo) ; in the fluid frame the electron pressure gradient,
although weaker than that of the ions due to the lower temperature of electrons,
could be sufficient to lead to the decoupling of electrons and to a net energy
transfer from the plasma to the electromagnetic field. This transfer could result
to the slow down of the fast flows.

Indeed, I have shown that the SEA of the generalised Ohm’s law for all events
confirms that the ideal frozen-in condition is broken for ions mostly due to the
Hall electric field (J × B/(en)). We have seen that this field is produced by the
enhancement of the cross-tail current caused by the ion pressure gradient at DF and
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the corresponding diamagnetic current but electron pressure gradient although
smaller also contributes. Therefore electrons remain almost always magnetised
except at the front where a significant electron pressure gradient is found. Finally,
I have statistically examined the homogeneity of the energy conversion processes
in the fluid frame by estimating the standard deviation of the current density and
of the electric field measurements. For both categories, we found that the non
homogeneity comes from the variations of the electric field which occur at electron
(tetrahedron) scales. These variations are produced by variations in the electron
pressure gradient which should be caused by a kinetic scale process. From the 6
DF analysis, we have suggested that this process could be identified as the lower-
hybrid drift instability whose the source lies in the enhancement of the pressure
gradient ahead of the front.

5.8 The nature of the class II DFs
The identification of the class II DFs raises many new questions :
— Why and how are they produced compared with the typical class I ?
— Why are they mostly detected on the duskside ?
— Why are they less often observed ?
— What is their net contribution to the global circulation of magnetospheric

energy ?
We do not pretend here to answer all these new questions but we just want to
suggest some clues. The duskside near-Earth magnetotail (pre-midnight sector)
has been known for a long time to be a preferential location for substorm onset (e.
g., Nagai et al., 1998; Baumjohann et al., 1999; Angelopoulos et al., 2008, 2013)
or/and magnetotail reconnection (e. g., Sitnov et al., 2009; Zhou et al., 2011;
Runov et al., 2012; Fu et al., 2013; Drake et al., 2014). Therefore, class II DF
events could be directly related to onset events although it has been shown that
fast flows and DF can be detected without substorms (e. g., Lui, 2001; Runov
et al., 2009, 2011). Class II DFs would be detected near the substorm onset with
an higher probablility in the pre-midnight sector but with a lower probability than
fast flow detection anywhere across the magnetotail. This conjecture could be
tested in the future by investigating the occurrence of substorm onset with regards
to class II events.

Recently combining THEMIS observations and 3D PIC simulations, Panov et al.
(2022) identified ion gyroradius scale structures associated with the propagation of
heads produced by the non linear evolution of the kinetic Ballooning-Interchange
Instability (BICI). The head structures were detected by the three THEMIS
near-Earth probes when they were located between −7.5 and −7.9 RE therefore
much closer to the Earth than DFs detected by MMS. Their measurements were
performed in a stronger magnetic field (∼ 60 nT) and farther from the equator
(Bx ∼ 40 nT). Furthermore, the heads were moving dawnward while on each
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head side plasma was moving tailward leading to a flow reversal during the head
crossing by the probes. However, some properties pointed out by Panov et al. could
have some similarities with properties of class II DFs. The BICI head crossing is
associated with a density trough and a hump of the ion temperature in addition
to the classical DF signature (Bz increase up to 40 nT preceded by a negative
dip and Vx ∼ 400 km/s) as for class II. It is worth noticing that the authors used
the spacecraft potential with a time resolution of 1/128 ∼ 0.008 s to estimate the
density and to show the density trough. So a time resolution even better than
the 0.3 s time resolution used in our MMS statistical study. Moreover, while from
THEMIS measurements the authors showed that the ion temperature increases by
a factor 2 on the duskside of the head, in our MMS measurements we found only an
increase ∼ 50%. They attributed the enhancement of the ion temperature on the
duskside of the head to the penetration of the suprathermal ions from the dawnside
across the head to the duskside. This process could be also investigated in the
future from our DF database. Despite these differences, BICI head crossing appear
to be a good candidate to interpret our class II DFs. However taking into account
the different locations between THEMIS and MMS observations, class II DFs could
correspond to BICI head crossings in the early stages of their development before
they were slowed down and broadened closer to the Earth due to the interaction
with the stronger dipole field.
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6.1 Summary of main results
Since their unambiguous identification by the THEMIS mission with its five

radially separated probes, DFs have been widely studied. Throughout my thesis,
I have aimed to obtain a better understanding of the energy conversion processes
associated with DF signatures based on in-situ observations of particles and fields
from the MMS spacecraft. This observational study has been carried out in two
classical steps : (1) A case study (including 6 DFs) and (2) a statistical analysis
in order to extend the case study results.

In Chapter 4, I have investigated six DF events observed by MMS in the Earth’s
magnetotail on July 23, 2017. I have shown that the current density estimates
obtained independently from the magnetic field and the particle measurements
were in good agreement. By analysing the different terms of the Ohm’s law, ions
have been found decoupled from the magnetic field in the direction normal to
the front (N), mostly due to the Hall electric field although electron pressure
gradient obtained (by a single satellite method) could also contribute. This electron
pressure gradient could be also responsible for the electron decoupling at DF. In
the azimuthal direction (M), it has not been possible to estimate the electron
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pressure gradient using the single spacecraft method and suggest its possible role
in the particle decoupling from the magnetic field although this is very likely (as
E

′
M is larger than the E field error bar). The energy conversion processes have

been analysed based on the calculation of the J · E term. I have found that in the
frame of the satellite, the energy is dissipated (dissipation or load region) ahead
of the DF but transferred from the plasma to the field behind the front (dynamo
or generator region). This inversion is caused by the inversion of the diamagnetic
current dominated by the ion pressure gradient. This mechanism has been already
mentioned by Yao et al. (2013) but only in the case of DFs preceded by a dip of
the magnetic field. In the fluid frame, the energy is transferred from the plasma
to the fields as also found in a previous MMS single DF event (Yao et al., 2017).
This dynamo region could contribute to the slow down of the fast flow. Then,
by calculating the standard deviation of the current density and the electric field
measurements from the four satellites, I have found that this energy conversion is
not homogeneous at the electron scale due to the electric variations produced by
the electron pressure gradient. The LHD waves have been suggested as a possible
source of these electric field variations although due to the time averaging of all
data (0.3 s) the high-frequency part of the spectra was filtered out. These waves
are expected to be generated by the large density gradient at DF (e. g., Sergeev
et al., 2009; Divin et al., 2015a; Le Contel et al., 2017; Yang et al., 2017a; Liu
et al., 2018) generating ripples on the front at the electron scales and thus leading
to the non-homogeneity of the energy conversion process (Pan et al., 2018).

In order to extend these case study results, I have carried out a statistical
analysis over the full 2017 magnetotail season (chapter 5). From the analysis of
132 DF events and based on their magnetic profile visualised using a SEA, I have
proposed to define two separate categories. Class I with 98 events (74.4%) shows a
gradual decrease in the magnetic field after the DF and corresponds to the classical
signature of DF previously reported by various studies. Class II with 34 events
(25.6%) is a new category and is characterised by a bump in the magnetic field
related to a minimum of ion and electron pressures and faster velocity than class
I events. It turns out that all 6 DF events analysed in chapter 4 and in (Alqeeq
et al., 2022) belong to class II. While class I events are randomly distributed in
the XY GSE plane, class II events are located preferentially in the pre-midnight
sector and could be related to substorm onsets.

Case study results about current density comparison, ions and electron decou-
pling from the Ohm’s law analysis are confirmed for both categories. Furthermore,
in the spacecraft frame and for both categories, I found that the energy is dissipated
(J · E > 0) ahead or at the DF due to the increase of the diamagnetic cross-tail
current dominated by the enhancement of the ion pressure gradient (∼ 72% of the
total current). On the other hand, class II events are associated with a reversal
of the energy conversion process caused by a reversal of the diamagnetic current
also mostly dominated by the ion pressure gradient although electron pressure
gradient follows the same trend. Therefore, for class II events the energy is first
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dissipated from the electromagnetic fields into the plasma but then transferred
from the plasma to the electromagnetic fields behind the DF. Thus whatever the
sign of j · E , for both categories, ion pressure gradient drives the energy conver-
sion process. In the fluid frame, both categories show an energy transfer from the
plasma to the electromagnetic fields (dynamo or generator region) which could
contribute to the deceleration of the fast flow by radiating waves. As for the 6 DFs,
this energy conversion process caused by the electron pressure gradient has been
shown to be not homogeneous at the electron scale. Both classes appear as 2D
structures with significant electron pressure gradients along M and N directions.
Class II events could be a bit more localised than class I as their electron pressure
gradients (or E

′
M and E

′
N ) seem to be a bit stronger. A summary of respective

class I and class II signatures is given in Table 6.1.
The possible link between this process and the LHD waves propagating along

M with a wavelength ∼ ρe and including the electron pressure gradient still needs
to be demonstrated theoretically although a recent statistical study by Hosner
et al. (2022) showed the ubiquitous presence of LHD waves at DF and kinetic
simulations have shown their importance in the energy conversion process (Divin
et al., 2015b; Nakamura et al., 2019b).

Finally, I have suggested that class II event could correspond to the crossing
of head structures produced by the kinetic ballooning-interchange instability and
recently identified in THEMIS data closer to the Earth by Panov et al. (2022).

Table 6.1 – Summary of class I and class II signatures

Physical quantity Class I Class II

Bz or BL
fast increase then slow
decrease

fast increase then fast decrease
"bump"

Pi,e & Ni,e monotonous decrease minimum or "hole"
J · E (s/c frame) >0 dissipation >0 dissipation then <0 dynamo
J · E′ (fluid frame) <0 dynamo <0 dynamo

Geometry 2D E
′
N ∼ E

′
M ∼

|0.8| mV/m 2D E
′
N ∼ E

′
M ∼ |1.2| mV/m

Homogeneity at elec-
tron scales SD(E’) No (>1) No (>1)

Flux rope signatures sometimes relevant frequently observed
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6.2 Further works
An obvious follow-up of this study is an extension over all magnetotail seasons

of the MMS mission. However, the capacity of electron measurements onboard
MMS4 have been reduced due to a failure of a subsystem (optocoupler) since the
5th of June 2018 on MMS4 preventing from high time resolution measurements
for electrons moments.

In addition to in situ measurements, I would like to briefly present possible
follow-up studies, actually already started, of DFs generated by magnetic recon-
nection based on 3D kinetic simulations using the Smilei PIC code.

Thanks to a collaboration with the Smilei team of Maison de la simulation at
Paris-Saclay (initiated during a SMILEI training formation), Young Dae Yoon from
Pohang Accelerator Laboratory, Jérémy Dargent from Ruhr-Universität Bochum
and Emanuele Cazzola from LPP, a parameter setting for running a simulation of
the DFs in the Earth’s magnetotail has been discussed. Then, I started to run a
fully kinetic simulation of symmetric magnetic reconnection based on the Earth’s
magnetotail conditions in a two-dimensional (2-D) geometry using a parameter
setting adapted from the one used by Dargent et al. (2017).

A 3D version of this kinetic simulation, that could be run at Polytechnique
mesocenter, should allow me to compare the present MMS measurements with
numerical results. In particular, two questions could be addressed. Following Divin
et al. (2015b) and Nakamura et al. (2019b) studies, the role of LHD waves at
DF could be investigated and the effect of electron pressure gradient at electron
scale could be better understood. The possible link between class II events and
head structures produced by kinetic ballooning-interchange instability could be
investigated.
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Programming Environments

A.1 PYSPEDAS

The Space Physics Environment Data Analysis Software (SPEDAS) (https://
github.com/spedas/pyspedas) is a powerful library of codes written in Interactive
Data Language (IDL) and aims at visualising and analysing all kind of data from
different space missions (Angelopoulos et al., 2019). Its conversion into python
language is ongoing and already includes data loading, some data analysis and
data plotting tools for various scientific space missions.

A.2 AIDApy

AIDApy (https://www.aida-space.eu/AIDApy_AIDAdb) is a new open-source
software written in Python and capable of collecting, combining and correlating
data from different space missions funded by the European Commission (Lapenta,
2022). AIDApy wants to replace mission-specific tools written for costly languages
(such as IDL or Matlab) that exclude many scientists, students and amateur space
enthusiasts from exploring the data, with a much-needed single platform where
methods are shared and continuously improved by the whole community.

AIDA project focuses on analysing large data sets from different space missions
[e.g., THEMIS, Cluster, MMS, ...], from high-performance computing simulations
and from statistical investigations using statistical and machine learning techniques
(Lapenta, 2022). The most important advantage of the AIDA project is its use of
Machine learning (ML), Deep learning (DL) and Artificial Intelligence (AI) via
Python language. Thus, it allows to access and manages more space data using lots
of Python tools made available for the space weather community, Lapenta (2022).
The main difference between the AIDA project and any space data analysing
project is that AIDA is intertwined with many different research tools [e.g., Data
Engine, HelioPy, Xarray, Sunpy, Astropy, ML Engine, Visualization Engine, ...].

https://github.com/spedas/pyspedas
https://github.com/spedas/pyspedas
https://www.aida-space.eu/AIDApy_AIDAdb
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Thus, AIDA operates as an assignment environment in which all the different
research projects are integrated, which can facilitate a lot of investigations for
scientists in this field. As an example, the statistical investigation described in
Chapter 5 has required a treatment of a huge amount of data. Search of DF events
that would need to develop some complex tools or to do it by eyes have been
performed using the Event Search subpackage included in AIDApy saving a lot of
time and effort.

A.3 SpacePy
Tools for Space Science Applications (SpacePy), a python based library of

tools for the space sciences, (https://spacepy.github.io/) is also a new package
written in Python to investigate the space plasma observations, to produce basic
data analysis and visualizations. The project aims to encourage accurate and open
research standards by providing open-source software development. SpacePy has
supplied a considerable benefit thanks to its package pycdf, a Python interface for
reading the Common Data Format (CDF) files ; many NASA missions have data
files in such a format. Furthermore, SpacePy has provided a useful and simple
technique analysis in Python to perform superposed epoch analysis which has
been used in Chapter 5 to carry out my statistical study.

A.4 Github
All my data analysis can be found online on Github (https://github.com/

Sobohalqeeq) and is organized as follows : the Reference List (RL) that includes
basic observations of DF using MMS data, a comparison between different current
density computations, calculation, analysis of generalized Ohm’s law, analysis
of the energy conversion processes, DF normal computations using the timing
analysis (TA) method and the Minimum Variance Analysis (MVA), routine to plot
professional figures. Also, it can be found an example code with its description for
conducting statistical studies using spacecraft data [e.g., MMS] by incorporating
some of the previously mentioned scientific tools.

https://spacepy.github.io/
https://github.com/Sobohalqeeq
https://github.com/Sobohalqeeq
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Figure B.1 – Same as Fig. 4.1 for DF2a,b signatures.
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Figure B.2 – Same as Fig. 4.1 for DF3a,b signatures.
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Figure B.3 – Same as Fig. 4.1 for DF4 signature.
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Figure B.4 – Same as Fig. 4.2 for DF2a,b signatures.
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Figure B.5 – Same as Fig. 4.2 for DF3a,b signatures.
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Figure B.6 – Same as Fig. 4.2 for DF4 signature.
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Figure B.7 – Same as Fig. 4.3 for DF2a,b.
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Figure B.8 – Same as Fig. 4.3 for DF3a,b.
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Figure B.9 – Same as Fig. 4.3 for DF4.
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Figure B.10 – Same as Fig. 4.4 for DF2a,b.
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Figure B.11 – Same as Fig. 4.4 for DF3a,b.
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Figure B.12 – Same as Fig. 4.4 for DF4.
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Figure B.13 – Same as Fig. 4.5 for DF2a,b.
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Figure B.14 – Same as Fig. 4.5 for DF3a,b.
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Figure B.15 – Same as Fig. 4.5 for DF4.
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Figure B.16 – Same as Fig. 4.6 for DF2a,b.
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Figure B.17 – Same as Fig. 4.6 for DF3a,b.
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Figure B.18 – Same as Fig. 4.6 for DF4.
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Figure B.19 – Same as Fig. 4.6 for DF2a,b.
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Figure B.20 – Same as Fig. 4.6 for DF3a,b.
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Figure B.21 – Same as Fig. 4.6 for DF4.
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Figure B.22 – Same as Fig. 4.8 for DF2a,b.
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Figure B.23 – Same as Fig. 4.8 for DF3a,b.
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Figure B.24 – Same as Fig. 4.8 for DF4.
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Figure B.25 – Same as Fig. 4.9 for DF2a,b signatures.
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Figure B.26 – Same as Fig. 4.9 for DF3a,b signatures.
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Figure B.27 – Same as Fig. 4.9 for DF4 signature.
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Figure B.28 – Same as Fig. 4.10 for DF2a,b.
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Figure B.29 – Same as Fig. 4.10 for DF3a,b.
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Figure B.30 – Same as Fig. 4.10 for DF4.
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Table C.1 – MMS located RE [GSE]

# day UT RE (X,Y,Z) # day UT RE (X,Y,Z)
1 05-19 03 :06 :42 -10.55,-3.6,0.06 51 07-26 11 :31 :44 -23.54 , 6.85 , 5.42
2 05-19 09 :46 :58 -15.19,-9.03,1.54 52 07-28 20 :00 :06 -20.52 , 9.66 , 4.2
3 05-19 10 :00 :53 -15.3,-9.18,1.58 53 07-28 20 :10 :46 -20.59 , 9.65 , 4.22
4 05-22 08 :29 :35 -17.04 , -10.49 , 2.25 54 07-29 08 :16 :50 -23.29 , 7.55 , 5.56
5 05-28 00 :35 :14 -18.49 , -9.84 , 2.62 55 07-29 09 :22 :55 -23.32 , 7.28 , 5.63
6 05-28 00 :39 :00 -18.51 , -9.87 , 2.63 56 07-31 20 :57 :39 -21.95 , 9.91 , 5.0
7 05-28 04 :35 :40 -19.41 , -11.64 , 3.28 57 07-31 22 :33 :00 -22.3 , 9.64 , 5.17
8 05-28 04 :39 :08 -19.42 , -11.67 , 3.29 58 07-17 06 :03 :30 -16.81 , 6.89 , 2.4
9 05-28 05 :03 :00 -19.49 , -11.83 , 3.35 59 07-17 07 :52 :30 -18.13 , 6.78 , 2.78
10 05-28 05 :43 :18 -19.58 , -12.09 , 3.45 60 07-17 14 :51 :20 -21.86 , 5.9 , 4.01
11 05-28 05 :54 :14 -19.6 , -12.16 , 3.48 61 07-17 15 :40 :30 -22.18 , 5.77 , 4.14
12 05-28 06 :02 :32 -19.62 , -12.22 , 3.5 62 07-18 03 :43 :30 -24.3 , 3.23 , 5.45
13 05-28 06 :05 :13 -19.62 , -12.23 , 3.51 63 07-18 13 :03 :03 -22.88 , 0.82 , 5.78
14 05-28 06 :29 :40 -19.67 , -12.39 , 3.57 64 07-20 00 :54 :03 -16.23 , 7.61 , 2.36
15 05-28 06 :34 :02 -19.68 , -12.42 , 3.58 65 07-20 19 :15 :39 -23.94 , 5.15 , 5.19
16 05-28 06 :44 :07 -19.69 , -12.48 , 3.6 66 07-23 17 :18 :24 –23.9 , 5.57 , 5.46
17 05-28 07 :04 :30 -19.72 , -12.6 , 3.65 67 07-23 20 :44 :54 -23.86 , 4.72 , 5.68
18 05-28 14 :23 :19 -19.64 , -14.75 , 4.53 68 07-24 12 :48 :13 -18.53 , -0.05 , 5.37
19 05-28 14 :26 :48 -19.64 , -14.77 , 4.54 69 07-24 12 :54 :30 -18.47 , -0.08 , 5.35
20 05-28 15 :01 :00 -19.57 , -14.89 , 4.59 70 07-24 13 :02 :30 -18.38 , -0.12 , 5.34
21 05-28 15 :04 :00 -19.57 , -14.9 , 4.6 71 07-24 13 :07 :35 -18.32 , -0.15 , 5.33
22 05-28 15 :30 :18 -19.51 , -14.99 , 4.64 72 07-24 13 :07 :30 -18.32 , -0.15 , 5.33
23 05-28 07 :14 :30 -19.74 , -12.67 , 3.68 73 07-24 13 :09 :30 -18.3 , -0.16 , 5.33
24 05-28 14 :59 :00 -19.57 , -14.89 , 4.59 74 07-26 05 :11 :30 -22.45 , 8.09 , 4.77
25 05-28 16 :13 :40 -19.41 , -15.14 , 4.71 75 07-26 13 :40 :54 -23.65 , 6.34 , 5.57
26 06-11 17 :38 :35 -22.17 , -10.68 , 4.98 76 07-26 17 :40 :38 -23.48 , 5.31 , 5.78
27 06-19 03 :56 :26 -16.81 , -0.34 , 1.64 77 07-29 04 :36 :33 -22.93 , 8.36 , 5.26
28 08-21 13 :20 :50 -16.55 , 7.68 , 5.45 78 07-29 07 :46 :30 -23.26 , 7.67 , 5.53
29 06-24 23 :18 :06 -20.15 , -0.43 , 2.72 79 07-29 08 :35 :30 -23.3 , 7.48 , 5.58
30 06-05 14 :03 :11 -20.76 , -8.81 , 3.35 80 07-29 09 :23 :08 -23.32 , 7.28 , 5.63
31 06-11 01 :58 :23 -20.73 , -6.03 , 3.02 81 07-29 09 :48 :33 -23.33 , 7.17 , 5.66
32 06-11 17 :36 :34 -22.18 , -10.67 , 4.98 82 07-31 20 :57 :48 -21.95 , 9.91 , 4.99
33 06-14 06 :48 :18 -22.85 , -8.23 , 4.44 83 07-31 22 :33 :18 -22.3 , 9.64 , 5.17
34 06-15 02 :16 :10 -18.3 , -11.23 , 5.43 84 07-31 23 :46 :48 -22.52 , 9.41 , 5.29
35 06-16 23 :49 :21 -22.98 , -6.53 , 4.21 85 07-17 06 :03 :00 -16.81 , 6.89 , 2.4
36 06-17 00 :14 :00 -23.03 , -6.65 , 4.26 86 07-18 13 :03 :34 -22.87 , 0.82 , 5.78
37 06-17 04 :14 :17 -23.24 , -7.74 , 4.71 87 07-26 13 :30 :00 -23.64 , 6.39 , 5.56
38 06-19 03 :50 :31 -16.73 , -0.3 , 1.61 88 07-31 21 :40 :27 -22.11 , 9.79 , 5.07
39 06-19 04 :05 :24 -16.92 , -0.39 , 1.67 89 08-01 00 :48 :12 -22.67 , 9.2 , 5.38
40 06-19 05 :31 :14 -17.99 , -0.93 , 1.97 90 08-06 01 :20 :36 -16.93 , 12.27 , 3.6
41 06-19 05 :38 :17 -18.07 , -0.98 , 2.0 91 08-06 05 :34 :20 -19.01 , 12.31 , 4.3
42 06-24 23 :57 :17 -20.5 , -0.63 , 2.84 92 08-06 18 :56 :30 -22.15 , 10.37 , 5.73
43 06-25 06 :11 :39 -22.95 , -2.49 , 3.87 93 08-07 15 :56 :10 -16.17 , 2.6 , 5.01
44 07-08 21 :13 :03 -18.28 , 4.38 , 2.47 94 08-09 16 :55 :39 -21.7 , 10.6 , 5.9
45 07-11 23 :25 :23 -21.91 , 4.07 , 3.78 95 08-21 12 :58 :39 -16.72 , 7.89 , 5.49
46 07-12 11 :53 :20 -24.53 , 1.34 , 5.28 96 08-21 13 :06 :35 -16.66 , 7.82 , 5.48
47 07-18 20 :00 :42 -19.87 , -1.07 , 5.53 97 08-23 15 :37 :22 -18.63 , 15.52 , 5.98
48 07-24 12 :48 :03 -18.53 , -0.05 , 5.37 98 08-21 18 :10 :30 -13.7 , 4.58 , 4.62
49 07-24 12 :54 :43 -18.46 , -0.08 , 5.35
50 07-24 13 :07 :04 -18.32 , -0.15 , 5.33
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Table C.2 – MMS located RE [GSE]

# day UT RE (X,Y,Z) # day UT RE (X,Y,Z)
1 05-28 07 :09 :49 -19.73 , -12.63 , 3.66 18 07-26 04 :51 :30 -22.35 , 8.15 , 4.73
2 06-11 02 :10 :52 -20.81 , -6.11 , 3.06 19 07-26 04 :51 :30 -22.35 , 8.15 , 4.73
3 06-19 03 :53 :00 -16.76 , -0.31 , 1.62 20 07-26 04 :51 :30 -22.35 , 8.15 , 4.73
4 06-19 04 :01 :41 -16.88 , -0.37 , 1.65 21 07-26 11 :42 :30 -23.56 , 6.81 , 5.43
5 06-19 04 :00 :18 -16.86 , -0.36 , 1.65 22 07-29 10 :24 :00 -23.32 , 7.02 , 5.69
6 07-23 16 :46 :30 -23.88 , 5.69 , 5.42 23 07-29 10 :24 :00 -23.32 , 7.02 , 5.69
7 07-23 16 :54 :30 -23.88 , 5.66 , 5.43 24 07-31 23 :46 :48 -22.52 , 9.41 , 5.29
8 07-23 16 :54 :30 -23.88 , 5.66 , 5.43 25 07-31 23 :46 :48 -22.52 , 9.41 , 5.29
9 07-23 17 :00 :10 -23.89 , 5.64 , 5.44 26 07-31 23 :51 :20 -22.53 , 9.39 , 5.3
10 07-23 17 :00 :10 -23.89 , 5.64 , 5.44 27 07-31 23 :51 :20 -22.53 , 9.39 , 5.3
11 07-23 17 :08 :30 -23.9 , 5.61 , 5.45 28 07-06 09 :00 :00 -22.27 , 2.13 , 3.7
12 07-15 10 :20 :30 -24.34 , 1.67 , 5.54 29 07-06 17 :46 :07 -24.42 , 0.07 , 4.86
13 07-15 10 :38 :00 -24.31 , 1.6 , 5.55 30 07-26 07 :52 :28 -23.06 , 7.61 , 5.08
14 07-18 03 :43 :30 -24.3 , 3.23 , 5.45 31 07-26 07 :52 :28 -23.06 , 7.61 , 5.08
15 07-18 13 :10 :00 -22.84 , 0.79 , 5.78 32 07-26 11 :42 :24 -23.56 , 6.81 , 5.43
16 07-18 19 :01 :15 -20.42 , -0.8 , 5.6 33 07-06 03 :07 :41 -19.25 , 3.39 , 2.65
17 07-20 18 :23 :10 -23.82 , 5.35 , 5.1 34 07-25 22 :08 :45 -19.75 , 8.96 , 3.74



134 ANNEXE C. SUPPLEMENTARY MATERIALS OF CHAPTER 5

Table C.3 – The Minimum Variance Analysis Results For Class I (1)

# λM
λN

λL
λN

L M N
1 10.7 105.7 0.6, 0.2, -0.7 0.02, 0.9, 0.3 0.8, -0.2, 0.6
2 16.7 43.2 0.08, 0.6, -0.7 -0.9, -0.09, -0.2 -0.2, 0.7, 0.66
3 2.9 17.8 0.01, 0.05, 0.9 -0.5, -0.8, 0.05 0.8, -0.5, 0.01
4 6.2 38.2 0.5, -0.2, 0.8 0.8, 0.2, -0.5 -0.06, 0.9, 0.3
5 11.3 52 0.5, 0.6, 0.7 -0.7, -0.1, 0.6 0.5, -0.8, 0.3
6 2.4 40.1 0.4, 0.3, -0.9 0.09, 0.9, 0.3 0.9, -0.2, 0.3
7 12.9 150.5 0.2, -0.5, 0.9 0.1, 0.9, 0.4 -0.9, 0.05, 0.2
8 3.9 69 0.2, 0.4, 0.9 -0.6, -0.7, 0.5 0.8, -0.6, 0.1
9 1.4 52.7 0.5, 0.2, 0.8 0.5, 0.7, -0.5 -0.6, 0.7, 0.2
10 13.7 94.9 0.5, 0.2, 0.9 0.4, 0.8, -0.4 -0.7, 0.6, 0.3
11 37.3 457 0.5, 0.3, 0.8 0.3, 0.8, -0.5 -0.8, 0.5, 0.3
12 6.2 37.4 0.3, -0.6, -0.8 0.8, -0.2, 0.5 -0.4, -0.8, 0.4
13 3.5 24.1 0.2, -0.05, 0.9 -0.5, 0.8, 0.1 -0.8, -0.5, 0.1
14 8.8 322.7 0.1, -0.6, 0.7 0.3, 0.7, 0.6 -0.9, 0.1, 0.3
15 33.9 159.9 0.2, -0.4, 0.9 0.6, 0.8, 0.2 -0.8, 0.5, 0.3
16 17.4 74.7 0.5, 0.01, -0.8 -0.2, 0.9, -0.1 0.8, 0.3, 0.5
17 5.9 32.4 0.3, 0.2, 0.9 0.1, 0.9, -0.3 -0.9, 0.2, 0.2
18 14.3 132.4 0.5, 0.03, -0.9 -0.8, 0.2, -0.5 0.2, 0.9, 0.1
19 26.8 68.8 0.2, -0.1, 0.9 0.9, 0.3, -0.2 -0.3, 0.9, 0.2
20 42.5 1143.3 0.4, 0.05, 0.9 0.05, 0.9, -0.08 -0.9, 0.08, 0.4
21 7.7 651.8 0.001,-0.6,-0.7 0.01,0.7,-0.6 0.9,-0.007,0.008
22 6.2 83.2 0.6, 0.3, 0.7 0.5, 0.42, -0.7 -0.6, 0.8, 0.05
23 7.5 151 0.02, 0.2, 0.9 -0.2, 0.9, -0.2 -0.9, -0.2, 0.07
24 10 65.3 0.4, 0.5, 0.8 -0.5, -0.5, 0.6 0.7, -0.6, 0.05
25 24.9 360.9 0.2, 0.6, 0.8 -0.2, 0.8, -0.5 -0.9, -0.008, 0.3
26 2.7 24.3 0.4, 0.5, 0.7 0.2, 0.7, -0.6 -0.9, 0.4, 0.2
27 3.2 64 0.3, -0.2, -0.9 0.2, 0.9, -0.1 0.9, -0.2, 0.3
28 254 560.5 0.05, -0.2, 0.9 0.08, 0.9, 0.2 -0.9, 0.07, 0.06
29 11.1 85.5 0.6, -0.2, -0.7 0.5, 0.8, 0.2 0.5, -0.5, 0.6
30 5.5 27.5 0.2, -0.08, 0.9 0.6, 0.7, -0.09 -0.7, 0.7, 0.2
31 35.5 6599.8 0.2, -0.3 -0.9 0.6, 0.8, -0.2 0.8, -0.5, 0.3
32 7.2 160.9 0.4, -0.4, 0.8 0.6, 0.8, 0.08 -0.7, 0.5, 0.5
33 8.1 57.5 0.6, 0.3, -0.7 0.2, 0.8, 0.5 0.8, -0.4, 0.4
34 8.2 84.6 0.2, -0.2, 0.9 0.3, 0.9, 0.1 -0.9, 0.3, 0.2
35 7.8 58.9 0.3, 0.6, -0.7 -0.8, 0.5, 0.1 0.5, 0.5, 0.6
36 56.7 613.9 0.02, -0.003,-0.9 -0.6, 0.8, -0.01 0.8, 0.6, 0.02
37 7.8 107 0.004, -0.7, -0.7 0.3, -0.67, 0.66 -0.9, -0.2, 0.2
38 4.6 22.5 0.6, -0.1, -0.8 0.1, 0.9, -0.02 0.8, -0.08, 0.6
39 1.5 93.5 0.4, -0.1, -0.9 -0.3, 0.9, -0.2 0.9, 0.3, 0.3
40 65.6 427.4 0.07, 0.19, -0.9 -0.4, 0.9, 0.15 0.9, 0.4, 0.14
41 9.1 136.5 0.05, 0.6, 0.8 -0.2, -0.8, 0.6 0.9, -0.2, 0.06
42 5.1 132.6 0.2, -0.19, 0.9 -0.2, 0.9, 0.22 -0.9, -0.2, 0.12
43 38.6 326.5 0.5, 0.008, 0.9 0.15, 0.9, -0.09 -0.9, 0.17, 0.5
44 27.1 129.8 0.3, -0.4, -0.9 0.2, 0.9, -0.3 0.9, -0.1, 0.3
45 4.8 30.8 0.1, -0.4, -0.9 0.68, 0.66, -0.2 0.7, -0.5, 0.4
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Table C.4 – The Minimum Variance Analysis Results For Class I (2)

# λM
λN

λL
λN

L M N
46 24.2 143.7 0.48, 0.27, 0.8 -0.29, 0.9, -0.1 -0.8, -0.17, 0.5
47 9.9 84.5 0.48, 0.41, 0.8 0.21, 0.79, -0.5 -0.84, 0.4, 0.3
48 2 7.1 0.38, 0.2, -0.9 0.4, 0.8, 0.4 0.8, -0.5, 0.2
49 10.6 41.3 0.16, 0.2, 0.9 -0.02, 0.9, -0.1 -0.9, 0.003, 0.17
50 7.5 92.3 0.2, -0.7, 0.67 0.5, 0.7, 0.5 -0.8, 0.2, 0.5
51 38.4 455.8 0.1, -0.5, 0.8 0.6, -0.6, -0.4 0.8, 0.6, 0.2
52 4 58.2 0.3, -0.2, -0.9 0.67, 0.7, 0.06 0.65, -0.63, 0.4
53 3.3 254.5 0.06, -0.07, -0.9 0.9, 0.4, 0.03 0.4, -0.9, 0.09
54 1.6 5.7 0.3, -0.65, 0.68 0.6, -0.4, -0.66 0.7, 0.6, 0.3
55 71.1 249.8 0.3, 0.3, -0.9 0.2, 0.9, 0.4 0.9, -0.3, 0.2
56 11.7 18.2 0.2 , 0.2, 0.9 -0.6, 0.8, -0.04 -0.8, -0.6, 0.2
57 6.5 52.9 0.1, -0.1, 0.9 0.9, -0.4, -0.2 0.4, 0.9, 0.1
58 15.3 22.7 0.2, -0.6, -0.7 -0.07, 0.74, -0.6 0.9, 0.2, 0.09
59 18.3 1023 0.3, 0.5, 0.8 0.09, 0.8, -0.5 -0.9, 0.2, 0.2
60 9.7 123.6 0.05, -0.2, 0.9 0.1, 0.9, 0.2 -0.9, 0.1, 0.07
61 42.3 999.1 0.3, 0.03, -0.9 0.2, 0.9, 0.08 0.9, -0.2, 0.3
62 15.2 161.1 0.5, 0.09, 0.9 -0.2, 0.9, 0.02 -0.9, -0.2, 0.5
63 8.6 1151.1 0.1, -0.002, 0.9 -0.3, 0.9, 0.04 -0.9, -0.3, 0.1
64 10.6 517.7 0.3, -0.034, 0.9 -0.7, 0.67, 0.2 -0.66, -0.73, 0.1
65 7.5 207.6 0.63, -0.4, 0.7 0.09, 0.9, 0.4 -0.8, -0.2, 0.6
66 6.9 62.6 0.2, -0.58, -0.8 0.57, 0.7, -0.4 0.8, -0.4, 0.5
67 8 190.4 0.06, 0.2, -0.9 -0.7, 0.6, 0.1 0.66, 0.70, 0.2
68 8.6 82.2 0.06, -0.09, 0.9 0.3, 0.9, 0.06 -0.9, 0.3, 0.08
69 5.9 38.3 0.2, 0.06, 0.9 0.3, 0.9, -0.1 -0.9, 0.3, 0.2
70 5.6 52.5 0.3, -0.4, 0.9 -0.2, 0.9, 0.5 -0.9, -0.3, 0.1
71 5.6 52.5 0.2, -0.4, 0.9 -0.3, 0.8, 0.5 -0.9, -0.4, 0.1
72 9.5 77.1 0.3, -0.6, 0.8 0.6, 0.7, 0.3 -0.7, 0.4, 0.6
73 14.3 163.4 0.3, 0.9, -0.3 -0.2, -0.3, -0.9 -0.94, 0.3, 0.06
74 1.6 10.2 0.004, 0.5, -0.9 -0.2, -0.9, -0.5 -0.9, 0.2, 0.1
75 52.2 410.9 0.5, 0.03, 0.9 -0.09, 0.9, 0.02 -0.9, -0.09, 0.5
76 4.9 19.7 0.1, -0.05, -0.9 0.8, 0.4, 0.09 0.5, -0.8, 0.1
77 104.4 384 0.43, -0.7, -0.6 0.7, -0.07, 0.6 -0.5, -0.7, 0.48
78 5 19.1 0.4, -0.2, 0.9 0.9, 0.04, -0.4 0.05, 0.9, 0.2
79 30.2 245.5 0.01, -0.430, 0.9 0.3, -0.85, -0.4 0.9, 0.27, 0.11
80 104.7 255.9 0.3, 0.05, -0.9 0.3, 0.9, 0.1 0.9, -0.3, 0.2
81 14.8 209.2 0.27, 0.3, -0.9 -0.7, 0.7, 0.03 0.7, 0.6, 0.4
82 3.2 16.2 0.4, -0.8, -0.3 0.26, -0.26, 0.9 -0.9, -0.5, 0.1
83 12.4 158 0.1, -0.3, 0.9 0.5, -0.8, -0.3 0.9, 0.5, 0.03
84 27.2 36 0.3, -0.9, 0.1 0.1, 0.2, 0.9 -0.9, -0.3, 0.2
85 2 56.7 0.04, -0.4, -0.9 0.2, 0.9, -0.4 0.9, -0.2, 0.1
86 6.1 76.2 0.1, -0.2, 0.9 0.008, 0.9, 0.2 -0.9, -0.01, 0.1
87 47.7 291 0.5, 0.2, -0.8 -0.03, 0.9, 0.2 0.8, -0.1, 0.5
88 2.7 25.9 0.4, -0.09, 0.9 -0.5, 0.8, 0.3 -0.8, -0.6, 0.2
89 43.8 212 0.05, 0.16, 0.9 -0.4, 0.9, -0.1 -0.9, -0.4, 0.1
90 8.4 218.5 0.08, 0.01, 0.9 -0.05, 0.9, -0.01 -0.9, -0.05, 0.08
91 12.9 122.4 0.2, 0.5, -0.8 -0.4, 0.8, 0.4 0.9, 0.2, 0.3
92 14.4 116.1 0.1, 0.1, 0.9 -0.2, 0.9, -0.1 -0.9, -0.2, 0.1
93 4.3 27.7 0.68, -0.3, 0.66 -0.1, 0.8, 0.57 -0.7, -0.5, 0.4
94 1.3 212.3 0.3, -0.5, 0.8 -0.3, 0.7, 0.6 -0.9, -0.5, 0.04
95 21.7 350.2 0.04, 0.009, 0.9 -0.3, 0.9, 0.005 -0.9, -0.3, 0.04
96 13.2 291.1 0.5, -0.06, 0.9 -0.2, 0.9, 0.2 -0.8, -0.3, 0.4
97 9.0 63.1 0.4, 0.2, -0.9 0.3, 0.9, 0.2 0.9, -0.4, 0.3
98 2 56.7 0.04, -0.4, -0.9 0.2, 0.8, -0.4 0.9, -0.2, 0.1
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Table C.5 – The Minimum Variance Analysis Results For Class II

# λM
λN

λL
λN

L M N
1 5.24 9.4 0.19,0.17,-0.96 -0.97,-0.04,-0.20 -0.07,0.98,0.15
2 2.7 24.3 0.4, 0.5,0.7 0.2, 0.7, -0.65 -0.8, 0.4, 0.2
3 4.7 856.8 0.21, 0.53, 0.81 -0.52, 0.77, -0.36 -0.82, -0.3, 0.4
4 8.8 11.9 0.48,-0.68,-0.54 -0.09,0.58,-0.80 0.87, 0.44, 0.22
5 33.6 18.7 0.14,-0.002,-0.98 -0.82,0.54,-0.12 0.54, 0.83,0.075
6 5.69 450.62 0.14,0.63,0.76 0.13,-0.78,0.62 0.98,0.01,-0.19
7 75.67 813.54 0.06,0.47,0.88 0.64,-0.70,0.33 0.77,0.54,-0.34
8 19.6 14218.5 0.08,0.72,0.69 0.60,-0.59,0.54 0.8,0.37,-0.48
9 42.25 103.88 0.01,0.59,0.81 0.61,-0.64,0.47 0.79,0.49,-0.36
10 29.62 186.86 0.6,-0.52,0.61 -0.20,-0.83,-0.52 0.78,0.19,-0.60
11 58.12 581.82 0.32,0.06,0.95 0.77,-0.61,-0.22 0.56,0.79,-0.24
12 10.1 11.9 0.05,0.86,-0.5 -0.1,-0.5,-0.8 -0.9,0.11, 0.07
13 10.1 11.9 0.05,0.86,-0.5 -0.1,-0.5,-0.8 -0.9,0.11, 0.07
14 3.3 30 0.4,-0.05,0.9 -0.16,0.97,0.12 -0.9,-0.2,0.38
15 1.8 18.1 0.01,0.34,-0.93 -0.85,0.5,0.17 0.5,0.8,0.3
16 1.8 9.9 0.01, 0.3, -0.9 -0.9, 0.5, 0.17 0.5, 0.8, 0.3
17 1.8 9.9 0.01, 0.3, -0.9 -0.9, 0.5, 0.17 0.5, 0.8, 0.3
18 8.2 21 0.15, 0.3, 0.9 -0.06, 0.9, -0.3 -0.9, -0.01, 0.2
19 8.2 21 0.15, 0.3, 0.9 -0.06, 0.9, -0.3 -0.9, -0.01, 0.2
20 8.2 21 0.15, 0.3, 0.9 -0.06, 0.9, -0.3 -0.9, -0.01, 0.2
21 6.3 136 0.2, -0.4, 0.9 0.4, 0.8, 0.3 -0.9, 0.3, 0.2
22 6.3 136 0.2, -0.4, 0.9 0.4, 0.8, 0.3 -0.9, 0.3, 0.2
23 6.3 136 0.2, -0.4, 0.9 0.4, 0.8, 0.3 -0.9, 0.3, 0.2
24 25.9 50 0.3, -0.42, 0.82 -0.17, 0.8, 0.5 -0.9, -0.32, 0.24
25 25.9 50 0.3, -0.42, 0.82 -0.17, 0.8, 0.5 -0.9, -0.32, 0.24
26 1.3 11.3 0.6, 0.2, -0.8 0.1, 0.9, 0.3 0.8, -0.2, 0.5
27 1.3 11.3 0.6, 0.2, -0.8 0.1, 0.9, 0.3 0.8, -0.2, 0.5
28 15.3 22.7 0.2, -0.6, -0.7 -0.08, 0.7, -0.6 0.9, 0.2, 0.09
29 20.5 62 0.4, 0.4, -0.8 0.3, 0.7, 0.6 0.8, -0.5, 0.1
30 62.4 596.8 0.2, 0.5, 0.8 -0.4, 0.8, -0.3 -0.9, -0.3, 0.4
31 62.4 596.8 0.2, 0.5, 0.8 -0.4, 0.8, -0.3 -0.9, -0.3, 0.4
32 254 560.5 0.05, -0.2, 0.9 0.08, 0.9, 0.17 -0.9, 0.07, 0.06
33 9.8 15.5 0.3, -0.4, 0.9 -0.4, 0.8, 0.4 -0.9, -0.5, 0.07
34 4.4 33.8 0.9, -0.4, -0.07 0.3, 0.8, -0.5 0.2, 0.4, 0.9
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Table C.6 – The Timing analysis Results For Class I (1)

# [nx, ny, nz] [V nx, V ny, V nz] V n

1 0.38 , -0.356 , -0.853 51.37 , -47.97 , -115.05 134.82
2 0.26 , -0.965 , 0.02 23.24 , -85.19 , 1.8 88.32
3 0.87 , -0.094 , 0.485 168.08 , -18.18 , 93.88 193.38
4 0.28 , -0.921 , -0.276 116.86 , -389.12 , -116.68 422.71
5 0.02 , -0.991 , 0.136 3.19 , -195.17 , 26.83 197.03
6 0.81 , -0.588 , 0.07 202.57 , -147.94 , 17.71 251.46
7 0.99 , 0.053 , -0.146 194.04 , 10.33 , -28.58 196.41
8 0.7 , -0.686 , 0.189 403.04 , -393.44 , 108.11 573.52
9 0.74 , -0.599 , -0.295 226.23 , -182.21 , -89.76 304.03
10 0.76 , -0.598 , -0.24 164.93 , -128.92 , -51.78 215.64
11 0.75 , -0.648 , -0.105 162.66 , -139.76 , -22.75 215.66
12 0.51 , 0.811 , -0.29 96.6 , 153.86 , -54.98 189.8
13 0.82 , 0.531 , -0.215 179.13 , 115.95 , -46.9 218.47
14 0.89 , -0.206 , -0.406 243.52 , -56.35 , -110.9 273.46
15 0.97 , 0.225 , 0.072 123.52 , 28.55 , 9.09 127.11
16 0.8 , 0.39 , 0.449 203.21 , 98.62 , 113.57 252.82
17 0.91 , -0.25 , -0.339 239.78 , -66.08 , -89.69 264.4
18 0.7 , 0.266 , -0.663 188.72 , 71.68 , -179.0 269.81
19 0.42 , 0.594 , -0.688 4.32 , 6.17 , -7.14 10.38
20 0.95 , -0.236 , -0.198 255.1 , -63.26 , -53.14 268.15
21 0.99 , -0.063 , 0.15 175.52 , -11.21 , 26.69 177.89
22 0.94 , -0.279 , -0.174 213.39 , -63.06 , -39.39 225.97
23 0.88 , 0.194 , 0.432 115.01 , 25.29 , 56.37 130.56
24 0.64 , -0.486 , 0.598 82.99 , -63.38 , 77.99 130.33
25 0.95 , -0.319 , -0.047 217.83 , -73.47 , -10.84 230.14
26 0.88 , 0.419 , -0.223 329.59 , 157.1 , -83.44 374.53
27 0.72 , -0.696 , 0.024 313.59 , -303.95 , 10.28 436.84
28 0.79 , 0.543 , -0.285 143.39 , 98.48 , -51.78 181.49
29 0.26 , -0.965 , 0.02 23.24 , -85.19 , 1.8 88.32
30 0.95 , -0.27 , 0.161 154.92 , -44.14 , 26.2 163.2
31 0.53 , -0.717 , 0.454 101.19 , -137.26 , 86.85 191.37
32 0.86 , -0.05 , -0.516 300.88 , -17.57 , -181.32 351.73
33 0.87 , -0.411 , -0.274 292.12 , -138.17 , -92.21 336.05
34 0.95 , -0.006 , -0.319 174.46 , -1.11 , -58.73 184.09
35 0.39 , 0.679 , 0.624 131.99 , 232.17 , 213.2 341.73
36 0.87 , -0.389 , 0.289 88.3 , -39.32 , 29.22 100.98
37 0.71 , 0.485 , -0.511 148.3 , 101.41 , -106.83 209.02
38 0.63 , -0.187 , 0.753 118.33 , -35.15 , 141.35 187.66
39 0.97 , -0.141 , 0.18 355.57 , -51.43 , 65.87 365.26
40 0.99 , 0.156 , 0.07 161.33 , 25.62 , 11.39 163.75
41 0.99 , -0.034 , 0.156 239.21 , -8.2 , 37.91 242.34
42 0.97 , 0.235 , 0.097 348.86 , 84.89 , 34.86 360.73
43 0.8 , -0.254 , -0.537 204.48 , -64.54 , -136.54 254.21
44 0.73 , -0.37 , 0.571 84.13 , -42.42 , 65.58 114.8
45 0.74 , -0.649 , -0.168 296.82 , -259.81 , -67.26 400.16
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Table C.7 – The Timing analysis Results For Class I (2)

# [nx, ny, nz] [V nx, V ny, V nz] V n

46 0.94 , -0.273 , 0.183 568.21 , -163.99 , 110.15 601.57
47 0.97 , -0.145 , -0.211 228.18 , -34.34 , -49.73 236.04
48 0.84 , -0.528 , -0.093 357.72 , -223.96 , -39.39 423.88
49 0.86 , 0.192 , -0.476 121.7 , 27.25 , -67.43 141.78
50 0.95 , -0.299 , -0.114 235.95 , -74.48 , -28.39 249.05
51 0.87 , 0.466 , 0.162 307.73 , 164.84 , 57.43 353.79
52 0.94 , -0.273 , -0.181 38.78 , -11.21 , -7.41 41.04
53 0.94 , -0.277 , -0.18 38.3 , -11.25 , -7.31 40.58
54 0.84 , -0.382 , 0.394 467.4 , -213.7 , 220.36 559.19
55 0.9 , -0.431 , -0.05 207.77 , -99.35 , -11.48 230.59
56 0.7 , 0.669 , -0.259 220.02 , 211.09 , -81.8 315.69
57 0.54 , 0.839 , -0.056 55.35 , 85.74 , -5.77 102.22
58 0.82 , -0.474 , 0.33 206.66 , -120.12 , 83.65 253.25
59 0.73 , -0.678 , 0.042 399.29 , -369.06 , 22.65 544.2
60 0.98 , -0.19 , -0.061 341.74 , -66.41 , -21.31 348.78
61 0.87 , -0.377 , 0.328 112.58 , -48.95 , 42.63 129.95
62 0.94 , -0.251 , -0.222 130.45 , -34.82 , -30.74 138.47
63 0.99 , 0.118 , 0.002 220.9 , 26.24 , 0.53 222.46
64 0.81 , 0.543 , -0.209 106.76 , 71.31 , -27.48 131.3
65 0.72 , 0.046 , -0.694 112.96 , 7.17 , -109.14 157.23
66 0.78 , 0.353 , 0.516 325.87 , 147.51 , 215.65 417.68
67 0.21 , 0.949 , -0.24 63.88 , 293.0 , -74.07 308.89
68 0.96 , -0.167 , -0.244 430.04 , -75.22 , -109.97 450.21
69 0.94 , -0.155 , -0.306 170.69 , -28.09 , -55.54 181.68
70 0.97 , 0.199 , -0.155 298.65 , 61.58 , -47.84 308.66
71 0.93 , -0.153 , -0.329 232.98 , -38.32 , -82.13 249.99
72 0.93 , -0.153 , -0.329 232.98 , -38.32 , -82.13 249.99
73 0.68 , -0.574 , 0.463 136.57 , -116.07 , 93.74 202.26
74 0.99 , 0.061 , -0.16 218.33 , 13.5 , -35.37 221.59
75 0.7 , 0.266 , -0.663 188.72 , 71.68 , -179.0 269.81
76 0.42, 0.594 , -0.688 4.32 , 6.17 , -7.14 10.38
77 0.3 , 0.804 , -0.511 59.35 , 157.6 , -100.15 195.94
78 0.85, -0.366 , 0.389 24.77 , -10.73 , 11.4 29.3
79 0.92 , -0.321 , -0.229 132.51 , -46.36 , -32.99 144.21
80 0.93 , -0.372 , 0.053 223.73 , -89.93 , 12.75 241.46
81 0.8 , 0.587 , 0.113 84.0 , 61.46 , 11.84 104.76
82 0.83 , 0.383 , -0.409 312.34 , 144.4 , -154.03 377.01
83 0.9 , 0.405 , 0.162 88.23 , 39.71 , 15.87 98.05
84 0.8 , 0.496 , -0.34 158.42 , 98.38 , -67.41 198.29
85 0.79 , -0.531 , 0.318 241.56 , -163.46 , 97.84 307.64
86 0.9 , 0.392 , -0.206 507.08 , 221.45 , -116.44 565.44
87 0.96, -0.291, 0.007 33.28, -10.13, 0.23 426.45
88 0.96,0.245,-0.142 357.51,91.52, -53.0 372.83
89 0.86 , 0.466 , -0.228 145.45 , 79.19 , -38.84 170.1
90 0.92 , -0.394 , 0.056 144.5 , -62.07 , 8.81 157.52
91 0.96 , 0.212 , 0.169 290.26 , 63.81 , 50.99 301.53
92 0.98 , 0.173 , -0.094 257.14 , 45.3 , -24.62 262.26
93 0.75 , -0.103 , -0.659 343.13 , -47.58 , -303.45 460.52
94 0.71 , 0.583 , 0.389 123.38 , 100.8 , 67.37 172.98
95 0.87 , 0.475 , 0.102 223.45 , 121.5 , 25.97 255.67
96 0.87 , 0.396 , -0.298 161.21 , 73.57 , -55.35 185.65
97 0.74 , -0.554 , 0.376 258.03 , -192.22 , 130.36 347.16
98 0.67 , 0.361 , -0.648 353.67 , 190.59 , -341.67 527.39
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Table C.8 – The Timing analysis Results For Class II

# [nx, ny, nz] [V nx, V ny, V nz] V n

1 0.73,0.669,0.144 123.0,112.86,24.36 168.71
2 0.97,-0.238,0.097 222.49,-54.7,22.25 230.19
3 0.14,-0.986,0.087 27.27,-192.72,16.91 195.37
4 0.95,0.22,-0.228 532.67,123.57,-128.22 561.65
5 0.86,0.302,0.416 537.49,189.28,260.74 626.67
6 0.95,0.30,-0.09 186,59,-18 196
7 0.95,0.27,-0.13 129,36,-17 135
8 0.86,0.17,-0.48 241,49,-135 281
9 0.60,0.72,-0.35 289,345, -169 481
10 0.34, 0.30,-0.89 124, 111, -327 367
11 0.54, 0.83,-0.14 251, 390, -63 468
12 0.83, -0.56 , -0.02 23.83 , -16.07 , -0.44 331.11
13 0.83,-0.56 , -0.02 23.83 , -16.07, -0.44 331.11
14 0.85 , -0.24 , 0.47 27.32 , -7.73 , 15.1 246.74
15 0.69 , -0.7 , -0.15 7.32 , -7.45 , -1.63 41.95
16 0.62 , -0.65 , -0.44 26.98 , -28.48,-19.33 164.03
17 0.47 , -0.87 , -0.17 14.56 , -26.94 , -5.36 36.72
18 0.951 , -0.167 , 0.261 5.42 , -0.95 , 1.49 451.28
19 0.951 , -0.167 , 0.261 5.42 , -0.95 , 1.49 451.28
20 0.951 , -0.167 , 0.261 5.42 , -0.95 , 1.49 451.28
21 0.94, 0.35 , 0.01 34.57 , 13.1 , 0.06 298.36
22 0.86, -0.27 , -0.44 22.66 , -7.18 , -11.64 273.7
23 0.86, -0.27 , -0.44 22.66 , -7.18 , -11.64 273.7
24 0.91, -0.39 , -0.11 6.98 , -3.02 , -0.84 195.27
25 0.91, -0.39 , -0.11 6.98 , -3.02 , -0.84 195.27
26 0.84, -0.53 , -0.13 21.52 , -13.74,-3.37 135.05
27 0.84, -0.53 , -0.13 21.52 , -13.74 , -3.37 135.05
28 0.86, 0.302 , 0.416 537.49 , 189.28 , 260.74 627
29 0.98, 0.002 , 0.197 142.15 , 0.26 , 28.63 145.01
30 0.72, 0.301 , 0.623 320.71 , 133.82 , 277.01 444
31 0.72, 0.301 , 0.623 320.71 , 133.82 , 277.01 444
32 0.935, 0.354 , 0.001 34.57 , 13.1 , 0.06 302.41
33 0.645, 0.062 , 0.762 14.84 , 1.43 , 17.52 199.46
34 0.85,0.308,-0.433 450.81 , 164.17 , -230.5 532.27
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Titre: Processus de conversion d’énergie liés aux fronts de dipolarisation dans
la queue géomagnétique Mots clés: Conversion d’énergie ; Fronts de Dipolarisation ; Ma-

gnétosphère terrestre ; Queue géomagnétique ; transport de plasma

Résumé: Des écoulements rapides de plasma
ont été détectés depuis longtemps dans le côté
nuit de la magnétosphère terrestre, la queue
géomagnétique. Différents processus de forma-
tion tels que la reconnexion magnétique ou l’in-
stabilité cinétique de ballonnement-interchange
sont toujours étudiés. Lors de leur propagation
vers la Terre, ces écoulements produisent une
brusque augmentation de la composante nord
du champ magnétique appelée front de dipola-
risation (DF). Ces structures cinétiques contri-
buent de manière significative à la dissipation
d’énergie dans la magnétosphère. Cette étude
a pour but de mieux comprendre les proces-
sus de conversion d’énergie décrits par le terme
J · E (J étant la densité de courant et E le
champ électrique) qui se produisent au voisi-
nage de ces fronts et à déterminer leur rôle
dans le cycle global de l’énergie dans la magné-
tosphère. En utilisant les mesures in situ de la
mission Magnétosphérique Multiscale, consti-
tuée de quatre satellites identiques évoluant
dans une configuration tétraédrique et sépa-
rés à l’échelle des électrons, j’ai d’abord étudié
les structures de densité de courant, les diffé-
rents termes de la loi d’Ohm, et les processus
de conversion d’énergie de 6 fronts. J’ai montré
que les ions étaient découplés du champ magné-
tique principalement par l’effet du champ élec-
trique de Hall mais que la contribution du gra-
dient de pression électronique était aussi signi-
ficative. Cela implique aussi que les électrons
sont aussi découplés par leur propre gradient de
pression au niveau du front. En ce qui concerne
les processus de conversion d’énergie dans le
référentiel du satellite, l’énergie est transférée
des champs électromagnétiques au plasma en

amont du front (région de dissipation ou de
charge) alors qu’elle est transférée du plasma
aux champs (région de dynamo ou de généra-
teur) en aval. Cette inversion de la conversion
d’énergie est causée par l’inversion du courant
diamagnétique dominé par le gradient de pres-
sion des ions au niveau du front. Dans le réfé-
rentiel fluide (électrons ou ions), l’énergie est
transférée aux champs en raison du champ élec-
trique associé au gradient de pression électro-
nique ce qui pourrait contribuer au ralentisse-
ment de l’écoulement. De plus, il est montré que
les processus de conversion d’énergie ne sont
pas homogènes à l’échelle électronique princi-
palement en raison des variations du champ
électrique. Ces résultats d’études de cas ont été
étendus grâce à une étude statistique réalisée
sur l’ensemble de la saison 2017 durant laquelle
MMS était localisée dans la queue géomagné-
tique. A partir de cette étude, il s’avère que
deux classes de DF peuvent être distinguées.
La classe I (74,4%) correspond aux propriétés
standards des DF et à une dissipation d’énergie.
La classe II (25,6%), qui est nouvelle, inclut les
6 DF précédemment discutés et correspond à
une bosse du champ magnétique associée à un
minimum des pressions ionique et électronique
et à une inversion du processus de conversion
d’énergie (dissipation puis dynamo). L’origine
possible de cette deuxième classe est discutée.
Pour les deux classes de DF, il est montré que
le processus de conversion d’énergie dans le ré-
ferentiel du satellite est gouverné par le courant
diamagnétique dominé par le gradient de pres-
sion des ions. Dans le référentiel fluide, il est
lié au gradient de pression des électrons.
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Abstract: Fast plasma flows have been detec-
ted in the nightside of the Earth’s magnetos-
phere, the magnetotail, for a long time. Dif-
ferent processes such as magnetic reconnec-
tion or kinetic ballooning-interchange instabi-
lity are still investigated. While propagating
Earthward, these flows generate a sharp in-
crease of the northward component of the ma-
gnetic field named dipolarisation front (DF).
These kinetic scale structures contribute signi-
ficantly to the energy dissipation in the magne-
tosphere. This study aims at better understan-
ding the energy conversion processes described
by J · E (J being the current density and E
the electric field) which occur in the vicinity
of these fronts and at determining their role in
the energy global cycle of the magnetosphere.
Using in situ measurements from the Magne-
tospheric Multiscale mission, which consists of
four identical satellites evolving in a tetrahe-
dral configuration and separated at electron
scales, I have first investigated the current den-
sity structures, the different terms of the Ohm’s
law, and the energy conversion processes for 6
DFs. I found that for all DFs, ions are mainly
decoupled from the magnetic field by the Hall
electric field but the electron pressure gradient
could also contribute. It implies that electrons
could be decoupled by the effect of their own
pressure gradient term in the Ohm’s law at DF.
Regarding the energy conversion processes in
the spacecraft frame, the energy is transferred

from the electromagnetic fields to the plasma
ahead of the DF (dissipation or loading region)
whereas it is transferred from the plasma to
the fields (dynamo or generator region) behind
the front. This energy conversion reversal is
caused by the reversal of the ion diamagnetic
current at DF. In the fluid frame, the energy
is always transferred to the fields, due to the
electric field generated by the electron pressure
gradient, which could contribute to the slow-
down of the flow. Furthermore, it is shown that
the energy conversion processes are not homo-
geneous at the electron scale mostly due to
the variations of the electric fields. These case
study results have been extended thanks to a
statistical study carried out over the full 2017
magnetotail season. From this study, it turns
out that two DF classes can be distinguished :
class I (74.4%) corresponds to the standard
DF properties and energy dissipation whereas
a new class II (25.6%), which includes the 6 DF
previously discussed, corresponds to a bump of
the magnetic field associated with a minimum
of the ion and electron pressures and a reversal
of the energy conversion process. The possible
origin of this second class is discussed. For both
DF classes, it is shown that the energy conver-
sion process in the spacecraft frame is driven
by the diamagnetic current dominated by the
ion pressure gradient. In the fluid frame, it is
driven by the electron pressure gradient.
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Résumé pour le domaine public: Des écou-
lements rapides de plasma sont détectés depuis
longtemps dans le côté nuit de la magnéto-
sphère terrestre, la queue géomagnétique. En
se propageant vers la Terre, ces écoulements
produisent une forte augmentation de la com-
posante nord du champ magnétique appelée
front de dipolarisation (DF) et contribuent de
manière significative à la dissipation d’énergie
dans la magnétosphère. En utilisant les mesures
in situ recueillies en 2017 par la mission Magné-
tosphérique Multiscale, constituée de quatre sa-

tellites identiques évoluant dans une configura-
tion tétraédrique et séparés à l’échelle des élec-
trons, deux classes de DF peuvent être distin-
guées. La classe I (74,4%) présente des proprié-
tés DF standards et à une dissipation d’éner-
gie alors qu’une nouvelle classe II (25,6%) cor-
respond à une bosse du champ magnétique et
une inversion du transfert d’énergie (dissipation
puis dynamo) Pour les deux classes, le trans-
fert d’énergie est gouverné par le gradient de
pression des ions au niveau du DF.
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Abstract for public domain: Fast plasma
flows have been detected in the nightside of the
Earth’s magnetosphere, the magnetotail, for a
long time. While propagating toward the Earth,
these flows generate a sharp increase of the nor-
thward component of the magnetic field named
dipolarisation front (DF) which contribute si-
gnificantly to the energy dissipation in the ma-
gnetosphere. Using in situ measurements gathe-
red in 2017 by the Magnetospheric Multiscale
mission, which consists of four identical satel-

lites evolving in a tetrahedral configuration and
separated at electron scales, two DF classes can
be distinguished. Class I (74.4%) presents stan-
dard DF properties and energy transfer from
the electromagnetic fields to the plasma whe-
reas a new class II (25.6%) corresponds to a
bump of the magnetic field and a reversal of
the energy transfer (dissipation then dynamo).
For both classes, this energy transfer is driven
by the ion pressure gradient at DF.
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