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Résumé 

Pour contrôler nos mouvements avec précision, le cerveau combine de multiples sources 

d'information sensorielle, telles que la proprioception et la vision. Les déficits proprioceptifs, 

fréquemment observés chez les patients victimes d'accident vasculaire cérébral (AVC), ont ainsi 

un impact majeur sur le contrôle et la récupération de la motricité volontaire. Une bonne 

compréhension des déficits proprioceptifs est donc essentielle à la rééducation post-AVC. 

Cependant, à ce jour, aucun consensus ne s'est dégagé sur l'évaluation des déficits proprioceptifs. 

Une réinterprétation de la littérature, à travers le prisme des récentes théories sur l'intégration 

sensorielle, suggère que ce qui est communément nommé « déficit proprioceptif » dans le domaine 

clinique pourrait confondre d'autres fonctions cognitives, telles que la capacité à réencoder les 

informations proprioceptives dans un autre espace sensoriel (nommée transformation sensorielle). 

Le premier objectif de cette thèse est de réconcilier les résultats, en apparence contradictoires, d'un 

grand nombre d'études cliniques à l’aide d’une approche théorique nous permettant de proposer 

une nouvelle stratification des patients victimes d'AVC. Celle-ci apparait cohérente avec la 

localisation des lésions cérébrales rapportée dans les études citées : les patients présentant des 

lésions dans le cortex pariétal postérieur, impliqué dans la capacité à lier les informations 

proprioceptives et visuelles, ont tendance à présenter un déficit fonctionnel du membre supérieur 

mis en évidence spécifiquement par les tests cliniques impliquant des transformations sensorielles. 

Le deuxième objectif de cette thèse est d'étudier comment les transformations sensorielles 

influencent l'intégration visuo-proprioceptive. En utilisant la réalité virtuelle, nous avons réalisé 

une série d’expériences comportementales, avec des sujets sains, afin de tester expérimentalement 

les prédictions de notre modèle théorique dans le but de développer de nouvelles techniques 

d'évaluation sensorielle. Nous observons que les transformations sensorielles influencent 

l'intégration visuo-proprioceptive en modulant la dépendance visuelle ou proprioceptive des sujets 

en fonction du contexte de la tâche expérimentale. Enfin, le troisième objectif de cette thèse est 

d'étudier les facteurs qui peuvent altérer les transformations sensorielles. Nous apportons de 

nouveaux arguments soutenant le rôle central de la gravité dans la perception spatiale. Dans leur 

ensemble, ces résultats établissent un nouveau cadre conceptuel, permettant de mieux comprendre 

les déficits sensoriels, et ouvrent la voie à l’émergence d’approches innovantes pour l'évaluation et 

la rééducation post-AVC. 

Mots-clés : coordination œil-main ; principe de vraisemblance maximum ; intégration multi-

sensorielle ; transformation sensorielle ; AVC ; proprioception ; compensation visuelle. 
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Abstract 
The control of hand movements arises from the integration of multiple sources (modalities) 

of sensory information, such as proprioception and vision. For this reason, proprioceptive deficits 

often observed in stroke patients have a significant impact on the integrity and recovery of motor 

functions. A better understanding of proprioceptive deficits is therefore critical for the 

rehabilitation of stroke patients. Despite its importance, to date, no consensus has emerged on the 

assessment of proprioceptive deficits. A reinterpretation of the literature on stroke proprioceptive 

deficits through the prism of recent sensory integration theories suggests that what is termed 

“proprioceptive deficits” in the clinical field would encompass other cognitive functions, such as 

the ability to re-encode proprioceptive (spatial) information in higher-order sensory spaces 

(referred to as sensory transformations). The first goal of this thesis is to reconcile the apparently 

contradictory results of a large number of clinical studies by use of optimal sensory integration 

modelling. This theoretical approach provides a novel rationale for an improved stratification of 

stroke patients according to their sensory deficits. This new stratification was found to be consistent 

with the location of brain lesions reported in stroke studies: patients with lesions in the posterior 

parietal cortex, which is known to be involved in linking proprioceptive and visual information, 

tend to show a functional upper limb deficit specifically in the proprioceptive assessment tasks 

requiring sensory transformations. The second goal of this thesis is to study how sensory 

transformations affect optimal visuo-proprioceptive integration. For this purpose, we used virtual 

reality behavioural experiments, with healthy participants, to experimentally test the predictions of 

our newly developed model, and prepare the ground for new sensory assessment techniques in 

upper limb rehabilitation after stroke. We found that sensory transformations affect visuo-

proprioceptive integration by modulating the subjects’ reliance on visual or proprioceptive cues 

depending on the task context. Finally, the third goal of this thesis is to study the factors which can 

influence sensory transformations negatively. We show that head-gravity misalignment interferes 

with sensory transformations, supporting the theorized central role of gravity in spatial perception. 

Altogether, these results provide a novel framework to better understand sensory deficits and may 

lead to innovative approaches to stroke assessment and rehabilitation. 

Keywords: eye-hand coordination; maximum likelihood principle; multisensory integration; 

cross-modal sensory transformation; stroke; proprioception assessment; visual compensation. 
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Vn//H/\: Visual Parallel - Haptic Mirror task, with visual noise 

V-P: Cross-modal Visuo-Proprioceptive task (Visual target – Proprioceptive response) 

VR: Virtual Reality 

V-V: Unimodal Visual Task (Visual target – Visual response) 

V-VP: Visuo-proprioceptive reaching (Visual target – Visuo-Proprioceptive response) 

W-AP: Within-Arm Proprioceptive tasks 

W-AVP: Within-Arm Visuo-Proprioceptive tasks (Visual compensation) 

WPT: Within-arm Position Test 
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1 Introduction 

When performing goal-oriented hand movements, such as reaching and grasping an object, 

the central nervous system (CNS) uses multiple sensory signals. In particular, vision and 

proprioception allow for comparison of the hand position and configuration with the 

location/orientation of the object to be grasped (the target). Sensory information about hand and 

target position are key to movement planning and execution. In the context of brain lesions, such 

as in stroke, proprioceptive deficits are extremely common (Connell et al., 2008; Kessner et al., 

2016) and contribute significantly to the patient’s motor and functional disability (Turville et al., 

2017; Zandvliet et al., 2020). Despite the clinical relevance, both assessment and rehabilitation of 

proprioceptive function of the upper limb lack consensus and provide contrasting results (Findlater 

and Dukelow, 2017). Furthermore, it remains unclear to which extent stroke patients with 

proprioceptive impairments are able to compensate for their deficits with visual feedback to guide 

hand movements (Darling et al., 2008a; Herter et al., 2019; Scalha et al., 2011; Semrau et al., 2018). 

It is therefore critical to understand how proprioception is processed in the CNS, how it interacts 

with visual processing, and how it leads to motor action. 

Recent findings suggest that, when reaching or grasping an object, visual and/or 

proprioceptive sensory signals can be encoded in multiple concurrent reference frames (McGuire 

and Sabes, 2009; Tagliabue and McIntyre, 2014, 2011, 2008). These reference frames can either 

directly reflect the nature of the sensory system from which the information originates (e.g. the 

retinal reference for vision, and the joint reference for proprioception) or they can reflect a more 

complex combination of sensory signals (i.e. body-centered encoding of the hand position requiring 

the processing of inverse kinematics of joint signals, or external encoding with respect to a 

gravitational reference requiring the integration of graviceptor signals, or with respect to external 

visual landmarks that are integrated into an allocentric representation of the movement). This 

process of encoding information in a reference frame different from the receptor that originally 

encoded it, will in the following be referred to as sensory transformation. 

A particular case of sensory transformation can be observed when, even in the absence of 

visual feedback of the hand, the CNS encodes the proprioceptive signals from the arm in a visual 
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reference (Arnoux et al., 2017; Jones and Henriques, 2010; McGuire and Sabes, 2009; Pouget et 

al., 2002; Sarlegna and Sainburg, 2007; Tagliabue and McIntyre, 2013). These experimental results 

with healthy subjects suggest that in purely proprioceptive tasks (when only proprioceptive 

feedback of the hand is available, but not visual), the sensory processing of joint signals involves 

sensory transformations. This is likely also the case in some proprioceptive assessment methods 

used to evaluate proprioceptive deficits post-stroke.  

The first goal of this thesis is to reinterpret and reconcile the apparently contradictory results 

of a large number of clinical studies on stroke proprioceptive deficits, and provide a novel rationale 

for an improved stratification of stroke patients according to their sensory deficits, by 

distinguishing purely proprioceptive deficits from deficits of sensory transformations. In continuity 

with the first goal, the second aim of this thesis is to study the role of sensory transformations in 

uni- and multi-sensory processing. This would provide additional evidence for distinguishing, and 

not confounding, proprioceptive processing from processing of sensory transformations. This 

would further clarify the potential role of sensory transformations in the ability to use vision to 

compensate for a proprioceptive deficit. Finally, the third goal of this thesis is to study the factors 

which can influence sensory transformations. In order to apprehend these three different aspects, 

we used an interdisciplinary approach, combining behavioral experiments and mathematical 

modeling. 

In this first chapter, I will present the general framework of this thesis, from the sensory 

systems involved in reaching and grasping, to the multisensory integration, and finally I will 

describe the standard clinical methods for the assessment of proprioceptive deficits and visual 

compensation mechanisms post-stroke. In the second chapter, I will detail our methodological 

approach, which is built on three complementary and interconnected blocks: targeted literature 

review, behavioral experiments, and mathematical modeling. The third chapter will present the 

results obtained and/or published in the course of this thesis, describing visual and proprioceptive 

processing in different contexts. The fourth chapter will constitute a general discussion of the 

results, which provide altogether a novel framework to better understand sensory upper limb 

deficits. Finally, in the fifth chapter, I will provide some perspectives on potential clinical 

applications of our results, and present a new experimental paradigm aiming to improve screening 

and quantification of sensory deficits in stroke patients. 
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1.1 Proprioceptive, visual and vestibular systems 

Sensorimotor control relies on the CNS ability to integrate concomitant sensory information 

arising from the external environment and from the body itself. Since Aristotle, and his description 

of sensation in De Anima (350 BC), it is commonly accepted that humans possess five different 

senses which are: sight, hearing, taste, smell, and touch. Modern neurosciences, however, count 

more senses. They are, perhaps, subtler senses which may be less obvious to conscious perception, 

but which are equally essential to interact with our environment. Among them are proprioception 

and the vestibular sense, which are often referred to as the sixth and seventh senses (not always 

with the same priority ranking). These two sensory systems, together with vision, contribute to 

spatial orientation, balance, and sensorimotor coordination. 

Proprioception, vision, and the vestibular sense (as well as the other senses) are 

characterized by a group of sensory cells (receptors) that transduce specific stimuli (light, 

mechanical pressure, stretching…) and transmit the resulting neural signal to multiple regions of 

the brain where it is processed and interpreted (see Figure 1-1). In the following introductory 

sections, I will describe briefly the physiology and anatomy of these three sensory systems. 

Figure 1-1 | Proprioceptive information 

arising from skin, joint, and muscle 

receptors travels through the dorsal 

column of the spinal cord to reach the 

thalamus which projects onto the primary 

somatosensory cortex (S1). Visual 

information travels from the retina, to the 

thalamus, to reach the primary visual 

cortex. Vestibular information also 

reaches the thalamus, passing first 

through the vestibular nuclei in the brain 

stem. Finally, these multiple sensory 

signals converge onto the posterior 

parietal cortex (PPC) where they interact. 
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1.1.1 Proprioceptive system 

The term “proprioception” has received different definitions and conceptualizations, and 

thus can be confusing. Sherrington (1907) coined proprioception from Latin prōprius (“one’s 

own”) and perception. He stated, “In muscular receptivity we see the body itself acting as a 

stimulus to its own receptors—the proprioceptors.” Traditionally, proprioception refers to 

conscious sensations of limb position and movement (Proske and Gandevia, 2012). Also referred 

to as “kinesthesia” (from Ancient Greek kinéō, “to move” and aísthēsis, “sensation”), a term which 

has been introduced by Bastian (1887), specialists in the medical field sometimes distinct 

proprioception and kinesthesia, as the joint position sense only (posture) and the sense of joint 

motion respectively (Han et al., 2016). However, joint position and movement senses are inherent 

to one another. As a consequence, “proprioception” and “kinesthesia” are often used as 

synonymous (Han et al., 2016; Stillman, 2002). 

In this thesis, I will use the term proprioception in the largest sense: including both 

conscious joint position and movement senses. As well, in the most literal interpretation of 

Sherrington (1907), I will refer to proprioceptors, not just as the receptors concerned with muscular 

sensitivity, but as all receptors providing the sense of joint position and movement: receptors 

located in muscles, in joint capsules, and in the skin (tactile receptors) (Collins, 2009; Proske and 

Gandevia, 2012). Therefore, the proprioceptive sense, as it is described here, may be interpreted as 

being similar to the haptic sense, which corresponds to the active exploration of object 

shape/orientation/direction that stimulates directly the proprioceptors. 

The variety of proprioceptors 

Skin receptors (Meissner corpuscles, Pacinian corpuscles, Ruffini endings) provide 

information about skin stretch and pressure, similarly to joint capsule receptors with Ruffini-like 

endings, comparable to the cutaneous Ruffini endings, and Paciniform corpuscles which respond 

to stretching and local compression respectively (Figure 1-2A). In the muscles, muscle spindles 

(Figure 1-2B) and Golgi tendon organs (Figure 1-2C) provide information about muscle stretch 

and exerted force, respectively (Proske and Gandevia, 2012; Rosker and Sarabon, 2010). 

Mechanoreceptors in joint capsules and skin are most numerous in the human hand, with over 
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17,000 units, whereas muscle spindles and Golgi tendon organs are less represented, with about 

4,000 and 2,500 units respectively for the whole arm (Johansson and Vallbo, 1979; Rosker and 

Sarabon, 2010).  

From the periphery to the cortex 

Somatosensory information from the skin, muscles and joint capsules is conveyed to the 

CNS by dorsal root ganglion neurons innervating the limbs. Through the dorsal column of the 

spinal cord to ventral posterior lateral and medial nuclei of the thalamus, it reaches the primary 

somatosensory cortex (S1) and is finally distributed within the posterior parietal cortex (PCC) 

where information from other sensory systems also converges (Delhaye et al., 2018) (see 

Figure 1-1). 

Figure 1-2 | Proprioceptors, that is the proprioceptive sensory organs, are widely 

spread on the body: in the skin and joint capsules (A), as well as in muscles, within 

muscle fibers (B) and tendons (C). The dotted arrow pointing from the joint capsule 

to the skin receptors (A) illustrates that the sensory organs are similar in both tissues. 

Figure adapted from Rosker and Sarabon (2010). 
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1.1.2 Visual system 

Visual perception originates in the retina, which contains light sensitive receptors: the 

photoreceptors (Figure 1-3). The visual information is conveyed to the occipital cortex through the 

optic tract, and the lateral geniculate nucleus of the thalamus (Usrey and Alitto, 2015). From the 

visual cortices, it is then passed to other cortical areas, among which the PPC, where convergence 

with proprioceptive information occurs (Huang and Sereno, 2018; Sereno and Huang, 2014) (see 

Figure 1-1). 

Visual information from each eye provides a two dimensional image in the primary visual 

cortex, and from the two (slightly different) two-dimensional images, in later visual areas, the CNS 

is able to create a three-dimensional representation of the environment, as well as of the body parts 

that are in the visual field (Finlayson et al., 2017). 

1.1.3 Vestibular system 

The vestibular system, located in the inner ear, is composed of five sensory receptors: three 

semi-circular canals and two otolith organs (Figure 1-4). The three semi-circular canals are 

Figure 1-3 | Light entering the eye forms an image onto the retina which provides a 

visual stimulus for the photoreceptors (cones, that respond to different wavelengths 

(red/blue/green), but require high light intensity in order to function, and rods that are 

more sensitive but do not differentiate colors). Figure adapted from Masland (2012). 
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sensitive to head rotations (three-dimensional angular accelerations) in three planes, one horizontal 

and two vertical, which are roughly perpendicular to one another. The two otolith organs, the utricle 

in the horizontal plane and saccule perpendicular to the horizontal plane, detect linear accelerations 

in the three-dimensional directions of space, as well as the head orientation with respect to gravity 

(Khan and Chang, 2013). Indeed, the equivalence principle, introduced by Einstein (1907), states 

a “complete physical equivalence of a gravitational field and a corresponding acceleration of the 

reference system.” Therefore, both linear accelerations of the head and static orientations of the 

head relative to the gravitational field result in the same sensory signals in the otoliths.  

Vestibular information is conveyed to the CNS through the vestibular nuclei, through the 

ventral posterior nucleus of the thalamus and finally reaches the PPC where it may be compared to  

proprioceptive and visual information (Khan and Chang, 2013) (Figure 1-1).  

Figure 1-4 | The inner ear (A) consists of the cochlea, the three semicircular canals 

and the two otolith organs (the utricle and the saccule). The semicircular ducts are 

filled with a liquid (the endolymph) which mechanically acts on the sensory receptors 

(hair cells contained in the ampullae) when the head rotates. The three-dimensional 

disposition of the semi-circular canals allows to sense the head angular accelerations 

in the three planes of space. The saccule and utricle (B) are composed of otoliths which 

bend the hair cells when the head is linearly accelerated or tilted in the gravity field. 

Their configuration allows to sense three-dimensional linear accelerations. Figure 

adapted from Hain (2011). 
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The vestibular pathway (as well as the proprioceptive and visual pathways) described here 

and in Figure 1-1 is intentionally simplified (the complete networks are highly distributed in the 

brain, see for review: Büttner-Ennever, 1999; Cullen, 2019; Hitier et al., 2014). I chose to focus on 

the PPC, since it is known to be involved in reaching due to convergence of vestibular, 

proprioceptive and visual information. 

1.2 Reference frames for sensory encoding 

Sensory information arises in parallel from these different sensory receptors, which encode 

the intensity and duration of the sensory stimuli, as well as their location and physical properties 

(stretch, compression, colors, …) depending on the receptor specificities. Receptor activation is the 

initial step in sensory processing. Stimuli location is decrypted through the receptive fields of 

sensory neurons: each sensory neuron conveys information coming from a specific location (e.g. a 

specific area of the skin for a Meissner corpuscule, or of the visual field for a photoreceptor of the 

retina) which will be represented in topographic maps onto the cortex (i.e. somatotopy in the 

somatosensory cortex and retinotopy in the occipital cortex). 

1.2.1 Retinotopic and somatotopic reference frames: early stage of sensory encoding 

For vision and proprioception, the cortical areas involved in the early stages of sensory 

processing are unimodal: concerned only with a single modality. 

Proprioceptive information is initially represented in a somatotopically organized reference 

frame in which sensory stimuli are referred to distinct locations on the skin, joints or muscles 

(McGuire and Sabes, 2009; Tamè et al., 2017, 2014). The somatotopic organization in the primary 

somatosensory cortex (S1) in humans has been determined with cortical electrical stimulation of 

patients undergoing neurosurgery: the stimulation of specific areas of S1 elicited sensation of touch 

or movement of specific body parts (Penfield and Boldrey, 1937). Today, cortical electrical 

stimulation of S1 is actively studied, both in non-human primates and humans, as a means to restore 

proprioceptive feedback for patients who suffer from a complete loss of somatosensation such as 

in spinal cord injury (Armenta Salas et al., 2018; London et al., 2008). This “native”, somatotopic, 
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reference frame for proprioception (in the largest sense, including tactile sensation) represents the 

first step of cortical encoding for the proprioceptive signals. In this thesis, I will refer to this native 

reference frame as “joint space” or “joint reference frame” where the sensory stimuli are expressed 

in joint coordinates (Figure 1-5A). 

Similarly, early visual processing represents stimuli in a retinotopic organization (McGuire 

and Sabes, 2009): topographic maps of the visual field were drawn from the study of war wounds 

during World War I, which in some cases affected specifically focal regions of the occipital cortex. 

These studies provided the foundation of modern knowledge of visual fields (Fishman, 1997). The 

link between the visual fields and the topographic organization of the occipital cortex was further 

studied with both electrical stimulations of the occipital cortex, which was found to elicit visual 

perceptions at specific locations of the visual field (Brindley and Lewin, 1968), and Magnetic 

Figure 1-5 | Proprioceptive events are conveyed to the primary somatosensory cortex (S1), forming 

a body map at the surface of the cortex: the somatotopy (A). For example, a movement of the right 

hand will activate the superior-lateral part of the left S1, whereas a movement of the right foot will 

activate the most medial part of the left S1. Similarly, visual stimuli coming from specific locations 

of the visual field elicit activation of the primary visual cortex (V1) in a topographic manner: the 

retinotopy (B). Left and right visual fields are mapped in the right and left V1 respectively. Figure (A) 

adapted from Azañón and Longo (2019), and (B) Paulun et al. (2018). 
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Resonance Imaging (MRI) which allowed the precise identification of the retinal projection onto 

the cerebral cortex (Fishman, 1997). This “native”, retinotopic, reference frame for visual 

information will be referred to as “retinal space” or “retinal reference frame” in the following, 

where the visual stimuli are expressed in retinal coordinates (Figure 1-5B). 

Even though these two native reference frames, “joint” and “retinal”, seem to be sufficient 

to perform some specific tasks (Arnoux et al., 2017; Azañón et al., 2010; Tagliabue and McIntyre, 

2013), for most actions, evidence suggests that several reference frames are used in parallel in 

which the sensory information is encoded in other coordinates than simply “joint” or “retinal” 

(Arnoux et al., 2017; Azañón et al., 2010; McGuire and Sabes, 2009; Pouget et al., 2002; Tagliabue 

and McIntyre, 2013; Tamè et al., 2017). 

1.2.2 Higher level sensory representations: “extra” reference frames in the posterior parietal 

cortex 

In further stages of sensory processing, the unimodal sensory information from 

proprioceptive, visual and vestibular systems converges on multimodal association areas of the 

cortex such as the posterior parietal cortex (PPC). From the retinal space and the joint space, 

sensory signals can be re-encoded in more complex and integrated reference frames which 

correspond to a combination of the original sensory signals with additional sensory information. 

Several reference frames, that can be used to represent visual and/or proprioceptive signals, have 

been described in the literature. Depending on the task to be performed, the sensory information 

can be encoded in hand-, body-, head-, eye-, world- or gravity-centered coordinates (Duhamel et 

al., 1997). In this thesis I will use the generic terms “extra-joint” and “extra-retinal” space to refer 

to the non-native reference frames for the encoding of proprioceptive and visual signals, 

respectively. Therefore, “extra-joint” encoding of the hand position could be: body-, head- or eye-

centered, or even allocentric (world- or gravity-centered). The “extra-retinal” encoding of an object 

to be to grasped (its position and orientation) could be: body-, head- or hand-centered, and also 

world- or gravity-centered. 

Re-encoding sensory information from the native reference frame to “extra” reference 

frames is termed sensory transformation. This process is necessary to perform numerous tasks. For 
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instance, to plan the movement trajectory to reach a visual target, sensory transformations are 

necessary to account for eye, head and body movements that may occur between target acquisition 

and reaching movement and thus provide a stable representation of hand and the target position 

(Duhamel et al., 1997; Pouget et al., 2002; Tagliabue and McIntyre, 2011). For example, to 

represent a visual object with respect to the hand, the visual signals on the retina would have to 

follow a sequence of sensory transformations: from eye- to head centered coordinates taking into 

account the eye position, from head- to body-centered coordinates integrating head position signals, 

and finally from body- to hand-centered coordinates using hand position signals (Pouget et al., 

2002) (see Figure 1-6). 

It has been shown that, when reaching to a memorized visual target with the unseen hand, 

proprioceptive information about the hand can be encoded in retinal (eye-centered) space. 

Experiments (Engel et al., 2002; Jones and Henriques, 2010), involving a gaze shift after the 

visually memorized target had disappeared from sight, showed that the pointing errors were 

affected by the gaze deviation. Moreover, Jones and Henriques (2010) have shown that, even in 

the case of a proprioceptive target (e.g. the tip of the left thumb), in the complete absence of vision 

of the target (as of the reaching hand), reaching to the memorized proprioceptive target was also 

Figure 1-6 | In order to encode a visual stimulus, from its retinal coordinates to head-, body- or joint-

centered coordinates, the central nervous system has to perform sensory transformations which can be 

decomposed into a series of intermediate transformations. Each step involves other sensory modalities 

(proprioceptive and vestibular). From this view, we can infer the symmetrical representation for the 

transformation of proprioceptive signals, natively encoded in joint-centered coordinates. Figure 

adapted from Pouget et al. (2002). 
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affected by the gaze deviation. Their results suggest that the position of the hand can be partially 

encoded in retinal space, and are consistent with the overlapping neuronal receptive field for the 

proprioceptive and visual signals in the PPC (Huang and Sereno, 2018; Sereno and Huang, 2014). 

Similarly, visual information can be encoded not only in retinal space, but also in non-

retinotopic reference frames (i.e., “extra-retinal” space), such as in body-, head-, or world-centered 

coordinates (Chafee et al., 2007; Duhamel et al., 1997, 1992; Olson, 2003; Snyder et al., 1998; 

Tagliabue and McIntyre, 2011). Electrophysiological studies with neural population recordings 

show that different areas of the PPC encode visual stimuli in a body-, head-, or world-centered 

reference frame depending on whether the visual stimulus is close to some parts of the body (body-

centered) or in a fixed spatial location while the eyes move (head-centered) or the head moves 

(world-centered) (Bottini and Doeller, 2020; Buneo and Andersen, 2012; Chen et al., 2018; 

Duhamel et al., 1997; Snyder et al., 1998). 

Regardless of the sensory cues available (vision and/or proprioception), the PPC seems to 

have multiple, concurrent, representations of the movement to perform, expressed in different 

coordinate systems (Buneo and Andersen, 2012). These concurrent encodings seem to exist in 

parallel, and can be used and combined in a flexible manner depending on the task context 

(Burgess, 2008; Chen et al., 2018; Tamè et al., 2017).  

1.2.3 The contribution of gravity for sensory encoding 

Another solution to encode sensory signals in a stable representation regardless of 

head/body movements is to use a gravito-centered reference frame. In different regions of the PPC, 

Rosenberg and Angelaki (2014) showed that some neurons encode the orientation of an object 

(visually perceived) to be reached in gravito-centered coordinates. Psychophysics experiments 

seem to support this result. In their study, Niehof et al. (2017) asked subjects to memorize visual 

line orientation during head movements (lateral tilts with respect to the vertical) in the absence of 

external visual landmarks. They showed that the brain relies primarily on a gravito-centered 

reference for the memorized visual orientation in the frontal plane. In other studies, when subjects 

performed arm movements either following visual line orientations or pointing to visual targets, 
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movement pattern errors suggest gravity can be used as a reference for the combination of visual 

and proprioceptive information (Darling et al., 2008b; Scotto Di Cesare et al., 2014). 

It has been hypothesized that gravity might play a fundamental role in the reciprocal 

calibration between visual and proprioceptive senses, since it can be both seen (the pull of gravity 

on surrounding objects, together with the horizontal plane, defines a three-dimensional Cartesian 

frame for visual images) and felt (mechano-receptors detect gravity action on our body, and the 

otolith organs provide complementary information) (Lacquaniti et al., 2015). Paillard (1991) first 

mentioned the role of gravity for sensorimotor control. He proposed that the ubiquitous and 

invariant vertical orientation of gravity is a crucial factor for linking together the different reference 

frames that are needed for perception and action (see Figure 1-7).  

 

 

 

Recent studies support Paillard's intuition (Bernard-Espina et al., 2022; Darling et al., 

2008b; Niehof et al., 2017; Scotto Di Cesare et al., 2014; Tagliabue et al., 2013; Tarnutzer et al., 

2012, 2010): when the head or body is not aligned with the gravitational vertical, errors of reaching 

movements increase, which reflects the increased difficulty to perform the necessary sensory 

transformations. 

 

Figure 1-7 | Gravity, from its invariant and ubiquitous properties, has been proposed 

to be the common reference for the respective calibration of the different reference 

frames that we use for movement planning. Figure from Paillard (1991). 
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1.3 Multisensory integration 

The concept of multisensory integration was proposed by Aristotle to explain how the 

different senses provide together a unified perception of our environment. The sensus communis, 

the combination of all senses, was understood to be seated in the heart. It is in the 17th century, by 

the time of Descartes, that this faculty was thought to be located in the brain (Figure 1-8). 

 

 

Figure 1-8 | Illustration of multisensory perception by 

René Descartes in Treatise on Man (French: L'Homme, 

published 1664, posthumously). Sensory, i.e. visual and 

proprioceptive, signals travel via their respective nerves to 

the Sensus Communis, located in the pineal gland and 

considered the center of multisensory integration (as well as 

of cognition). Note: the subject looks at the object ‘A-C’ 

and simultaneously points with the arm at its center ‘B’ so 

that visual and proprioceptive spatial information coincide. 

 

 

 In modern neuroscience, multisensory integration refers to the combination of two, or 

more, sensory modalities. It can be understood as a way to reduce perceptual bias and errors by 

multiplying the amount of sensory information available to the CNS. The resulting multimodal and 

unified perception is more precise and accurate compared to each one of the unimodal perceptions 

taken individually (Ernst and Banks, 2002; Ghahramani et al., 1997; O’Reilly et al., 2012; 

Tagliabue and McIntyre, 2014). 

 

1.3.1 Statistical optimality in multisensory integration 

When trying to estimate the position of an object in space, perceived with a single sensory 

modality (e.g. visual or proprioceptive) (see Figure 1-9A), our estimates are characterized by a 
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statistical distribution with a mean position estimate μ (which is the most likely estimate of the 

object position based on the unimodal sensory perception) and a variance σ2 representing the 

sensory system variability due to various sources of noise in the nervous system (Faisal et al., 2008) 

(Figure 1-9B). Several studies have shown that when combining both visual (EV) and 

proprioceptive (EP) estimates, the redundant visual and proprioceptive sensory information are 

optimally combined and weighted according to the Maximum Likelihood Principle (MLP) in order 

to statistically minimize the variability of the visuo-proprioceptive estimate EVP (van Beers et al., 

1996; Ernst and Banks, 2002): 𝐸𝑉𝑃 = 𝜔𝑉 × 𝐸𝑉 + 𝜔𝑃 × 𝐸𝑃, where 𝜔𝑉 and 𝜔𝑃 are the optimal 

sensory weights corresponding to the minimal variance of EVP (𝜎𝑉𝑃
2 ). 

 

 

 

The optimal values of the sensory weights are reported in Equation 1 and depend on the 

relative variance of the visual and proprioceptive sensory signals. The more variable is 

 

Figure 1-9 | Three sensory tasks are depicted (A): a subject is asked to estimate the position of a point 

at the surface of a table, either using only proprioception (P, in blue), only vision (V, in red), or vision 

and proprioception together (V+P, in purple). For a given stimulus position, the estimate of the position 

of the objects follows a normal probability distribution (B), characterized by μ (which is the averaged 

position estimate) and a standard deviation σ (which represents the variable error). In this example, the 

proprioceptive variance is superior to the visual variance (𝝈𝑷
𝟐 > 𝝈𝑽

𝟐), therefore, according to 

Equation 1, the visual weight is superior to the proprioceptive weight (𝝎𝑽 > 𝝎𝑷). Thus, the combined 

probability density corresponding to the visuo-proprioceptive position estimate is shifted towards the 

visual estimate. Importantly, the variance of the multisensory (VP) signal is smaller compared to both 

unimodal probability density functions. Figure (B) adapted from Ernst and Banks (2002). 
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proprioception compared to vision, the more sensory weight will be given to vision (and less to 

proprioception), and vice versa: 

 
𝜔𝑉 =

𝜎𝑃
2
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2 + 𝜎𝑉

2

𝜔𝑃 =
𝜎𝑉

2

𝜎𝑃
2 + 𝜎𝑉

2

 
with: 𝜔𝑉 + 𝜔𝑃 = 1

 Equation 1 

As a consequence of sensory weighting the visuo-proprioceptive position estimate EVP , and 

hence its mean μVP will be biased toward one of the unimodal position estimates (visual, EV, or 

proprioceptive alone, EP) (see Figure 1-9B). 

The MLP also predicts that the variance of EVP (𝜎𝑉𝑃
2 ) is lower than both of EV and EP 

variances (𝜎𝑉
2 and 𝜎𝑃

2 respectively) (Equation 2). 

 
𝜎𝑉𝑃

2 =
𝜎𝑉

2𝜎𝑃
2

𝜎𝑃
2 + 𝜎𝑉

2 Equation 2 

This is reflected in Figure 1-9 by the probability distribution of EVP which is “thinner” 

compared to EV and EP (𝜎𝑉𝑃
2 < 𝜎𝑉

2 and 𝜎𝑉𝑃
2 < 𝜎𝑃

2). 

 

1.3.2 Optimal multi-sensory integration for hand control 

Applying this concept to arm (reaching) movements adds additional complexity to the 

sensory processing as compared to simple perceptual tasks: when reaching an object, to match the 

position and orientation of the object with that of the hand, the latter must be displaced from its 

initial position by a distance and in a direction that are represented by the movement vector Δ. The 

movement vector Δ can be computed by subtracting the estimated position of the hand from the 

estimated target position. A direct interpretation of the above mentioned literature on position 

estimation would suggest that the CNS constructs two representations: a single representation of 

the target, and another of the hand, using all sensory modalities available (van Beers et al., 1996; 

Ernst and Banks, 2002). The optimal target and hand estimates (according to the MLP) would then 

be subtracted to compute the optimal movement vector Δ. However, it was shown that this 
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approach fails to describe some experimental observations (McGuire and Sabes, 2011, 2009; 

Tagliabue et al., 2013; Tagliabue and McIntyre, 2013, 2012, 2011, 2008). 

An alternative approach, called “Concurrent Model” (Tagliabue and McIntyre, 2014), 

postulates that visual and proprioceptive sensory information about the target and the hand 

(response) are first encoded and compared in the reference frame of the respective receptors: retinal 

and joint reference for vision and proprioception, respectively. From the unimodal hand-response 

estimates, it is then possible to compute intermediate movement vectors in each reference frame 

(ΔV and ΔP for the visual and proprioceptive space respectively, shown in Equation 3): 

 𝛥𝑉 = 𝐸𝑇,𝑉 − 𝐸𝑅,𝑉

𝛥𝑃 = 𝐸𝑇,𝑃 − 𝐸𝑅,𝑃
 Equation 3 

where T and R subscripts indicate an information about the target and the response respectively, 

so 𝐸𝑇,𝑉 and 𝐸𝑅,𝑉 are the visual estimates, and 𝐸𝑇,𝑃 and 𝐸𝑅,𝑃 the proprioceptive estimates for the 

target and response positions. For each sensory modality, the comparison (ΔV and ΔP) is 

characterized by a variance corresponding to the sum of the variances of the target and response 

estimations (Equation 4): 

 𝜎𝛥𝑉
2 = 𝜎𝑇,𝑉

2 + 𝜎𝑅,𝑉
2

𝜎𝛥𝑃
2 = 𝜎𝑇,𝑃

2 + 𝜎𝑅,𝑃
2  Equation 4 

 

Figure 1-10 shows how sensory signals are conceptually processed in a visuo-

proprioceptive reaching task according to the Concurrent Model. 

The MLP predicts that in order to maximize the precision of the estimated movement vector 

Δ, the concurrent visual and proprioceptive comparisons must be combined, as in Equation 5. 

 𝛥 = 𝜔𝛥𝑉 ∙ 𝛥𝑉 + 𝜔𝛥𝑃 ∙ 𝛥𝑃

𝜔𝛥𝑉 =
𝜎𝛥𝑃

2

𝜎𝛥𝑉
2 + 𝜎𝛥𝑃

2

𝜔𝛥𝑃 =
𝜎𝛥𝑣

2

𝜎𝛥𝑉
2 + 𝜎𝛥𝑃

2

 Equation 5 
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Thus, the movement vector is the weighted sum of the concurrent target-response 

comparisons, and each comparison is associated to a weight, 𝜔𝛥𝑉 and 𝜔𝛥𝑃, whose value depends

on the relative variance of the two comparisons. 

1.3.3 Accounting for sensory transformations 

A fundamental characteristic of the Concurrent Model is to explicitly account for the ability 

to perform sensory transformations. In the case where some sensory information is not available, 

e.g. when the target position can be perceived only visually while the response position only 

through proprioception (Figure 1-11), none of the two concurrent comparisons can be computed 

directly because the target and the response position are acquired through different sensory systems 

and hence they are not encoded in the same reference frame. However, these comparisons can be 

performed through two mutually nonexclusive possibilities: first, the visually perceived position 

Figure 1-10 | In this example task, a subject is asked to reach with the left hand a 

target on a table, which can be perceived through vision and proprioception 

concurrently (A). The diagram on the right (B) shows the putative sensory information 

flow. The left part of the diagram represents target information, the right part 

represents response information. Target-response comparisons are concurrently 

performed in visual (V) and proprioceptive (P) space. These two comparisons are then 

combined, using the relative weights 𝑾∆𝑽 and 𝑾∆𝑷, leading to the optimal estimation

of the movement vector Δ. Blue: proprioceptive information, red: visual information, 

violet: multimodal visuo-proprioceptive processing. Figure adapted from Bernard-

Espina et al., (2021). 
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of the target may be encoded in a proprioceptive space; second, the response position, provided 

through proprioception, may be encoded in visual space.  

 

 

 

It has been experimentally shown that sensory transformations intrinsically add noise to the 

sensory processing (Burns and Blohm, 2010; Tagliabue et al., 2013). To represent this 

phenomenon, the sensory transformations from proprioception to vision, and from vision to 

proprioception are characterized by a specific variance, 𝜎𝑃→𝑉
2  and 𝜎𝑉→𝑃

2 . The variability associated 

with the two concurrent visuo-proprioceptive comparisons is given in Equation 6. The indentation 

is used to facilitate the distinction between the variance associated with the target and response 

encoding (the same type of indentation will be used throughout the manuscript). 

 

 Target Response

𝜎𝛥𝑉
2 = 𝜎𝑇,𝑃

2 +𝜎𝑅,𝑃
2 + 𝜎𝑃→𝑉

2

𝜎𝛥𝑃
2 = 𝜎𝑇,𝑉

2 + 𝜎𝑉→𝑃
2 +𝜎𝑅,𝑃

2

 Equation 6 

 

Figure 1-11 | In this example task, the subject reaches to a visual target with the 

unseen hand (A). The target position is perceived visually and the response position is 

sensed through proprioception only. None of the two concurrent comparisons can be 

computed directly. (B) In this condition, the model postulates occurrence of sensory 

transformations (green curved arrows) between sensory modalities: the visual target is 

compared with a reconstructed visual image of the response, and vice versa. The 

resulting intermediate movement vectors are finally combined to form the optimal 

movement vector Δ. Blue: proprioceptive information, red: visual information, violet: 

multimodal visuo-proprioceptive processing. Figure adapted from Bernard-Espina et 

al. (2021). 
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In contrast to the task represented in Figure 1-10 and Equation 5, in this condition the two 

concurrent comparisons are not fully independent, because they are partially computed from the 

same information ET,V and ER,P (Figure 1-11B). In this case, Equation 5 must be modified to take 

into account the covariance between proprioceptive and visual target-response comparisons, 

cov(∆P,∆V): 

 
𝑤𝛥𝑉 =

𝜎𝛥𝑃
2 − 𝑐𝑜𝑣(∆𝑃, ∆𝑉)

𝜎𝛥𝑉
2 + 𝜎𝛥𝑃

2 − 2 ∙ 𝑐𝑜𝑣(∆𝑃, ∆𝑉)

𝑤𝛥𝑃 =
𝜎𝛥𝑉

2 − 𝑐𝑜𝑣(∆𝑃, ∆𝑉)

𝜎𝛥𝑉
2 + 𝜎𝛥𝑃

2 − 2 ∙ 𝑐𝑜𝑣(∆𝑃, ∆𝑉)

 Equation 7 

For the example of Figure 1-11, 𝑐𝑜𝑣(∆𝑃, ∆𝑉) = 𝜎𝑇,𝑉
2 + 𝜎𝑅,𝑃

2 , that is the common variance 

component between 𝜎𝛥𝑃
2  and 𝜎𝛥𝑉

2 . Therefore, Equation 7 becomes: 

 
𝑤𝛥𝑉 =

𝜎𝑉→𝑃
2

𝜎𝑉→𝑃
2 + 𝜎𝑃→𝑉

2

𝑤𝛥𝑃 =
𝜎𝑃→𝑉

2

𝜎𝑉→𝑃
2 + 𝜎𝑃→𝑉

2

 Equation 8 

It follows that the relative weights between the two concurrent target-response comparisons 

depend on the noisiness of the two sensory transformations, which is consistent with experimental 

observations (Burns and Blohm, 2010; Tagliabue et al., 2013). 

If it is straightforward that sensory transformations must be used when a direct target-

response comparison is not possible (example task of Figure 1-11A). In purely proprioceptive 

tasks, however, where both target and response are sensed through proprioception (see 

Figure 1-12A for an example), the assumption is that target-response comparison would take place 

in the joint space (Figure 1-12A).  

In this condition the variability associated with the two concurrent comparisons is given in 

Equation 9:  

 
𝜎𝛥𝑉

2 = 𝜎𝑇,𝑃
2 + 𝜎𝑃→𝑉

2 +𝜎𝑅,𝑃
2 + 𝜎𝑃→𝑉

2

𝜎𝛥𝑃
2 = 𝜎𝑇,𝑃

2 +𝜎𝑅,𝑃
2  Equation 9 
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In this condition, the target-response comparison in the visual space (𝜎𝛥𝑉
2 ) fully covaries 

with the target-response comparison in the proprioceptive space (𝜎𝛥𝑃
2 ). When replacing the terms 

of Equation 9 in Equation 7, we obtain the optimal weight of Equation 10, meaning that, as 

represented in Figure 1-12A, the MLP predicts no advantage of using the reconstructed visual 

representations of the task, because it does not add any information. 

 𝑤𝛥𝑉 = 0
𝑤𝛥𝑃 = 1

 Equation 10 

There is evidence, however, that sensory transformations are performed even when it does 

not appear strictly necessary: that is even when the object and the hand can be both seen, or both 

 

Figure 1-12 | (A) In this example task, the target (right thumb) and the response (left 

index finger) are both sensed through proprioception only. The MLP predicts no visual 

reconstruction of the proprioceptive information. (B) Illustration of the proprioceptive 

information processing with visual transformation, as experimentally shown in 

Tagliabue and McIntyre (2011) and Arnoux et al. (2017). 
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sensed through proprioception, before movement onset (Sarlegna et al., 2009; Sarlegna and 

Sainburg, 2009, 2007; Sober and Sabes, 2005) and during movement execution (Arnoux et al., 

2017; Cluff et al., 2015; Crevecoeur et al., 2016; Tagliabue and McIntyre, 2014, 2013, 2011). In 

particular, in a similar task as the one presented in Figure 1-12A, Arnoux et al. (2017) and 

Tagliabue and McIntyre (2013) provided evidence that the proprioceptive signals are partially 

encoded in the visual space (Figure 1-12B). Therefore, the variance of the movement vector Δ 

becomes a function of the variance of both proprioceptive signals 𝜎𝑃
2 and sensory transformations 

𝜎𝑃→𝑉
2 . 

Interestingly, among the variety of proprioceptive assessment tasks that are used in post-

stroke rehabilitation, some are similar to the tasks presented in Figure 1-11 and Figure 1-12. This 

suggests that the clinical assessment of proprioceptive function post-stroke, as it is practiced today, 

may confound proprioception and sensory transformations. 

 

1.4 Proprioceptive deficits and visual compensation in stroke 

1.4.1 Definition and epidemiology of stroke 

The World Health Organization defined stroke as “rapidly developed clinical signs of focal 

(or global) disturbance of cerebral function, lasting more than 24 hours or leading to death, with 

no apparent cause other than of vascular origin” (Donkor, 2018). It was first described by 

Hippocrates (500 BC), and named after the ancient Greek word apoplexia which literally means 

“struck down”. Nowadays, although the term apoplexia has been replaced by stroke, the sudden 

onset of symptoms, often fatal, reminds us of the primary definition. As a matter of fact, stroke is 

the second leading cause of both disability and death worldwide (Saini et al., 2021), and its 

incidence continues to grow (Figure 1-13). 

The most common clinical signs are balance disorders, weakness in the arm, leg or one side 

of the face, trouble speaking and trouble seeing (Figure 1-14). These first symptoms generally 

appear a few seconds or minutes after stroke onset, and are the cerebral signs of a vascular 

dysfunction: the interruption of blood flow (or insufficient blood flow) in the brain, resulting in 

oxygen and glucose deprivation, rapidly causes cellular death which is irreversible. 
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Brain ischemia is responsible for 87% of strokes, and is caused by the presence of a 

thrombus (blood clot) or embolus blocking an artery or a blood vessel irrigating the brain. 

Intracranial hemorrhage, which is bleeding within the brain, is the second cause of strokes (13%). 

It can occur after the rupture of an artery or a blood vessel, most frequently caused by trauma, 

hypertension, and cerebral aneurism (localized weakening and dilation of a blood vessel) (Go et 

al., 2014). 

Figure 1-13 | The incidence corresponds to the 

occurrence of stroke, represented as the number of 

new cases each year. Worldwide, all etiologies, 

ages and gender confounded, the incidence of 

stroke increases each year, from 1990 to 2017. 

Shaded area shows the 95% confidence interval. 

Figure adapted from Saini et al. (2021). 

Figure 1-14 | BE-FAST is a mnemonic to remember the warning signs of stroke, and is advocated by 

several national stroke associations. It captures >95% of the ischemic strokes (Aroor et al. 2017). Image 

from RWJBarnabas Health ©. 
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Even though rapid medical care efficiently reduces the long term functional deficits, stroke 

remains a serious condition from which patients rarely fully recover: among patients who received 

thrombolysis (which consists in injecting medication to provoke the lysis of the blood clot after an 

ischemic stroke), more than 35% of patients still present functional deficits which negatively 

impact activities of daily living (ADL) one year after (Alawieh et al., 2018). Motor weakness 

(hemiparesis), asymmetrical muscular tone (spasticity), sensory loss (hemiparesthesia), as well as 

deficits of executive function, affecting working memory, spatial attention and action planning, 

play an important role in the functional performance and autonomy in ADL (Tasseel-Ponche et al., 

2015; Vallar, 1997). 

Rehabilitation, as well as functional compensatory strategies, are the main approaches for 

improving post-stroke function. But evidence based practice, especially for somatosensory deficits, 

is weak and it remains a major challenge (Stinear et al., 2020). In the following, I will focus on 

proprioceptive deficits, and visual compensation mechanisms. 

 

1.4.2 Upper limb proprioceptive deficits post-stroke 

Proprioceptive deficits can be observed in a large percentage, up to 60%, of individuals 

following stroke (Connell et al., 2008; Kessner et al., 2016). These impairments are clearly 

correlated with functional deficits (Meyer et al., 2016, 2014; Rand, 2018; Scalha et al., 2011). In 

particular, reaching (Zackowski, 2004), manual dexterity (Carlsson et al., 2019) and inter-limb 

coordination (Torre et al., 2013) appear to be negatively affected by proprioceptive deficits. 

Moreover, sensory recovery is a predictive factor for functional recovery (Turville et al., 2017; 

Zandvliet et al., 2020). 

Yet, the assessment of proprioceptive function is often overlooked, and no consensus seems 

to have emerged regarding proprioceptive assessment methods (Pumpa et al., 2015; Saeys et al., 

2012; Santisteban et al., 2016; Simo et al., 2014). For the assessment of upper-limb function, no 

less than 48 different clinically validated (standardized) measures are used in clinical practice and 

research (Santisteban et al., 2016). A high discrepancy between studies was found, as only 15 of 

the 48 outcome measures are used in more than 5% of the studies. In particular, only few studies 

specifically assess proprioceptive function: The Nottingham Sensory Assessment, one of the most 
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commonly used standardized scales, and gold standard for proprioceptive function, was applied in 

only 0.6% of studies reviewed by Santisteban et al. (2016). Moreover, current clinical practice does 

not systematically use standardized scales (Matsuda et al., 2019; Pumpa et al., 2015; Saeys et al., 

2012; Santisteban et al., 2016; Simo et al., 2014). This lack of consensus is a major shortcoming 

for meta-analysis of recovery of upper limb function after stroke (Findlater and Dukelow, 2017). 

 

1.4.3 Proprioceptive tests in the clinical practice 

All existing proprioceptive assessment methods are relevant from a functional point of 

view, but their differences pose a challenge for their comparability. The commonly used tests, both 

in clinical practice (Pumpa et al., 2015) and in clinical research are described in Table 1-1. 

 

Table 1-1 | Description of the most commonly used methods for the assessment of proprioceptive 

function post-stroke. 

Thumb Localization Test (TLT) 

 

 

 

Assesses the ability of a subject to localize a body part 

(thumb). The physiotherapist positions the affected arm 

of the patient who then has to point, without vision, to 

the affected thumb with the other, less-affected hand 

(Dukelow et al., 2012; Meyer et al., 2016; Otaka et al., 

2020; Rand, 2018). 

Image from Otaka et al. (2020). 

Up or Down Test (UDT)  

 

Assesses the ability of a subject to detect the direction of 

joint rotation. The physiotherapist moves a single joint 

of the patient whose vision is occluded (interphalangeal 

joint for example). The subject is then asked to report the 

up or down movement direction. This test is part of the 

Fugl-Meyer Assessment for the Upper Extremity and the 

Rivermead Assessment of Somatosensory Performance 

(Birchenall et al., 2019; Carlsson et al., 2019; Frenkel-

Toledo et al., 2019; Kessner et al., 2019; Pennati et al., 

2020; Rand, 2018; Saeys et al., 2012; Scalha et al., 

2011; Simo et al., 2014; Zandvliet et al., 2020). 

Image from Medistudents ©. 
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Table 1-1 (continued)  

Mirror Position Test (MPT)  

 

Assesses the ability of a subject to perceive the angular 

configuration of a particular joint (abduction of the 

shoulder for example). The physiotherapist positions a 

joint of the patient’s affected arm in the absence of 

vision. The patient is then asked to mirror the position 

with the other, less-affected arm. This task can also be 

performed using a robotic device. This test is part of the 

Nottingham Sensory Assessment (Ben-Shabat et al., 

2015; Connell et al., 2008; Dukelow et al., 2010; 

Findlater et al., 2018; Gurari et al., 2017; Herter et al., 

2019; Iandolo et al., 2014; Meyer et al., 2016; 

Rinderknecht et al., 2018; Sallés et al., 2017; Scalha et 

al., 2011; Semrau et al., 2018; Zandvliet et al., 2020). 

Image from Gurari et al. (2017). 

Bimanual Sagittal Matching Test 

(BSMT)  

 

 

 

Assesses the ability of the patients to reproduce with 

their unaffected hand the trajectory/position of the 

affected hand which is passively driven by a robotic 

device along the sagittal plane (Torre et al., 2013). 

Image from Torre et al. (2013). 

Within-arm Position Test (WPT)  

 

 

Assesses the ability of a subject to perceive and 

reproduce without vision the angular configuration of 

one joint (flexion of the elbow for example). A robot 

passively moves the arm of the patient to a position to be 

memorized and then back to the initial configuration. 

Subsequently, the subject is asked to move the arm 

actively to the remembered position, or the arm is 

passively moved and the subject is asked to indicate 

when the memorized position has been reached (Contu 

et al., 2017; Gurari et al., 2017; dos Santos et al., 2015). 

Image from Gurari et al. (2017). 
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Table 1-1 (continued)  

Matching to a Visual Image (MV)  

 

 

Assesses the ability of a subject to localize in space 

his/her unseen arm or hand relative to a visual reference. 

A visual image, that could be a lever or a virtual hand 

with a given orientation, is shown to the subject. The 

subject is then asked, without visual feedback, to 

reproduce the same orientation with his/her hand. The 

vision of the hand can be occluded by a box covering the 

hand, or by wearing a virtual reality headset that does not 

render the subject’s hand (Deblock-Bellamy et al., 2018; 

Turville et al., 2017). 

Image from Turville et al. (2017). 

 

Threshold Detection Test (TDT)  

 

Assesses the patient’s ability to detect hand 

displacements of various magnitudes. Using a robotic 

device, a joint (elbow, wrist, metacarpophalangeal) is 

first moved from a starting to a reference position. Then, 

a second movement from the starting position in the 

same direction, but not with the same amplitude, is 

operated by the robot. The subject is asked to assess 

whether the second movement was larger or smaller than 

first one. The threshold detection value is measured (De 

Santis et al., 2015; Ingemanson et al., 2019; 

Rinderknecht et al., 2018; Simo et al., 2014). 

Image from Rinderknecht et al. (2018). 

 

 

Finger Proprioception Test (FPT)  

 

 

Assesses the patient’s ability to detect whether the index 

finger is aligned (in flexion/extension) with the middle 

finger. The two fingers are passively moved by a robotic 

device in a crossing flexion/extension movement. For 

each finger-crossing movement, the patient is asked to 

report when the two fingers are directly aligned relative 

to each other (Ingemanson et al., 2019). 

Image from Ingemanson et al. (2019). 
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Table 1-1 (continued)  

Motor Sequences Test (MS)  

 

 

Assesses the patient’s ability to localize a body part 

(fingers). The subject is asked to touch with the thumb 

pad (I) the other finger pads (II, III, IV, V) with eyes 

closed. Motor sequences with alternating movements 

between the thumb and the other fingers are used: for 

example, touching with I the other fingers in the 

following order: II, III, IV, V and then V, IV, III, II 

(Scalha et al., 2011). 

Image from Scalha et al. (2011). 

 

 

Reaching Test (RT)  

 

 

Assesses the patient’s ability to localize in space his/her 

unseen arm relative to a visual reference. A visual target 

(real or on a screen) is shown and the subject asked to 

reach to the memorized target, without visual feedback 

of the reaching hand (Elangovan et al., 2019; Scalha et 

al., 2011; Valdes et al., 2019). 

Image from Valdes et al. (2019). 

 

 

 

Shape or Length Discrimination (SLD)  

 

 

Assesses the patient’s ability to discriminate object 

shapes and dimensions without vision. Different objects 

of familiar geometric shapes, everyday objects or 

segments of different lengths are presented to the patient 

whose vision is occluded. Either with passive 

movements (operated by a robotic device or a 

physiotherapist) or active movements, the patient 

interacts with the different objects. The subject is asked 

to report the perceived shape, object or length (Carlsson 

et al., 2019; de Diego et al., 2013; Matsuda et al., 2019; 

Metzger et al., 2014; Sallés et al., 2017; Turville et al., 

2017; Van de Winckel et al., 2012). 

Image from Van de Winckel et al. (2012). 
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1.4.4 Different proprioceptive assessments, different outcomes 

Although each one of the tests described in Table 1-1 involves proprioception, they are 

clearly different. For instance, some tests involve one articular chain only (Up or Down Test, 

Threshold Detection Test, Within-arm Position Test), whereas others involve two distinct articular 

chains (two arms for Mirror Position Test and Thumb Localization Test, or two fingers for Finger 

Proprioception Test and Motor Sequences Test). When two articular chains are involved, the 

patient is either asked to mirror the joint configuration (Mirror Position Test, Finger Proprioception 

Test), or to point to a body part (e.g. thumb of the affected arm: Thumb Localization Test and 

Motor Sequences Test). It is noteworthy that some other tests do not rely on proprioceptive inputs 

only, but use visually remembered references (Matching to a Visual Image, Reaching Test, Shape 

or Length Discrimination).  

Experimental observations suggest that these methodological differences can lead to 

different diagnostics (Dukelow et al., 2012; Gurari et al., 2017; Hirayama et al., 1999; Ingemanson 

et al., 2019): one and the same patient can perform differently depending on specific proprioceptive 

assessments, leading to strongly assessment-dependent diagnostics. In the following paragraphs, I 

highlight some of the similarities and differences between these proprioceptive assessment tasks, 

with a comparative approach from experiments with healthy subjects. 

 

Within-arm Position Test (WPT) vs. Mirror Position Test (MPT) 

Gurari et al. (2017) characterized the ability of chronic stroke patients and healthy controls 

to match elbow flexion/extension positions using two approaches: the MPT performed with a 

physiotherapist versus the WPT under robotic control. The large majority of stroke patients showed 

impairments in the mirror task (MPT), but no difference with the control group in the within-arm 

task (WPT). These different outcomes could be due to lateralized sensory deficits observed after 

stroke (Connell et al., 2008; Kessner et al., 2016) resulting in asymmetries that may affect the 

between-arms comparison in the mirror task, but not the unilateral within-arm task. A non-

exclusive alternative explanation for the difference in performances (and hence diagnostics) may 

reside in stroke lesions that could have damaged brain networks specifically involved in the mirror 

but not in the within-arm task (Iandolo et al., 2018). This second hypothesis was supported by the 
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results of Torre et al. (2013), where stroke patients performed the bimanual sagittal matching tests 

(BSMT). The achievement of BSMT does not require mirroring of the hand position with respect 

to the body midline, because both hands move along the sagittal plane, close to each other. The 

performance (precision) of the patients in this study is similar to that observed in within-arm tasks 

(Contu et al., 2017; Rinderknecht et al., 2018; dos Santos et al., 2015) and appears better than for 

the MPT (Herter et al., 2019; Ingemanson et al., 2019), suggesting that stroke lesions can affect the 

sensory processing necessary to mirror the hand position with respect to the body midline without 

affecting the between-arms communication per se. 

 

Mirror Position Test (MPT) vs. Thumb Localization Test (TLT) 

Outcomes of MPT and TLT assessment tasks are poorly correlated (Kenzie et al., 2017) 

and do not reliably identify a proprioceptive deficit within the same patients (Dukelow et al., 2012). 

Estimated prevalence of proprioceptive deficits using these two tests varied by a factor of two 

(Meyer et al., 2016). A clear difference between the two tasks, which might explain the different 

outcomes, is the use of a left/right symmetric (MPT) vs. an asymmetric joint configuration in the 

TLT. Studies on healthy subjects comparing analogous symmetric and asymmetric inter-manual 

proprioceptive tasks suggest that these tests differ by the way the joint information from the two 

arms is processed (Arnoux et al., 2017). More precisely, it was proposed that symmetric and 

asymmetric inter-manual proprioceptive tasks differ by the encoding of the proprioceptive signals. 

In symmetric tasks, the proprioceptive signals can be encoded in the reference frame of origin (joint 

space), whereas in asymmetric tasks, sensory transformations are performed to re-encode the 

proprioceptive signals in extra-joint spaces, such as a visual reference. Stroke lesions may 

differentially damage brain areas involved in the specific sensory processing characterizing 

symmetric and asymmetric tasks. 

 

Thumb Localization Test (TLT) and Finger Proprioception Test (FPT) vs. Up or Down 

Test (UDT) 

TLT and FPT showed poor correlations with the UDT (Ingemanson et al., 2019; Lanska 

and Kryscio, 2000), and prevalence of proprioceptive deficits assessed with TLT increased by a 
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factor of three compared to the UDT (Hirayama et al., 1999). The difference between the unimanual 

UDT and both the inter-manual TLT and FPT, which uses two fingers of the affected hand, suggests 

that the different outcomes do not originate from involving only the affected limb. A key difference 

between these tasks resides in using a single (UDT) vs. two articular chains (TLT and FPT). 

Research on healthy subjects, comparing analogous proprioceptive tasks, supports differential 

proprioceptive processing in these two situations (Tagliabue and McIntyre, 2013): sensory 

transformations are involved in the latter. 

 

Within-arm Position Test (WPT) vs. Reaching Test (RT) 

Performance errors in the WPT are only poorly correlated with errors in the RT (Darling et 

al., 2008a). This result is most likely due to the obvious difference between the sensory information 

available in these two tasks: the target position is either memorized through proprioception (WPT) 

or through vision (RT). These tasks have been compared in healthy subjects and have been shown 

to require different sensory processing, namely sensory transformation between visual and 

proprioceptive spaces (Tagliabue et al., 2013; Tagliabue and McIntyre, 2011). 

 

Summary for the proprioceptive assessments 

To summarize this section, overall, we found that the comparison of different studies on 

proprioceptive assessments reveal high discrepancies, that can lead to different diagnostics. In 

particular, the proprioceptive assessment tasks that involve two articular chains differ from the 

tasks that are unimanual and involve a single joint. Furthermore, the outcome of asymmetric 

assessment tasks (when the two arms are not in the same configuration with respect to the body 

midline) differ from that of symmetric tasks. Finally, tasks that involve a visual target also differ 

in terms of sensory processing of the proprioceptive information compared to unimanual 

proprioceptive assessment tasks. Therefore, the assessment tasks that are currently used in the 

clinic and in the clinical research appear inherently different: some might assess other sensory 

functions (sensory transformations) and not the integrity of proprioception per se. 

If it appears that the sensory processing of proprioceptive information is different across 

the various proprioceptive assessment tasks, the comparative analysis of some studies also suggests 



..     Introduction: Proprioceptive deficits and visual compensation in stroke 

32 

that the ability of patients to compensate the proprioceptive deficit with vision depends on the task 

under consideration (Darling et al., 2008a; Herter et al., 2019; Scalha et al., 2011; Semrau et al., 

2018; Torre et al., 2013). 

1.4.5 Different visual compensation assessments, different outcomes 

Although empirical evidence suggests that vision is helpful to compensate a proprioceptive 

deficit (Pumpa et al., 2015), the methodologies of studies addressing this question are hardly 

comparable (Darling et al., 2008a; Herter et al., 2019; Scalha et al., 2011; Semrau et al., 2018; 

Torre et al., 2013). 

Visual feedback of the hand appears to improve the patient’s performance in some tasks, 

such as the Motor Sequences Test (Scalha et al. 2011) and the Reaching Test (Darling et al. 2008a; 

Scalha et al. 2011). On the other hand, in a large-scale study where patients were assessed using a 

Mirror Position Test, up to 80% of patients with proprioceptive deficits were not able to improve 

their performance when visual feedback of both arms was available (Semrau et al. 2018; Herter et 

al. 2019). The important difference between Mirror Position Test (MPT) and both Motor Sequences 

Test (MS) and Reaching Test (RT), is the different way visual information can be used. In both 

tasks where vision significantly improves performance in patients (i.e. MS and RT), the hand (or 

finger) reaches the same spatial position of the target: the tasks can hence be accomplished by 

simply matching the visually acquired target position and the visual feedback of the hand (or 

finger). In the MPT in contrast, the patient does not have to reach the spatial location of the target, 

but its mirror position: the patient must thus “flip”, relative to the body midline, the image of the 

arms to achieve the task. This suggests that the ability to use visual information to compensate for 

proprioceptive deficits in reaching (MS and RT), but not in mirror tasks (MPT), could be due to 

specific difficulties in performing “mirroring” of visual information, involving the necessity of 

sensory transformations to re-encode retinal signals in another reference frame to accomplish the 

task. Consistent with this interpretation, patients were shown to be able to significantly improve 

their performance with vision in the Bimanual Sagittal Matching Test which does not require 

“mirroring” of visual information, because their hands moved parallel to the sagittal plane and 

close to each other (Torre et al. 2013).  
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1.5 Goals and research questions 

The main goal of this thesis is to provide a novel conceptual framework to better understand 

the nature of proprioceptive deficits post-stroke, and to which extent these deficits can be 

compensated with vision. To this end, three studies were undertaken focused on the central 

processing of proprioceptive and visual information when using the upper limb. In these three 

projects the experimental results are interpreted through the prism of a common theoretical 

approach based on statistical optimality (see the theoretical framework presented in section 1.3). 

 

1.5.1 Study 1 – Reinterpretation of the stroke literature on proprioceptive deficits 

In the first study, we propose a new analysis and re-classification of the assessment 

techniques commonly used in clinical practice and stroke research, based on the hypothesis that 

altered sensory transformation processing forms an essential part of what has (perhaps 

misleadingly) been termed proprioceptive post-stroke deficits. Indeed, I will show that these 

clinical assessments are very similar to some experimental tasks performed with healthy subjects, 

for which proprioceptive signals can be encoded in the reference frame of origin (joint space), or 

in higher-order (“extra”) sensory spaces, depending on the task context. It is therefore critical to 

distinguish between the modality of the sensory inputs provided by a particular assessment of 

sensory deficits post-stroke, proprioception, and the potential sensory transformations that ensue 

during achievement of the assessment task. 

Based on a non-systematic review of the literature, we compare our theoretical predictions 

to empirical data and propose a new stratification for stroke patients based on the nature of their 

sensory deficits. Finally, we review lesion-behavior and brain imaging studies after stroke in the 

framework of this novel classification and attempt to relate brain structures to either purely 

proprioceptive deficits or deficits in sensory processing. 

This leads to the following key question: 

 

Q1. How does sensory transformation processing interact with 

proprioceptive deficits post-stroke, and how does it affect the patients’ 

ability to visually compensate for these deficits? 



..                     Introduction: Goals and research questions 

34 

 

1.5.2 Study 2 – Sensory transformations affecting visuo-proprioceptive integration 

Through the prism of the reinterpretation of the proprioceptive deficits and their 

compensation using vision in the first study, we explore experimentally the link between sensory 

transformations and sensory processing in tasks replicating the characteristics of the different 

clinical assessments (proprioceptive, and visual-compensation tasks). Using a virtual reality set-up 

combined with a motorized haptic feedback system, we asked healthy subjects to reproduce the 

same orientation (parallel task), or the mirror orientation (mirror task) of an object relative to the 

sagittal plane. We used a haptic feedback system to mimic proprioceptive tasks, based on the 

assumption that the haptic sense relies mainly on proprioceptive perception (see section 1.1.1). 

Different sensory conditions were tested: 

 haptic tasks, where the object could only be perceived haptically, 

 visual tasks, where the object could only be perceived visually, 

 and visuo-haptic tasks, where the object could be perceived both visually and haptically. 

In opposition to the parallel tasks, for the mirror tasks, the mirror spatial transformation 

necessitates sensory transformations of the available visual and/or haptic information, from the 

native to “extra-” reference frames. The visuo-haptic tests consist of different combinations of 

mirror/parallel visual and haptic tasks in order to study how sensory transformation of one sensory 

modality affects multi-sensory integration. Different levels of noise were used in order to decrease 

the precision of the visual estimate of object orientation, and to study the effect of a sensory 

perturbation on our multisensory integration tests. Preliminary (unpublished) results obtained with 

former versions of this experimental protocol showed that the spatial mirror transformation did not 

equally affect task precision depending on the working plane orientation, especially for the visual 

mirror task. This is in accordance with studies on visual symmetries and mental rotations which 

suggest that visual vertical symmetries (symmetries with respect to the sagittal plane, i.e. 

orientations that are presented on the frontal plane) provide a memory advantage and decrease 

reaction time in detection tasks with respect to other symmetries (Cattaneo et al., 2017, 2010; 

Prather and Sathian, 2002; Rossi-Arnaud et al., 2012). Therefore, in order to investigate the effect 

of sensory transformation of different difficulties, we compared tests performed in the frontal and 

horizontal plane. 
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We hypothesized that sensory transformations would affect the uni-modal (visual or haptic) 

sensory processing, adding complexity: the re-encoding of the sensory signal imposed by the mirror 

task would negatively impact task performance, i.e. would show higher variability of performance 

compared to the parallel task. Consequently, we hypothesized that this added complexity in uni-

modal sensory processing would affect the multi-sensory integration when both visual and haptic 

information are combined, by decreasing the sensory weight given to the transformed modality.  

This opens to the second key question: 

 

 

1.5.3 Study 3 – Gravitational influence on sensory transformations 

Based on previous experiments of the research team, the third study consists in a set of 

experiments aiming at identifying the factors that can impact the efficiency of sensory (visuo-

proprioceptive) transformations. Previous studies have shown that head tilt interferes with visuo-

proprioceptive transformations (Burns and Blohm, 2010; Tagliabue et al., 2013; Tagliabue and 

McIntyre, 2011), but it is unclear whether this phenomenon is related to neck flexion (signals 

originating from the neck muscles and joints), or to the head-gravity misalignment (gravitational 

signals originating in the otolith system). The first option, “Neck Hypothesis”, would be consistent 

with the contribution of the neck flexion angle information to the kinematic chain linking the hand 

to the eyes which may be used to compute visuo-proprioceptive transformations (see section 1.2.2). 

The second option, “Gravity Hypothesis”, is related to the idea that gravity might play a 

fundamental role in the reciprocal calibration between visual and proprioceptive senses (see 

section 1.2.3). 

To discriminate between these hypotheses, we performed a first virtual reality experiment 

in which healthy subjects had to align the hand to ‘grasp’ a visual target with the unseen hand 

(cross-modal task, necessitating sensory – visuo-proprioceptive – transformations) in a seated and 

in a supine position. To test the effect of the neck flexion, the subjects were asked to laterally tilt 

Q2. Do sensory transformations affect the performance in uni-modal 

tasks (visual or haptic), and consequently influence multisensory visuo-

haptic integration? 
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the head between the target acquisition and the hand movement onset. In the seated position, the 

head-gravity misalignment and neck lateral flexion factors are confounded, whereas in the supine 

position the head-gravity misalignment is not dependent on neck lateral flexion. We hypothesized 

that the head-gravity misalignment, and not the neck lateral flexion, interferes with the sensory 

transformations: that will be supported by a decreased performance (precision) in the cross-modal 

task when supine, because in this position the head is constantly misaligned with respect to gravity. 

Two additional control experiments (uni-modal visual and uni-modal proprioceptive) were 

performed to test whether potential effects of posture observed in the cross-modal task could be 

due to an effect of posture on visual and/or proprioceptive perception, and not on the sensory 

transformations. To confirm our interpretation of the first set of results, we performed an additional 

experiment in which the subjects were tested seated and supine, but without lateral neck flexions. 

The goal was to specifically test the effect of the modulation of the gravitational information 

without interference from neck muscle-spindle signals.  

The third key question of this thesis is thus: 

 

 

 

 

  

Q3. Which factors (head posture or head misalignment with gravity) 

affect the efficiency of sensory transformations? 
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2 Methods 

2.1 Study 1 – Reinterpretation of the stroke literature on proprioceptive 

deficits 

The first study consists of a targeted review with qualitative and quantitative re-analysis of 

the literature aiming to provide a new classification of the sensory assessment tasks and an 

improved stratification of stroke patients with proprioceptive deficits. 

Reviewed articles were first qualitatively analyzed in order to provide a new classification 

of the assessment tasks. Based on our new categorization, we then compared the quantitative 

assessment results of stroke patients with respect to experimental studies with healthy subjects 

performing similar tasks. Finally, we used the same categorization to review stroke lesion-behavior 

and functional brain imaging studies. 

2.1.1 Qualitative analysis of proprioceptive and visual compensation tasks 

Based on a non-systematic retrospective review, conducted through a PubMed database 

search, I collected studies on proprioceptive assessment methodologies in the clinical field as well 

as in stroke research. In addition to the PubMed search, the reference lists of included studies were 

screened for additional eligible studies that were not retrieved by the search. We included studies 

on proprioceptive assessment, on proprioceptive rehabilitation interventions, as well as studies that 

assessed visual compensation. We systematically excluded studies that treated other neurological 

diseases than stroke. A total of 44 studies were included for a qualitative comparison of their 

assessment methods. I presented the identified assessment technique in the introduction of this 

thesis (Table 1-1). 

2.1.2 Categorization of the assessment methodologies 

In order to analyze the diversity of clinical proprioceptive assessments (and visual 

compensation methods), we propose here a new task categorization. We differentiated four generic 
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assessment tasks (categories), which are characterized by specific (putative) sensory processing, 

(presence and type of sensory transformations). These four generic tasks are described in the 

following. 

  

Within-Arm task (W-A). The W-A task for the assessment of proprioception (W-AP) requires one 

and the same articular chain to sense and to reproduce the target position. Thus, proprioceptive 

information to be remembered (target) and the feedback about the moving hand (effector) originate 

from the same joint receptors (Figure 2-1, W-AP). In this case, since target and effector position 

can be encoded in the same native reference frame, no sensory transformation is necessary to 

perform the task. Similarly, if both proprioceptive and visual cues are available, for visual 

compensation assessment (W-AVP), this task can also be performed by matching the target and 

effector position encoded in the retinal reference without the need of sensory transformation. W-A 

tasks are: Within-arm Position Test (WPT), Up or Down Test (UDT), Threshold Detection Test 

(TDT), and Bimanual Sagittal Matching Test (BSMT) (see Table 1-1). 

 

Asymmetric Between-Arms task (aB-A). This involves two articular chains: the less-affected 

arm (effector) has to reach the target location perceived with the affected arm. For the assessment 

of proprioception (aB-AP), this tasks cannot be performed by matching the joint configuration of 

the affected arm (target) with that of the effector, since they differ at the endpoint of the movement 

(Figure 2-1, aB-AP). This would require a sensory transformation of the proprioceptive 

information. The visual compensation task (aB-AVP), however, can be accomplished by matching 

the target and effector location encoded in the retinal reference frame, without sensory 

transformations, since the task accomplishment consists in directly matching the target and effector 

spatial location. aB-A tasks are: Thumb Localization Test (TLT) and Motor Sequences Test (MS) 

(see Table 1-1). 

 

Symmetric Between-Arms task (sB-A). This also involves two articular chains. “Symmetric” 

refers to the fact that the effector has to “mirror” the target configuration with respect to the sagittal 

plane. For the proprioceptive assessment (sB-AP), the joint configuration of the two articular chains 

is identical, allowing for direct matching of proprioceptive signals corresponding to the target and 
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effector positions (Figure 2-1, sB-AP). Therefore, no sensory transformation of the proprioceptive 

signals is necessary. In contrast, the visual compensation task (sB-AVP), cannot be performed in 

the retinal space, since the target and the effector do not share the same spatial location. Sensory 

transformation of the visual signals is necessary. sB-A tasks are: Mirror Position Test (MPT) and 

Finger Proprioception Test (FPT) (see Table 1-1). 

 

 

 

Figure 2-1 | In all represented examples, subjects are first asked to perceive a target position (either 

via proprioception or vision) and then to reach for it. The last two columns show that the task 

categorization is based on the possibility, or not, to compare (match unimodally) the target and effector 

position in joint and/or retinal space. From top to bottom: In the within-arm category (W-A) the patient 

first perceives and then moves back to the target with the same arm. In the asymmetric between-arms 

category (aB-A) the spatial location of the target perceived with one hand is subsequently reached with 

the other hand. In the symmetric between-arms category (sB-A) the patient perceives the target with 

one hand and mirrors its position with the other hand. In the cross-modal (V-P) category, where the 

hand and the target do not share the same sensory modality, the patient reaches for a visually memorized 

target (represented here by a black dot) with the unseen hand. The eye icon represents vision: if it is 

crossed, no visual feedback is provided. Figure adapted from Bernard-Espina et al. (2021). 
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Cross-modal task (V-P). This task differs from the others in that the target information is given 

visually (or remembered visually) whereas only proprioceptive information is provided for the 

effector (Figure 2-1, V-P). Thus, these tasks always require sensory transformations for both 

proprioceptive (V-P) and visual compensation (V-VP) tasks. For this reason, their categorization 

based on the direct encoding in the joint and/or retinal space is not fully applicable. V-P tasks are: 

Reaching Test (RT), Matching to a Visual image (MV), and Shape/Length Discrimination (SLD) 

(see Table 1-1). 

2.1.3 Quantitative comparison between tasks 

Among the 44 studies that were used for the qualitative analysis, 18 studies could be 

included in this quantitative comparative analysis: 8 for stroke patients and 10 with healthy 

subjects. The selection criteria for the papers are the following: the use of quantitative 

measurements (such as robotic devices); the comparison of either (at least) two different categories 

of tasks, or of patients with healthy subjects. 

In order to be able to quantitatively compare the performance (end point errors) in the 

different sensory assessment methods despite methodological differences among studies, we 

normalized the experimental data of the selected studies. For each category of proprioceptive task 

(and visual compensation task, i.e. same task performed using vision in addition to proprioception), 

we expressed the variable error of the end-point positions (for both stroke patients and control 

subjects) as a ratio of the variable error in the W-AP task performed by healthy subjects. 

2.1.4 Correspondence with functional anatomy 

After a non-systematic PubMed screening, we reviewed 9 studies that used functional 

imaging (fMRI, PET and EEG) to analyze the neural networks involved in proprioceptive and 

visuo-proprioceptive tasks, as well as studies using imaging-based lesion-symptom mapping 

(LSM) which compared the performance of patients in at least two different types of tasks. The 

limited number of included studies comes from the fact that only few (2) lesion-symptom mapping 

studies provide a comparative approach with different types of tasks, and functional imaging 

studies analyzing proprioceptive assessment tasks are scarce (7 included).  
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2.2 Study 2 – Sensory transformations affecting visuo-proprioceptive 

integration 

The second study aims to determine whether and how unimodal (visual or proprioceptive) 

and multimodal (visuo-proprioceptive) processing is affected by the necessity of sensory 

transformations. The developed experimental tasks replicated the characteristics of the different 

clinical proprioceptive assessments (and visual compensation tasks) that are used in the stroke 

literature: using a virtual reality set-up combined with a motorized haptic feedback system, subjects 

had to reproduce the orientation of an object (parallel task), or mirror it relative to the sagittal plane 

(mirror task). The task was performed with haptic feedback only, visual feedback only, or with 

both. 

Unlike the mirror proprioceptive assessment tasks that are described in Figure 2-1, in this 

study the haptic mirror task is performed with one arm. As a consequence, when mirroring the 

target orientation, the arm is not in the same joint configuration than during the target acquisition. 

We therefore made the assumption that mirroring the object orientation would require sensory 

transformations, that will be referred to as spatial mirror transformations.  

 

2.2.1 Experimental set-up 

As shown in Figure 2-2, the experimental setup mainly consists of a haptic device, used to 

rotate a rectangular handle, and a virtual reality (VR) headset that shows to the subject a virtual 

version of the handle. For the integration of the VR headset and the haptic device, I developed a 

custom real-time control program in C++ (see Appendix A for more details). 

 

Virtual reality headset 

The Oculus Rift S (Oculus VR, Menlo Park, California, USA) used has a high resolution 

(1440x1280 pixels) display per eye with 80Hz frame rate, a 115° diagonal field of view, and a fixed 

interpupillary distance of 63.5mm. Information about the three-dimensional position and 

orientation of the subject’s viewpoint (provided by the built-in cameras and inertial measurement 
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unit (IMU) of the Oculus Rift S) was used in real-time to update the images shown in the VR 

headset. 

 

 

 

Haptic device 

A haptic device (Delta Haptic Device, ForceDimension) was used to control the orientation 

of a handle (Figure 2-2). To convert the 3 translational degrees of freedom of the haptic device 

(translations along the x, y, and z-axis) into a single rotational degree of freedom for the handle, I 

designed a custom mechanical system: the handle was rotated by a lever which was operated by 

the haptic device. Depending on the phase of the experiment, the handle orientation was either 

driven by the computer, or by the subject through the joystick of the Oculus Touch Controller, 

therefore no active wrist rotations were required. 

 

 

Figure 2-2 | The subject wears the Oculus Rift S virtual reality headset, through 

which he/she can see a virtual rectangular object. The virtual object has the same size, 

shape, location and orientation as the touch sensitive handle the subject is grasping 

with the right hand. The subject controls, through the haptic device, the orientation of 

the handle by using a joystick with his left thumb. Using a lift table, the height of the 

device could be adjusted to the subject. 
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2.2.2 Experimental paradigm 

Subjects sat comfortably in a chair with belts to avoid trunk movements. The haptic device 

height was adjusted so that subjects could grasp the handle with the elbow flexed at about 90° 

(Figure 2-3). Subjects had to look down at approximately 45° to see the handle through the VR 

headset. The virtual environment consisted of the virtual handle on a uniform gray background 

without external visual landmarks. This choice aims at removing all possible directional references 

with respect to which the handle orientation could be estimated.  

 

 

 

Head movements were not constrained physically, but a warning was displayed when the 

head yaw or roll angle deviated from the straight-ahead direction by more than 15°, or when the 

lateral translation exceeded 10cm. For a first group of subjects the haptic device was positioned in 

the frontal working plane, and the movement of the handle constrained to the roll angle 

(Figure 2-3A), for a second group the device was placed in the horizontal working plane, and hence 

 

Figure 2-3 | The subjects wear a VR headset and grasp the rectangular handle (depicted in blue) of the 

haptic device in front of them. The handle of the haptic device could rotate in a single dimension: around 

the roll axis for the task in the frontal plane (A) or around the yaw axis for the task in the horizontal 

plane (B) respectively. The generic experimental task is composed of three phases: 1) memorization of 

the target orientation for three seconds, 2) three seconds delay with a visual distractor to avoid 

afterimage of target orientation and 3) alignment of the handle by remote control of the other hand to 

the remembered target orientation. The visual distractor was positioned at the place of the virtual handle 

(in red), and consisted of randomly moving red filled circles at a 12Hz frequency. 

Frontal plane task Horizontal plane task 
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the movement of the handle constrained to the yaw angle (Figure 2-3B). The subjects of each group 

performed the task in 12 conditions, which differed by the modality of the available sensory 

information, and the requirement to reproduce or mirror the target orientation. 

The task consisted of three phases (see Figure 2-3): 1) memorization of the target 

orientation (sensed visually, haptically, or both) for three seconds, 2) a three seconds visual 

distraction to avoid a target afterimage in tasks involving vision, and 3) alignment of the handle to 

the memorized target orientation using the joystick. When the subjects considered that the handle 

was in the correct orientation, they validated their response by pressing an Oculus controller button. 

If the response was not provided after 10 seconds, an auditory prompt was given to the subject. 

The target orientations were −30°, −20°, −10°, 0°, +10°, +20° or +30°, with respect to the sagittal 

plane. 

In the following the experimental conditions are grouped in three sensory families (haptic, 

visual or visuo-haptic) and described in detail: 

 

Unimodal Haptic tasks. Both target and response orientation cues were haptic only: perceived by 

grasping the handle. The subjects saw a spherical handle instead of the rectangular shape, which 

did not provide any visual orientation cue. 

1. Unimodal Haptic Parallel task, H//: Subjects were asked to align their response to the 

memorized target orientation (Figure 2-4, top row); 

2. Unimodal Haptic Mirror task, H/\: Subjects were asked to mirror the target orientation relative 

to the sagittal plane (Figure 2-4, second row). 

Unimodal Visual tasks. Both target and response orientations were sensed through vision only: 

the subjects saw a virtual representation of the rectangular handle (same shape and dimensions), 

but did not grasp it.  

1. Unimodal Visual Parallel task, V//: Subjects were asked to reproduce the target orientation 

(Figure 2-4, third row); 

2. Unimodal Visual Mirror task, V/\: Subjects were asked to mirror the target orientation relative 

to the sagittal plane (fourth row of Figure 2-4). 
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The visual tasks were repeated with additional noise: Vn// and Vn/\. The visual noise 

consisted of random rotations of the handle image from its nominal orientation, following a normal 

distribution with 0° mean and 4.5° standard deviation. 

 

 

Figure 2-4 | The experimental conditions are depicted for the horizontal working plane tasks. The 

visual and haptic cues provided to the subjects are represented in red and blue respectively. In the 

different experimental tasks, subjects were asked to memorize and reproduce, //, or mirror, /\, target 

orientations. For haptic, H, tasks (first two rows) the handle is represented as a sphere in the VR headset, 

providing no visual cues about its orientation, but grasping the real rectangular handle provides haptic 

cues. For visual, V, tasks, (third and fourth rows) subjects have visual information about the handle 

orientation, since its rectangular shape is represented visually in the VR headset, but no haptic cues can 

be used, because the handle is not touched. For visuo-haptic tasks, VH, (last four rows) visual and haptic 

cues are provided simultaneously. While in the V//H// task visual and haptic cues are always congruent, 

in the V/\H// and V//H/\ tasks the two sources of information are incongruent during the target 

memorization (visual cue mirrors the handle orientation). Visual and haptic cues are then congruent 

again during the response phase, and depending on the task, subjects have to reproduce the same haptic 

orientation, and thus mirror the visual orientation, V/\H//, or to reproduce the same visual orientation, 

and thus mirror the haptic orientation, V//H/\. 
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Multisensory Visuo-Haptic tasks. Target and response orientation were sensed visually and 

haptically simultaneously: the subjects saw the same visual object as in the unimodal visual tasks 

while they grasped the handle as in the haptic tasks. To mimic the sensory processing characterizing 

the main clinical assessment categories (Figure 2.1), that is the necessity or absence of spatial 

sensory transformations in the visual or haptic channels, some tasks involved congruent or 

incongruent visuo-haptic signals: during the target acquisition phase, the handle and its virtual 

representation could have the same orientation (congruent) or they could mirror each other 

(incongruent); during the response phase, visuo-haptic information was always congruent. 

Congruent Visuo-Haptic task: 

1. Visuo-Haptic Parallel task, V//H//: Subjects were asked to reproduce the congruent visuo-haptic 

target orientation (Figure 2-4, fifth row); 

Incongruent Visuo-Haptic task: 

2. Visual Mirror-Haptic Parallel task, V/\H//: after the acquisition of incongruent visual and haptic 

targets, subjects were asked to reproduce the orientation of the haptic target and thus to mirror 

the orientation of the visual target (Figure 2-4, sixth row); 

3. Visual Parallel-Haptic Mirror task, V//H/\: after the acquisition of incongruent visual and haptic 

targets (as in V/\H//), the subjects were asked to mirror the haptic target and thus reproduce the 

orientation of the visual target (Figure 2-4, seventh row). 

The visuo-haptic (VH) tasks were performed also with additional visual noise: Vn//H//, 

Vn/\H// and Vn//H/\. The noise had the same characteristics as in the unimodal visual tasks, Vn// and 

Vn/\. The rationale for adding the visual noise was to decrease the visual precision relative to the 

haptic precision, such that the subject would give similar importance to haptic and visual cues in 

the multisensory integration (Ernst and Banks, 2002). 

 

2.2.3 Sensory (visuo-haptic) conflict 

In the Visuo-Haptic tasks, in which the subject can combine two sources of information to 

estimate the object orientation, we wanted to quantify the relative importance given to the visual 
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and haptic signals. To this end, an imperceptible sensory conflict was artificially introduced during 

the response phase of half of the trials: orientation of the haptic handle (haptic cue) and its 

representation in the VR headset (the visual cue) were misaligned by 9° (see Figure 2-5). 

 

 

Figure 2-5 | In this example trial of a visuo-

haptic task, the target orientation is 0°. During the 

target phase both visual (red) and haptic (blue) 

modalities are perfectly aligned and superimposed. 

During the response phase, an imperceptible 

sensory conflict (9°) is introduced between the 

visual and haptic modalities. The sensory weight 

given to the visual and haptic information (ωV and 

ωH) is estimated from the deviation of the haptic 

handle when the subject validates the response: if 

the haptic handle is at 0° (and the visual orientation 

is -9°) then ωV=0% and ωH=100%; if the haptic 

handle is at 4.5° (and the visual orientation is -

4.5°) then ωV=ωH=50%. If the haptic handle is at 

9° (and the visual orientation is 0°) then ωV=100% 

and ωH=0%. 

 

We reasoned that if an average deviation of 9° of the haptic handle was observed between 

the trials with and without conflict, then the visual weight would be 100% (third column of 

Figure 2-5). Conversely if no deviation of the haptic handle due to the sensory conflict was 

observed, then the visual weight would be 0% (first column of Figure 2-5). 

In order to verify that the conflict was not perceived by the subjects, and thus the natural 

multisensory integration preserved, the subjects were interviewed, at the end of the experiment, 

about the 9° visuo-haptic conflict. None of them reported to have noticed it. 

 

2.2.4 Experimental session structure 

In each of the six unimodal tasks (H//, H/\, V//, V/\, Vn// and Vn/\), the subjects performed four 

trials for each of the seven target orientations, for a total of 28 (=4×7) trials. In the six multisensory 

VH tasks (V//H//, V/\H//, V//H/\, Vn//H//, Vn/\H// and Vn//H/\), for each target orientation four trials 

with sensory conflict were added with respect to the unimodal tasks, which led to 56 (=(4+4)×7) 
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trials per task. The order of the trials was randomized. To compensate for a possible order effect 

between the different experimental tasks all subjects performed the 12 tasks in a different sequence. 

 

2.2.5 Participants 

36 healthy subjects participated in this study (18F, age: 28.3±7.8y). Exclusion criteria were: 

history of neurological or vestibular disorder, history of seizure, orthopedic disorder affecting the 

upper limbs, and sight disorder (unless corrected). Participants could wear contact lenses or glasses 

for the experiment. Handedness was assessed with the Modified Edinburg Handedness Index 

(Milenkovic and Dragovic, 2013). 29 subjects were right-handed, 3 left-handed, and 4 

ambidextrous. The subjects were balanced in two experimental groups: frontal plane (9F, 9M) and 

horizontal plane (9F, 9M). Participants in the two groups did not differ in age nor handedness. 

This experimental protocol was approved by the Ethics Committee of Université Paris Cité 

(N° IRB 2021-34 / 2022-3) and all participants gave written informed consent in line with the 

Declaration of Helsinki. 

 

2.2.6 Data analysis 

The performance of each subject was analyzed using Matlab (MathWorks, RRID: 

SCR_001622) in terms of the orientation of the responses. By convention, we considered the 

orientation of the response to be the orientation of the haptic handle (that could be different from 

the orientation of the virtual object when the visuo-haptic sensory conflict was introduced, as 

shown in Figure 2-5). To describe the characteristics of the average behavior of the subject, we 

used only the trials without the visuo-haptic sensory conflict. The trials with visuo-haptic conflict 

were only used to estimate the visual weight (see next section 2.2.7: “Sensory weighting 

quantification”). 

To estimate the average error and the over/under-estimations of the response orientations, 

the linear regression line of the subjects’ responses were computed (blue line in Figure 2-6A). The 

regression line has the form 𝜃𝑟  =  𝑚𝜃𝑡 + 𝑞, where 𝜃𝑟 and 𝜃𝑡 are the response and target orientation 

respectively, and it was used to quantify the following parameters:  
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 The average error (Bias), that is the average response-target distance, represented by the 

average distance across the 7 target directions between the regression line of the responses 

without conflict and the line passing through the target positions: 𝐵𝑖𝑎𝑠 = 𝑞 (y-intercept of 

the blue line in Figure 2-6A). 

 

 

Figure 2-6 | Raw experimental data from a single subject. Each point (blue circle or red triangle) 

represents a trial and corresponds to a response orientation (y-axis) for a given target orientation (x-

axis). The target orientations might not exactly align to the nominal targets (-30°, -20°, -10°, 0°, 

10°, 20°, 30°) as the mechanical system described in section 2.2.1 did not always allow to reach the 

exact orientation (±0.3°). Therefore, to avoid possible bias in the analysis, we used the real position 

of the handle as the target orientation value instead of the nominal value. (A) The responses for 

trials without conflict (blue circles) are linearly interpolated (blue line). The line parameters, 

indicated by q and the double arc, are used to estimate the average response error (Bias) and the 

distortion (Dist) of the responses. (B) For the trials with visuo-haptic conflict (red triangles) the 

responses are linearly interpolated (red line), imposing the same slope as the blue line. The vertical 

distance between the red and blue lines (Δq) allows estimating the relative importance given to the 

visual information. 
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 The distortion (Dist), i.e. possible over/under-estimation of the distance between two target 

orientations (Tagliabue and McIntyre, 2008), represented by the angle between the 

regression line of the responses and the line passing through the target orientations (see 

Figure 2-6A): 𝐷𝑖𝑠𝑡 =  𝑎𝑡𝑎𝑛(𝑚) − 45°. Positive and negative values of Dist correspond to 

a global over- and under- estimation of the angular distances respectively. 

The average number of control actions (Nb Ctrl) was recorded for each trial and averaged 

for each sensory task, representing how many times the subjects corrected the orientation of the 

handle with the oculus joystick before validating their response. 

In order to robustly describe the variability of the responses (Var), I adapted a method 

proposed by McIntyre et al. (1997) to combine the responses associated to different targets: as 

described in Equation 11, we computed the square root of the combined variance 𝜎𝑡
2 of the 

responses obtained for each target 𝑡, weighted by 
𝑛𝑡−1

∑ (𝑛𝑡−1)7
𝑡=1

, where 𝑛𝑡 is the number of responses 

for each target. 𝑛𝑡 = 4, unless a trial has been eliminated by the outlier detection procedure  

(Z-score > 3). 

 

𝑉𝑎𝑟 = √
∑ 𝜎𝑡

2(𝑛𝑡 − 1)7
𝑡=1

∑ (𝑛𝑡 − 1)7
𝑡=1

 Equation 11 

 

2.2.7 Sensory weighting quantification 

To quantify the effect of the sensory conflict in each multisensory condition, we linearly 

interpolated the responses of the conflict-trials constraining the regression line (red line in 

Figure 2-6B) to be parallel to the regression line of the no-conflict-trials (blue line of Figure 2-6B). 

This procedure provides the intercept for the conflict trials (𝑞𝑐). The rationale for imposing two 

parallel regression lines was to estimate more robustly the average difference between the response 

orientations of the trials with and without conflict. The simpler approach, which consists in 

computing the difference of the mean responses with and without conflict, provides similar results 

but is less robust in the case of missing trials. 
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Subtracting the intercept value of the no-conflict and the conflict-trials we obtain the 

average deviation of the response due to the 9° visuo-haptic conflict: 𝛥𝑞 = 𝑞𝑐 − 𝑞 (double-headed

arrow in Figure 2-6B). The percentage weight given to the visual information, 𝜔𝑉, can then be

computed as follows (Equation 12): 

𝜔𝑉 =
∆𝑞

9°
× 100% Equation 12 

2.2.8 Statistical analysis 

We assessed the effect of the spatial mirror transformations on the individual subject 

performances in uni- and multi-sensory tasks, and on the sensory weighting in the multi-sensory 

tasks. We performed separate Repeated Measures ANOVA on the Bias, Dist, Var, Nb Ctrl and ωV 

dependent variables, with the working plane (Plane: frontal or horizontal) as between-subjects 

independent variable. For the unimodal tasks, the within-subjects factors were: the sensory 

modality (Sense: P, V and Vn), and the mirror spatial transformation (Mirror: // or /\). For the 

multisensory tasks, the within effect factors were: the absence/presence of visual noise (Noise: V 

or Vn) and the mirror spatial transformation (Mirror: V//H//, V/\H// or V//H/\). To achieve the normal 

distribution required to perform an ANOVA, values of Var were transformed by the function 

log(x+1) (Luyat et al., 2005). We tested the normality assumption of the dependent variables with 

the Shapiro-Wilk test. To test whether Bias, Dist, Var, Nb Ctrl and ωV were significantly different 

for different values independent factors, post‐hoc Student‐Newman‐Keuls (SNK) tests were used. 

In the following, p<0.05, p<0.01, and p<0.001 will be indicated with *, **, and *** asterisks 

respectively. All statistical analyses were performed using the Statistica 8 software (Statsoft, 

SCR_014213). 
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2.3 Study 3 – Gravitational influence on sensory transformations 

The third study aimed at determining whether head misalignment with respect to the 

vertical (gravitational signals) interferes with sensory transformations. We confronted the “Gravity 

Hypothesis” (Gravity Hp), with two alternative hypothesis that are two variations of the “Neck 

Hypothesis”: Neck1 Hp, wherein the lateral neck flexions per se (which is involved in the eye-hand 

kinematic chain) interferes with eye-hand transformation; and Neck2 Hp, wherein lateral flexions 

require an increase of neck muscle activations to support the weight of the head, resulting in 

increased signal-dependent noise that would interfere with eye-hand transformations (Abedi 

Khoozani and Blohm, 2018). 

To discriminate between these three hypotheses, we asked healthy subjects to align their 

unseen hand to a visual target (cross-modal task, with the necessity of performing sensory 

transformations) in seated and supine postures. To test the effect of the neck flexion, the subjects 

had to laterally tilt their head between the target acquisition and the hand movement onset. If 

‘Neck1 Hp’ is correct, task performance should not change notably between postures, because the 

tasks performed in the seated and supine condition do not significantly differ in terms of lateral 

neck flexion. On the other hand, ‘Neck2 Hp’ predicts an improvement of task performance 

(precision) when supine, because, thanks to a special head support, in this position the neck muscles 

never have to sustain the head weight, resulting in a reduction of muscle spindle noise (Abedi 

Khoozani and Blohm, 2018). Finally, ‘Gravity Hp’ will be supported by a decreased performance 

(precision) when supine, because in this position the head is constantly misaligned with respect to 

gravity. 

 

2.3.1 Experimental set-up 

The setup is similar to that used in the preceding study (see section 2.2.1), using virtual 

reality (VR), except that the haptic device was replaced by a hand-tool fixated to the hand. A 3D 

acquisition system (CODAmotion) was used for real time tracking of both VR headset and hand-

tool position and orientation (for details, see Appendix D, methods section of Bernard-Espina et 

al. 2022). 
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The VR scene consisted of a cylindrical tunnel. Longitudinal marks (lines) parallel to the 

tunnel axis were added on the walls helping the subjects to perceive their own spatial orientation 

in the virtual world (Figure 2-7). The fact that these marks went from white in the ‘ceiling’ to black 

on the ‘floor’ facilitated the identification of the visual vertical. Since the main axis of the virtual 

tunnel always corresponded to the anterior-posterior subject direction, it was horizontal and vertical 

when the subject was seated and supine, respectively. 

 
 

 

Figure 2-7 | Representation of the (A) Seated and (B) Supine conditions. The subjects wear a virtual 

reality headset and a tool (represented in red) is fixed to their hand. The left images illustrate the virtual 

tunnel in which the subject performs the task. The configuration of the rotating head support (forked 

structure) is shown for the two postural conditions. (C) Target presentation (left) and response modality 

(right) for the three experiments. The tilted frames in the response phase represent the lateral neck 

flexion of the subjects when responding after target memorization. For the cross-modal (V-P) task the 

target is represented by tilted red bars and during the response the subject hand movements are applied 

to a blue capsule, which provides visual feedback about the pointing direction in pitch and yaw, but no 

visual cues about the pro-supination of the hand. For the unimodal visual (V-V) task the target is 

presented as in the V-P task, but a virtual hand-tool (red rectangle) controlled by a trackball is used to 

reproduce the target orientation. During the target acquisition of the unimodal proprioceptive (P-P) 

task the color of the capsule representing the subject hand changes from red to green when the hand 

approaches the target orientation. The response modality is the same as in the V-P task. Figure from 

Bernard-Espina et al. (2022). 
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2.3.2 Experimental paradigm 

To dissociate the effects on the sensory transformations induced by neck lateral flexion and 

by head misalignment with respect to gravity, we performed a first VR experiment in which the 

subjects had to perform reaching movements in a Seated and in a Supine position (Figure 2-7A-

B): in the seated position, neck lateral flexion and head misalignment with gravity are confounded, 

whereas in supine position, the head can be aligned with the body axis while remaining misaligned 

with respect to gravity. When the subjects performed the task in the supine position, they laid in a 

medical bed with their head supported by an articulated mechanical structure allowing for lateral 

neck flexions (Figure 2-7B). When the subjects performed the task in a seated position the same 

head support was fixed to the back of the chair to restrain the head movements similar to the supine 

condition (Figure 2-7A).  

To specifically assess the sensory transformations, we performed a first cross-modal 

experiment where the subjects had to ‘grasp’ a visual target with the unseen hand (V-P Experiment 

in Figure 2-7C). Two additional control experiments were performed to test whether potential 

effect of posture observed in the cross-modal task could be due to an effect of posture on visual 

and/or proprioceptive perception, and not on the sensory transformations (Unimodal Visual, V-V 

Experiment and Proprioceptive, P-P Experiment). To confirm our interpretation of the first set of 

results, we performed an additional experiment in which the subjects were tested seated and supine, 

but without lateral neck flexion. The goal was to specifically test the effect of the modulation of 

the gravitational information without interferences from neck muscle-spindle signals (Neck 

Straight Experiment). 

All experimental tasks consisted of three phases: 1) memorization of the target orientation, 

2) lateral head tilt, and 3) alignment of the tool to the remembered target orientation. The target

could be laterally tilted with respect to the virtual vertical of −45°, −30°, −15°, 0°, +15°, +30° or 

+45°. The subjects had 2.5 seconds to memorize its orientation. 

As in previous studies (Arnoux et al., 2017; Tagliabue et al., 2013; Tagliabue and McIntyre, 

2013, 2012, 2011), we took advantage of the head rotation to introduce a sensory conflict which 

the subjects did not notice (see below section 2.3.3).  
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In all tests, except the Neck Straight Experiment, after the target disappeared, the subjects 

were guided to laterally tilt the head 15° to the right or to the left by a sound feedback with a left-

right balance and a volume corresponding to the direction (left or right tilt) and the distance from 

the desired inclination. If they were unable to extinguish the sound within 5 seconds, the trial was 

interrupted and repeated later on, otherwise a go signal was given to indicate that they had to 

reproduce the target orientation with the hand tool (while holding the head tilted). After the go 

signal, the subjects aligned the tool to the memorized target and clicked on the trigger of a trackball 

held in their left hand to validate the response.  

 

2.3.3 Sensory (visuo-vestibular) conflict 

Unlike the previous study (section 2.2.3), we could not generate a sensory conflict between 

visual and proprioceptive hand orientation cues because the two stimuli were not presented 

simultaneously. In order to quantify the sensory weighting in each experimental condition, a 

sensory conflict was artificially introduced (as in Tagliabue and McIntyre, 2011): tracking the VR 

goggles was normally used to hold the visual scene stable with respect to the real world during the 

head rotations, but in half of the trials, a gradual, imperceptible conflict was generated such that, 

when the head rotates, the subjects received visual information corresponding to a larger tilt. The 

amplitude of the angle between the visual vertical and subject body axis varied proportionally (by 

a factor of 0.6) with the actual head tilt, so that for a 15° lateral head roll a 9° conflict was generated. 

When, at the end of the experiment, the subjects were interviewed about the conflict perception, 

none of them reported to have noticed the tilt of the visual scene. 

 

2.3.4 Experimental session structure 

In order to compensate for possible learning effects, half of the subjects were tested first 

seated and then supine, and the other half in the opposite order. For the Cross-modal, Uni-modal 

Visual and Uni-modal Proprioceptive Experiments, the subjects performed two trials for each 

combination of target orientation (7 different orientations), head inclination (right or left head tilt) 

and sensory conflict (with or without), for a total of 56 (=2x7x2x2) trials per posture. For the neck 

Straight Experiment, each target orientation was tested twice, for a total of 14 (=2x7) trials per 

posture. The order of the trials was randomized. 
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2.3.5 Participants 

In total 66 subjects were tested, 18 for each of the three experiments with the head tilted 

(9F, 9M, age: V-P 26.5±9y; V-V 30±6y; P-P 24.5±6y), and 12 for the additional experiment 

without head tilt (12M, age: 38.5±8y). Exclusion criteria were: history of neurological or vestibular 

disorder, history of seizure, orthopedic disorder affecting the upper limbs, and sight disorder 

(unless corrected). Participants could wear contact lenses or glasses for the experiment. 

Handedness was self-reported by the subjects: 17% of the subjects were left-handed. 

This experimental protocol was approved by the Ethical Committee of the University of 

Paris (N° CER 2014-34 / 2018-115) and all participant gave written informed consent in line with 

the Declaration of Helsinki. 

2.3.6 Data analysis 

The performance of each subject was analyzed in terms of the lateral inclination (roll) of 

the tool when they validated the response. We analyzed the data of this study using a similar 

approach to the one described for Study 2 “Sensory transformations affecting visuo-proprioceptive 

integration” (see section 2.2.6), but some modifications were necessary to adapt to the 

characteristics of the dataset. The main differences are: 

 The Accuracy (Acc), that is the average response-target distance, was represented by the

average absolute distance between the target orientations and the response orientations.

 The Aubert-Muller effect (AMe), corresponding to the global response bias due to the lateral

head tilt (Guerraz et al., 1998), was quantified as half of the algebraic distance between the

response orientations with right and left neck lateral flexion.

 The Visual weight (ωV), that is the importance the subject gives to the visual landmarks for the

encoding of the task in the trials with conflict, was estimated with the deviation of the response

orientations due to the sensory (visuo-vestibular) conflict, compared to the theoretical deviation

of the target orientations if they were assumed to move together with the visual scene.

Response distortions (Dist) and variable error (Var) was computed the same way as in the 

previous study (see section 2.2.6). All details about these methods are available in Appendix D 

(methods section of Bernard-Espina et al. 2022). 
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2.3.7 Statistical analysis 

For each experiment, we assessed the effect of posture on task performance using mixed 

model ANOVAs on the AMe, Dist, Acc, Var and ωV dependent variables, with the Posture (Seated, 

Supine) and Order (Seated-First and Supine-First) as within- and between-subjects independent 

variable respectively. No between-experiment comparisons were performed, because they do not 

correspond to the goal of this study. Since we performed three distinct experiments, we applied a 

Bonferroni correction (n=3) for multiple comparisons to reduce the probability of type I errors 

(false positive). Therefore, in the following, p<0.05/3(≃ 0.0167), p<0.01/3(≃0.0033) and 

p<0.001/3(≃0.00033) will be indicated with *, **, *** respectively. For the straight-neck 

experiment, because we specifically wanted to test whether the Supine position increased the 

subjects’ variable and constant errors, we performed one-tailed student t-tests on Var and Acc. All 

statistical analyses were performed using the Statistica 8 software (Statsoft, SCR_014213). 
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3 Common theoretical approach 

“All models are wrong, but some are useful.” 

George Box (1978) 

In order to provide a uniform conceptual framework, and compare our different hypotheses, 

in this thesis I used a common theoretical approach based on the statistical optimality of 

multisensory integration (see sections 1.3). The extended version of the “Concurrent Model” that 

I developed is indeed able to predict the statistically optimal sensory processing for each of the 

categories of proprioceptive and visual compensation assessments of section 2.1. The same model 

can also be used for the tasks of our experimental studies on the effect of sensory transformations 

on visuo-proprioceptive integration (section 2.2) and on the gravitational influence on sensory 

transformations (section 2.3). In this chapter, I will present the characteristics of the “Extended 

Concurrent Model” and its application to the three studies mentioned above. 

3.1 Extended Concurrent Model 

The Extended Concurrent Model, represented in Figure 3-1, differs from the original 

version (section 1.3.2) by the fact that it explicitly distinguishes between the reference frames in 

which the sensory signals are natively encoded (the joint, J, and the retinal, R, reference frames for 

proprioception and vision respectively) and the reference frames which correspond to a 

combination of the original sensory signal about target and response position, with additional 

sensory information. For instance, the hand position perceived through joint receptors can be 

encoded with respect to different body parts or even with respect to external references, such as 

gravity or visual landmarks (Tagliabue and McIntyre, 2014), necessitating sensory transformations. 

To refer to this type of indirect sensory encodings we use the generic term “extra-joint”, ExJ, for 

proprioception and “extra-retinal”, ExR, for vision (see section 1.2.2). 

Although both visual and proprioceptive information can potentially be encoded in multiple 

‘extra-’ reference frames, we have reduced the model formulation to its simplest version allowing 
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an accurate description of the sensory processing underlying the analyzed tasks. A more complex 

model, such as the fully concurrent model proposed by Tagliabue and McIntyre (2014) (Figure 6 

of the article) could have been more accurate, but computational and numerical constraints imposed 

the use of this simplified, yet useful, formulation.  

 

 

 

As shown in Figure 3-1, the Extended Concurrent Model includes four target-response 

comparisons: ∆J, ∆R, ∆ExJ, ∆ExR. The variability associated with these four concurrent 

comparisons is a function of the sensory noise of the joint (J) and/or the retinal (R) signals and of 

the potential sensory transformations TJ→R , TR→J , TJ→ExJ , TR→ExR. 

 

Figure 3-1 | Extended Concurrent Model. Sensory (joint, J, and retinal, R) inputs 

from the target and the response are concurrently compared in four reference-frames: 

retino-centered (ΔR), joint-centered (ΔJ), extra-retinal (ΔExR), and extra-joint (ΔExJ). 

Sensory transformations are represented by the curved green arrows: TJ→R and TR→J 

represent the sensory transformations of joint signals to retinal coordinates and 

viceversa. TJ→ExJ and TR→ExR represent the sensory transformations of joint signals to 

extra-joint coordinates, and of retinal signals to extra-retinal coordinates respectively. 

All concurrent target-response comparisons are optimally combined to maximize the 

precision of the movement vector estimation, Δ. The variance of the movement 

execution (ME) corresponds to sum of the movement vector variance and the motor 

noise (NM). Figure adapted from Bernard-Espina et al. (2021). 
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The optimal movement vector ∆ corresponds to the weighted sum of the four target-

response comparisons (∆J, ∆R, ∆ExJ, and ∆ExR) with the sensory weights 𝑤∆𝐽, 𝑤∆𝐸𝑥𝐽, 𝑤∆𝑅, and

𝑤∆𝐸𝑥𝑅, which are determined to minimize the variance of the movement vector 𝜎∆
2. For all tasks,

once the movement vector is estimated, the motor system generates the muscle activations 

necessary to displace the hand (or activate the joystick to control the haptic handle) in the defined 

direction and distance. This step introduces some additional noise, that we will call motor noise, 

𝜎𝑁𝑀

2 , so that the variance of the movement execution is 𝜎𝑀𝐸
2 = 𝜎∆

2 + 𝜎𝑁𝑀

2 . There might be

additional factors, such as working memory, concentration, and fatigue, that can contribute to the 

movement execution variability. For sake of simplicity, the present version of the model does not 

include them separately and they are all combined together in the 𝜎𝑁𝑀

2  term.

Our statistical model will predict the optimal set of four weights and the resulting variance 

for each of sensory tasks that will be investigated in this thesis. In the following sections, to improve 

readability, I will only use graphical representations of the model predictions representing the 

information flow theoretically associated with each experimental task. The analytical equations of 

the sensory weights and variability of the optimal movement vector, as well as computational 

details are reported in Appendix D (see Supplementary Materials of Bernard-Espina et al., 2021). 

3.2 Application of the model for proprioceptive tasks 

We distinguish here two main types of uni-modal proprioceptive tasks: tasks in which the 

joint signals from the target and the response can be compared in the native “Joint” reference, and 

tasks in which the target-response comparison necessitates the re-encoding of the joint signals in 

“Extra-Joint” reference frames. 

Uni-modal proprioceptive tasks without the necessity of sensory transformations 

These tasks include the within-arm proprioceptive, W-AP assessment tasks (section 2.1.2), 

the uni-modal haptic parallel, H// task (section 2.2.2) and the uni-modal proprioceptive, P-P task 

(section 2.3.2). In these tests, because the target and the response positions/orientations correspond 

to the same joints' configuration, and hence to the same joint signals (Arnoux et al., 2017; Tagliabue 
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and McIntyre, 2013, 2011), they can be compared ‘directly’ in the joint space J, without sensory 

transformations. The optimal information flow predicted is represented in Figure 3-2. 

 

 
 

 

Uni-modal proprioceptive tasks with the necessity of sensory transformations 

These tasks include the asymmetric between-arms proprioceptive assessment, aB-AP tasks 

(section 2.1.2), and the uni-modal haptic mirror, H/\ task (section 2.2.2). In these tests the target 

and the response position/orientation do not correspond to the same joint signals. In the aB-AP 

tasks, the left and right arms are not in the same configuration. In the H/\ task, even though this is 

a within-arm test, the hand orientation during target memorization and the response phase are 

different (mirrored). Thus, the target and the response position/orientation cannot be compared 

‘directly’ in the joint space J. The optimal sensory weighting predicted by our model consists in 

encoding the target and response position/orientation perceived through proprioception in 

alternative reference frames, rather than in joint space (see Figure 3-3). As a result, the predicted 

variability of the response is higher than for the proprioceptive tasks without sensory 

transformations represented in Figure 3-2. As shown in Figure 3-3, the model predicts two different 

‘visual reconstruction’ for the aB-AP and H/\ tasks. This is due to the fact that only in the former 

target and response have the same spatial location/orientation. 

 

Figure 3-2 | For the proprioceptive tasks with a ‘direct’ comparison, the model 

prediction consists in encoding the task solely in the joint space, not using any sensory 

transformation because the target-response comparisons in “extra” spaces (ΔExJ, ΔR, 

and ΔExR) fully covary with the target-response comparison in the joint space (ΔJ). 

In pale grey: target-response comparisons with a weight close to zero. 
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Uni-modal proprioceptive tasks with potential sensory transformations 

These tasks include the symmetric between-arms proprioceptive, sB-AP, assessment tasks 

(section 2.1.2). As shown in Figure 3-4, the model predicts a signal flow very similar to the one 

predicted for the proprioceptive tasks without sensory transformations (Figure 3-2). These 

similarities appear to be due to the same joint configuration of the arm holding the target and the 

arm performing the movement when achieving sB-AP tasks. Hence, the movement can be 

controlled by a ‘direct’ comparison between proprioceptive signals from homologous joints of the 

two limbs. Figure 3-4 reports also the information flow predicted by our model for patients with 

difficulties in performing inter-hemispheric transformations (dashed lines): an encoding of the 

information also in extra-joint and extra-retinal spaces. The encoding of the information in the 

retinal reference is not used, because target and response do not have the same spatial location. 

 

 

Figure 3-3 | For the proprioceptive tasks without a ‘direct’ comparison, joint signals 

are reconstructed in “extra” reference frames and sensory transformations (green 

curved arrows) are necessary. The model renders slightly different predictions for the 

aB-AP tasks, and the H/\ task. In the aB-AP tasks, it predicts a reconstruction in the 

extra-joint (ExJ) and retinal (R) spaces. In the H/\ task, it predicts a reconstruction in 

the extra-joint (ExJ) and extra-retinal (ExR) spaces. 
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3.3 Application of the model for visual tasks 

We distinguish here two main types of uni-modal visual tasks: tasks in which the visual 

signals of the target and the response can be compared in the native “Retinal” reference, and tasks 

in which the target-response comparison necessitate the re-encoding of the visual signals in “Extra-

Retinal” reference frames. 

Uni-modal visual tasks without the necessity of sensory transformations 

These include the uni-modal visual parallel, V// task (section 2.2.2), in which the target and 

response images on the retina can be compared directly. The optimal information flow predicted 

by the model is represented in Figure 3-5. 

 

 

Figure 3-4 | In sB-AP tasks, theoretically, a ‘direct’ target-response comparison is 

possible: the model predicts an encoding of the task in the joint space (ΔJ) only. 

However, for patients with inter-hemispheric transformation impairment, the optimal 

solution involves sensory transformations (dotted lines), for re-encoding joint signals 

in extra-joint (ExJ) and extra-retinal (ExR) spaces.  

 

Figure 3-5 | For the visual tasks with a ‘direct’ comparison, the model predicts a 

retinal encoding, using no sensory transformation because the target-response 

comparisons in “extra” spaces (ΔExR, ΔJ, and ΔExJ) fully covary with the target-

response comparison in the retinal space (ΔR). 
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Uni-modal visual tasks with the necessity of sensory transformations 

These tasks include the uni-modal visual mirror, V/\ task (section 2.2.2), and the uni-modal 

visual, V-V task (section 2.3.2). In these tests, the target and response images on the retina cannot 

be compared directly (see Figure 3-6) because: 

 In the V/\ task, the mirror spatial transformation results in a different orientation of target and 

response on the retina. 

 In the V-V task, due to the head rotation after target acquisition, the orientation of the response 

and of the memorized target do not have the same orientation on the retina.  

Therefore, the model predicts that the target and response position/orientation is encoded 

in alternative reference frames, rather than in the retinal space (see Figure 3-6).  As a result, the 

predicted variability of the response is higher than for the visual tasks without sensory 

transformations represented in Figure 3-5. 

 

 

 

 

Figure 3-6 | For the visual tasks with no ‘direct’ comparison, retinal signals are 

reconstructed in “extra” reference frames and sensory transformations (green curved 

arrows) are necessary. The model renders slightly different predictions for V/\ and V-

V tasks. In the V/\ task, it predicts a reconstruction in the extra-joint (ExJ) and extra-

retinal (ExR) spaces. In the V-V task, it predicts a reconstruction in the joint (J) and 

extra-retinal (ExR) spaces. 
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3.4 Application of the model for visuo-proprioceptive tasks 

We distinguish here three main types of multi-modal visuo-proprioceptive tasks: 1) tasks 

in which both proprioceptive and visual signals of the target and the response can be compared in 

the native “Joint” and “Retinal” reference frames respectively, 2) tasks necessitating the re-

encoding of the visual signals in “Extra-Retinal” reference frames, and 3) tasks necessitating the 

re-encoding of the joint signals in “Extra-Joint” reference frames. 

 

Multi-modal visuo-proprioceptive tasks without the necessity of sensory transformations 

These tasks include the within-arm visuo-proprioceptive, W-AVP tasks (section 2.1.2), and 

the visuo-haptic parallel, V//H// task (section 2.2.2). In these tests the target and the response have 

the same position/orientation. Therefore, they can be compared ‘directly’ in both joint, J, and 

retinal, R, space. The optimal information flow predicted by the model is represented in Figure 3-7 

and it results in a variance of the movement vector smaller than both proprioceptive and visual 

unimodal tasks (Figure 3-2 and Figure 3-5 respectively). 

 

 

 

Multi-modal visuo-proprioceptive tasks with the necessity of sensory transformations for 

the retinal signals 

These tasks include the symmetric between-arms visuo-proprioceptive, sB-AVP tasks 

(section 2.1.2), and the multisensory visuo-haptic mirror visual, V/\H// task (section 2.2.2). In these 

 

Figure 3-7 | For the visuo-proprioceptive tasks with a ‘direct’ comparison, the model 

predicts no sensory transformation: the task is encoded in joint (ΔJ) and retinal (ΔR) 

spaces only. 
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tests the target and the response do not have the same visual position/orientation, hence their 

position/orientation cannot be compared ‘directly’ in the retinal space R. Regarding the joint 

signals, the memorized target and the response positions/orientations are perceived through 

homologous (for sB-AVP) or the same set of joint sensors (for V/\H//). Thus, their 

position/orientation can be compared ‘directly’ in the joint space J (Figure 3-8). Due to the visual 

sensory transformation, the model predicts a larger variability of the visual comparison compared 

to the visuo-proprioceptive tasks without sensory transformations (see Figure 3-7). This has two 

consequences: first, the variability of the movement vector increases; second, the visual weight 

decreases. 

 

 

 

Multi-modal visuo-proprioceptive tasks with the necessity of sensory transformations for 

the joint signals 

These tasks include the asymmetric between-arms visuo-proprioceptive, aB-AVP tasks 

(section 2.1.2), and the visuo-haptic mirror haptic, V//H/\ task (section 2.2.2). In these tests the target 

 

Figure 3-8 | For the visuo-proprioceptive tasks without a ‘direct’ visual comparison, 

the model prediction consists in encoding the visual stimuli in the extra-retinal (ExR) 

space, using sensory transformation (green curved arrows), and the joint signals in the 

joint (J) space. However, in sB-AVP tasks for patients with inter-hemispheric 

transformation impairment, indirect comparisons (dotted lines) are predicted (see 

analogous consideration for sB-AP tasks in Figure 3-4). 
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and the response have the same position/orientation in the retinal space R. However, the target and 

the response position/orientation do not correspond to the same joint configuration. As explained 

for the proprioceptive tasks involving sensory transformations, their position/orientation cannot be 

compared ‘directly’ in the joint space J (Figure 3-9). Due to the proprioceptive transformation the 

model predicts a larger variability of the proprioceptive comparison compared to the visuo-

proprioceptive task without sensory transformations (see Figure 3-7). This has two consequences: 

an increase of the variability of the movement vector, and an increase of the visual weight. 

 

 

 

3.5 Application of the model for cross-modal tasks 

Cross-modal visuo-proprioceptive tasks (proprioceptive reaching of a visual target) 

This category of tasks includes the cross-modal visuo-proprioceptive, V-P tasks 

(sections 2.1.2 and 2.3.2). These tasks involve a visually memorized target which the 

patient/subject has to match with the unseen hand: no direct comparison is possible between the 

target and the response. The model predictions are shown in Figure 3-10. 

  

 

Figure 3-9 | For the visuo-proprioceptive tasks without a ‘direct’ joint comparison, 

the model prediction consists in encoding the proprioceptive stimuli in the extra-joint 

(ExJ) space, using sensory transformation (green curved arrows), and the visual signals 

in the retinal (R) space.  
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Visuo-proprioceptive reaching of a visual target 

The V-VP tasks are investigated in the first study “Reinterpretation of the stroke literature 

on proprioceptive deficits” (section 2.1.2). Both visual and proprioceptive inputs are available 

while positioning/orienting the hand with respect to the visually acquired target. A direct 

comparison is possible between the target and response in the retinal space, but no direct 

comparison is possible in joint space (Figure 3-11). As a consequence, the visual sensory weight 

increases, and the variability of the movement vector decreases compared to the cross-modal V-P 

task (Figure 3-10) 

 

 

Figure 3-10 | For the cross-modal visuo-proprioceptive tasks, the model predicts 

sensory transformations between sensory modalities: the visual target is compared 

with a reconstructed visual image of the response in the joint (J) space, and vice versa, 

in the retinal (R) space. In the V-P head tilted task, as explained for the unimodal V-

V task (in Figure 3-6), the model predicts a reconstruction of both the joint and retinal 

signals in the extra-retinal (ExR) space. The visual and proprioceptive sensory weights 

are a function of the noise characterizing the sensory transformations. The movement 

vector variability is also affected by the sensory transformations. 
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3.6 Description of the model fitting procedures 

We assessed the ability of the model to describe our experimental data. For this purpose, 

we fitted the model results to the experimental data, using Matlab® built-in “fmincon” function 

(R2019b, with the Optimization Toolbox) to minimize the l2-norm of the fitting errors, represented 

by the following cost function 𝑐𝑓: 

 
𝑐𝑓 = ∑(𝜎𝑒𝑥𝑝𝑖

2 − 𝜎𝑡ℎ𝑖

2 )
2

𝑛

𝑖=1

+ ∑(𝜔𝑉𝑒𝑥𝑝𝑖
− 𝜔𝑉𝑡ℎ𝑖

)
2

𝑚

𝑖=1

 Equation 13 

where n is the number of tasks under consideration for which we have both experimental values 

and a model predictions of the variance (𝜎𝑒𝑥𝑝𝑖
2  and 𝜎𝑡ℎ𝑖

2  respectively). m is the number of tasks for 

which both experimental value and model prediction of the visual weight are available ( 𝜔𝑉𝑒𝑥𝑝𝑖
 

and 𝜔𝑉𝑡ℎ𝑖
 ). For each experimental task, 𝜎𝑒𝑥𝑝𝑖

2  and 𝜔𝑉𝑒𝑥𝑝𝑖
 were averaged across all subjects, to 

filter the noise of the data due to experimental variability, and thus avoiding individual noise fitting. 

In order to avoid data overfitting, the number of independent variables in the model was 

reduced to the lowest possible number to test the specific hypothesis of the three studies. 

When different hypothesis were tested (see sections 3.6.2 and 3.6.3), in order to statistically 

test whether the predictions of the various hypotheses differed from the experimental data, a 

multivariate Hotelling’s T2 test was performed. 

 

Figure 3-11 | For the visuo-proprioceptive reaching tasks, the optimal solution 

consists in the direct encoding of the visual information in the retinal (R) space, and 

the proprioceptive (reconstructed signal of target position, and direct signal of hand 

position) in the joint (J) space.  
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3.6.1 Fitting quantitative data from the stroke literature (Study 1) 

The following parameters were used to predict the performance of healthy subjects and 

stroke patients in the proprioceptive and visual compensation assessment tasks (Figure 3-12):  

 𝜎𝐽
2: variability of joint signals, J. 

 𝜎𝑅
2: variability of retinal signals, R. 

 𝜎𝑇
2: noise introduced by sensory transformations, T. 

 𝜎𝑁𝐽𝑚

2 : additional noise in the more affected arm due to stroke, NJm. 

 𝜎𝑁𝐽𝑙

2 : additional noise in the less affected arm due to stroke, NJl. 

 𝜎𝑁𝑇

2 : additional noise associated to sensory transformation due to stroke, NT. 

Even though the motor noise plays a role in many of the analyzed stroke assessments, the 

diversity of the assessment methods that were included (with some that are purely perceptive, 

without motor nor memory components), made impossible to use the parameter 𝜎𝑁𝑀

2  to 

systematically account for the motor noise (see section 3.1). 

 

 

 

 

Figure 3-12 | Model parameters for fitting stroke literature data. The variance 

associated to 6 parameters (J, R, T, NJm, NJl and NT) were adjusted to fit experimental 

data and predict movement execution variability in the 4 categories of proprioceptive 

and visual compensation tasks (Figure 2-1). 
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This model aims to test the hypothesis that, while some patients have proprioceptive deficits 

only (𝜎𝑁𝐽𝑚

2  and 𝜎𝑁𝐽𝑙

2 > 0 and 𝜎𝑁𝑇

2 = 0), other patients might have sensory deficits affecting the 

sensory transformations specifically (𝜎𝑁𝐽𝑚

2 = 𝜎𝑁𝐽𝑙

2 = 0 and 𝜎𝑁𝑇

2 > 0), or might have combined 

proprioceptive and sensory transformations deficits (𝜎𝑁𝐽𝑚

2 , 𝜎𝑁𝐽𝑙

2  and 𝜎𝑁𝑇

2 > 0). 

Given that in our quantitative analysis of the data from the stroke literature we included the 

variance of 17 different assessment tasks, and none for the sensory weight (n=17 and m=0 in 

Equation 13), for this study 17 experimental data were fitted by adjusting 7 model parameters. 

 

 

3.6.2 Fitting experimental data of the study on the effect of sensory transformations on visuo-

proprioceptive processing (Study 2) 

To predict the effect of sensory transformations in the unimodal haptic and visual tasks, 

and in the multisensory visuo-haptic tasks, the following parameters were used (Figure 3-13):  

 𝜎𝐽
2: variability of joint signals, J. 

 𝜎𝑅
2: variability of retinal signals, R. 

 𝜎𝑁𝑅

2 : variability of the artificial noise NR added to the retinal signals. 

 𝜎𝑇𝐽↔𝑅

2 : noise due to sensory transformations, TJ↔R, between the joint and retinal spaces. 

 𝜎𝑇𝐸𝑥𝑅

2 : noise due to sensory transformations, TExR, from retinal to extra-retinal space. 

 𝜎𝑇𝐸𝑥𝐽

2 : noise due to sensory transformations, TExJ, from joint to the extra-joint space. 

 𝜎𝑁𝑀

2 : motor noise. 

 



..     Common theoretical approach: Description of the model fitting procedures 

72 

The cost function for the fitting procedure took into consideration both response variability 

and visual weight estimations (see Equation 13): the variance was assessed for all unimodal visual 

and haptic and multisensory visuo-haptic tasks (n=12 data points), and the visual sensory weight 

for the multisensory visuo-haptic tasks only (m=6). It follows that 7 parameters of the model were 

optimized to fit 18 experimental data. 

In order to appreciate the effectiveness of the extended concurrent model (with four 

reference frames) and the necessity of using it, we compared its predictions to those of two 

alternative models: the ‘original’ concurrent model as described in section 1.3.2 (Tagliabue and 

McIntyre, 2011) which has two reference frames (for visual and proprioceptive target-response 

comparisons), and a slightly more complex concurrent model with three reference frames (for 

visual, proprioceptive ‘direct’ and proprioceptive ‘indirect’ target-response comparisons) (see 

Figure 7 of Tagliabue and McIntyre, 2013). These two alternative models are described in 

Table 3-1. Details about their predictions for each experimental task are presented in Appendix B. 

Figure 3-13 | Model parameters for fitting experimental data of the study on the effect 

of sensory transformations on visuo-proprioceptive processing. The variance 

associated to 7 parameters (J, R, NR, TJ↔R, TExJ, TExR, and NM) were adjusted to fit 

experimental data and predict movement execution variability and visual weight. 
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Table 3-1 | Representation of the two alternative Concurrent Models (CM). The 

CM with 2 reference frames does not take into account the mirror symmetry in the 

proprioceptive and visual target-response comparison in the tasks under 

investigation here: the sensory transformations TJ↔R were not present in the final 

equations (see Appendix B). The variance associated to 4 parameters (J, R, NR, and 

NM) were adjusted to fit experimental data. The CM with 3 reference frames takes 

into account the mirror symmetry only for the proprioceptive target-response 

comparison. The variance associated to 6 parameters (J, R, NR, TJ↔R, TJ↔J and NM) 

were adjusted to fit experimental data. 

CM with 2 reference frames 

(Tagliabue and McIntyre, 2011) 

CM with 3 reference frames 

(Tagliabue and McIntyre, 2013) 

 

 

 

 

3.6.3 Fitting experimental data of the study on gravitational influence on sensory 

transformations (Study 3) 

To simulate the effect of head inclination with respect to gravity or of neck flexion on the 

information processing, the following parameters was used (see Figure 3-14): 

 𝜎𝑁𝑇

2  : additional noise associated to the cross-modal sensory transformations. 

The value of the other model parameters was determined from the literature, or did not 

affect the predictions. 
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In order to specifically test the effect of posture on sensory transformations, with the three 

hypothesis (Neck1 Hp, Neck2 Hp and Gravity Hp detailed in section 2.3), we compared the 

observed effect of posture on the response variability, ∆𝑉𝑎𝑟2 = 𝑉𝑎𝑟𝑆𝑢𝑝𝑖𝑛𝑒
2 − 𝑉𝑎𝑟𝑆𝑒𝑎𝑡𝑒𝑑

2 , and on the 

response deviation due to visual scene rotation, ∆𝜔𝑉 = 𝜔𝑉,𝑆𝑢𝑝𝑖𝑛𝑒 − 𝜔𝑉,𝑆𝑒𝑎𝑡𝑒𝑑, with corresponding 

equations of the model for the movement execution variability, ∆𝜎𝑀𝐸
2 = 𝜎𝑀𝐸,𝑆𝑢𝑝𝑖𝑛𝑒

2 − 𝜎𝑀𝐸,𝑆𝑒𝑎𝑡𝑒𝑑
2 , 

and for the weight associated with visual representation of the task. 

In fact, using ∆𝜎𝑀𝐸
2  allows to reduce the number of parameters to two: 𝜎𝑀

2 , 𝜎𝑅
2 and 𝜎𝐽

2 are 

simplified in the subtraction, and only the parameters 𝜎𝑇
2 and 𝜎𝑁𝑇

2  remain. To reduce further the 

number of parameters, and thus the possibility of overfitting the experimental data, the value of 𝜎𝑇
2 

is set to 23.19°2: a variance (in degrees squared) that is computed from the results of Tagliabue and 

McIntyre (2011). Therefore, for each of the three hypotheses only the parameter 𝜎𝑁𝑇

2  was adjusted 

to try to fit the modulation of the response variability and of visual weighting due to the posture in 

the 3 experimental conditions (6 data points). Computational details, with the detailed equations 

for the three hypothesis, are available in Appendix D (see Supplementary Materials of Bernard-

Espina et al., 2022).  

 

Figure 3-14 | Model parameters for fitting experimental data of the study on the 

gravitational effect on sensory transformations. The variance associated to the 

parameter NT were adjusted to fit experimental data and predict movement execution 

variability and visual weight. 
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4 Results 

4.1 Study 1 – Reinterpretation of the stroke literature on proprioceptive 

deficits 

The first study aimed to provide a new classification of the sensory assessment tasks and 

an improved stratification of stroke patients with proprioceptive deficits. We compared quantitative 

data from the literature on stroke proprioceptive assessments, and, based on our theoretical 

approach described in the previous section 3.6.1, we predicted the performance of stroke patients 

in various assessment methods based on the nature of their sensory deficits (that is purely 

proprioceptive or affecting sensory transformations). Finally, we related the different types of 

sensory deficits to the location of brain lesions. 

4.1.1 Categorization of proprioceptive and visual compensation assessments 

As described in the methods (section 2.1.3), in order to be able to compare the experimental 

data and present the results from different studies on the same plots, among the numerous studies 

that can be found in the literature, only experiments that compared at least two of the four categories 

of tasks (Within-arm, Asymmetric between-arms, Symmetric between-arms and Cross-modal), or 

performance of patients and healthy subjects could be included. 

Table 4-1 shows the normalized variance (see section 2.1.3) associated with each category 

of tasks for healthy subjects. The results show that, in the proprioceptive tasks, the precision in the 

Symmetric Between-Arms tasks (sB-AP) is similar to the Within-Arm tasks (W-AP). Both 

Asymmetric Between-Arms tasks (aB-AP) and Cross-Modal tasks (V-P) appear less precise 

compared to the Within-Arm tasks. Regarding the visuo-proprioceptive (visual compensation) 

tasks, all are more precise compared to the Within-Arm proprioceptive tasks, although for the 

Symmetric Between-Arms visuo-proprioceptive tasks (sB-AVP) the addition of vision does not 

increase precision as much as in the other visual compensation tasks. 
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Table 4-1 | Performance variability reported in studies involving healthy subjects. W-A: Within-Arm, 

aB-A: Asymmetric Between-Arms, sB-A: Symmetric Between-Arms, V-P: Cross-Modal task (visual 

target-proprioceptive response). P and VP subscripts refer to proprioceptive and visuo-proprioceptive 

(that is visual compensation) assessments respectively. 

Task 

Study 
W-AP aB-AP sB-AP V-P W-AVP aB-AVP sB-AVP V-VP 

Van Beers 1996    1.6     
Ernst 2002 1    0.2    
Butler 2004 1 1.1  1.2     
Monaco 2010  1.9    0.4  0.4 
Tagliabue 2011 1   1.1    0.6 
Torre 2013 1    1    
Khanafer 2014    1.5     
Cameron 2015        0.8 
Arnoux 2017 1 2.3 1.1      
Herter 2019       0.9  
Marini 2019 1    0.4    

mean(±SD) 1 1.8±0.6 1.1 1.3±0.2 0.5±0.4 0.4 0.9 0.6±0.2 

 

Table 4-2 reports the performance of stroke patients in the same assessment tasks, 

normalized with respect to the W-AP task performance of healthy subjects. The results reported in 

this table allow to distinguish between 3 types of stroke patients:   

(P) Patients with proprioceptive deficits only. In these patients only the noise of the 

proprioceptive joint signals is increased with respect to healthy subjects. Although their 

performances in all proprioceptive tasks should be affected compared to healthy subjects, 

they should have no difficulties to visually compensate for their proprioceptive deficits in 

any type of tasks, even in the Symmetric Between-Arms visual compensation tasks  

(sB-AVP): as shown in section 3.4 (Figure 3-8), the sB-AVP involves the (mirror) 

transformation of the visual signals, therefore, the visual compensation in this task relies on 

the patient’s sensory transformations abilities (which are preserved if the deficit is purely 

proprioceptive). 

(T) Patients with sensory transformation deficits only, for which only the noise associated to 

the sensory transformation is increased with respect to healthy subjects. Therefore, these 

patients should have no proprioceptive deficits in the Within-Arm tasks (W-AP), which do 

not require sensory transformations (section 3.2, Figure 3-2). However, they should have 
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difficulties in performing the other proprioceptive tasks (that involve sensory 

transformations: see section 3.2, Figure 3-3), and they should not be able to fully visually 

compensate in sB-AVP tasks (see section 3.4, Figure 3-8). 

(P+T) For patients with combined proprioceptive and sensory transformations deficits. In these 

patients the noise is increased for both proprioception tasks and sensory transformations. 

Therefore, their performances should be affected in all proprioceptive assessment tasks as 

well as in sB-AVP visual compensation tasks (because they involve sensory transformations: 

see section 3.4, Figure 3-8). 

 

Table 4-2 | Performance variability reported in studies involving stroke patients. The symbols “<1” and 

“>1” represent qualitative results (improvement or deterioration of performance compared to control 

subjects, respectively) that were not used for the quantitative analysis. The column “Deficit?” proposes 

a possible type of deficit (or several) that would match the performance of patients in the different 

categories of tasks: proprioceptive deficit only (P), sensory transformation deficit only (T) and combined 

proprioceptive and sensory transformations deficit (P+T). 

Task 

Study 
W-AP aB-AP sB-AP V-P W-AVP aB-AVP sB-AVP V-VP Deficit? 

Scalha 2011      <1  <1 P/T/P+T 

Torre 2013 1.4    0.9    P/P+T 

Dos Santos 2015 2.5        P/P+T 

Contu 2017 1.4        P/P+T 

Gurari 2017 1.2  >1      T 

Rinderknecht 2019 1.9        P/P+T 

Herter 2019          (a)   1.8    1.1  P 

Herter 2019          (b)   3.0    3.0  T/P+T 

Herter 2019          (c)   3.0    2.1  T/P+T 

Ingemanson 2019   2.5      T/P+T 

 

With the proposed categorization of proprioceptive (and visual compensation) tasks, the 

stratification of stroke patients based on the performance level in each category of tasks provides 

a new perspective for the comprehension of sensory deficits post-stroke. In the following sections, 

we analyze the faculty of our model to predict patient performance in the different types of tasks 

depending on the sensory deficit (section 4.1.2) and the correspondence between our predictions 

and functional anatomy studies (section 4.1.3). 
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4.1.2 Reinterpretation of experimental observations based on our categorization 

Based on the described theoretical sensory information processing underlying the four 

categories of assessment tasks (see section 3 “Common theoretical approach”), we assess the ability 

of the model to capture the relevant experimental findings described in the previous section.  

Figure 4-1 shows the comparison between the quantitative experimental data found in the 

literature and the prediction of the model for the four categories of proprioceptive tasks 

(Figure 4-1A) and for the same four tasks performed using vision to compensate for proprioceptive 

deficits (Figure 4-1B). The model predicts very different results for healthy subjects and for the 

three type of patients (P, T and P+T), depending on the task category. 

 

 

 

 

Figure 4-1 | Data and predictions of performance variability are reported for the three types of patients: 

purely proprioceptive deficit (P deficit), sensory transformations deficit (T deficit) and mixed 

proprioceptive and sensory transformation deficit (P+T deficit), and for healthy subjects. All values are 

normalized with respect to the variability of healthy subjects in the within-arm proprioceptive task (W-

AP). If more than one quantitative study was included in the analysis for a particular task and group of 

subjects, the mean and standard deviation (vertical whiskers) were used to represent experimental data. 

Qualitative data from stroke patients (gray filled rectangles) were not used for the fitting. (A) 

Proprioceptive tests. (B) Visual compensation tests. Figure from Bernard-Espina et al. (2021). 
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For healthy subjects, our model reproduces well the experimentally observed modulations 

of the precision among the eight tasks. In particular, the model correctly predicts that the 

asymmetric between-arms proprioceptive tasks (aB-AP) are the least precise (largest variability) 

among the proprioceptive tasks (Figure 4-1A) and that the symmetric between-arms visuo-

proprioceptive tasks (sB-AVP) are the less precise among the tasks using vision (Figure 4-1B). 

For stroke patients, the results of Figure 4-1A show that the model seems to capture the 

different experimental data for the within-arm proprioceptive tasks (W-AP) suggesting that the 

heterogeneity of the results would be partially explained by differentiating patients with “pure” 

sensory transformations (T) deficits (Gurari et al., 2017: green diamond in Figure 4-1A) from 

patients with “pure” proprioceptive (P) and mixed (P+T) deficits (Contu et al., 2017; Rinderknecht 

et al., 2018; dos Santos et al., 2015: bicolor (red/blue) diamond in Figure 4-1A). For the asymmetric 

between-arms proprioceptive tasks (aB-AP) the model predicts a very high variability for the T and 

P+T patients while the increase with respect to the within-arm proprioceptive tasks (W-AP) is 

moderate for P patients, but unfortunately we do not have experimental data to validate this 

prediction. For the symmetric between-arms proprioceptive tasks (sA-BP), the model captures the 

heterogeneity of the patient dataset well by distinguishing P patients (Herter et al., 2019) from T 

and P+T patients (Herter et al., 2019; Ingemanson et al., 2019) (blue and red diamonds respectively 

in Figure 4-1A). The prediction for the sB-AP task is also consistent with qualitative observations 

of Gurari et al. (2017) that the same patients that performed without difficulties the W-AP task 

(classified as T patients) showed significant deficits in a symmetric task (grey rectangle in 

Figure 4-1A). For the cross-modal tasks (V-P), the model predicts that performances of T and P+T 

patients would be characterized by a variability significantly larger than that of P patients, similarly 

to the sB-AP task, but we have no data to validate this this prediction. 

Concerning the patients’ ability to visually compensate for their proprioceptive deficits 

(Figure 4-1B), the model predicts that in the within-arm visual compensation tasks (W-AVP) all 

three types of patients (P, T and P+T) should be able to use visual information to improve 

performance to that of healthy subjects. This prediction is consistent with the experimental 

observation of Torre et al. (2013) that stroke patients can fully compensate with vision when 

performing this kind of task (bicolor (red/blue) diamond in Figure 4-1B), where the information 

about the target and the effector could be compared directly in both joint and retinal space. For the 
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asymmetric between-arms visual compensation tasks (aB-AVP), the model predicts the same full 

visual compensation as for the within-arm tasks. Although we could not find any quantitative 

experimental results for patients in this type of tasks, the model prediction is coherent with the 

qualitative observation of Scalha et al. (2011) that patients can significantly improve their 

performances with vision (shaded grey rectangle in Figure 4-1B). For the symmetric between-arms 

visual compensation tasks (sB-AVP), the model prediction is very different from the other tasks and 

it matches the different results obtained by Herter et al. (2019) for patients with low and high levels 

of visual compensation (red and blue diamond respectively in Figure 4-1B). The model predictions 

for this task suggests that the group of patients showing low visual compensation (higher 

variability) could confound T and P+T patients, although the patients with the ability to visually 

compensate (lower variability) are probably of type P. For the cross-modal visual compensation 

tasks (V-VP), the same considerations apply as for the aB-AVP tasks, in terms of model predictions 

and of matching with qualitative observations: patients can significantly improve their 

performances with vision (shaded grey rectangle in Figure 4-1B).  

Altogether, these results suggest that only the within-arm proprioceptive tasks (W-AP) can 

be considered as “pure proprioception tests”. This expression here refers to those tests whose 

outcome is affected only by deficits of the proprioceptive system, and not by other factors, such as 

the inability to perform sensory transformations. In contrast, between-arms (sB-AP, aB-AP) and 

cross-modal (V-P) proprioceptive tasks appear to confound proprioceptive deficits and sensory 

transformation deficits, since they are affected by P, T or P+T deficits. These results also suggest 

that the visual compensation tests for symmetric between-arms (sB-AVP) tasks can assess the 

patients’ ability to perform sensory transformations. The reinterpretation of the data of the literature 

through the model framework represented in Figure 4-1 additionally suggests that most of the 

tested stroke patients have mixed P+T deficits (Contu et al., 2017; Herter et al., 2019; Rinderknecht 

et al., 2018; dos Santos et al., 2015), but that there are also clear occurrences of T deficits (Gurari 

et al., 2017) and P deficits (Herter et al., 2019) as hypothesized.  

In conclusion, the proposed stratification of patients presented here based on their deficits 

(P, T and P+T) appears to explain, and at least partially reconciliate, the apparently contradictory 

experimental outcomes of various assessments currently in use in clinical research.  
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4.1.3 Insights from brain lesions and functional anatomy studies 

According to the our model predictions (described in section 3), we consider within-arm 

proprioceptive (W-AP) assessments to be “purely” proprioceptive (Figure 3-2) in contrast to other 

proprioceptive assessments which involve sensory transformations (aB-AP, sB-AP, V-P: see 

Figure 3-3, Figure 3-4, and Figure 3-10). We therefore attempted to classify the reviewed 

functional brain imaging studies accordingly and to probe whether this categorization might result 

in a processing-specific topological cerebral organization. 

“Pure” proprioceptive processing, assessed with a within-arm proprioceptive (W-AP) task 

seemed to entail primarily the activation of M1 and S1 (Butler et al., 2004; Marini et al., 2019: blue 

areas in Figure 4-2). The W-AP tasks, the simplest tasks in terms of computational load, are 

presumably based on simpler networks. In contrast, the mirror task (a symmetric between-arms, 

sB-AP task) seem to involve sensory transformations. Consistent with this theoretical difference, 

fMRI revealed that a larger brain network was involved compared to W-AP tasks, with higher 

activation of the supramarginal gyrus (SMG) and superior temporal gyrus (STG) (Ben-Shabat et 

al., 2015; Iandolo et al., 2018: green areas in Figure 4-2). In theory, the same mirror task with visual 

feedback (sB-AVP) also involves sensory transformations. A lesion-symptom mapping study 

showed that patients with lesions to the SMG did not improve their performance when adding 

visual feedback in the mirror test (sB-AP vs. sB-AVP), a result presumably related to sensory 

transformation deficit (Semrau et al., 2018: red area in Figure 4-2). Patients that improved to 

normal performance with vision, i.e. presumably patients with “pure” proprioceptive deficit 

(Figure 4-1), had smaller lesions that primarily affected white-matter tracts carrying proprioceptive 

information rather than lesions in parietal association areas (Semrau et al., 2018). This result is 

therefore consistent with a specific role of the parietal association areas in sensory transformations. 

Other proprioceptive tasks such as asymmetric between-arms (aB-AP) and cross-modal 

(V- P) tasks, known for the visual encoding of proprioceptive information, and thus requiring 

sensory transformations, have also been associated to posterior parietal activation. Pellijeff et al. 

(2006) showed that the fMRI response was specifically enhanced in the superior parietal lobule 

(SPL) and Precuneus (medial part of the posterior parietal cortex, PPC) in a thumb and chin 

pointing task (purple area in Figure 4-2). Similarly, using Positron emission tomography (PET), 

Butler et al. (2004) showed a greater activity in the SPL in the V-P reaching task compared to a 
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W-AP task (orange area in Figure 4-2). Within the PPC, Grefkes et al. (2002) showed that the 

activity in the anterior intraparietal sulcus (IPS) was specifically enhanced during tactile object 

recognition. This task, requiring cross-modal visuo-tactile information transfer, involved the 

anterior IPS in stroke patients (Van de Winckel et al., 2012: orange area in Figure 4-2). 

 

 

Figure 4-2 | Cortical areas potentially involved in 

proprioceptive and sensory transformations. M1, S1: 

primary motor and somatosensory area, respectively. 

STG: superior temporal gyrus. Posterior parietal cortex 

(PPC), including the supramarginal gyrus (SMG), the 

superior parietal lobule (SPL), and the intraparietal 

sulcus (IPS). Areas in blue: cortical areas preferentially 

involved in W-AP, purely proprioceptive tasks (Butler 

et al., 2004; Iandolo et al., 2018; Marini et al., 2019). 

Green: enhanced activity when the task requires 

sensory transformations in symmetric between-arms 

tasks (sB-AP) as in Ben-Shabat et al. (2015) and 

Iandolo et al. (2018); red: in the symmetric between-

arms tasks (sB-AVP) as in Semrau et al. (2018); purple: 

in the asymmetric between-arms task (aB-AP) as in 

Pellijeff et al. (2006); yellow: in cross-modal (V-P) 

tasks as in Grefkes et al. (2002), Butler et al. (2004), 

and Van de Winckel et al. (2012). Figure adapted from 

Bernard-Espina et al. (2021). 

 

  

Overall, these studies tend to show that “pure” proprioceptive processing involves mainly 

S1, whereas sensory transformation processing recruits specifically the parietal associative cortex. 

Figure 4-2 shows the main trends for task-specific involvement that might be read out as: (i) Tasks 

excluding visual inputs and that do not require sensory transformations (W-AP) showed a trend for 

activating preferentially frontal (M1) and anterior parietal areas (S1). (ii) Tasks excluding visual 

inputs but requiring sensory transformations (sB-AP), or for which visual spatial processing 

requires sensory transformations (sB-AVP), seemed to entail additional activation of superior 

temporal and inferior-lateral PPC areas. (iii) Tasks that impose cross-modal processing, for which 

a visual encoding of the proprioceptive information has been reported in healthy subjects (aB-AP, 

V-P) tended to activate the superior-medial PPC areas. 
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4.2 Study 2 – Sensory transformations affecting visuo-proprioceptive 

integration 

The second study aims to experimentally determine whether and how the necessity of 

sensory spatial transformation affects unimodal (visual or haptic) and multimodal (visuo-haptic) 

processing. The experimental paradigm examined whether movements in different working planes 

would affect spatial transformations. Subjects had to reproduce the orientation of an object (parallel 

task: //), or mirror it relative to the sagittal plane (mirror task: /\). The task was performed in two 

different working planes (frontal and horizontal) with haptic feedback only, visual feedback only 

or both (see section 2.2.2). The mirror (but not the parallel) task saw supposed to require spatial 

transformations. After having analyzed the response patterns and the multisensory integration of 

visual and haptic signals, we then compared our model predictions to the experimental data as 

described in section 3.6.2. 

 

4.2.1 Response patterns 

Average responses in the unimodal haptic only (H), visual only (V), and visual with noise 

(Vn) condition, as well as the responses in the multisensory visuo-haptic condition without (VH) 

and with noise (VnH) are depicted in Figure 4-3. Specific response deviations from the target can 

be seen for each sensory condition. Responses of all subjects for both frontal plane (roll target 

orientations) and horizontal plane (yaw target orientation) groups are depicted together as they do 

not differ qualitatively. Response patterns seem affected by the spatial mirror transformations, with 

deviations of the responses in the mirror (/\) conditions compared to the parallel conditions (//). 

Responses seem biased in opposite direction in the H/\ and V/\ conditions, and response deviations 

seem less pronounced in the multisensory VH tasks. 
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We first examined haptic, visual and visuo-haptic integration by quantifying: the average 

error (Bias), the over/under-estimation of the angular distance between targets (Dist), the average 

number of control actions (Nb Ctrl), and the variability of the responses (Var).  

 

Unimodal sensory, visual and haptic, tasks 

As shown in Figure 4-4A, the spatial mirror transformation appears to affect the Bias in 

opposite directions for the haptic mirror (H/\) and visual mirror tasks (without and with visual noise: 

V/\ and Vn/\), with the same pattern in the frontal and horizontal working planes. These observations 

are supported by the absence of Mirror, Sense, and Plane main effects, and by the presence of 

Sense*Mirror interaction (Table 4-3). The average responses were deviated towards the wrist 

supination/extension in the frontal/horizontal working planes for the H/\ task (p=0.006), and 

towards the wrist pronation/flexion in the V/\ (ns) and Vn/\ (tendency, p=0.056) tasks, in both 

working planes. 

 

Figure 4-3 | Average subject responses. The top row represents mean orientation of the subjects’ 

responses to each target orientation in the unimodal haptic, H, visual, V, and visual with noise, Vn task. 

The bottom row reports the response for the trials without sensory conflict of the multisensory tasks 

(VH and VnH). Targets are represented by the black solid lines. Parallel // and mirror /\ tasks are 

represented by solid and dotted lines respectively. 
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In contrast, perceptive distortions (Dist) showed Sense, Mirror, and Plane main effects 

(Table 4-3): 

 Sense: Dist is less pronounced in Vn compared to H (p=0.04) and V (p=0.02), 

 Mirror: on average, Dist is more important (negative) in the mirror compared to the 

parallel conditions (p=0.0001), revealing a larger under-estimation of the target 

orientation with the mirror spatial transformation, 

 Plane: Dist is more important (larger under-estimation of the target orientation) in the 

frontal compared to the horizontal plane (p=0.04). 

 The Sense*Mirror interaction shows that the global effect of the mirror spatial 

transformation on Dist is mainly due to the haptic modality (H/\ vs H//, p=0.0001, see negative value 

of Dist in Figure 4-4B), whereas no difference was observed in the unimodal visual tasks (V// vs 

V/\ and Vn// vs Vn/\). The effect of the mirror transformation and its specificity to the haptic 

modality, appears to be similar for both working planes (no Mirror*Plane, nor 

Sense*Mirror*Plane interaction: see Table 4-3). 

 

 

Figure 4-4 | Response patterns for unimodal tasks, in the two working planes: (A) average error of 

responses (Bias), (B) responses distortion (Dist), (C) number of control actions (Nb Ctrl), and (D) 

responses variability (Var). Dotted lines represent the visual noise. Vertical whiskers correspond to 95% 

CI. *, ** and *** represent p<0.05, p<0.01 and p<0.001 respectively, and their colour represents the 

sensory condition to which they refer to. Legend: H: Haptic tasks; V: Visual tasks; Vn: Visual tasks 

with visual noise; //: Unimodal parallel tasks; /\: Unimodal mirror tasks. 
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Table 4-3 | ANOVA main and interaction effects for the unimodal tasks. The Repeated Measures 

ANOVA main effects of the mirror spatial transformation (Mirror: // or /\) are reported for the average 

response (Bias), distortion (Dist), average number of control actions (Nb Ctrl), and variability (Var). To 

assess how the sensory modality (Sense: H, V or Vn) and the working plane (Plane: frontal or horizontal) 

affects the sensory combinations specifically, we measured the interactions effects: Sense*Mirror, 

Mirror*Plane, and Sense*Mirror*Plane. The significant results (p<0.05) are highlighted in bold font. 

 Unimodal Haptic (H) and Visual (V, and Vn) tasks 

Param. Sense Mirror Plane Sense*Mirror Mirror*Plane Sense*Mirror*Plane 

Bias 
F(2,68)=2.1 

p=0.14 

F(1,34)=0.5 

p=0.50 

F(1,34)=0.1 

p=0.80 

F(2,68)=11.2 

p=0.00006 

F(1,34)=1.3 

p=0.27 

F(2,68)=0.2 

p=0.84 

Dist 
F(2,68)=3.7 

p=0.03 

F(1,34)=33.8 

p=2*10-6 

F(1,34)=4.5 

p=0.04 

F(2,68)=16.8 

p=1*10-6 

F(1,34)=1.3 

p=0.24 

F(2,68)=0.5 

p=0.60 

Nb Ctrl 
F(2,68)=2.3 

p=0.1 
F(1,34)=12.4 

p=0.001 

F(1,34)=3.1 

p=0.09 

F(2,68)=4.3 

p=0.02 

F(1,34)=0.3 

p=0.59 

F(2,68)=0.3 

p=0.76 

Var 
F(2,68)=81.7 

p<10-9 

F(1,34)=65.3 

p=2*10-9 

F(1,34)=10.1 

p=0.003 

F(2,68)=1.3 

p=0.28 

F(1,34)=0.0 

p=0.87 

F(2,68)=2.7 

p=0.07 

 

The number of control actions (Nb Ctrl) was similar between sensory conditions and 

between working planes (no Sense, nor Plane main effect), but significantly increased with the 

necessity of performing a mirror transformation (Figure 4-4C) with a significant Mirror main effect 

(/\ > //, p=0.001). The Sense*Mirror interaction however suggests that the mirror effect is stronger 

for the Haptic task: Nb Ctrl increased in H/\ with respect to H// (p=0.0001), and in V/\ with respect 

to V// (tendency, p=0.055) but not in the presence of visual noise (Vn/\ was no different to Vn//, 

p=0.22). The effect of the mirror transformation appears to be similar in both working planes (no 

Mirror*Plane, nor Sense*Mirror*Plane interaction: see Table 4-3). 

Finally, we observed that the response variability (Var) strongly depends on the sensory 

conditions (Figure 4-4D): Sense main effect, with the V condition significantly less variable (more 

precise) than the Vn condition (post-hoc p=0.0001) which is significantly less variable than H 

(post-hoc p=0.0001). Spatial transformation increased the response variability in all 3 unimodal 

tasks, with no difference between sensory conditions (significant Mirror main effect, but no 

significant Sense*Mirror interaction effect: see Table 4-3). The working plane orientation also 

significantly affect Var (Plane main effect: Horizontal > Frontal, p=0.003). Although not 

statistically significant, the tendency to a Sense*Mirror*Plane interaction (p=0.07) suggests that 

the spatial mirror transformation could affect differently the haptic and visual modalities depending 

on the working plane orientation. 
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Figure 4-5 shows that the mirror transformation in the frontal working plane clearly 

increases the response variance in the haptic modality (Δ=22.5°2), whereas it affects less the visual 

modality (with, Δ=6.5°2, and without visual noise, Δ=4.5°2). But the mirror transformation in the 

horizontal working plane affects the haptic (Δ=15.9°2) and visual modalities (with, Δ=11.7°2, and 

without visual noise, Δ=13.4°2) to a similar extent (right part of Figure 4-5). 

 

 

Together, these results support the hypothesis that the spatial transformation adds 

complexity in the unimodal tasks which is reflected by a global increase of Var and Nb Ctrl, as 

well as specific Bias and Dist patterns. And that the effect of the mirror transformation on the 

response variability appears similar among sensory conditions in the horizontal, but not in the 

frontal plane. 

 

Multisensory (visuo- haptic) tasks 

Figure 4-6A shows the average error (Bias) in the multisensory visuo-haptic tasks is larger 

on average in the frontal compared to the horizontal plane (Plane main effect, see Table 4-4). This 

increase of Bias appears to be due to the spatial transformation affecting the visual modality 

(Mirror*Plane interaction: V/\H// > V//H// and V//H/\, p=0.02). Bias also tends to be more sensitive 

to the spatial transformation affecting the visual modality in the presence of visual noise 

(Noise*Mirror interaction) (see dotted lines in Figure 4-6A). 

The under-estimation of the target orientations (negative value of Dist in Figure 4-6B) also 

increased in the frontal compared to the horizontal plane (Plane main effect, Table 4-4). The 

 

Figure 4-5 | Mean difference of 

variances (i.e. Var squared) between 

the mirror (/\) and parallel (//) 

conditions, for the 3 unimodal tasks, 

haptic, visual and visual with noise 

(H, V and Vn respectively). 

Vertical whiskers correspond to 

95% CI. ** represent statistical 

difference p<0.01. Non-significant 

p-values are indicated by ns 

(p>0.05). 
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Mirror*Plane and Noise*Mirror interactions show that the effect of the mirror spatial 

transformation on Dist tends to be different in both working plane orientations and with respect to 

the presence of visual noise. 

Responses Nb Ctrl (Figure 4-6C) was affected by the presence of visual noise (VnH > VH), 

working plane orientation (frontal > horizontal) and mirror spatial transformation (V/\H// > V//H//, 

p=0.057, and V//H/\ > V//H//, p=0.03): Noise, Mirror and Plane main effects are reported in 

Table 4-4. The Mirror*Plane interaction shows that the effect of the mirror spatial transformation 

is not the same in both working plane orientations (in the frontal plane, Nb Ctrl is larger in V/\H// 

compared to V//H//, p=0.02, and V//H/\, p=0.03; in the horizontal plane, Nb Ctrl is larger in V//H/\ 

compared to V//H//, p=0.004, and V/\H//, p=0.01). 

The response variability (Var, Figure 4-6D) was also affected by the presence of visual 

noise (VnH > VH), by working plane orientation (horizontal > frontal) and mirror spatial 

transformation: Noise, Plane and Mirror main effects are reported in Table 4-4. For the Mirror 

effect, in particular, V/\H// > V//H// (p=0.0006) and V/\H// > V//H/\ (p=0.008). The Mirror*Plane 

interaction shows that the Mirror main effect is mainly due to the spatial transformations performed 

in the horizontal plane (Figure 4-6D). 

Table 4-4 | ANOVA main and interaction effects for the multisensory tasks. The Repeated Measures 

ANOVA main effects of the visual noise (Noise: VH and VnH) and the spatial mirror transformation 

(Mirror: V//H//, V/\H//, and V//H/\) are reported for the average response, Bias, distortion, Dist, average 

number of control actions, Nb Ctrl, and variability, Var. To assess how the visual noise (Noise) and the 

working plane (Plane) affects the spatial mirror transformation specifically, we measured the interaction 

effects: Noise*Mirror, Mirror*Plane and Noise*Mirror*Plane. The significant results (p<0.05) are 

highlighted in bold font. 

Multisensory Visuo-Haptic tasks 
Param. Noise Mirror Plane Noise*Mirror Mirror*Plane Noise*Mirror*Plane 

Bias 
F(1,34)=1.7 

p=0.21 

F(2,68)=1.2 

p=0.30 

F(1,34)=4.6 

p=0.04 

F(2,68)=2.9 

p=0.06 
F(2,68)=3.3 

p=0.04 

F(2,68)=0.4 

p=0.68 

Dist 
F(1,34)=1.4 

p=0.24 

F(2,68)=0.6 

p=0.58 

F(1,34)=6.9 

p=0.01 

F(2,68)=6.7 

p=0.002 

F(2,68)=2.9 

p=0.06 

F(2,68)=1.5 

p=0.23 

Nb Ctrl 
F(1,34)=1.2 

p=0.002 

F(2,68)=3.6 

p=0.03 

F(1,34)=8.3 

p=0.007 

F(2,68)=0.1 

p=0.90 

F(2,68)=6.4 

p=0.003 

F(2,68)=2.7 

p=0.08 

Var 
F(1,34)=49.0 

p=4*10-8 

F(2,68)=8.2 

p=0.0006 

F(1,34)=3.2 

p=0.08 

F(2,68)=1.7 

p=0.18 

F(2,68)=4.8 

p=0.01 

F(2,68)=0.9 

p=0.41 
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4.2.2 Multisensory integration 

Qualitatively, in order to assess how visual and haptic cues are integrated in the visuo-

haptic tasks, we compare the response patterns in the unimodal (visual and haptic) tasks with the 

multisensory tasks. The Bias in the VH tasks tends to be intermediate between the Bias of the 

unimodal V and H tasks, suggesting that both visual and haptic cues are integrated to reduce Bias 

(Figure 4-7A). For responses distortion, it seems that without visual noise, Dist in VH tasks is 

similar to Dist in the unimodal visual task. In contrast, in the presence of visual noise, Dist in VH 

tasks tends to be balanced between both unimodal visual and haptic tasks (Figure 4-7B). The 

responses Nb Ctrl tend to be smaller on average in the VH tasks compared to the unimodal tasks, 

for the horizontal plane (Figure 4-7C). Finally, Var seems smaller on average in VH tasks, 

compared to both unimodal visual and haptic tasks (Figure 4-7D), suggesting that multisensory 

integration could be optimal, expressed by reduced response errors (Ernst and Banks, 2002).  

 

Figure 4-6 | Response patterns for multimodal tasks in the two working planes: (A) average error of 

responses (Bias), (B) responses distortion (Dist), (C) number of control actions (Nb Ctrl), and (D) 

responses variability (Var). Dotted lines represent the visual noise. Vertical whiskers correspond to 95% 

CI. *, ** and *** represent p<0.05, p<0.01 and p<0.001 respectively, and their colour represents the 

sensory condition to which they refer to. Main effects are represented with black colour. Legend: VH: 

Visuo-Haptic tasks; VnH: Visuo-Haptic tasks with visual noise; V//H//: Visual-Haptic parallel tasks; 

V/\H//: Visual mirror Haptic parallel tasks; V//H/\: Visual parallel Haptic mirror tasks. 
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Effect of the multisensory integration on the response variability 

In order to quantitatively assess whether multisensory integration reduces response 

variability (Var) with respect to unimodal conditions, as theoretically expected (see section 1.3.2), 

we performed multiple statistical comparisons (one-tailed t-test) between haptic and visuo-haptic 

tasks (H-VH), and between visual and visuo-haptic tasks (V-VH) for all combinations of spatial 

transformations and visual noise, in both working plane orientations. Table 4-5 shows the results 

of these tests. 

 

Figure 4-7 | Response patterns for the visuo-haptic (VH) tasks, compared to the unimodal tasks. For 

each VH task, we show the corresponding visual (V) and haptic (H) unimodal tasks results. 
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Table 4-5 | Difference in response variability between VH tasks (columns) and the corresponding 

unimodal H, V tasks (row). Significance level of the t-test comparisons for Var. ns, ~, *, ** and *** 

represent p>0.10, 0.05<p<0.10, p<0.05, p<0.01 and p<0.001 respectively, after Benjamini-Hochberg 

correction for multiple (12) comparisons. 

Frontal working plane  Horizontal working plane 

 V//H//   V/\H//   V//H/\   V//H//   V/\H//   V//H/\ 

V// 
ns 

p=0.42 
 

V/\ 
* 

p=0.028 
 

V// 
ns 

p=0.93 
 

V// 
~ 

p=0.038 
 

V/\ 
~ 

p=0.055 
 

V// 
~ 

p=0.094 

H// 
*** 

p=1.10-5 
 

H// 
*** 

p=2.10-4 
 

H/\ 
*** 

p=1.10-8 
 

H// 
*** 

p=7.10-7 
 

H// 
*** 

p=5.10-5 
 

H/\ 
*** 

p=5.10-11 

 Vn//H//   Vn/\H//   Vn//H/\   Vn//H//   Vn/\H//   Vn//H/\ 

Vn// 
~ 

p=0.081 
 

Vn/\ 
~ 

p=0.075 
 

Vn// 
ns 

p=0.60 
 

Vn// 
ns 

p=0.48 
 

Vn/\ 
** 

p=0.005 
 

Vn// 
~ 

p=0.071 

H// 
** 

p=0.003 
 

H// 
* 

p=0.025 
 

H/\ 
*** 

p=7.10-7 
 

H// 
*** 

p=3.10-5 
 

H// 
*** 

p=4.10-4 
 

H/\ 
*** 

p=9.10-7 

 

Overall in visuo-haptic tasks, Var was significantly lower compared to haptic tasks (see 

Figure 4-7D and Table 4-5), showing a clear advantage of multisensory processing with respect to 

purely haptic processing in terms of response variability. When compared to visual tasks, Var in 

visuo-haptic tasks is also numerically lower (see Figure 4-7D), and the difference is (or tends to 

be) statistically significant for both V/\H// and Vn/\H// tasks, and in both frontal and horizontal 

planes. The variability tends to be smaller than in the visual tasks also in the V//H//, V//H/\ and 

Vn//H/\, but only in the horizontal plane. 

These results suggest that multisensory integration tends to improve the response precision 

with respect to the use of haptic or visual information alone. However, our data might not be 

sufficiently precise to clearly show the improvement with respect to the unimodal visual conditions, 

which is relatively small. Indeed, visual perception is overall more precise compared to haptic 

perception, therefore, the improvement in precision to be expected with the multisensory 

integration is small (Ernst and Banks, 2002). 

Importantly, the decrease of variable error in multisensory conditions, predicted by the 

optimal sensory integration theory occurs when visual and haptic cues are incongruent (in the V/\H// 

and V//H/\ tasks): the subjects do not choose to follow one and neglect the other (visual or haptic) 

sensory cue, but use both to achieve the task despite the unnatural aspect of the visuo-haptic 

incongruence. 
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Visual sensory weighting 

In order to describe the multisensory integration in the visuo-haptic (VH) tasks, we 

estimated the visual sensory weight (that is the importance given to the visual cues, over the haptic 

cues) as described in section 2.2.7. We found that the visual sensory weight (ωV) was sensitive to 

the level of visual noise (Noise main effect, see Table 4-6): as we introduced noise in the visual 

signals, we observed a global reduction of ωV in the VH tasks (see Figure 4-8), consistent with the 

increased variability of the responses in the unimodal visual tasks with the addition of visual noise 

(V vs. Vn, in Figure 4-4D). As described in section 1.3.2, the relative weight of visual and haptic 

cues in a visuo-haptic task is expected to depend on their relative precision. 

 

 

 

Table 4-6 | ANOVA main and interaction effects for the visual weight in the multisensory tasks. The 

Repeated Measures ANOVA main effects of the visual noise (Noise: VH and VnH) and the spatial mirror 

transformation (Mirror: V//H//, V/\H//, and V//H/\) are reported for the relative weight associated to visual 

information, ωV. To assess how the visual noise (Noise) and the working plane (Plane) affects the spatial 

mirror transformation specifically, we measured the interaction effects: Noise*Mirror, Mirror*Plane and 

Noise*Mirror*Plane. Significant results (p<0.05) are highlighted in bold font. 

 Multisensory VH tasks 
Param. Noise Mirror Plane Noise*Mirror Mirror*Plane Noise*Mirror*Plane 

ωV 
F(1,34)=51.3 

p=3*10-8 

F(2,68)=19.2 

p=2*10-7 

F(1,34)=4.8 

p=0.03 

F(2,68)=7.6 

p=0.001 

F(2,68)=1.2 

p=0.3 

F(2,68)=4.3 

p=0.02 

 

Figure 4-8 | Visual weight (ωV) of each multisensory Visuo-Haptic (VH) task, 

working plane orientation and visual noise level. Dotted lines represent tasks with 

additional visual noise (VnH). Vertical whiskers correspond to 95% CI. *, ** and *** 

represent p<0.05, p<0.01 and p<0.001 respectively, and their color represents the 

experimental task to which they refer to. Legend: V//H//: Visual-Haptic parallel tasks; 

V/\H//: Visual mirror Haptic parallel tasks; V//H/\: Visual parallel Haptic mirror tasks. 
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Next, we found a significant Plane effect (frontal > horizontal, p=0.03), and Mirror effect 

(V//H/\ > V//H//, p=0.0002; V//H/\ > V/\H//, p=0.0001; V//H// > V/\H//, p=0.059). The Noise*Mirror 

and Noise*Mirror*Plane interactions suggest that the effect of mirror transformations depends on 

the level of noise and the working plane orientation (see Table 4-6 and Figure 4-8): 

 In the frontal plane, in the absence of visual noise (left column of Figure 4-8, solid line), our

results do not show any modulation of the visual weight with respect to the spatial

transformation;

 In the frontal plane, with visual noise (left column of Figure 4-8, dashed line), and in the

horizontal plane without visual noise (right column of Figure 4-8, solid line), we observe a

difference between V//H/\ and the other two conditions (V//H// and V/\H//) which are

characterized by similar visual weight;

 In the horizontal plane, with visual noise (right column of Figure 4-8, dashed line), we observe

stronger effect of spatial transformations: ωV is higher in the V//H/\ task with respect to V//H//

and V/\H//, and ωV is lower in the V/\H// task with respect to V//H// and V//H/\.

As we expected an increase of ωV for the V//H/\ tasks with respect to V//H//, we expected a 

decrease of ωV for the V/\H// tasks with respect to V//H//. Indeed, V/\H// tasks involve a spatial mirror 

transformation of the visual signals, thus reducing visual precision compared to haptic precision. 

However, we observed the expected decrease of ωV only on the horizontal plane and in the presence 

of visual noise. This apparently negative result, however, is consistent with the observation that the 

mirror transformation significantly increased the response variability in the unimodal visual tasks, 

V and Vn, in the horizontal plane, but less in the frontal plane (Figure 4-5). 

4.2.3 Model predictions 

Finally, we compared the experimental results with the predictions of our model (the 

“Extended Concurrent Model” presented in section 3.1). In order to test the robustness of its 

predictions, we compared the Extended Concurrent Model with two previous formulations of the 

Concurrent Model as described in section 3.6.2. The main difference between the Extended 

Concurrent Model (ECM) and the two alternative formulations resides in the number of reference 
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frames it uses (4 in the ECM, against 3 and 2 for the alternative models). The fact of having less 

reference frames to compare the target-response orientations implies that there are less possibilities 

of performing sensory transformations (re-encoding sensory signals in other reference frames) (see 

the details of the two alternative model predictions for each experimental task in Appendix B). 

With an optimization procedure, we adjusted the parameters of the three models to try to 

fit the unimodal tasks variance, the multisensory tasks variance and visual weights (Figure 4-9).  

Qualitatively, we observe for the unimodal tasks that only the Extended Concurrent Model 

(ECM) renders the increase of Var in the mirror conditions (H/\ vs H//, and V/\ vs V//), whereas the 

model with 3 reference frames only renders the increase of Var in H/\ (and not V/\), and the model 

with 2 reference frames predicts no effect of spatial transformations. For the multisensory tasks, 

the ECM is the only model to predict the increase of ωV in V//H/\ compared to V/\H// and V//H// that 

is observed in the experimental data. 

 

To statistically test whether the predictions of the three models differed from the 

experimental data, we used the Hotelling’s T2 test (see statistics reported in Table 4-7): only the 

Extended Concurrent Model showed no significant differences between prediction and empirical 

data, suggesting that it captures well the effect of spatial mirror transformations of the unimodal 

(visual and haptic) tasks, and of multisensory visuo-haptic tasks, in both working (horizontal and 

frontal) planes.  

 

Table 4-7 | Hotelling T-Squared value (and associated p-value) between the model predictions and 

experimental data for the unimodal and multisensory tasks, in the Frontal and Horizontal working planes. 

Statistical differences (p<0.05) are highlighted in bold font. “2 ref.” and“3 ref.” refers to the number of 

reference frames included in the two alternative concurrent models. 

  
Frontal Plane Horizontal Plane 

Extended 

Concurrent Model 

Unimodal tasks T2=12.3, F(6,12)=1.5, p=0.27 T2=14.7, F(6,12)=1.7, p=0.19 

Multisensory tasks T2=39.4, F(12,6)=1.1, p=0.45 T2=106.3, F(12,6)=3.1, p=0.09 

Alternative 

Concurrent 

Models 

  2 ref. 
Unimodal tasks T2=42.1, F(6,12)=4.9, p=0.009 T2=84.6, F(6,12)=9.9, p=0.0004 

Multisensory tasks T2=155.3, F(12,6)=4.6, p=0.03 T2=141.4, F(12,6)=4.1, p=0.04 

  3 ref. 
Unimodal tasks T2=29.8, F(6,12)=3.5, p=0.03 T2=78.7, F(6,12)=9.2, p=0.0006 

Multisensory tasks T2=108.8, F(12,6)=3.2, p=0.08 T2=139.6, F(12,6)=4.1, p=0.04 
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Figure 4-9 | Comparisons between model predictions and experimental data for the response variability 

in the unimodal tasks (H: haptic; V: Visual; Vn: Visual, with visual noise) and for the response 

variability and visual weight in the multisensory tasks (VH: Visuo-Haptic; VnH: Visuo-Haptic with 

visual noise). Both working plane orientations are represented separately (frontal and horizontal, in the 

left and right columns respectively). Colored boxes represent experimental data (mean±CI). Solid and 

dashed lines represent the model predictions for the experimental tasks with and without visual noise 

respectively. “2 Ref.”, “3 Ref.”, and “4 Ref.”, refer to the number of reference frames for each model. 

*, **, ***, represent significant differences between model predictions and experimental data (p<0.05, 

p<0.01, and p<0.001 respectively), after Benjamini-Hochberg correction for multiple comparisons. 
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The best fit of the experimental data by the Extended Concurrent Model predictions was 

obtained with the parameter values reported in Table 4-8 for each working plane orientation: 

overall, joint signals (𝜎𝐽
2) are noisier compared to retinal signals (𝜎𝑅

2), and the addition of visual 

noise in the experimental tasks (𝜎𝑁𝑅

2 ) substantially increases noise. The sensory transformations 

between joint and retinal reference frames (𝜎𝑇𝐽↔𝑅

2 ), and sensory transformation from joint to extra-

joint reference frames (𝜎𝑇𝐸𝑥𝐽

2 ) also add substantial noise. However, sensory transformations from 

retinal to extra-retinal reference frames (𝜎𝑇𝐸𝑥𝑅

2 ) is close to 0 for the frontal plane, but larger for the 

horizontal plane. This result suggests that the cost of sensory transformations of retinal signals to 

extra-retinal coordinates (for mirror visual transformation) is negligible in the frontal, but not in 

the horizontal plane, consistent with the different finding observed for the two working planes. 

 

Frontal plane                 Horizontal plane 

𝜎𝐽
2 = 10.5°2                    𝜎𝐽

2 = 18.4°2

𝜎𝑅
2 = 1.2°2 𝜎𝑅

2 = 4.7°2

𝜎𝑁𝑅

2 = 4.3°2 𝜎𝑁𝑅

2 = 6.5°2

𝜎𝑇𝐽↔𝑅

2 = 21.5°
2 𝜎𝑇𝐽↔𝑅

2 = 13.2°
2

𝜎𝑇𝐸𝑥𝐽

2 = 21.6°2 𝜎𝑇𝐸𝑥𝐽

2 = 16.5°2

𝜎𝑇𝐸𝑥𝑅

2 = 0.6°2 𝜎𝑇𝐸𝑥𝑅

2 = 4.7°2

𝜎𝑀
2 = 11.3°2 𝜎𝑀

2 = 7.8°2

 

Table 4-8 | Model parameter values for the 

Extended Concurrent Model that best fits the 

experimental data in both frontal and horizontal 

working planes. The model parameters are: the 

noise of the joint signal (𝜎𝐽
2) and of the retinal 

signals (𝜎𝑅
2), the additional variance due to the 

visual noise (𝜎𝑁𝑅

2 ), the noise of the sensory 

transformations between the joint and retinal 

reference frames (𝜎𝑇𝐽↔𝑅

2 ), from the joint to the 

extra-joint reference frame (𝜎𝑇𝐸𝑥𝐽

2 ) and from the 

retinal to the extra-retinal reference frame (𝜎𝑇𝐸𝑥𝑅

2 ). 

See method section 3.1 for parameters description. 

 

 

 

4.3 Study 3 – Gravitational influence on sensory transformations 

The third study aimed to experimentally determine whether head misalignment with respect 

to the vertical (gravitational signals) interferes with sensory transformations. We asked subjects to 

align their unseen hand to a visual target (cross-modal task, with the necessity of performing 

sensory transformations) in seated and supine postures. After analyzing the response patterns, in 
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comparison to the response patterns observed in control experiments, we confronted the “Gravity 

Hypothesis” (Gravity Hp) with the two variations of the “Neck Hypothesis” (see section 2.3) using 

the model described in section 3.6.3. 

4.3.1 Response patterns 

The subjects’ average responses in the three main experiments (Cross-modal (V-P), 

Unimodal Visual (V-V) and Unimodal Proprioceptive (P-P) tasks) for the two tested postures 

(Seated and Supine) are depicted in Figure 4-10A where specific deviations of the responses away 

from the target can be seen for each task and each posture. Statistical analyses showed that none of 

the analyzed parameters were significantly affected by the posture Order and that the Order did 

not significantly interact with the Posture effect. Neither did Posture have a significant effect on 

the average error (accuracy) in any of three experiments (Figure 4-10B).  

Figure 4-10 | Effect of posture (seated vs. supine) on performance. (A) For the three experiments, the 

mean orientation response across subjects to each target orientation is represented for the Seated and 

Supine conditions. The three parameters representing (B) the response accuracy, (C) Aubert-Müller 

effects, that is the global bias of the responses due to lateral neck flexion. Positive values correspond to 

deviations toward the head direction. (D) Response distortions are reported for the Seated and Supine 

conditions of the three experiments. Vertical whiskers correspond to 95% confidence intervals. * and 

** represent p<0.05/3 and p<0.01/3, respectively, and their color represents the experiment to which 

they refer. Figure from Bernard-Espina et al. (2022). 
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More specific analyses of the pattern of errors, however, revealed some specific effects of 

Posture (see statistics reported in Table 4-9). More precisely, the global response deviation in 

relation with the lateral head tilt, close to zero in the Seated condition, significantly increased in all 

three experiments when the subjects were Supine (Aubert-Muller effect in Figure 4-10C). The 

effect of posture on the perceptive distortion differed among the three experiments (Figure 4-10D): 

a significant modulation, in opposite directions, for cross-modal (V-P) and unimodal 

proprioceptive (P-P) tasks, but no difference for the unimodal visual experiment (V-V). In 

conclusion, seated or supine posture appeared to affect specific aspects of average response 

patterns, but the average error (accuracy) did not significantly change when supine. 

 

Table 4-9 | ANOVA main and interaction effects. For each of the experiments (cross-modal, V-P; 

unimodal visual V-V; unimodal proprioceptive, P-P) the two-factor ANOVA main effect of Posture, 

posture Order and the interaction between these two factors are reported for the Aubert-Müller effect 

(AMe), the response distortion (Dist), accuracy (Acc), and variability (Var), as well as for the relative 

weight associated to visual information, ωV. The significant results after the Bonferroni correction (p < 

0.05/3) are reported in bold fonts. 

Exp Param. Posture Order Posture × Order 

V-P 

AMe F(1,16)=12.7, p=0.0026 F(1,16)=0.18, p=0.67 F(1,16)=0.01, p=0.89 

Dist F(1,16)=10.6, p=0.0049 F(1,16)=0.23, p=0.63 F(1,16)=0.61, p=0.44 

Acc F(1,16)=0.97, p=0.34 F(1,16)=0.97, p=0.33 F(1,16)=0.34, p=0.57 

Var F(1,16)=15.3, p=0.0012 F(1,16)=0.01, p=0.91 F(1,16)=1.41, p=0.25 

ωV F(1,16)=23.9, p=16·10-5 F(1,16)=0.00, p=0.97 F(1,16)=0.57, p=0.46 

V-V 

AMe F(1,16)=9.16, p=0.0080 F(1,16)=0.19, p=0.67 F(1,16)=2.91, p=0.11 

Dist F(1,16)=0.01, p=0.93 F(1,16)=0.20, p=0.65 F(1,16)=2.49, p=0.13 

Acc F(1,16)=1.63, p=0.22 F(1,16)=0.42, p=0.52 F(1,16)=0.86, p=0.37 

Var F(1,16)=0.10, p=0.76 F(1,16)=0.07, p=0.79 F(1,16)=0.85, p=0.37 

ωV F(1,16)=2.36, p=0.14 F(1,16)=0.25, p=0.62 F(1,16)=3.54, p=0.08 

P-P 

AMe F(1,16)=10.9, p=0.0044 F(1,16)=0.98, p=0.34 F(1,16)=2.11, p=0.16 

Dist F(1,16)=10.7, p=0.0048 F(1,16)=0.01, p=0.92 F(1,16)=6.93, p=0.018 

Acc F(1,16)=0.01, p=0.93 F(1,16)=4.94, p=0.04 F(1,16)=0.04, p=0.83 

Var F(1,16)=0.85, p=0.37 F(1,16)=2.89, p=0.11 F(1,16)=0.98, p=0.33 

ωV F(1,16)=0.02, p=0.89 F(1,16)=0.71, p=0.41 F(1,16)=4.31, p=0.054 

 

On the other hand, the variability of the responses Var, reported in Figure 4-11A, was 

affected by the posture: in the cross-modal experiment (V-P) the subjects were significantly less 

precise when supine, but this was not the case in the unimodal visual (V-V) and proprioceptive 
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experiments (P-P). The change, or lack thereof, in response variability was accompanied by a 

similar modulation of the sensory weighting shown in Figure 4-11B: only in the cross-modal task 

did the visual weight significantly increase in the supine posture. 

 

 

Figure 4-11 | Response variability and visual 

weights as a function of posture: (A) Mean 

response variability across subjects and (B) visual 

weight, observed in the Seated and Supine 

conditions for the cross-modal and the two uni-

modal (visual and proprioceptive) experiments. 

Vertical whiskers correspond to 95% confidence 

intervals. ** and *** represent p<0.01/3 and 

p<0.001/3, respectively, and their color represents 

the experiment to which they refer. Figure from 

Bernard-Espina et al. (2022). 

 

 

Overall, these results suggest that the use of sensory information during the cross-modal 

paradigm differs from that of unimodal tasks, and that this weighted processing is significantly 

affected by posture. 

 

4.3.2 Analysis of between-subject differences 

To go beyond average responses, we then assessed whether inter-individual variability can 

provide more insight on the sensory processing underlying the three experiments.  

For the Seated condition of the unimodal visual (V-V) and proprioceptive (P-P) 

experiments, the concurrent model predicts respectively a negative and positive correlation 

between the visual weighting and the variability of the motor vector estimation. In fact, a visual 

weight which is not close to 100% in the V-V task (because the cost of the sensory transformation 

from retinal to extra-retinal coordinates is negligible, as shown by the previous study, in 
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section 4.2.3), or higher than 0% in the P-P task (because we expect the proprioceptive signals to 

be encoded in joint coordinates in this case), both would correspond to suboptimal solutions and 

thus to an increase of the variability of the motor vector estimation (see sections 3.2 and 3.3). The 

correlation between inter-individual visual weighting and the variability of the motor vector 

estimation is reported in Table 4-10. 

 

Exp. R p  
Table 4-10 | Coefficient of correlation R (and associated 

p-value) between the variability (Var), and visual 

dependency (ωV), in the Seated condition of the three 

experiments (Exp). 

 

V-P 0.11 0.65 
 

V-V -0.41 0.09  

P-P 0.17 0.51  

 

Although not statistically significant, the tendency to a negative correlation in the unimodal 

visual task reported in Table 4-10, is consistent with the model prediction, while the absence of 

correlation in the P-P experiment is not. This could be due to a significant contribution of motor 

noise to performance variability (Var) in this task, because both memorization and response require 

active hand movements. Motor noise affects the response variability but not the sensory weight, 

thus it might hide an existing correlation between the variability of motor vector estimation and the 

sensory weighting. The potential influence of motor noise is supported by the fact that the expected 

correlation seems to exist for the V-V task, where the motor component should be irrelevant. At 

least, we can expect that the motor noise in the V-V task, coming from the joystick actuation, is 

less important, and more similar between subjects, compared to the motor noise in the P-P task 

which involves a whole arm movement. 

For the V-P task no clear correlation between weight ωV and response variability Var is to 

be expected, because, as explained in section 3.5 “Cross-modal visuo-proprioceptive tasks 

(proprioceptive reaching of a visual target)”, the sensory weight theoretically depends only on the 

noise attributed to the cross-modal sensory transformations, while the response variability depends 

also on the subject's visual and proprioceptive acuity. Moreover, motor noise could play a role, as 

in the P-P task. 
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In order to understand whether between-subject differences while seated would affect the 

individual performance when supine, we evaluated the correlation between the individual 

performance in the Seated and Supine conditions. As shown in Figure 4-12, we evaluated the 

performance in terms of response variability Var, and visual weight ωV. 

The top part of Figure 4-12 shows that the ranking of the subject in terms of response 

precision in the Seated condition tends to be preserved when Supine, but only in the tasks with 

relevant proprioceptive and motor components (V-P and P-P). Consistent with the results of 

Table 4-10, this finding suggests that the individual motor noise contributes to the observed 

response variability and tends to be preserved between postures. The bottom part of Figure 4-12 

shows that in the tasks with a relevant visual component (V-P, V-V), the subjects that are most 

Figure 4-12 | Response variability and visual weighting as a function of posture 

(inter-individual analyses). For each of the three experiments cross-modal (left), 

unimodal visual (middle) and unimodal proprioceptive (right), individual performance 

in the Supine condition are shown as a function of the performance in the Seated 

condition, in terms of response variability Var (top row) and visual dependency (WΔV, 

bottom row). Dashed lines correspond to the identity line. Solid lines correspond to 

the linear interpolation of the data. “R” is the coefficient of correlation between the 

Seated and Supine data and “p” represents the corresponding statistical significance. 

Figure from Bernard-Espina et al. (2022). 
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visuo-dependent when seated, remain the most visuo-dependent when supine. These correlations 

suggest that, although different levels of visual-dependency can be observed among the subjects, 

their visual-dependency ranking was not altered by posture. It follows that the effect of the postural 

change in the cross-modal task was quite consistent among all participants. 

 

4.3.3 Model predictions 

Figure 4-13A graphically represents the model predictions associated with the hypotheses 

that the lateral neck flexion per se (Neck1 Hp), the increase of the noise in the neck muscle-spindles 

(Neck2 Hp) or the head misalignment with respect to gravity (Gravity Hp), interferes with the 

ability to perform cross-modal transformation (detailed model equations are presented in 

Appendix D: see Supplementary Materials of Bernard-Espina et al., 2022). Their quantitative 

comparison with the experimental results is shown in Figure 4-13B in terms of differences between 

the Seated and Supine condition. Focusing these predictions on the effect of the postural change 

has two main advantages: first, it compensates for a possible role of individual motor precision or 

sensory acuity that, as we have shown above, might increase between-subject variability. Second, 

it simplifies the model by allowing a significant reduction of the number of estimated parameters 

(see section 3.6.3).  

We simplified here the model presented in section 3.6.3, based on the hypothesis that, as 

suggested by the results of the previous study (section 4.2.3), the sensory transformation of retinal 

signals in extra-retinal coordinates does not substantially add noise the visual processing. 

Therefore, the retinal and extra-retinal reference frames are represented as a unique visual reference 

frame. Similarly, the joint and extra-joint reference frames are represented as a unique 

proprioceptive reference frame. In fact, in the three experimental tasks of this study (P-P, V-V, and 

V-P), the “extra-joint” reference frame has a sensory weight close to zero (see sections 3.2, 3.3 and 

3.5). Therefore, the simplified model has only two reference frames that are sufficient to describe 

these tasks.  

Figure 4-13B show that the first neck hypothesis (Neck1 Hp), which predicts no changes 

between Seated and Supine postures for all three, Cross-Modal, Unimodal Visual and Unimodal 

Proprioceptive tasks, is significantly different from the experimental observations (Hotelling’s test: 
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T2=93.0, F(6,12)=10.9, p=0.0003). The second neck hypothesis (Neck2 Hp) prediction also 

significantly differs from the experimental observations (Hotelling’s test: T2=34.93, F(6,12)=4.11, 

p=0.017). Indeed, although this hypothesis appears to better match the increase of the visual weight 

when supine, it cannot account for the increase in response variability; since in the Supine posture 

the neck muscles never act against gravity the model must predict a decrease of the response 

variability with respect to the Seated posture, which requires a neck muscle activation during the 

response phase to support the tilted head. 

The gravity hypothesis (Gravity Hp), in contrast, appears to well capture the fact that the 

Supine posture increases both the response variability and the visual weight in the cross-modal task 

only (Hotelling’s test: T2= 9.65, F(6,12)=1.13, p=0.40). The matching between the Gravity Hp 

prediction and the experimental data is obtained with 𝜎𝑁
2 = 81°2, which means that the variance 

associated with the cross-modal transformation would increase by about 3.5 times when the head 

is not aligned with gravity. 
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Figure 4-13 | Model predictions as a function of seated vs. supine posture. (A) Graphical representation 

of the sensory information flow in the Seated (left) and Supine (right) conditions for the cross-modal, 

unimodal visual and unimodal proprioceptive experiments. For the cross-modal task the predictions for 

the Neck1, Neck2, and Gravity hypotheses are represented separately. For the unimodal visual and 

proprioceptive tasks, the three hypotheses are identical and thus represented together. The model 

structures and the graphical conventions are the same as in Figure 3-1, with a focus on the 2 reference 

frames that are used as predicted by the model. In addition, dashed green arrows represent perturbed 

cross-modal sensory transformations; faded arrows and circles are associated with a noisy information. 

For each tested theory the colored rectangular areas include the cross-modal transformations perturbed 

by the hypothesized disrupting factor: orange, violet and cyan represent the neck flexion, the neck 

muscles action against gravity and the head-gravity misalignment, respectively. Since for the unimodal 

tasks the three hypotheses are represented together, multicolor areas illustrate the cross-modal 

transformations affected by more than one disrupting factor. (B) Comparison between the experimental 

results and the predictions of the three hypotheses, in terms of modulation of the response variance (upper 

panel) and visual weight (lower panel) due to postural change (Supine-Seated). Vertical whiskers 

represent the 95% confidence interval of the experimental data. ** and *** represent statistical difference 

(p<0.01 and p<0.001) between the model predictions and the empirical results for each experiment and 

each parameter separately. The color of the stars indicates the tested hypothesis. Figure from Bernard-

Espina et al. (2022). 
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4.3.4 Straight-Neck Experiment 

To confirm the role of the head-gravity misalignment on the noise of visuo-proprioceptive 

transformations (experimental results and the model predictions of Figure 4-13) the response 

variability and accuracy was compared between the Seated and Supine conditions of a cross-modal 

task (V-P) performed without lateral neck movements. Figure 4-14 shows that, similar to the 

previous experiments, when supine the subjects are significantly less precise (one-tailed t-test 

t(11)=3.42, p=0.04) and less accurate (one-tailed t-test: t(11)=2.79, p=0.009) than when seated. 

Figure 4-14 | Response errors in the Straight Neck Experiment. Mean response (A) 

variability and (B) accuracy observed in the Seated and Supine conditions for the 

cross-modal task without lateral neck flexions. Vertical whiskers correspond to 95% 

confidence intervals. * and ** represent p<0.05 and p<0.01, respectively. Figure from 

Bernard-Espina et al. (2022). 
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5 Discussion 

The main goal of this thesis is to provide new insights for the comprehension of 

proprioceptive deficits post-stroke, we further asked to which extent these deficits can be 

compensated with vision. We designed three studies focusing on the central processing of 

proprioceptive and visual information when using the upper limb, in the context of stroke and of 

healthy subjects. The experimental results of each study were interpreted through the prism of a 

common theoretical approach which describes the optimal fusion of visual and proprioceptive 

signals that are represented in multiple, concurrent reference frames (see the common theoretical 

framework presented in section 3). This concept allows distinguishing between “pure” 

proprioceptive processing (i.e. encoding of proprioceptive signals in native joint coordinates) and 

sensory transformations (i.e. re-encoding of the proprioceptive signals in non-native reference 

frames). 

The three research questions, for the three studies, were: 

Q1.  How does sensory transformation processing interact with proprioceptive deficits post-stroke, 

 and how does it affect the patients’ ability to visually compensate for these deficits? 

Q2.  Do sensory transformations affect the performance in uni-modal tasks (visual or haptic), and 

 consequently influence multisensory visuo-haptic integration? 

Q3.  Does head posture (head-gravity misalignment) affect the efficiency of sensory 

 transformations? 

In the following, I will summarize the main findings for each study, and will then justify 

how these results, together, contribute to a better understanding of sensory upper limb deficits that 

may be beneficial for stroke patients’ sensory assessment and rehabilitation. 

5.1 Study 1 – Reinterpretation of the stroke literature on proprioceptive 

deficits 

In the first study, we presented a reinterpretation of proprioceptive post-stroke deficits 

affecting manual control, and of the ability of patients to compensate for these deficits using vision. 
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Our theoretical analysis uses a new “Extended Concurrent Model” for multisensory integration 

(see section 3). The rationale for this work hinges on the conceptual approach that the sensory 

space in which the information is encoded is not limited to the sensory system from which the 

signal originates. This concept is supported by evidence that retinal encoding of purely 

proprioceptive task-contingent stimuli (i.e., in absence of vision) occurs in some pointing tasks 

(Arnoux et al., 2017; Jones and Henriques, 2010; McGuire and Sabes, 2009; Pouget et al., 2002; 

Sarlegna and Sainburg, 2007; Tagliabue and McIntyre, 2013). Hence, it is questionable whether 

some tasks, traditionally classified as being proprioceptive, can be considered as relying on 

proprioceptive information only. Moreover, there is evidence that the efficacy of visual 

compensation is task-dependent (Herter et al., 2019; Scalha et al., 2011; Semrau et al., 2018; Torre 

et al., 2013). Therefore, it is also questionable whether different visual compensation tasks imply 

similar visual sensory processing. 

5.1.1 A useful categorization of proprioceptive assessments 

Applying this concept to clinical proprioceptive deficits and visual compensation tests, we 

attempted to dissociate purely proprioceptive deficits from those affecting sensory transformations. 

We were able to show that tasks described as proprioceptive in clinical practice are likely to involve 

sensory transformations. As a consequence, task performances in patients may not specifically 

depend on a strictly proprioceptive deficit, but may also depend on deficits in performing these 

sensory transformations. Clinical and nonclinical methods as well as tasks that assess 

proprioceptive function and visual compensation have been reviewed and compared through this 

new conceptual framework. This led to a new classification of methods for proprioceptive 

assessments into four categories, which differ by the possibility or impossibility of performing a 

task by encoding sensory information directly in the reference frame associated with proprioception 

(joint receptors) and vision (retinal receptors). In the first category (within-arm assessments) both 

visual and proprioceptive information can be encoded in the primary sensory space, and the 

encoding of the information in additional reference frames does not lead a better task performance 

(precision). The second category (asymmetric between-arms assessments) includes those tasks in 

which visual, but not proprioceptive, information can be encoded in the primary sensory space. In 

the tasks of the third category (symmetric between-arms assessments), proprioceptive, but not 
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visual, information can be encoded in the primary sensory space. The tasks of the fourth category 

(cross-modal assessments) require encoding of retinal visual signals into a proprioceptive joint 

space and, vice-versa. 

The present analysis suggests that only assessments using a within-arm task represent a 

“pure” proprioceptive test, because their execution does not require any sensory transformation of 

proprioceptive information. On the contrary, tasks including a between-arms condition, and in 

particular those that are asymmetric with respect to the body-midline, likely require sensory 

transformations, among which a reconstruction of the task in visual space. As a consequence, these 

tests do not specifically assess proprioceptive integrity per se, but also the ability to perform 

sensory transformations. Lesion-symptom and functional imaging studies support this hypothesis 

(Ben-Shabat et al., 2015; Butler et al., 2004; Grefkes et al., 2002; Iandolo et al., 2018; Pellijeff et 

al., 2006; Semrau et al., 2018; Van de Winckel et al., 2012). The neural network involved in 

between-arms tasks is wider compared to the network involved in simpler, within-arm, 

proprioceptive tasks (Ben-Shabat et al., 2015; Iandolo et al., 2018) and includes the PPC which is 

known to be involved in cross-modal (visuo-proprioceptive) transformation processing (Grefkes et 

al., 2002; Yau et al., 2015). Moreover, the use of visual information in between-arms mirror 

(symmetric) tasks might be dependent on the ability to perform sensory transformations (Herter et 

al., 2019; Semrau et al., 2018). Hence, the common practice in neurorehabilitation, to encourage 

the use of vision for guiding limb movements poststroke (Pumpa et al., 2015), might be effective 

when using only one arm or a between-arms asymmetric configuration, but not in the mirror 

configuration, unless the target is on the body midline (Torre et al., 2013). Since activities of daily 

living usually involve objects (e.g., grasping), visual feedback of hand position and orientation can 

often be used to compensate for proprioceptive deficits, as previously suggested (Scalha et al., 

2011). 

5.1.2 An enhanced patient stratification 

According to the present reasoning, the commonly interpreted proprioceptive deficits might 

often encompass a larger and in part multi-modal spectrum of dysfunctions. Taking sensory 

transformation processing into account in the assessment may potentially provide a more detailed 

patient stratification. The deficits may be reclassified into three distinct categories: (P) pure 
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proprioceptive deficits, (T) pure sensory transformation deficits, and (P+T) mixed proprioceptive 

and sensory transformation deficits. Table 5-1 lists the expected test performance as a function of 

assessment type and deficit category: although no single test can potentially differentiate these 

three clinical groups, the different combination of these tests could. This model, though more 

adequate, also has limits, since it focuses on stroke deficits in terms of sensory processing. Other 

factors can interfere with post-stroke performance in the different type of assessments, which are 

not taken into account by our model, such as age, hand dominance, target memorization, task 

workspace (Goble, 2010), active or passive reaching (Gurari et al., 2017), position or movement 

sense (Semrau et al., 2018). However, it provides a framework which reconciles apparently 

contradictory results from proprioceptive assessments (Contu et al., 2017; Gurari et al., 2017; 

Herter et al., 2019; Ingemanson et al., 2019; Rinderknecht et al., 2018; dos Santos et al., 2015; 

Torre et al., 2013) and from visual compensation tests (Darling et al., 2008a; Herter et al., 2019; 

Scalha et al., 2011; Semrau et al., 2018; Torre et al., 2013), and it adequately predicts the tendencies 

of experimental data (see Figure 4-1). 

 

  
P T P+T 

Table 5-1 | Tasks for which the model predicts an 

impairment (x) depending on the type of deficit 

present in patients: (P) deficit of purely proprioceptive 

origin, (T) sensory transformations deficit only, and 

(P+T) combined deficits. 

W-A: within-arm assessments; aB-A: asymmetric 

between-arms assessments; sB-A: symmetric 

between-arms assessments; V-P/V-VP: cross-modal 

tasks. P and VP subscripts refer to proprioceptive and 

visuo-proprioceptive assessments (that is visual 

compensation) respectively. 

Proprioceptive 

assessments 

W-AP x  x 
aB-AP x x x 
sB-AP x x x 
V-P x x x 

Visual-

compensation 

assessments 

W-AVP    

aB-AVP    

sB-AVP  x x 
V-VP    

     

 

According to the predicted effect of the three type of deficits (P, T, and P+T) on the test 

results (Table 5-1 and Figure 4-1), the best candidates for stratifying patients, among the 

assessments that are currently used, would be the combined use of the W-AP task (eyes closed) and 

a sB-AVP task (mirror, with visual feedback). Together, these two complementary assessments may 

help to better stratify patients. In addition to these two methods, adding visual feedback in common 

proprioceptive tasks (Herter et al., 2019; Marini et al., 2019; Scalha et al., 2011; Semrau et al., 

2018; Torre et al., 2013), or using graphesthesia, shape or length discrimination (de Diego et al., 
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2013; Turville et al., 2017; Van de Winckel et al., 2012) or reaching to visual targets with the 

unseen hand (Elangovan et al., 2019; Tagliabue and McIntyre, 2011) could help to further explore 

the complexity of sensorimotor deficits. In the future, to help explore this diversity, robot assisted 

tests may enter clinical routine (Contu et al., 2017; Rinderknecht et al., 2018). Robotic devices can 

overcome major limits of current clinical assessment: a quantitative measurement, without ceiling 

or floor effect, allowing for a more reliable, precise and reproducible evaluation of proprioceptive 

deficits (Contu et al., 2017; Deblock-Bellamy et al., 2018; Dukelow et al., 2010; Ingemanson et 

al., 2019; Lambercy et al., 2011; Rinderknecht et al., 2018; dos Santos et al., 2015; Semrau et al., 

2017; Simo et al., 2014). The proposed stratification of patients may also provide insights about 

the neural correlates. We would expect that lesions of different brain areas would correspond to 

the three different categories of deficits. Hypothetically, and informed by the reviewed brain-

mapping literature (section 4.1.3), injury affecting S1 may primarily relate to purely proprioceptive 

deficits, whereas lesions in the PPC and STG may cause deficits in the ability of performing sensory 

transformations. Patients with mixed deficits would likely tend to have larger lesions affecting both 

proprioceptive and associative areas.  

 

5.2 Study 2 – Sensory transformations affecting visuo-proprioceptive 

integration 

In the second study, we investigated how sensory transformations affect visual, 

proprioceptive, and visuo-proprioceptive processing to further understand how it could influence 

functional performance of stroke patients. For this purpose, using a virtual reality set-up combined 

with a haptic feedback device, we have replicated the characteristics of the different clinical 

proprioceptive, and visual-compensation, assessments identified in my stroke literature analysis 

(section 2.1.2). Healthy subjects were asked to reproduce the same orientation (parallel task), or 

the mirror orientation (mirror task) of an object relative to the sagittal plane. In the mirror condition, 

but not in the parallel, we assume that sensory transformations are necessary to encode the visual 

or proprioceptive signals in extra-retinal or extra-joint reference frames. 
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The unimodal visual tasks in this study (parallel, V//, and mirror, V/\) do not have a clinical 

assessment equivalent, but were needed in order to study the multisensory integration in the visuo-

haptic tasks.  

It should be noted that the haptic and visuo-haptic tasks used in this experiment were all 

unimanual tasks, so we could study sensory transformations without considerations of 

interhemispheric transfer: the different tasks only differ by the mirror spatial transformation. 

Therefore, the comparison with proprioceptive clinical between-arms assessments need to account 

for this difference. From the visual point of view, the effect of mirroring the target 

position/orientation is the same for both our experimental tasks and the clinical between-arms 

assessments. But from the proprioceptive point of view, mirroring a target orientation with the 

same hand results in different joint signals, whereas mirroring a target position in a between-arm 

task result in the same joint configuration in both arms. Therefore, we compare our experimental 

tasks with the clinical assessments depending on the presence or absence of sensory 

transformations in the different tasks (and not on the use of one or two arms): 

1. The Haptic Parallel task (H//) is equivalent to the Within-Arm proprioceptive assessments  

(W-AP), because the optimal execution of these tasks does not require sensory transformation 

of the joint signals (first row of Figure 5-1); 

2. The Haptic Mirror task (H/\) is equivalent to the Asymmetric Between-Arms proprioceptive 

assessments (aB-AP), because these tasks cannot be performed by matching the joint 

configuration between the target and the response position/orientation, since they differ at the 

endpoint/orientation of the movement (second row of Figure 5-1); 

3. The Visuo-Haptic Parallel task (V//H//) is equivalent to the Within-Arm visual compensation 

assessments (W-AVP), because the optimal execution of these tasks does not require sensory 

transformation of neither the joint nor the retinal signals (third row of Figure 5-1); 

4. The Visual Mirror-Haptic Parallel task (V/\H//) is equivalent to the Symmetric Between-Arms 

visual compensation assessments (sB-AVP), because in these tasks the joint signals between 

target and response position/orientation can be directly compared, but not the visual signals 

(fourth row of Figure 5-1); 

5. The Visual Parallel-Haptic Mirror task (V//H/\) is equivalent to the Asymmetric Between-Arms 

visual compensation assessments (aB-AVP), because in these tasks the visual (retinal) signals 
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between target position/orientation can be directly compared with the response, but not the 

proprioceptive signals (fifth row of Figure 5-1). 

 

 

 

 

Figure 5-1 | Proprioceptive and visuo-proprioceptive (visual compensation) tasks are 

categorized with respect to the presence or absence of sensory transformations. The 

first column “Sensory processing” shows the putative information flow for each 

category of tasks, with the predicted frame(s) of reference used to encode the 

information (R: retinal; ExR: extra-retinal; J: joint; ExJ: extra-joint). The second 

column shows, for each category, the correspondence between the clinical assessment 

tasks (described in section 2.1.2) and the experimental tasks (described section 2.2.2). 
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5.2.1 Evidence that sensory transformations affect sensory processing 

Our results support the idea that sensory transformations affect sensory processing in both 

visual and proprioceptive unimodal tasks. The increase of response variability, of response bias 

distortions, and of number of response adjustments, in the haptic mirror task with respect to the 

haptic parallel task is in line with experimental findings of studies using similar tests (Arnoux et 

al., 2017; Tagliabue and McIntyre, 2013), as well as with proprioceptive assessments results (see 

the results section 4.1.2 of the study on stroke proprioceptive assessments). Compared to “pure” 

proprioceptive tasks (i.e. without the necessity of transforming joint signals, see first row of 

Figure 5-1), the response precision in proprioceptive tasks involving the re-encoding of joint 

signals is worse (Arnoux et al., 2017; Bernard-Espina et al., 2021; Tagliabue and McIntyre, 2013), 

and a visual encoding of joint signals can be observed (Arnoux et al., 2017; Jones and Henriques, 

2010; McGuire and Sabes, 2009; Pouget et al., 2002; Sarlegna and Sainburg, 2007; Tagliabue and 

McIntyre, 2013) (see second row of Figure 5-1). We found similar results for the unimodal visual 

tasks, in the horizontal working plane, which supports the idea that sensory transformations affect 

both proprioceptive and visual perception. This provides new insights into visuo-proprioceptive 

multisensory processing (and also into visual compensation post-stroke). 

We clearly show that the increase of response variability in unimodal visual and unimodal 

haptic tasks, due to the necessity of sensory transformations, affects the relative importance 

associated to visual and haptic cues in multisensory fusion. In the V/\H// tasks (see fourth row of 

Figure 5-1), the decreased visual precision due to the sensory transformation of the retinal signals 

causes the visual sensory weight to decrease (as we observed in the horizontal plane, in the presence 

of visual noise). This experimental result is consistent with the results of Semrau et al. (2018) and 

Herter et al. (2019) showing that the majority of stroke patients have difficulties to compensate for 

their proprioceptive deficits using vision in this type of tasks: the potential advantage of the visual 

feedback is counterbalanced by the noise that the sensory transformation adds to the visual 

perception, especially for patients with posterior parietal cortex (PPC) lesions, which is likely 

involved in functional deficits in the ability to perform sensory transformations (see section 4.1.3). 

In contrast, in the V//H/\ tasks (see last row of Figure 5-1), we found an increase of the visual weight, 

consistent with the decreased precision of the haptic perception (which involved a sensory 

transformation). Therefore, in this type of tasks, healthy subjects tend to rely more on vision for 



Discussion: Study 2 – Sensory transformations affecting visuo-proprioceptive integration                     . 

115 

 

which the target-response comparison is direct. As predicted by our model, the most efficient 

strategy is to mainly encode the task in the retinal reference frame, and reduce the proprioceptive 

sensory weight. This result supports the observations made with stroke patients that, even in the 

presence of a proprioceptive deficit, or sensory transformation deficit (or both), visual feedback 

(compensation) always provides a significant advantage (Bernard-Espina et al., 2021; Pumpa et al., 

2015; Scalha et al., 2011; Torre et al., 2013) due to a small proprioceptive weight and a high visual 

weight (close to 100%).  

These results (the visual weight decreases in the V/\H// and increases in V//H/\ task) appear 

to correspond to an optimal sensory fusion, and not to the neglect of visual or proprioceptive 

information. For the healthy subjects in our study, we observed a tendency for the variable error to 

decrease with respect to the unimodal tasks, suggesting that the multisensory integration of visual 

and haptic (proprioceptive) information is operated in a statistical optimal fashion, adjusting the 

sensory weights to minimize the variability of the responses. This optimal fusion of visual and 

haptic signals has been reported in previous research (Ernst and Banks, 2002). 

 

5.2.2 Working plane orientation acts on the noise of sensory transformations 

Interestingly, we observed a visual weight decrease in the visuo-haptic Vn/\H// task (as 

predicted by our model) only in the horizontal working plane, that is for yaw orientations relative 

to the antero-posterior axis, and not in the frontal plane, that is for roll orientations relative to the 

vertical (gravity) axis (see Figure 4-8 in section 4.2.2). This result, together with those relative to 

unimodal tasks (Figure 4-5) indicate that the spatial mirror transformation of visual signals 

performed in the horizontal working plane decrease performances more than mirroring orientations 

in the frontal working plane. This is in line with studies on visual symmetries and mental rotations, 

suggesting that visual vertical symmetries provide a memory advantage and decrease reaction time 

in detection tasks with respect to other symmetries (Cattaneo et al., 2017, 2010; Prather and 

Sathian, 2002; Rossi-Arnaud et al., 2012). Using transcranial magnetic stimulation (TMS), 

Cattaneo et al. (2017) investigated two brain regions within the occipital cortex that might be 

involved in these visual symmetries. They found that the lateral occipital complex (LOC) was 

involved in detection of both vertical and horizontal symmetries, and that vertical symmetries rely 

also on other occipital regions. This suggests that our brain has developed specialized networks for 
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the processing of vertical (over other types of) symmetries. Indeed, the vertical symmetry is 

omnipresent in our visual environment and in the spatial organization of visual shapes (Cattaneo 

et al., 2010; Wenderoth, 1994). Another factor, which could explain why the spatial mirror 

transformation are more efficient in the frontal plane, compared to the horizontal plane, is that 

gravity can be used as reference frame for the former but not the latter. As described in 1.2.3, the 

gravity vertical is hypothesized to play an important role in sensory transformations. More 

precisely, it is used as a reference to encode visual orientations in the frontal plane (roll orientations, 

similar to our experiment in the frontal plane) in the absence of external visual landmarks (Niehof 

et al., 2017).  

Because most clinical proprioceptive (and visual compensation) assessments take place in 

the horizontal plane, our results in this working plane provide the best model to infer the sensory 

processing in clinical assessment tasks. All together, these experimental results provide a 

justification to our theoretical reinterpretation of proprioceptive post-stroke deficits. More 

specifically, we confirmed previous results showing sensory transformations affect unimodal 

proprioceptive perception (Arnoux et al., 2017; Tagliabue and McIntyre, 2013), and we provided 

the first experimental evidence (to our knowledge) of how visual sensory transformations can affect 

the ability to compensate for a proprioceptive deficit with vision. 

 

5.3 Study 3 – Gravitational influence on sensory transformations 

In the third study, we have performed experiments to try to understand why lateral neck 

flexions appear to interfere with the sensory transformations used during reaching/grasping 

movements (Burns and Blohm, 2010; Tagliabue et al., 2013; Tagliabue and McIntyre, 2014, 2011). 

We asked volunteers to perform a virtual-reality task, that involved matching with an unseen hand 

a memorized visual target orientation, as if to grab it, after a lateral neck flexion. The subjects 

performed this task both in a Seated and Supine position. This cross-modal visuo-proprioceptive 

task requires sensory transformations which consist in encoding visual signals (of hand 

position/orientation) into proprioceptive joint space, and vice-versa. 
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5.3.1 Evidence for the gravitational influence on sensory transformations 

Our experimental data, together with our model of optimal multi-sensory integration, 

supported the hypothesis that head misalignment with respect to gravity, and not lateral neck 

flexion on its own, mainly interferes with the cross-modal visuo-proprioceptive transformations. 

Our model allowed to compute the effects of changing posture (seated or supine) in terms of 

response variability and in terms of the relative importance given to the visual and proprioceptive 

encoding. The “Gravity Hp” predicts an increase of both response variability and weight associated 

to the visual encoding in the cross-modal task, because when supine the head of the subject is 

always misaligned with respect to gravity, continuously perturbing sensory transformations. In 

contrast, it does not predict any change in response variability, nor sensory weighting, in unimodal 

tasks without the necessity of sensory transformations. 

First, the results of the “Cross-Modal Experiment” (section 4.3.3) show a significant 

increase of the response variability and visual weight when supine, so that the “Gravity Hp” 

prediction is the closest to the experimental observations. With the “Straight-Neck Experiment” 

(section 4.3.4), which does not involve lateral head rotations, we were able to disentangle even 

further the role of gravitational afferences from those generated by neck movements, such as neck 

muscle spindle and semi-circular canal signals. The persistence, in this experiment as in the task 

with head rotations, of an increase of performance errors in the supine posture confirms and 

reinforces the importance of the gravity-head alignment. Overall, these results clearly support the 

hypothesis of a fundamental role of gravity in the ability to perform sensory transformations by 

reciprocal calibration of retinal and proprioceptive reference frames (see section 1.2.3), and is also 

consistent with our results from the study on multisensory integration which suggest a 

computational advantage of the sensory transformation when it is possible to use the gravity 

vertical as a reference frame (for spatial mirror transformations in the frontal working plane). 

Second, to be able to exclude the hypothesis that the observed effect of posture in the cross-

modal task could be ascribed to a degradation of the visual or proprioceptive acuity per se and not 

of the sensory transformations, we added two control experiments in which the subjects performed 

visual and proprioceptive tasks not requiring sensory transformations. The lack of significant 

differences between the seated and supine condition in terms of response variability and sensory 

weighting in these uni-modal experiments suggests that the head misalignment with respect to 
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gravity does not significantly alter the unimodal sensory precision per se, and thus supports the 

idea of a specific effect of posture/gravity on the sensory transformations.  

The differential effects of posture on response precision between the cross-modal and 

unimodal tasks are perfectly in line with the results of McIntyre and Lipshits (2008). They showed 

that lateral tilting of the whole body by 22.5° clearly increases response (orientation) errors in a 

cross-modal (haptic-visual) task, but not so in two unimodal tasks (visual-visual and haptic-haptic). 

The consistency with the present results also suggests that the head tilt effects are independent of 

the tilt axis (pitch or roll). 

In the three experimental tasks of this study (cross-modal visuo-proprioceptive, unimodal 

visual, and unimodal proprioceptive) we observed that posture also influences some features of the 

average response patterns. Although our theoretical framework does not provide predictions on 

this aspect of the subjects’ performance, it is interesting to note that the response shifts due to the 

lateral neck flexion (Aubert-Müller effect) significantly increased when supine. This result 

suggests that gravity direction contributes to the encoding of target and response orientation, no 

independent of the modality. This is consistent with the study of Darling and Gilchrist (1991) on 

hand orientation reproduction showing that gravitational information influences the encoding of 

hand roll. Similarly, the disappearance of the oblique effect when the whole body is laterally tilted 

in purely visual (McIntyre et al., 2001) and cross-modal (McIntyre and Lipshits, 2008) orientation 

reproduction tasks was interpreted as evidence of the use of gravity as a reference to encode 

orientation cues. 

5.3.2 Vestibular pathways to cortical networks involved in visuo-proprioceptive 

transformations 

That the brain performs cross-modal sensory transformations is well supported by several 

electrophysiological and brain imaging studies in healthy subjects (see sections 1.2.2 and 1.2.3), 

and also in stroke patients during specific proprioceptive assessment tasks (see section 4.1.3). 

A brain area which appears to be a good candidate for performing cross-modal sensory 

transformations is the Intra-Parietal Sulcus (IPS) which has been shown to have neural activations 

compatible with the computation of visuo-tactile transformations in monkeys (Avillac et al., 2005) 
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and which is known to be involved in visuo-motor transformations performed during grasp 

movements (Janssen and Scherberger, 2015; McGuire and Sabes, 2011), as well as in 

proprioceptive assessment tasks requiring transformation of joint signals (see section 4.1.3). 

Experiments in monkeys have shown that, in this brain area, the information can be reencoded 

from retinal space to somatosensory space, and vice-versa, thanks to recurrent neural networks 

(Pouget et al., 2002) which would use the sensory signals relative to the eye-body kinematic chain 

to “connect” the two sensory spaces. In humans, the anterior part of IPS is strongly activated when 

comparing visual to haptic objects, and vice-versa (Grefkes et al., 2002) or when reaching a visual 

target without visual feedback of the hand (Beurze et al., 2010). Virtual lesions of this area through 

TMS interfere with visuo-tactile transformations, but not with uni-modal, visual and tactile, tasks 

(Buelte et al., 2008). The planning of cross-modal tasks, such as reach-and-grasp visual objects 

with an unseen hand, also appears affected by TMS of the anterior IPS (Verhagen et al., 2012). 

Focusing on the main finding of the present study, one can ask through which neural 

pathway the head-gravity misalignment can affect the visuo-proprioceptive transformations 

occurring in the IPS. At the peripheral level, the information about the head orientation with respect 

to gravity is mainly provided by a complex integration of otolithic signals (Chartrand et al., 2016) 

arising from both the left and right organs (Uchino and Kushiro, 2011). Semicircular canal and 

neck proprioception, combined with otolithic information at the level of the vestibular nuclei 

(Dickman and Angelaki, 2002; Gdowski and McCrea, 2000), can also contribute to estimation of 

head orientation. However, since in the Straight Neck Experiment the posture effect was also 

observed when no head rotations, nor neck flexions, occurred, we can conclude that the otolithic 

signals are sufficient to affect visuo-proprioceptive transformations. At the central level, it is 

known that vestibular-otolithic information can reach the posterior parietal cortex through the 

posterior vestibular thalamocortical pathway, and also through the primary somatosensory (S1) and 

medial superior temporal cortices (Cullen, 2019; Hitier et al., 2014) which are all involved in 

sensory processing required in some proprioceptive assessments (see section 4.1.3). Specific 

otolithic afferences have been indeed observed in the IPS: otolithic stimulations activate neurons 

of Ventral IPS in monkeys (Chen et al., 2011; Schlack et al., 2002), with half of the neurons in this 

area which receive vestibular inputs (Bremmer, 2005), and human fMRI studies also show IPS 

activations resulting from saccular stimulations (Miyamoto et al., 2007; Schlindwein et al., 2008). 

Electrical stimulations of the anterior IPS have also been reported to elicit linear vestibular 
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sensations in a patient (Blanke et al., 2000). Since head-gravity misalignment modulates the 

otolithic inputs and the otolithic system projects to the IPS, it is plausible that gravitational 

information would be integrated in the network of these brain areas (Avillac et al., 2005; Pouget et 

al., 2002) to “connect” the visual and the proprioceptive space. As a consequence, it is reasonable 

that an alteration of the otolithic gravitational input due to head tilt can alter sensory 

transformations. 

It was suggested that we develop, through our sensory experiences, specialized networks 

for the processing of vertical symmetries (see section 5.2.2). That the Intra-Parietal Sulcus (IPS) is 

optimized to function with the head aligned with gravity appears consistent with its recurrent neural 

network structure (Pouget et al., 2002) in which the synaptic weights, necessary to perform visuo-

proprioceptive transformations, are learnt through experience. Since the upright position is the most 

common head orientation in our everyday life, it is possible that these neural networks become 

“optimized” for this head position, and become significantly less effective when otolithic 

afferences signal a head tilt for which we have limited experience. 

 

5.4 Common theoretical approach 

To describe and predict the sensory processing involved in all assessment and experimental 

tasks under investigation in this thesis, I developed an extended version of the “Concurrent Model” 

originally proposed to quantify optimal visuo-proprioceptive integration in the context of upper 

limb reaching tasks (Tagliabue and McIntyre, 2013, 2011). The “Extended Concurrent Model” 

(ECM) introduces additional reference frames for sensory encoding (4 in total, against 2 and 3 in 

the previous formulations, see Figure 3-13 and Table 3-1): it accounts for the possibility of re-

encoding joint signals in “Extra-Joint” reference frames, as well as retinal signals in “Extra-

Retinal” reference frames. The novelty of the ECM resides in this latter feature (extra-reference 

frames) providing a simple mathematical formulation to account for sensory transformations that 

occur in visual and proprioceptive spaces. 

With this new theoretical approach, we were able to predict the performance of stroke 

patients accurately in various clinical sensory assessments (section 4.1.2). This conceptual 

framework was also consistent with neuroimaging studies (section 4.1.3), suggesting it may be 
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useful to represent cerebral aspects of visuo-proprioceptive processing. Furthermore, the ECM 

accurately predicted our experimental results in the study on multisensory visuo-haptic integration 

(section 4.2.3). Most importantly, the previous formulations of the concurrent model (with 2 and 3 

reference frames) were unsuccessful in predicting our experimental results, which supports the 

necessity of using the ECM for a more comprehensive view of visuo-proprioceptive 

transformations. 

Further results obtained from the data fitting procedure in our multisensory integration 

study (section 4.2.3) provide interesting insights, suggesting an asymmetry in sensory 

transformations, such that sensory transformations from joint to extra-joint space (TExJ) are more 

noisy compared to retinal to extra-retinal transformations (TExR), especially in the frontal plane (for 

roll orientations). Therefore, the encoding of visual information in retinal or extra-retinal spaces 

should be equivalent in terms of variability for tasks that are executed in the frontal plane: the 

previous formulations of the concurrent model with 2 or 3 reference frames would be adequate in 

this context. This is consistent with the findings of our study on gravitational influence on sensory 

transformations, in which the simpler model version was sufficient to describe accurately the 

sensory processing involved in the experimental tasks. 

In contrast, in the horizontal working plane, as is the case for most clinical assessments, 

transformation of visual signals from retinal to extra-retinal space cannot be ignored. This is 

consistent with the reported results in the stroke literature and with our study on multisensory 

integration (as discussed in the previous paragraphs). Taking into account the TExR transformation 

is also consistent with the results from (Iandolo et al., 2015) who reported that, in the horizontal 

working plane, healthy subjects were more precise in a proprioceptive task where joint signals 

could be reconstructed in retinal coordinates (compared to a proprioceptive task not allowing visual 

reconstruction of joint signals in retinal coordinates). 

Overall the ECM encompasses the two previous formulations of the concurrent model 

(Tagliabue and McIntyre, 2013, 2011), and provides accurate predictions where the latter failed. 

As mentioned, our model does not intent to provide an exhaustive description of 

sensorimotor control. In particular, the ECM is based on the assumption that the main factors 

determining the modulation of task performance (precision) are of sensory (and not motor) origin. 

Although this choice appears appropriate for the tasks investigated here, which involve passive 
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and/or slow movements (with negligible dynamics), many other control theories focus on the 

optimization of biomechanical costs (Berret et al., 2011; Flash and Hogan, 1985; Nakano et al., 

1999; Uno et al., 1989). Still other models linked movement variability to the level of muscle 

activation and motor noise (Harris and Wolpert, 1998; Todorov and Jordan, 2002). For movements 

at higher velocities, it has been shown: first, that the minimized movement costs depend on sensory 

and motor aspects (Berret et al., 2021); second, that modality-specific sensory delays determine 

how multiple feedback signals are combined (Crevecoeur et al., 2016). It follows that, if we want 

to predict performances for faster executions of the considered assessment tasks, and if we want to 

take into account redundant degrees of freedom of the arm (Levin et al., 2002), the ECM would 

need to be modified by including biomechanical and time related factors.  

Other aspects not included in our theoretical framework are the role of prior knowledge, as 

implemented by Bayesian theory (Körding and Wolpert, 2004, 2006), and internal models which 

encompass the previously cited aspects (McNamee and Wolpert, 2019). Our decision is based on 

the hypothesis that little or no learning is involved during proprioceptive assessments (and our 

experimental paradigms). However, especially for our experiments involving ‘unusual’ postural 

configurations (section 4.3), this choice may be questionable: the role of gravity in the internal 

model (Assaiante et al., 2011; Chabeauti et al., 2012; Crevecoeur et al., 2009) may be linked to 

sensory transformations. 

 

5.5 From assessment to rehabilitation 

Together, our three studies provide a novel framework to better understand sensory upper 

limb deficits. We learned from our reinterpretation of the stroke literature (study 1) that we can 

classify the different proprioceptive assessments based on the nature of the sensory processing 

involved. This finding allowed us to propose an improved stratification of post-stroke patients, 

which distinguishes between patients with deficits of the proprioceptive system per se, patients 

with deficits of the sensory transformation processing, and patients with the combined deficits of 

the former two. With the second study on multisensory visuo-haptic integration (study 2), we were 

able to confirm experimentally that the different assessment methods commonly used in clinical 

practice for post-stroke rehabilitation are characterized by different sensory processing. More 
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precisely, we showed that sensory transformations affect performance in unimodal proprioceptive 

tasks, and affect the ability to use vision to improve the performance in assessments of visual 

compensation. These experimental results were accurately predicted by our theoretical model 

developed in the context of the first study. This provides an additional justification for our new 

post-stroke stratification: since we precisely determined the sensory processing underlying the task 

execution for each type of assessment, we can therefore infer the patient-specific type of sensory 

deficit based on the functional performance of the patient. Finally, we learned from our study on 

the gravitational influence on sensory transformations (study 3) that gravity plays a fundamental 

role in the ability to perform sensory transformations, which provides a plausible interpretation for 

the different test results depending on the working plane orientation. A possible explanation for the 

gravity vertical acting as a common reference for the respective calibration of the different 

reference frames that we use for movement planning, as Paillard (1991) hypothesized, is that brain 

areas which are specifically involved in visuo-proprioceptive transformations receive otolithic 

afferences. In particular, otolithic pathways project to the posterior parietal and superior temporal 

cortices, that were both linked with the ability to perform proprioceptive tasks necessitating a re-

encoding of the joint signals, which was reported in our stroke literature reinterpretation (study1). 

The sum of these findings highlights that proprioceptive control of the hand may be strongly 

affected by the inability to perform sensory transformations. It is therefore crucial to assess sensory 

transformation capacities in stroke patients. In order to develop an accurate and robust clinical 

assessment of proprioception for stroke patients, we need to overcome substantial challenges. Even 

though our experimental results provide evidence that we can distinguish proprioception from 

sensory transformations, a major limit for the clinical translation of our approach is that we have 

so far studied behavior at the population level, but not at the single subject level. Given the high 

inter-individual variability in our two experimental studies, drawing conclusions at the individual 

level remains difficult. 

Our results also suggest that knowing the brain lesion site could provide a first clue to know 

whether or not a sensory transformation deficit is to be expected, and therefore should not be 

overlooked in the clinical assessment. However, this consideration must be taken with care because 

discrepancies between the clinical assessments and the imaging reports are sometimes observed 

(Baudoin, 1996; Duyff et al., 1996; Healy et al., 2017). This may in part be explained by the 
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misidentification of the type of sensory deficits because of the lack of adequate assessment 

methods. Further lesion symptom studies examining the correlation of brain lesions in different 

categories of tasks may offer better identification of brain structures in relation to proprioception 

or sensory transformations. 

Our new stratification of stroke patients may also result in more personalized rehabilitation 

plans. Given that sensory recovery is a predictor for motor and functional recovery (Bolognini et 

al., 2016), training of proprioception and sensory transformation processing may be key to improve 

motor recovery. However, sensory training, in contrast to motor training, is often neglected in 

neurorehabilitation. One of the main reasons for the neglected sensory rehabilitation in clinical 

practice is the lack of evidence demonstrating the benefits of somatosensory interventions on stroke 

recovery. The effectiveness of sensory rehabilitation is rather weak (Doyle et al., 2010; Findlater 

and Dukelow, 2017), in part due to heterogeneity in interventions, in outcomes measures (Doyle et 

al., 2010), and in the precision and reliability of the assessment (Findlater and Dukelow, 2017). A 

more accurate assessment of proprioceptive functions is key as it would potentially allow for 

sensory rehabilitation interventions targeting either proprioception alone, sensory transformations 

alone, or both of them. This would also allow adequate tracking of progress and effectiveness of a 

given rehabilitation protocol. 

Some evidence of the effectiveness of sensory retraining, reinterpreted through the novel 

framework developed in this thesis, provides interesting perspectives for future research. Cross-

modal training (reaching toward visual targets with the unseen hand) can improve cross-modal 

function in stroke patients, that is visuo-proprioceptive sensory transformations (Elangovan et al., 

2019; Valdes et al., 2019), but does not specifically improve task performance in symmetric 

between-arms assessment (Sallés et al., 2017), which relies on different neural networks (see 

section 4.1.3, Figure 4-2). Within-arm proprioceptive training, without visual feedback (not 

requiring sensory transformations), improves performance in a within-arm (purely proprioceptive), 

but not in an asymmetric between arm assessment task requiring transformations (He et al., 2022). 

In contrast, patients with similar training with visual feedback appear to improve performance in 

an asymmetric between arm assessment (He et al., 2022).  

These results, together with our theoretical approach and our experimental findings, suggest 

that adequate training needs to match the symptoms: training restricted to the proprioceptive 
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modality may not address dysfunction in sensory transformation processing, and vice versa. Using 

the concepts developed in this thesis, it seems possible to develop new and innovative rehabilitation 

strategies, using virtual reality for instance, which has been shown to be effective for upper-limb 

rehabilitation (Corbetta et al., 2015; Yates et al., 2016). 
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6 Perspectives 

In this last chapter, I will show some possible developments for the continuation of this 

thesis project, with a specific clinical application for the assessment of proprioception and sensory 

transformation. 

6.1 A new paradigm for the assessment of proprioception 

Applying our findings to the clinic may lead to new paradigms and guidelines for the 

development of new clinical assessment techniques of proprioception: 

1. It seems fundamental to use several assessment methods to disentangle proprioceptive from

sensory transformation deficits.

2. Proprioceptive and visuo-proprioceptive assessments that involve sensory transformations (as

defined by our categorization of assessment tasks) should be executed in the horizontal working

plan, to avoid interference of gravity.

Potential obstacles to the application of our findings for clinical assessments are the long 

duration of the experimental tasks (fatigue), and individual cognitive differences, such as in 

attention, working memory, and executive functions. 

We currently are in the process of developing an assessment protocol that is intended to 

account for these limitations, and offer a reliable measurement at the single subject level with 

sufficient precision to detect small changes/improvements in task performance. We aim at 

developing an ecological task, that can be performed by most post-stroke patients (with motor 

deficits, spasticity, as well as attentional and working memory deficits). The assessment set-up 

should be light and portable in order to be easily used in the clinic. 

This assessment protocol consists, for the first testing phase, of three proprioceptive tasks, 

and the corresponding three visuo-proprioceptive (compensation) tasks. The proprioceptive tasks 

mimic classical clinical assessments, performed in the horizontal plane (on a table) (see 

Figure 6-1). 
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For each category of task (Within-arm, Between-arms symmetric and asymmetric), the 

proprioceptive or visual compensation conditions vary only by the presence or absence of a visual 

rendering of the virtual hand (as a small sphere). All tasks consist in sensing two different hand 

positions on the table (depth), and subjects are asked to report if the second position is farther or 

closer from the first (forced choice paradigm). No indications are provided concerning the 

reference frame to be used. The tasks are passive: the experimenter passively guides the subject’s 

hand to the desired positions thanks to a feedback monitor. These tasks do not require active 

movement, thus reducing fatigue and allowing for testing of severely affected patients. Moreover, 

passive tasks seem to be more sensitive than active tasks to detect proprioceptive deficits (Goble, 

2010). 

Performance is measured with the detection threshold, i.e. the minimal distance between 

the two stimuli positions which are correctly perceived with 84% probability (Ernst and Banks, 

2002). Preliminary results, obtained with 12 healthy subjects, show expected tendencies for the 

visual compensation tasks (see Figure 6-2): the visual feedback decreases the detection threshold 

Figure 6-1 | Proprioceptive assessment tasks using a forced choice paradigm. The 

subject does not see his/her hand, but a cylinder which represents the movement axis 

(the position stimuli are placed on the table along the antero-posterior axis in front of 

the shoulder). The cylinder is fixed with respect to the table, and changes its color to 

green when the hand of the subject is at the stimulus position. The visuo-proprioceptive 

(visual compensation) tasks follow the same structure, but instead of a cylinder, 

subjects see a sphere which represents the hand position and moves with the hand.  
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(i.e. improves performance) in the within-arm and between-arm asymmetric tasks, but not in the 

between-arms symmetric task. However, for the proprioceptive tasks, we cannot observe the 

expected modulation of precision between proprioceptive conditions, that is the higher variability 

in the asymmetric between-arms task with respect to the two other proprioceptive tasks. This is 

inconsistent with our experimental results of the study on multisensory visuo-haptic performance, 

where we showed that the necessity of re-encoding the joint signals in extra-joint reference frames 

(as in the asymmetric between-arm task) increases response errors.  

This result may be explained by the fact that this preliminary version of the protocol shows 

ceiling and floor effects. We expect that implementing a psychometric adaptive staircase procedure 

will provide the individual detection thresholds more precisely, rapidly, and with good reliability 

(Hoseini et al., 2015). After validation of this assessment protocol, we aim at simplifying and 

optimizing the experimental paradigm for stratifying the patients. 

Figure 6-2 | Preliminary results of 12 healthy subjects in the sensory assessment 

protocol we are developing for stroke patients. Performance is given by the detection 

threshold, i.e. the minimal distance between two positions that the subject can 

accurately differentiate. 
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6.2 Possible applications for the assessment of other neurological deficits 

Knowing now that sensory transformation processing mainly involves the posterior parietal 

cortex (PPC), and that it is affected by gravity perception, we can have a new look on neurological 

deficits such as apraxia and hemispatial neglect which are both caused by PPC lesions, and 

vestibular disorders which can impact gravity perception. 

Apraxia 

Apraxia is a disorder of movement programming which cannot be explained by weakness, 

sensory loss, abnormalities of posture/tone/movement, or a lack of understanding/cooperation. 

Patients with apraxia can have difficulty manipulating and using objects as well as 

copying/visualizing movements and complex geometric shapes (Foundas, 2013; Trojano and 

Grossi, 1998). This neurological disorder is poorly understood, underdiagnosed and very few 

therapeutic options are available (Foundas and Duncan, 2019). The systematic assessment of the 

ability to perform sensory transformations, and its rehabilitation, could enter the clinical routine 

for apraxia. It may explain in part movement abnormalities (Figure 6-3A) and poor shape 

reproduction (Figure 6-3B), where the patients have to transform a visual/mental representation to 

a movement.   

Figure 6-3 | (A) A stroke patient with apraxia is asked to reproduce a military salute. The physician 

performing the examination does not show the patient how to perform the task, so the patient needs to 

have a mental representation of the movement to be performed. Here, the patient executes the task 

approximatively. (B) Example of a drawing reproduction (right) of a geometrical shape (left) by a stroke 

patient with apraxia. The reproduction is clumsy, and not accurate. Loss of symmetry or perspective 

are often observed in this type of tasks. Images from Collège des Enseignants de Neurologie ©. 
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Hemispatial neglect 

Hemispatial neglect is characterized by a deficit in attention and awareness towards the side 

opposite to the brain lesion (contralesional space). It was shown that patients with hemispatial 

neglect display systematic deviations of the subjective vertical (Funk et al., 2011), which is a highly 

multisensory process relying on visual, proprioceptive and otolithic signals (Fraser et al., 2015). 

This deviation is consistent with the fact that some patients can experience their body as oriented 

"upright" when the body is actually tilted to the side of the brain lesion (to the ipsilesional side), 

which can cause the pusher syndrome (Karnath and Broetz, 2003). This is a clinical disorder in 

which patients actively push away from the non-hemiparetic side, leading to a loss of postural 

balance (see Figure 6-4). Interestingly, it was reported that manipulating the gravitational-otolithic 

information, as we did in our experimental study by placing the subject in a supine posture, 

significantly improved hemispatial neglect (Onaka et al., 2022; Pizzamiglio et al., 1997, 1995). 

Assessing and treating potential sensory transformation deficits could be relevant in this case, as a 

way to realign the different sensory percepts (visual, proprioceptive and vestibular), which do not 

appear to be affected individually (Karnath and Broetz, 2003). 

Figure 6-4 | Patient with pusher syndrome, pushing away from the non-paretic side, 

while sitting (left) or standing (right), resulting in the typical tilted body posture. If not 

assisted by the physiotherapist, the patients push themselves into a lateral inclination 

until they fall toward the hemiparetic side. Image from Karnath and Broetz (2003). 
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Vestibular disorders 

The assessment of sensory transformations processing could also be important in non-

stroke neurological disorders, such as pathologies of the vestibular system. Indeed, the results from 

our experiment on the effect of posture (see section 5.3) suggests that vestibular pathologies might 

perturb not only equilibrium and eye movements, but also the eye-hand coordination, which is 

rarely assessed in these patients.  
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7 Conclusion 

Proprioception is a prerequisite for normal hand function, in particular for reaching, 

grasping and object manipulation. Using a theoretical approach, based on statistical models of 

optimal multi-sensory integration, we have reinterpreted post-stroke proprioceptive deficits, as 

well as the ability of patients to visually compensate for their deficit. We successfully reconciled 

the apparently contradictory results of a large number of clinical studies, providing a novel 

rationale for an improved stratification of stroke patients according to their sensory deficits (either 

of purely proprioceptive origin, or of sensory transformations). This new stratification was 

supported by lesion-behavior studies: patients with lesions in the posterior parietal cortex, which 

is known to be involved in visuo-proprioceptive transformations, appear to show specific 

functional deficits in the proprioceptive and visual compensation assessment tasks requiring 

sensory transformations. Using virtual reality and a haptic device, we designed behavioral 

experiments with healthy participants to reproduce the characteristics of post-stroke assessment 

tasks in the laboratory. Our results confirmed our reinterpretation of the stroke literature: we found 

that sensory transformations affect visuo-proprioceptive integration, supporting that proprioceptive 

control of the hand may be largely affected by the inability to perform sensory transformations in 

stroke patients, and that visual compensation in some cases may also be perturbed. In a second 

virtual reality experiment, we showed that head-gravity misalignment interferes with sensory 

transformations, supporting the theorized central role of gravity in spatial perception. This suggests 

that the neural networks in the posterior parietal cortex involved in visuo-proprioceptive sensory 

transformations are dependent on otolithic afferences. Altogether, these results provide a novel 

framework to better understand sensory deficits and allow us to propose an improved classification 

of post-stroke deficits with a new stratification of patients, and a new innovative sensory 

assessment protocol. This may result, in the long term, in more personalized and more effective 

sensory rehabilitation plans. 
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Appendix 

A. Software development for our study on multisensory integration 

For the experimental study “Sensory transformations affecting visuo-proprioceptive 

integration” (Study 2, see section 2.2), I developed two interacting custom programs to control the 

following aspects of the experimental setup in real-time (see Figure A-1):  

1. Real-time communication (TCP/IP protocol) between a desktop computer (Transtec, Windows

XP) controlling the haptic device, and a gaming laptop (Alienware M15, Windows 10)

rendering the VR environment.

Figure A-1 | Communication between the haptic device and the virtual reality system. 
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2. To control the angular position of the handle, the VR laptop computes the angular trajectory 

from the initial to the desired angle following a jerk-minimizing function 𝜃(𝑡) to provide a 

smooth movement, with angular speed < 15°/sec. In real-time, the VR laptop sends the 

equilibrium angle to the desktop computer, such that the angular position of the handle follows 

the trajectory 𝜃(𝑡). In return, the VR laptop receives in real-time the real angle of the handle 

from the desktop computer (read from the encoders). Based on this real-time orientation, the 

VR laptop continuously renders the visual scene (virtual object) in the VR headset. Audio 

feedback is provided to the subject to increase ergonomics and facilitate the interaction with 

the VR system (go signals, grasp/release handle signals, error signals, movement feedback). 

 

3. The desktop computer converts the received equilibrium angle into a 3D (x, y, z) equilibrium 

(endpoint) position for the haptic device. Then, the endpoint force is computed using a spring-

mass model which moves the handle into the new equilibrium position. Because of independent 

factors (such as the viscosity of the mechanical system) the real position can be different from 

the equilibrium position (±1mm). Therefore, the real angle of the handle serves as input for VR 

rendering, and for data analysis. 
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B. Previous models of optimal multisensory integration 

In order to quantify the accuracy of the Extended Concurrent Model (ECM, described in 

section 3) to predict our experimental data, we compared its predictions to those of two alternative 

concurrent models (Tagliabue and McIntyre, 2011, 2013). As done for the ECM in sections 3.2, 

3.3, and 3.4, I will detail here the two alternative model predictions for our experimental tasks. 

Further mathematical details for these two model are available in Tagliabue and McIntyre (2013). 

Unimodal (haptic and visual) tasks 

        Previous concurrent models 

     2 reference frames     3 reference frames 

Both models provide the same prediction: the 

task is encoded in proprioceptive space, and 

the movement vector variance only depends 

on the precision of joint signals: 

𝜎∆
2 = 2𝜎𝐽

2

The model with 2 reference frames predicts an 

identical sensory processing for the H// and H/\ 

tasks. 

The model with 3 reference frames predicts a 

partial visual encoding of the task, the 

variance of the movement vector is affected 

by the sensory transformations:  

𝜎∆
2 = 2𝜎𝐽

2 +
2𝜎𝑇𝐽↔𝐽

2 𝜎𝑇𝐽↔𝑅

2

𝜎𝑇𝐽↔𝐽

2 + 4𝜎𝑇𝐽↔𝑅

2

Both models provide the same prediction for 

the two unimodal visual tasks (V// and V/\): the 

task is encoded in visual space, and the 

movement vector variance only depends on 

the precision of retinal signals: 

𝜎∆
2 = 2𝜎𝑅

2
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Multimodal (visuo-haptic) tasks 

        Previous concurrent models 

     2 reference frames        3 reference frames 
 

 

Both models provide the same prediction: the 

task is encoded in proprioceptive and visual 

space, and the movement vector variance only 

depends on the precision of joint and retinal 

signals: 

𝜎∆
2 =

2𝜎𝐽
2𝜎𝑅

2

𝜎𝐽
2 + 𝜎𝑅

2 

The optimal visual weight is: 

𝜔𝑉 =
𝜎𝐽

2

𝜎𝐽
2 + 𝜎𝑅

2 

 

The model with 2 reference frames predicts 

the same sensory processing for the V//H// and 

V//H/\ tasks. 

The model with 3 reference frames predicts a 

sensory transformation of the proprioceptive 

(joint) signals, which affects the movement 

vector variance: 

𝜎∆
2 =

2𝜎𝑅
2(4𝜎𝐽

2 + 𝜎𝑇𝐽↔𝐽

2 )

4𝜎𝑅
2 + 4𝜎𝐽

2 + 𝜎𝑇𝐽↔𝐽

2  

The optimal visual weight is: 

𝜔𝑉 =
4𝜎𝐽

2 + 𝜎𝑇𝐽↔𝐽

2

4𝜎𝑅
2 + 4𝜎𝐽

2 + 𝜎𝑇𝐽↔𝐽

2  
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Compensation
Jules Bernard-Espina* , Mathieu Beraneck, Marc A. Maier and Michele Tagliabue

Université de Paris, INCC UMR 8002, CNRS, Paris, France

For reaching and grasping, as well as for manipulating objects, optimal hand motor
control arises from the integration of multiple sources of sensory information, such as
proprioception and vision. For this reason, proprioceptive deficits often observed in
stroke patients have a significant impact on the integrity of motor functions. The present
targeted review attempts to reanalyze previous findings about proprioceptive upper-limb
deficits in stroke patients, as well as their ability to compensate for these deficits using
vision. Our theoretical approach is based on two concepts: first, the description of multi-
sensory integration using statistical optimization models; second, on the insight that
sensory information is not only encoded in the reference frame of origin (e.g., retinal and
joint space for vision and proprioception, respectively), but also in higher-order sensory
spaces. Combining these two concepts within a single framework appears to account
for the heterogeneity of experimental findings reported in the literature. The present
analysis suggests that functional upper limb post-stroke deficits could not only be due
to an impairment of the proprioceptive system per se, but also due to deficiencies of
cross-references processing; that is of the ability to encode proprioceptive information
in a non-joint space. The distinction between purely proprioceptive or cross-reference-
related deficits can account for two experimental observations: first, one and the same
patient can perform differently depending on specific proprioceptive assessments; and
a given behavioral assessment results in large variability across patients. The distinction
between sensory and cross-reference deficits is also supported by a targeted literature
review on the relation between cerebral structure and proprioceptive function. This
theoretical framework has the potential to lead to a new stratification of patients with
proprioceptive deficits, and may offer a novel approach to post-stroke rehabilitation.

Keywords: stroke, eye-hand coordination, maximum likelihood principle, visual compensation, proprioception
assessment, multisensory integration
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INTRODUCTION

Manual dexterity is highly specialized in humans (Lemon,
2008). Multimodal information from different sensory systems
need to be combined to optimally control hand movements.
Among them are vision, proprioception, touch, audition and
graviception. Goal-oriented upper limb movements are planned
and controlled using mainly vision and proprioception, which
allow comparison of hand position with the location/orientation
of the object to be reached and/or grasped.

In the context of brain lesions, such as in stroke,
proprioceptive deficits are common (Connell et al., 2008;
Kessner et al., 2016). These deficits significantly contribute
to the patients’ motor disability and largely determine their
degree of recovery (Turville et al., 2017; Zandvliet et al., 2020).
Despite the clinical relevance, no consensus exists regarding
the neurological assessment of proprioceptive deficits, nor on
the rehabilitation strategies (Findlater and Dukelow, 2017).
Clinical research studies that investigated and compared various
techniques for the assessment of proprioception observed
inconsistencies (Dukelow et al., 2012; Gurari et al., 2017;
Ingemanson et al., 2019). Attempts to quantify the patients’
ability to use vision to compensate for proprioceptive deficits
also provided contrasting results depending on the task and on
the brain lesion (Darling et al., 2008; Scalha et al., 2011; Semrau
et al., 2018; Herter et al., 2019).

In the present non-systematic review, we propose a new
analysis and re-classification of assessment techniques commonly
used in clinical practice and stroke research. This reinterpretation
is based on the theoretical framework provided by the Maximum
Likelihood Principle (MLP) and its application in the field of
perception and sensorimotor control (Van Beers et al., 1996;
Ernst and Banks, 2002; Körding et al., 2007). This theory
describes how sensory inputs are optimally combined to generate
a coherent movement representation and statistically maximize
its precision. Experimental evidence, and its interpretation
through this statistical model, suggests that the central nervous
system (CNS) reconstructs multiple concurrent representations
of the task (Tagliabue and McIntyre, 2008; McGuire and
Sabes, 2009; Tagliabue and McIntyre, 2011, 2014). Each of
these concurrent representations encodes the information in
a specific reference frame, which can be directly associated
to a sensory system (e.g., the retinal reference for vision and
the joint reference for proprioception) or to a combination
of sensory signals (i.e., body-centered, gravito-centered and
allocentric references). As a consequence, the information
acquired through a sensory channel can be encoded in a
reference frame not directly associated to the originating sensory
system. This information processing is commonly termed “cross-
modal” when the transformations involves two reference frames
associated to two different sensory modalities. In the following
we will privilege the more generic “cross-reference” term, which
accounts for both between-modalities transformations (e.g.,
proprioceptive to visual) and within-modality transformations
(e.g., proprioceptive transformation between different reference
frames as the hand or the trunk, or even with respect to
external references).

Cross-reference processing appears to take place even when
the constraints of the task leaves only one sensory input modality
available (Pouget et al., 2002; Sarlegna and Sainburg, 2007;
McGuire and Sabes, 2009; Jones and Henriques, 2010; Tagliabue
and McIntyre, 2013; Arnoux et al., 2017). It is therefore critical to
distinguish between the modality of the sensory inputs provided
by the task, and the potential cross-reference sensory processing
that ensues during task performance.

The present reinterpretation of the contrasting results
reported in the stroke literature is founded on the hypothesis that
altered cross-reference processing could form an essential part
of what has (perhaps misleadingly) been termed proprioceptive
post-stroke deficits.

In the next section, we will describe the standard methods
used for the assessment of proprioceptive deficits and visual
compensation mechanisms post-stroke. In the following section
we will present the multisensory integration theory based on MLP
and its application to the most representative clinical tests. Based
on the MLP theoretical predictions, in section “Reinterpretation
of Experimental Observations About Proprioceptive Deficits and
Visual Compensation” we will propose a new stratification for
stroke patients which is based on their sensory deficits. In section
“Insights From Brain Lesions and Functional Anatomy Studies,”
we will review lesion-behavior and brain imaging studies in the
framework of this novel classification and attempt to relate brain
structures to either purely proprioceptive functions or cross-
reference processing. In the final section, we will summarize the
contribution of this review to neuroscientific and clinical research
and describe some specific applications for post-stroke sensory
assessment and rehabilitation.

UPPER LIMB PROPRIOCEPTIVE
DEFICITS POST-STROKE

Stroke can affect not only motor abilities, but also sensory
functions. In particular, proprioceptive deficits can be observed
in a large percentage, up to 60%, of individuals following stroke
(Connell et al., 2008; Kessner et al., 2016). These impairments
are clearly correlated with functional deficits (Scalha et al.,
2011; Meyer et al., 2014, 2016; Rand, 2018). In particular,
reaching (Zackowski et al., 2004), dexterity (Carlsson et al., 2019),
and inter-limb coordination (Torre et al., 2013) appear to be
negatively affected by proprioceptive deficits. Moreover, sensory
recovery is a predictive factor for functional recovery (Turville
et al., 2017; Zandvliet et al., 2020).

Yet, no consensus seems to have emerged regarding
proprioceptive assessment methods (Saeys et al., 2012; Simo
et al., 2014; Pumpa et al., 2015; Santisteban et al., 2016). For
the assessment of upper-limb function, no less than 48 different
clinically validated (standardized) measures are used in clinical
research (Santisteban et al., 2016). A high discrepancy between
studies was found, as only 15 of the 48 outcome measures are
used in more than 5% of the studies. In particular, only few
studies specifically assess proprioceptive function: the NSA1, one

1Nottingham Sensory Assessment.
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of the most commonly used standardized scales, was applied
in only 0.6% of studies reviewed (Santisteban et al., 2016).
Moreover, current clinical practice does not systematically use
standardized scales (Saeys et al., 2012; Simo et al., 2014; Pumpa
et al., 2015; Santisteban et al., 2016; Matsuda et al., 2019). This
lack of consensus is a major shortcoming for meta-analysis of
recovery of upper limb function after stroke (Findlater and
Dukelow, 2017). Similarly, research examining the ability of
patients to compensate for a proprioceptive deficit using vision
lack homogeneity. Although empirical evidence suggests that
vision is helpful to compensate a proprioceptive deficit (Pumpa
et al., 2015), the studies addressing this question are scarce
and their methodologies are hardly comparable (Darling et al.,
2008; Scalha et al., 2011; Torre et al., 2013; Semrau et al., 2018;
Herter et al., 2019).

In the following subsections we will review the assessment
techniques currently used in stroke for proprioceptive function,
as well as for visual compensation. We will then discuss several
studies showing that some of these proprioception and visual
compensation tests might lead to different diagnostics. Finally,
in the last subsection we will propose a new categorization of
these tests with the aim of better understanding the origin of their
different outcomes.

Proprioceptive Tests in the Clinical
Practice
All existing proprioceptive assessment methods are relevant from
a functional point of view, but their differences pose a challenge
for their comparability. The commonly used tests, both in clinical
practice (Pumpa et al., 2015) and in clinical research are described
below:

• Thumb Localization Test (TLT): Assesses the ability of a
subject to localize a body part (thumb). The physiotherapist
positions the affected arm of the patient who then has to
point, without vision, to the affected thumb with the other,
less-affected hand (Dukelow et al., 2012; Meyer et al., 2016;
Rand, 2018).
• Up or Down Test (UDT): Assesses the ability of a subject

to detect joint displacement direction. The physiotherapist
moves a joint of the patient whose vision is occluded. The
subject is then asked to report the up or down movement
direction. This test is part of the FMA-UE2 and the RASP3

(Scalha et al., 2011; Saeys et al., 2012; Simo et al., 2014;
Rand, 2018; Birchenall et al., 2019; Carlsson et al., 2019;
Frenkel-Toledo et al., 2019; Kessner et al., 2019; Pennati
et al., 2020; Zandvliet et al., 2020).
• Mirror Position Test (MPT): Assesses the ability of a

subject to perceive the angular configuration of a particular
joint. The physiotherapist positions a joint of the patient’s
affected arm in the absence of vision. The patient is then
asked to mirror the position with the other, less-affected
arm. This task can also be performed using a robotic
device. This test is part of the NSA (Connell et al., 2008;

2Fugl-Meyer Assessment for the Upper Extremity.
3Rivermead Assessment of Somatosensory Performance.

Dukelow et al., 2010; Scalha et al., 2011; Iandolo et al.,
2014; Ben-Shabat et al., 2015; Meyer et al., 2016; Gurari
et al., 2017; Sallés et al., 2017; Findlater et al., 2018;
Rinderknecht et al., 2018; Semrau et al., 2018; Herter et al.,
2019; Zandvliet et al., 2020).
• Bimanual Sagittal Matching Test (BSMT): Assesses the

ability of the patients to reproduce with their free hand
the trajectory/position of the affected hand which is
passively driven by a robotic device along the sagittal plane
(Torre et al., 2013).
• Within-arm Position Test (WPT): Assesses the ability of a

subject to perceive the angular configuration of one joint.
A robot moves the arm of the patient to a position to
be memorized and then back to the initial configuration.
Subsequently, the subject is asked to move his/her arm to
the remembered position (Dos Santos et al., 2015; Contu
et al., 2017; Gurari et al., 2017).
• Matching to a Visual Image (MV): Assesses the ability of

a subject to localize in space his/her unseen arm or hand
relative to a visual reference. A visual image, that could be a
lever or a virtual hand with a given orientation, is shown
to the subject. The subject is then asked, without visual
feedback, to reproduce the same orientation with his/her
hand. The vision of the hand can be occluded by a box
covering the hand, or by wearing a virtual reality headset
that leaves the subject’s hand non-rendered (Turville et al.,
2017; Deblock-Bellamy et al., 2018).
• Threshold Detection Test (TDT): Assesses the

patient’s ability to detect hand displacements of various
magnitudes. Using a robotic device, a joint (elbow, wrist,
metacarpophalangeal) is first moved from a starting to a
reference position. Then, a second movement from the
starting position in the same direction, but not with the
same amplitude, is operated by the robot. The subject is
asked to assess whether the second movement was larger
or smaller than first one. The threshold detection value
is measured (Simo et al., 2014; De Santis et al., 2015;
Rinderknecht et al., 2018; Ingemanson et al., 2019).
• Finger Proprioception Test (FPT): Assesses the patient’s

ability to detect whether the index finger is aligned
(in flexion/extension) with the middle finger. The two
fingers are passively moved by a robotic device in a
crossing flexion/extension movement. For each finger-
crossing movement, the patient is asked to report when
the two fingers are directly aligned relative to each other
(Ingemanson et al., 2019).
• Motor Sequences Test (MS): Assesses the patient’s ability

to localize a body part (fingers). The subject is asked to
touch with the thumb pad (I) the other finger pads (II, III,
IV, V) with eyes closed. Motor sequences with alternating
movements between the thumb and the other fingers are
used: for example, touching in the following order: I with
II, I with III, I with IV, I with V (Scalha et al., 2011).
• Reaching Test (RT): Assesses the patient’s ability to localize

in space his/her unseen arm relative to a visual reference.
A visual target (real or on a screen) is shown and the
subject asked to reach to the memorized target, without
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visual feedback of the reaching hand (Scalha et al., 2011;
Elangovan et al., 2019; Valdes et al., 2019).
• Shape or Length Discrimination (SLD): Assesses

the patient’s ability to discriminate object shapes and
dimensions without vision. Different objects of familiar
geometric shapes, everyday objects or segments of different
lengths are presented to the patient whose vision is
occluded. Either with passive movements (operated by a
robotic device or a physiotherapist) or active movements,
the patient interacts with the different objects. The subject
is asked to report the perceived shape, object or length (Van
de Winckel et al., 2012; De Diego et al., 2013; Metzger et al.,
2014; Sallés et al., 2017; Turville et al., 2017; Matsuda et al.,
2019; Carlsson et al., 2019).

Although each one of these tests involves proprioception,
they are clearly different. For instance, some tests involve
one articular chain only (UDT, TDT, WPT), whereas others
involve two distinct articular chains (two arms for MPT
and TLT or two fingers for FPT and MS). When two
articular chains are involved, the patient is either asked to
mirror the joint configuration (MPT, FPT), or to point to
a body part (e.g., thumb of the affected arm: TLT and
MS). It is noteworthy that some other tests do not rely
on proprioceptive inputs only, but use visually remembered
references (MV, RT, SLD).

Different Proprioceptive Assessments,
Different Outcomes
Experimental observations suggest that methodological
differences between these tests can lead to different diagnostics
(Hirayama et al., 1999; Dukelow et al., 2012; Gurari et al., 2017;
Ingemanson et al., 2019). Similarly, the ability of patients to
compensate the proprioceptive deficit with vision depends on
the task considered (Darling et al., 2008; Scalha et al., 2011;
Torre et al., 2013; Semrau et al., 2018; Herter et al., 2019). In the
following we will detail and discuss some of the studies reporting
differences between proprioceptive assessment techniques for
stroke patients.

Within-Arm Position Test (WPT) vs. Mirror Position
Test (MPT)
Gurari et al. (2017) characterized the ability of chronic stroke
patients and healthy controls to match elbow flexion/extension
positions using two approaches: the MPT performed with
a physiotherapist vs. the WPT under robotic control. The
large majority of stroke patients showed impairments in the
mirror task, but no difference with the control group in the
within-arm task. These different outcomes could be due to
lateralized sensory deficits observed after stroke (Connell et al.,
2008; Kessner et al., 2016) resulting in asymmetries that may
affect the between-arms comparison in the mirror task, but
not the unilateral within-arm task. A non-exclusive alternative
explanation for the difference in performances may reside
in stroke lesions that could have damaged brain networks
specifically involved in the mirror but not in the within-arm
task (Iandolo et al., 2018). This second hypothesis appears

supported by the results of Torre et al. (2013), where stroke
patients performed the bimanual sagittal matching tests (BSMT).
The accomplishment of BSMT does not require mirroring with
respect to the body midline of the hand position, because
both hands moved along the sagittal plane, close to each
other. The precision of the patients in this study is similar
to that observed in within-arm tasks (Dos Santos et al., 2015;
Contu et al., 2017; Rinderknecht et al., 2018) and appears
better than for the MPT (Herter et al., 2019; Ingemanson
et al., 2019), suggesting that stroke lesions can affect the
sensory processing necessary to mirror the hand position with
respect to the body midline without affecting the between-arms
communication per se.

Mirror Position Test (MPT) vs. Thumb Localization
Test (TLT)
Outcomes of these two tests were only poorly correlated (Kenzie
et al., 2017) and could not reliably identify a proprioceptive
deficit within the same patients (Dukelow et al., 2012). Estimated
prevalence of proprioceptive deficits using these two tests varied
by a factor of two (Meyer et al., 2016). A clear difference between
the two tasks, which might explain the different outcomes, is
the use of a left/right symmetric (MPT) vs. an asymmetric
joint configuration in the TLT. Studies on healthy subjects
comparing analogous symmetric and asymmetric inter-manual
proprioceptive tasks suggest that these tests differ by the way
the joint information from the two arms is processed (Arnoux
et al., 2017). Stroke lesions may differentially damage brain
areas involved in the specific sensory processing characterizing
symmetric and asymmetric tasks.

Thumb Localization Test (TLT) and Finger
Proprioception Test (FPT) vs. Up or Down Test (UDT)
These comparisons showed poor correlations (Lanska and
Kryscio, 2000; Ingemanson et al., 2019), and prevalence
of proprioceptive deficits varied by a factor of three
(Hirayama et al., 1999). The difference between the
unimanual UDT and both the inter-manual TLT and FPT,
which uses two fingers of the affected hand, suggests that
the different outcomes do not originate from involving
only the affected limb. A key difference between these
tasks resides in using a single (UDT) vs. two articular
chains (TLT and FPT). Research on healthy subjects,
comparing analogous proprioceptive tasks, supports
differential proprioceptive processing in these two situations
(Tagliabue and McIntyre, 2013).

Within-Arm Position Test (WPT) vs. Reaching Test
(RT)
Performance errors in the WPT were only poorly correlated with
errors in the RT (Darling et al., 2008). This result is most likely
due to the obvious difference in sensory modality: the target
position is either memorized through proprioception (WPT) or
through vision (RT). These tasks have been studied in healthy
subjects and been shown to require different sensory processing
(Tagliabue and McIntyre, 2011; Tagliabue et al., 2013).

Frontiers in Neuroscience | www.frontiersin.org 4 April 2021 | Volume 15 | Article 646698

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-646698 March 30, 2021 Time: 13:30 # 5

Bernard-Espina et al. Proprioception and Multisensory Integration in Stroke Patients

FIGURE 1 | Four categories of proprioceptive assessments. In all represented examples, subjects are asked to, first, perceive a target position and then to reach for
it. The last two columns show that the tasks categorization is based on the possibility, or not, to compare the target and effector position in joint and/or retinal space.
In the within-arm category (W-A) the patient first perceives and then moves back to the target with the same arm. In the asymmetric between-arms category (aB-A)
the location of the target perceived with one hand is subsequently reached with the other hand. In the symmetric between-arms category (sB-A) the patient
perceives the target with one hand and mirrors its position with the other hand. In the cross-modal (C-M) category, where the hand and the target do not share the
same sensory modality, the patient reaches for a visually memorized target with the unseen hand.

Different Visual Compensation
Assessments, Different Outcomes
Several studies tested whether stroke patients could compensate
for their proprioceptive deficits by using visual information.
The results appear to be very different depending on the task
under investigation.

Visual feedback of the hand appears to improve the patient’s
performance in some tasks, such as the Motor Sequences
Test (Scalha et al., 2011), and the Reaching Test (Darling
et al., 2008). On the other hand, in a large-scale study where
patients were assessed using a Mirror Position Test, up to
80% of patients with proprioceptive deficits were not able to
improve their performance when visual feedback of both arms
was available (Semrau et al., 2018; Herter et al., 2019). The
important difference between Mirror Position Test and both
Motor Sequences Test and Reaching Test, is the different way

visual information can be used. In both tasks where vision
significantly improves performance in patients, the hand (or
finger) reaches the same spatial position of the target: the tasks
can hence be accomplished by simply matching the visually
acquired target position and the visual feedback of the hand (or
finger). In the Mirror Position Test in contrast, the patient does
not have to reach the spatial location of the target, but its mirror
position: the patient must thus “flip,” relative to the body midline,
the image of the arms to evaluate the task accomplishment. It
follows that the ability to use visual information to compensate
for proprioceptive deficits in reaching, but not in mirror tasks,
could be due to specific difficulties in performing “mirroring” of
visual information. Consistent with this interpretation, patients
were shown to be able to significantly improve their performance
with vision in the Bimanual Sagittal Matching Test which does
not require the “mirroring” of visual information, because their
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hands moved parallel to the sagittal plane and close to each other
(Torre et al., 2013).

Categorization of Proprioceptive
Assessments
Based on the above observations, we propose here a new
categorization of these various proprioceptive tests. We
group them into four distinct categories (within-arm tasks,
asymmetric between-arms tasks, symmetric between-
arms4 tasks, and cross-modal tasks). This categorization is
based on the possibility to achieve the tasks by reproducing
the joint configuration memorized during the target
acquisition and/or by matching the target position in retinal
coordinates (Figure 1).

Within-Arm tasks require one and the same articular
chain to perceive and to reproduce the target position. Thus,
proprioceptive information to be remembered (target) and the
feedback about the moving hand (effector) originate from the
same joints (Figure 1, W-A). These tasks can be performed by
directly matching the proprioceptive signals corresponding to the
target and effector positions (Within-arm Position Test) or by
directly comparing two movement signals originating from the
same joints (Up or Down Test, Threshold Detection Test). These
tasks can also be performed by matching the target and effector
position encoded in the retinal reference. Bi-manual matching
tests performed along the mid-sagittal plane (BSMT) are also
associated to this category, because, as described in sections
“Different Proprioceptive Assessments, Different Outcomes”
and “Different Visual Compensation Assessments, Different
Outcomes,” although involving two arms, the experimental
results suggest that they are performed by a direct encoding of
the information in joint and retinal coordinates, similarly to the
within-arm tasks.

Asymmetric Between-Arms tasks involve two articular
chains. Typically, the less-affected arm (effector) has to reach the
target location perceived with the affected arm (Thumb Location
Test, see Figure 1, aB-A). These tasks cannot be performed by
matching the joint configuration of the affected arm (target) with
that of the effector, since they differ at the end of the movement.
They can be accomplished, however, by matching the target and
effector location encoded in the retinal reference frame. The
Motor Sequences test (involving only one arm), as well as the
Thumb Location Test, can also be classified in this category since
they involve different articular chains (fingers) to perceive the
target position and to match it.

Symmetric Between-Arms tasks also involve two articular
chains. “Symmetric” refers to the fact that the effector has
to “mirror” the target configuration. The articular chains can
be the arms (Mirror Position Test, see Figure 1, sB-A) or
the index and middle fingers (Finger Proprioception Test). At
task achievement, the joint configuration of the two articular
chains is identical, allowing for direct matching of proprioceptive
signals corresponding to the target and effector positions. In

4We choose here to refer to this group of tasks as “between-arms,” and not
bimanual, as the two arms are not used together to sense and move to the target.
In contrast, tasks involving only one arm will be referred as “within-arm.”

TABLE 1 | Categorization of proprioceptive assessments.

Category Test

Within-arm (W-A) Within-arm Position Test (WPT)

Up or Down Test (UDT)

Threshold Detection Test (TDT)

Bimanual Sagittal Matching Test (BSMT)

Asymmetric between-arms (aB-A) Thumb Localization Test (TLT)

Motor Sequences Test (MS)

Symmetric between-arms (sB-A) Mirror Position Test (MPT)

Finger Proprioception Test (FPT)

Cross-modal (C-M) Reaching Test (RT)

Matching to a Visual image (MV)

Shape/Length Discrimination (SLD)

contrast, the task cannot be performed in the retinal space,
since the target and the effector do not share the same
spatial location.

Cross-Modal Tasks differ from the other three categories in
that the target information is given visually (or remembered
visually) whereas only proprioceptive information is provided
for the effector (the moving hand, Figure 1, C-M). Thus, these
tasks always require cross-reference sensory processing. For this
reason, their categorization based on the direct encoding in the
joint and/or retinal space is not fully applicable. Both Reaching
Test and Matching to a Visual image share this characteristic.
Similar sensory processing could also be involved in the tasks
used in Perfetti’s neurocognitive approach, such as the Shape or
Length Discrimination test.

Overall, this new categorization (summarized in Table 1)
allows to discriminate the above-mentioned tests in terms of
sensory requirements. In the following section, we will present
the multisensory integration theory based on MLP and its
application to the most representative clinical tests among
those reported here.

OPTIMAL MULTISENSORY
INTEGRATION THEORY AND STROKE

In this section we will present the MLP and its application to
generic target-oriented movements (first subsection). Then we
will use this theoretical framework to describe the information
processing underlying the proprioceptive assessments according
to their categorization (second subsection).

Statistical Optimality in Multisensory
Integration for Goal-Oriented Hand
Movements
When reaching to grasp an object, visual and proprioceptive
sensory information about the target and the hand
(effector) is used to control movement execution. In
a first step, each sensory modality is encoded in the
reference frame of the respective receptors: retinal and
joint reference for vision and proprioception, respectively.
Several studies have shown that redundant sensory
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signals are then optimally combined and weighted
according to MLP in order to statistically minimize
the variability of the estimated movement parameters
(Ernst and Banks, 2002).

Figure 2A shows how sensory signals are conceptually
processed for goal-oriented upper limb movements. To match the
target position with the effector, that is to reach the target with the
hand, the latter must be displaced by a distance and in a direction
that are represented by the movement vector 1. To compute
1, the target and effector positions are compared concurrently
in the visual, v, and proprioceptive, p, space (Tagliabue
and McIntyre, 2011). This is represented by the following
equations of the visual and proprioceptive target-effector
comparisons v and p:

1V = xT,v − xE,v

1P = xT,p − xE,p

(1)

where T and E subscripts indicate an information about the
target and the effector, respectively. For each sensory modality,
the comparison is characterized by a variance corresponding to

the sum of the variances of the target and effector information
(Eq. 2).

σ2
1V = σ2

T,v + σ2
E,v

σ2
1P = σ2

T,p + σ2
E,p

(2)

The MLP predicts that in order to maximize the precision
of the estimated movement vector 1, the concurrent visual
and proprioceptive comparisons must be combined (summed),
as in Eq. 3.

1 = w1V ·1V + w1P ·1P

w1V =
σ2
1P

σ2
1V+σ2

1P

w1P =
σ2
1v

σ2
1V+σ2

1P

(3)

Thus, the movement vector is the weighted sum of the concurrent
target-effector comparisons, and each comparison is associated
to a weight, w1V and w1P, whose value depends on the relative
variability of the two comparisons.

FIGURE 2 | Concurrent Model of sensorimotor integration. In the bottom diagrams the left part represents the target information; the right part represents effector
information. Target-effector comparisons are concurrently performed in visual (V) and proprioceptive (P) space. These two comparisons are then combined, using
the relative weights wV and wP, leading to the optimal estimation of the motor vector. (A) Sensory information flow when the hand and target position are perceived
through vision and proprioception concurrently. (B) Model prediction when the target position is perceived visually and the effector position is sensed through
proprioception only. None of the two concurrent comparisons can be computed directly. In this condition, the model postulates occurrence of cross-reference
transformations (green curved arrows) between sensory modalities. Blue: proprioceptive information, red: visual information, violet: multimodal visuo-proprioceptive
processing.
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If this MLP formulation, called “Concurrent Model,” is
straightforward when both target and effector positions can
be perceived through vision and proprioception (Figure 2A),
the information processing seems more complex when some
information is not available, e.g., when the target position
can be perceived only visually while the effector position only
through proprioception (Figure 2B). In this case, none of the
two concurrent comparisons can be computed directly, because
the target and the effector cannot be perceived through the
same sensory modality. However, these comparisons can be
performed through two mutually not exclusive possibilities: first,
the visually perceived position of the target may be encoded in
a proprioceptive space; second, the effector position, provided
through proprioception, may be encoded in visual space.

In this condition the variability associated with the two
concurrent comparisons is given in Eq. 4 where σ2

p→v and
σ2

v→p represent the variance associated with the cross-reference
transformations from proprioception to vision, and vice-versa.
The indentation is used to facilitate the distinction between the
variance associated with the target and effector encoding (the
same type of indentation will be used throughout).

| Target | Effector

σ2
1V = σ2

T,v + σ2
E,p + σ2

p→v

σ2
1P = σ2

T,v + σ2
v→p + σ2

E,p

(4)

In contrast to the task represented in Figure 2A and Eq. 3,
in this condition the two concurrent comparisons are not fully
independent, because they are partially computed from the same
information. In this case, Eq. 3 must be modified to take into
account the covariance between proprioceptive and visual target-
effector comparisons, cov(4P,4V) (see Supplementary Section
1 for details):

w1V =
σ2
1P−cov(4P,4V)

σ2
1V+σ2

1P−2·cov(4P,4V)

w1P =
σ2
1V−cov(4P,4V)

σ2
1V+σ2

1P−2·cov(4P,4V)

(5)

For the example of Figure 2B cov(4P,4V) = σ2
T,v + σ2

E,p,
that is the common variance component between σ2

1P and σ2
1V .

Therefore, Eq. 5 become:

w1V =
σ2

v→p

σ2
v→p+σ2

p→v

w1P =
σ2

p→v

σ2
v→p+σ2

p→v

(6)

It follows that the relative weights between the two concurrent
object-effector comparisons depend on the noisiness of
the two cross-modal transformations, which is consistent
with experimental observations (Burns and Blohm, 2010;
Tagliabue et al., 2013).

Application of the Optimal Sensory
Integration Theory to Proprioception
Assessment Tests
In the following we will show whether the MLP predicts
clear differences between the sensory processing necessary to
accomplish the tasks depending on their categorization described
in the previous section.

In order to be able to represent consistently the type of sensory
processing underlying the execution of tasks within these four
categories, we will use a slightly modified formulation of the
Concurrent Model with respect to the one presented in section
above. This formulation, represented in Figure 3, explicitly
distinguishes between the reference frames in which the sensory
signals are natively encoded (the joint, J, and the retinal, R,
reference frames for proprioception and vision, respectively) and
the reference frames which correspond to a combination of the
original sensory signal about target and response position, with
additional sensory information. For instance, the hand position
perceived through joint receptors can be encoded with respect to
different body parts or even with respect to external references,
such as gravity or visual landmarks (Tagliabue and McIntyre,
2014). To refer to this type of indirect sensory encodings we
use the generic term “extra-joint,” ExJ, for proprioception and
“extra-retinal,” ExR, for vision.

Although both visual and proprioceptive information can
potentially be encoded in multiple “extra-” reference frames,
we have reduced the model formulation to its simplest version

FIGURE 3 | Concurrent Model for proprioceptive assessment tasks. Sensory
inputs from the target and the effector are concurrently compared in four
reference-frames: retino-centered (1R), joint-centered (1J), extra-retinal
(1ExR), and extra-joint (1ExJ). The visual (red) and proprioceptive (blue)
signals are primarily encoded in retino-centered and joint-centered reference
frames, respectively, but they can also be encoded in additional “secondary”
reference frames not directly associated with the respective receptors. To
encode a sensory signal in a secondary reference frame, cross-reference
transformations (represented by the curved green arrows) are necessary.
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allowing an accurate description of the sensory processing
underlying the analyzed tasks. As a consequence, the present
formulation of MLP includes four concurrent target-effector
comparisons: 4J, 4R, 4ExJ, 4ExR. In this formulation of
the concurrent model the estimation of the motor vector 4
corresponds to the following weighted sum:

1 = w1J1J + w1ExJ1ExJ + w1R1R+ w1ExR1ExR (7)

To represent all possible cross-reference transformations between
these four reference frames, this model includes not only
the possibility to perform cross-reference transformations
between proprioceptive, joint-centered, and visual, retino-
centered reference frames (J↔R), but also the possibility to
encode joint and retinal signals in the extra-joint and extra-retinal
reference frames, respectively (J → ExJ and R→ ExR).

In the following this statistical model will be used to evaluate,
for each of the categories of proprioceptive assessments,
the relative weights that must be associated with the four
concurrent target-effector comparisons to optimize the
precision of the movement vector estimation, 1. The precise
values of the sensory weight and details of the methods
used are reported in Supplementary Sections 2, 3. In the
following paragraphs these results will be only graphically
described in the figures representing the information flow
theoretically associated with each category of tasks. The
analytical equation of the variability of the optimal motor
vector estimation predicted by MLP will be reported for each
test and will then be quantitatively compared to the results of
experimental studies.

Within-Arm Proprioceptive Tasks (W-AP)
In this test the memorized target and the effector positions are
perceived through the same set of joint sensors. Thus, their
position can be compared “directly” in the joint space J. All
three other concurrent comparisons would require some cross-
reference transformation. The variance associated with each of
the four concurrent target-response comparisons for the W-AP
tasks is reported in Eq. 8, where σ2

J→R is the variance associated
with the cross-reference transformation from the joint-centered
to the retino-centered reference frame. σ2

J→ExJ, σ2
R→ExR are

the variances corresponding to the intra-modal transformations
from joint to extra-joint and from retinal to extra-retinal
references, respectively.

σ2
4J = σ2

J + σ2
J

σ2
4ExJ = σ2

J + σ2
J→ExJ +‘σ2

J + σ2
J→ExJ

σ2
4R = σ2

J + σ2
J→R + σ2

J + σ2
J→R

σ2
4ExR = σ2

J + σ2
J→R + σ2

R→ExR + σ2
J + σ2

J→R + σ2
R→ExR

(8)
The optimal information flow predicted by MLP is represented
in Figure 4A: the model predicts no use of the reconstructed
representations of the task, and the “exclusive” use of the
comparison in the joint space does not require any cross-
reference transformation. This phenomenon was clearly shown

in unimodal, proprioceptive tasks involving only one arm
(Tagliabue and McIntyre, 2011, 2013; Arnoux et al., 2017). The
variance of the movement vector estimation corresponding to
this optimal sensory processing is

σ2
4
= 2σ2

J (9)

Asymmetric Between-Arms Proprioceptive Tasks
(aB-AP)
The asymmetric configuration of the limb during this test results
in the impossibility to achieve the task by simply matching
the joint signals from the two arms. Mathematically, this
impossibility is represented by a large variance associated with
the transformation of the proprioceptive joint signals between
the left and right arm: σ2

Jl→r
= σ2

Jr→l
→ ∞. The variances

associated with the four concurrent target-effector comparisons
are thus:

σ2
4J = σ2

Jl
+ σ2

Jl→r
+ σ2

Jr
+ σ2

Jr→l

σ2
4ExJ = σ2

Jl
+ σ2

Jl→ExJ + σ2
Jr
+ σ2

Jr→ExJ

σ2
4R = σ2

Jl
+ σ2

Jl→R + σ2
Jr
+ σ2

Jr→R

σ2
4ExR = σ2

Jl
+ σ2

Jl→R + σ2
R→ExR + σ2

Jr
+ σ2

Jr→R + σ2
R→ExR

(10)
If we assume that the cross-reference transformations from
the left and right arm joints are characterized by the same
variance (σ2

Jl→ExJ = σ2
Jr→ExJ and σ2

Jl→R = σ2
Jr→R), the optimal

sensory weighting predicted by MLP (Figure 4B), consists in
encoding the position of the two hands perceived through
proprioception in alternative reference frames, including the
retinal one, rather than in joint space. This prediction is
consistent with experimental observations on healthy subjects
suggesting that retinal and external references contribute to the
encoding of asymmetric between-arm tasks (Pouget et al., 2002;
McGuire and Sabes, 2009; Jones and Henriques, 2010; Tagliabue
and McIntyre, 2013; Arnoux et al., 2017). Tagliabue and McIntyre
(2013) showed that it is the use of tasks that require asymmetric
joint configurations in the above-mentioned studies that led to
the visual reconstruction of proprioceptive signals.

The minimal achievable variability of the 1 estimation for
these tasks is:

σ2
4
= σ2

Jr
+ σ2

Jl
+

2σ2
J→Rσ2

J→ExJ

σ2
J→R + σ2

J→ExJ
(11)

Thus in the aB-AP tasks, the predicted variability of 1 is higher
than for the W-A tasks, as experimentally observed (Tagliabue
and McIntyre, 2013; Arnoux et al., 2017).

Symmetric Between-Arms Proprioceptive Tasks
(sB-AP)
Experiments on healthy subjects have shown that, in contrast to
what has been observed for the aB-AP tests, the precision of this
type of symmetric tasks is very similar to the one observed in
within-arm tasks, W-AP, and no evidence of visual encoding was
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FIGURE 4 | Sensory information flow predicted for proprioceptive tests. The
model results are reported separately for the four categories of tests without
vision of the arms: (A) within-arm task (W-AP ), proprioceptive joint signals
from the right arm during the target memorization (left column) can be directly
compared with proprioceptive joint signals from the same arm during the
response phase (right column). (B) Asymmetric between-arms task (aB-AP ),
the task cannot be achieved by simply matching the homologous
proprioceptive joint signals from the left and right arm: the use of alternative
reference frames and cross-reference transformations (green curved arrows) is
necessary. (C) Symmetric between-arms task (sB-AP ), proprioceptive joint
signals from the left arm during the target memorization can theoretically be
compared directly with the homologous proprioceptive joint signals from the
right arm. However, for patients with inter-hemispheric transformation
impairment, indirect comparisons (doted lines) are necessary.
(D) Cross-modal task (C-MP ), the target and the effector do not share the
same sensory modality. The model prediction in this situation consists in
encoding the task in both joint and retinal space by performing the depicted
cross-reference transformation. The target-effector comparisons performed in
a sensory space associated with a weight close to zero are in pale gray, while
those associated with weights significantly larger than zero are in bright colors.

found (Arnoux et al., 2017). These similarities appear to be due
to the same joint configuration of the arm holding the target and
the arm performing the movement when achieving sB-AP tasks.
Hence, the movement can be controlled by a “direct” comparison
between proprioceptive signals from homologous joints of the
two limbs (Figure 4C).

The variances associated with the four concurrent target-
effector comparisons for the mirroring tasks can be expressed as
reported in Eq. 12.

σ2
4J = σ2

Jl
+ σ2

Jl→r
+ σ2

Jr
+ σ2

Jr→l

σ2
4ExJ = σ2

Jl
+ σ2

Jl→ExJ + σ2
Jr
+ σ2

Jr→ExJ

σ2
4R = σ2

Jl
+ σ2

Jl→R + σ2
Jr
+ σ2

Jr→R + σ2
R,Mir

σ2
4ExR = σ2

Jl
+ σ2

Jl→R + σ2
R→ExR + σ2

Jr
+ σ2

Jr→R + σ2
R→ExR

(12)
These equations appear very similar to those describing the
asymmetric between-arms tasks (Eq. 10), but there are two
important differences, which reflect the different nature of the
mirror task and the above-mentioned experimental observations.
First, the parameter σ2

R,Mir is added to σ2
4R. This parameter,

which is very large (σ2
R,Mir → ∞), reflects the impossibility to

perform the task directly in retinal space: since the two hands
must be in two distinct spatial locations, the task cannot be
accomplished by matching the reconstructed image of the two
hands on the retina. Second, the possibility of directly comparing
proprioceptive signals from the two arms is represented by very
low values of the variance associated to the transformation of the
joint signals between the left and right arm: σ2

Jl→r
= σ2

Jr→l
→ 0.

However, these parameters have not been removed from the
equations to be able to describe the behavior of some of the
stroke patients. An increase of the value of σ2

Jl→r
and σ2

Jr→l
can

indeed be used to represent the observed difficulties of some
patients in performing sB-AP test with respect to the W-AP tasks
(Gurari et al., 2017).

Figure 4C reports the information flow predicted by MLP
for two categories of patients: those that have difficulties in
performing inter-hemispheric transformations (σ2

Jr↔l>0; dashed
lines) and those that do not have this problem (σ2

Jr↔l
→ 0). For

the latter category of patients, the proprioceptive information
is encoded in joint space only, as for the within-arm tasks. For
the patients with inter-hemispheric transformation issues MLP
predicts an encoding of the information also in Extra-Joint and
Extra-Retinal space.

Equation 13 reports the minimally achievable variability of the
motor vector estimation.

σ2
4
= σ2

Jr
+ σ2

Jl
+

2σ2
Jr↔lσ

2
J→ExJ

(
σ2

J→R + σ2
R→ExR

)
(σ2

J→R+σ2
R→ExR)(σ

2
J→ExJ + σ2

Jr↔l)+ σ2
J→ExJσ

2
Jr↔l

→ σ2
Jr
+ σ2

Jl
(13)

In healthy subjects or in patients without inter-hemispheric
transformation problems (σ2

Jr↔l
→ 0), Figure 4C and Eq. 13

suggest that the sensory weighting and the motor vector
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variance tend to those predicted for the W-AP tasks (Figure 4A
and Eq. 9): encoding of the information in joint space only
and minimal variability of the responses. This prediction
is consistent with the experimentally observed similarities
between the performances in sB-AP and W-AP tasks for
healthy subjects (Tagliabue and McIntyre, 2013; Arnoux et al.,
2017) and with the performances of some stroke patients
(Herter et al., 2019).

The MLP prediction for stroke patients with a difficulty to
compare joint signals from the affected to the less-affected side
(σ2

Jr↔l>0) appears to provide some interesting insight into the
patient’s deterioration of performances in the Mirror Position
Test, with respect to the Within-arm Position Test (Gurari et al.,
2017) discussed in section “Upper Limb Proprioceptive Deficits
Post-stroke.” Equation 13 shows that the increased variability in
the mirror task can be correctly predicted if the noise associated
with the inter-hemispheric comparison of the joint signals (σ2

Jr↔l)
is significantly larger than that for healthy patients. In other
words, lower performances in patients assessed by the Mirror
Position Test could be due to a problem in the neural inter-
hemispheric processing and not due to a proprioceptive problem
per se.

Cross-Modal Tasks (C-MP)
Contrary to the other categories of tasks, C-MP tasks involve a
visually memorized target which the patient has to match with
the eyes closed (Figure 4D). In these tasks no direct comparison
is possible between the target and effector. Thus, cross-reference
transformations are strictly necessary. The variability associated
with the four concurrent comparisons is:

σ2
4J = σ2

R + σ2
R→J + σ2

J

σ2
4ExJ = σ2

R + σ2
R→J + σ2

J→ExJ + σ2
J + σ2

J→ExJ

σ2
4R = σ2

R + σ2
J + σ2

J→R

σ2
4ExR = σ2

R + σ2
R→ExR + σ2

J + σ2
J→R + σ2

R→ExR
(14)

σ2
R refers to the variability associated with the retinal inputs

of the target location. If we assume that the noise associated
with the transformation of the sensory signals from retinal
to joint space and from joint to retinal space are similar
(σ2

R→J = σ2
J→R = σ2

J↔R), then the sensory weights predicted
by the MLP are those represented in Figure 4D and the
corresponding minimal variance of the estimated movement
vector 1 is:

σ2
4
= σ2

J + σ2
R +

σ2
J↔R

2
(15)

It follows that degraded performances of stroke patients when
performing this category of tasks could be due, not only to a noisy
proprioceptive system, but also to difficulties in the encoding of
retinal information in joint space or, vice-versa, proprioceptive
information in a retinal reference.

Application of the Optimal Sensory
Integration Theory to Visual
Compensation Tests
The MLP also renders predictions for the visual compensation
tests in which stroke patients can use visual feedback to perform
the tasks. In the following we will apply the Concurrent Model to
the execution of the same four categories of tasks analyzed in the
previous section (W-A, aB-A, sB-A, and C-M) but including the
availability of visual information about both target and effector
position. σ2

R will be used to refer to the variability associated with
the retinal inputs of both target and effector locations.

Within-Arm Visuo-Proprioceptive Tasks (W-AVP)
Equations 16 represent the variance associated with the four
concurrent comparisons for the within-arm tasks using both
proprioceptive and visual information.

σ2
4J = σ2

J + σ2
J

σ2
4ExJ = σ2

J + σ2
J→ExJ + σ2

J + σ2
J→ExJ

σ2
4R = σ2

R + σ2
R

σ2
4ExR = σ2

R + σ2
R→ExR + σ2

R + σ2
R→ExR

(16)

The first two equations, representing the proprioceptive
comparison in Joint and Extra-Joint space, are identical to
those reported for the W-AP tasks in Eq. 8. The last two
equations represent the visual comparison in Retinal and
Extra-Retinal space. The target and effector images on the
retina can be compared directly. Therefore, the variability of the
retinal comparison, σ2

4R, simply corresponds to the sum of the
variability of the retinal information about the target and the
effector position. The visual extra-retinal comparison, 4ExR,
on the other hand, must include the terms σ2

R→ExR, associated
with the transformation from the retinal to the extra-retinal
reference frame.

As shown in Figure 5A, MLP predicts that for the W-AVP
task there would be no sensory encoding in extra-joint or extra-
retinal reference. This is due to the fact that, for both visual
and proprioceptive modality, the information can be directly
compared in the reference frame corresponding to the originating
sensory system. The retinal and joint comparisons are weighted
as predicted by the standard MLP formulation (Eq. 3), taking
into account only the relative variance of the available sources
of information (Ernst and Banks, 2002). The variability of the
estimation of the movement vector 1 corresponding to this
optimal sensory weighting is:

σ2
4
=

2σ2
J σ

2
R

σ2
J + σ2

R
(17)

The comparison of these results with the corresponding
prediction for the proprioceptive task (Eq. 9) suggests that
patients should be able to visually compensate in this category
of tasks, independently from their ability to perform cross-

reference transformations:
2σ2

J σ
2
R

σ2
J + σ2

R
is always smaller than 2σ2

J
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FIGURE 5 | Sensory information flow predicted for visual compensation tests.
The model results are reported separately for the four categories of tests with
vision: (A) within-arm task (W-AVP ), both proprioceptive and visual signals
from the target and the effector can be directly compared in their primary
reference frames. (B) Asymmetric between-arms task (aB-AVP ), the
proprioceptive target-effector comparison cannot be encoded in the primary
joint space, while the visual comparison can be performed directly in the
retinal space. (C) Symmetric between-arms task (sB-AVP ), the proprioceptive
target-effector comparison is performed directly in the primary joint space only
for patients without inter-hemispheric transformation deficits. In order to
compare the visual position of the two hands that are far apart, all patients
have to encode the retinal signals in some extra-retinal space.
(D) Cross-modal task (C-MVP ), the proprioceptive target-effector comparison
in joint space can be performed through a cross-reference transformation,
while visual signals from the target and the reaching movement can be directly
compared in retinal space.

and this difference is not affected by the variance of the sensory
transformations reported in Eq. 16. This comparison also shows
that, the stronger the proprioceptive deficit, the larger will
be the advantage provided by using visual information. This
prediction is consistent with the observation that stroke patients
can compensate through vision for their proprioceptive deficits
in this type of tasks (Torre et al., 2013).

Asymmetric Between-Arms Visuo-Proprioceptive
Tasks (aB-AVP)
In these tasks, as previously explained for the aB-AP tests, a
direct comparison between the proprioceptive information in
joint space is not possible (σ2

Jl↔r
→∞). On the other hand,

target and effector can be compared directly in retinal coordinates
because the task achievement corresponds to the matching of
their respective positions on the retina. As a consequence, the
concurrent comparison for these tasks are associated with the
following variances:

σ2
4J = σ2

Jl
+ σ2

Jl→r
+ σ2

Jr
+ σ2

Jr→l

σ2
4ExJ = σ2

Jl
+ σ2

Jl→ExJ + σ2
Jr
+ σ2

Jr→ExJ

σ2
4R = σ2

R + σ2
R

σ2
4ExR = σ2

R + σ2
R→ExR + σ2

R + σ2
R→ExR

(18)

Figure 5B shows that the sensory information flow
corresponding to the minimal variability of the aB-AVP
task consists, theoretically, in the encoding of proprioceptive
information in extra-joint spaces, while visual information is
directly encoded in retinal space. Proprioceptive information is
not encoded in the joint reference frame, because, as discussed
for the corresponding proprioceptive task aB-AP, the comparison
in the joint space is not possible. The visual information is not
encoded in extra-retinal references, because, although 4ExR
would be theoretically possible, it would fully covary with4R. In
other words, the extra-retinal encoding would not provide any
additional information over the retinal encoding, and would not
contribute to reduce the variance of the motor vector estimate,
which is given in Eq. 19.

σ2
4
→

2σ2
R(σ2

Jr
+ σ2

Jl
+ 2σ2

J→ExJ)

σ2
Jr
+ σ2

Jl
+ 2σ2

J→ExJ + 2σ2
R

(19)

The comparison of this result with the one obtained in
Eq. 11 for the corresponding proprioceptive task aB-Ap
(see the Supplementary Section 4), shows that in normal
conditions the noisiness of the motor vector estimation in
the visuo-proprioceptive task is always smaller than for the
proprioceptive task. Thus, MLP predicts for this kind of
asymmetric tasks that the patients should be able to compensate
their proprioceptive deficits by using vision, consistent with
experimental observations (Scalha et al., 2011).
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Symmetric Between-Arms Visuo-Proprioceptive
Tasks (sB-AVP)
For these tasks, the considerations about inter-hemispheric
transfer of joint signals presented for the corresponding
proprioceptive tasks (sB-AP) remain valid: the value of the
σ2

Jr↔l
parameter allows distinguishing patients with problems in

comparing joint information from the two arms (σ2
Jr↔l

> 0)
from healthy subjects and patients not showing this deficit
(σ2

Jr ↔ l
→ 0). The considerations about the impossibility of

performing the task by directly comparing the visual feedback
about the target and the effector (σ2

R,Mir →∞) also remain valid.
Equations 20, which describe the variability associated with

the four concurrent comparisons for this type of tasks, differ
from the analogous equations of the proprioceptive sB-AP task
(Eq. 12), simply by the fact that 4R and 4ExR are computed
from the available retinal information (R) and not through cross-
reference transformations of proprioceptive signals (J → R).

σ2
4J = σ2

Jl
+ σ2

Jl→r
+ σ2

Jr
+ σ2

Jr→l

σ2
4ExJ = σ2

Jl
+ σ2

Jl→ExJ + σ2
Jr
+ σ2

Jr→ExJ

σ2
4R = σ2

R + σ2
R + σ2

R,Mir

σ2
4ExR = σ2

R + σ2
R→ExR + σ2

R + σ2
R→ExR

(20)

The optimal weights associated with the four concurrent target-
response comparisons are represented in Figure 5C. The
predicted sensory information flow is reported for patients both
with and without inter-hemispheric transformation deficits. The
MLP prediction suggests that to achieve optimal performance
stroke patients with problems in comparing joint signals from
the two arms should encode proprioceptive information in both
joint and extra-joint space, and visual information in extra-retinal
space only. Patients without inter-hemispheric communication
issues, on the other hand, should encode proprioceptive
information in joint space only and visual information in extra-
retinal references only.

The variability of the optimal motor vector estimation is
shown in Eq. 21. The equation reports, first, the prediction
for patients with inter-hemispheric transformation deficits
(σ2

Jr↔l
> 0) and then for patients without problems in comparing

the sensory information coming from the two arms (σ2
Jr↔l
→ 0).
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(21)

The comparison of these results with those reported in
Eq. 13 for the corresponding proprioceptive task, sB-AP (see
Supplementary Section 4 for details) suggests different visual
compensation mechanism for the patient with and without
inter-hemispheric transformation issues. For patients without
problems in comparing joint signals from the two arms, the
availability of visual information should result in a direct

reduction of the noisiness of the estimation of the motor vector.
For the patients with problems in comparing joint information
from the two arms, the possibility to reduce the noise of the motor
vector estimate appears to be more limited and to depend on the
relative noisiness associated to cross-reference transformations.
The inability observed in some stroke patients to use visual
information to improve their performances with respect to
analogous proprioceptive tasks (Semrau et al., 2018; Herter et al.,
2019) could, therefore, be due to difficulties in performing inter-
hemispheric and cross-reference transformations.

Cross-Modal Tasks (C-MVP)
As shown in Figure 5D, since the target is not perceived
proprioceptively, no direct comparison is possible between the
target and effector in joint space in this task. Hence a cross-
reference transformation (σ2

R→J) would be necessary to make use
of the proprioceptive signal on effector position. The variability
associated with the four concurrent comparisons is given in
Eq. 22.

σ2
4J = σ2

R + σ2
R→J + σ2

J

σ2
4ExJ = σ2

R + σ2
R→J + σ2

J→ExJ + σ2
J + σ2

J→ExJ

σ2
4R = σ2

R + σ2
R

σ2
4ExR = σ2

R + σ2
R→ExR + σ2

R + σ2
R→ExR

(22)

MLP predicts that the optimal solution for this type of tasks is
to encode the proprioceptive and visual information directly in
joint and retinal space, respectively. The variance of the estimated
movement vector corresponding to this optimal solution is given
in Eq. 23.

σ2
4
=

σ2
R(2σ2

J + σ2
R + 2σ2

R→J)

σ2
J + σ2

R→J + σ2
R

(23)

The comparison between this result and the variability of the
movement vector estimation in the corresponding proprioceptive
task C-MP of Eq. 15 (see Supplementary Section 4) shows
that, unless visual information is extremely noisy, its availability
should lead to a reduction of the variance of 4. It follows that,
for this category of task, MLP predicts that the patients should
show a clear visual compensation of their proprioceptive deficit.
This prediction is in agreement with the visual compensation
experimentally observed in stroke patients for this category of
tasks (Darling et al., 2008; Scalha et al., 2011).

REINTERPRETATION OF
EXPERIMENTAL OBSERVATIONS
ABOUT PROPRIOCEPTIVE DEFICITS
AND VISUAL COMPENSATION

After having described the theoretical sensory information flow
underlying the four categories of tasks used to test proprioception
and visual compensation, we assess the ability of the model to
capture the relevant experimental findings described in the first

Frontiers in Neuroscience | www.frontiersin.org 13 April 2021 | Volume 15 | Article 646698

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-646698 March 30, 2021 Time: 13:30 # 14

Bernard-Espina et al. Proprioception and Multisensory Integration in Stroke Patients

sections. In order to avoid data overfitting, the number of model
parameters is reduced to six: the noise of the joint (σ2

J ) and retinal
(σ2

R) signals and the noise associated to sensory transformations
(σ2

T) in healthy subjects; for patients, three terms representing the
noise added to the joint signal of the more affected (NJm ) and less
affected arm (NJl ) and to the sensory transformations (NT) due to
the deficit of stroke patients.

For this analysis, we will consider three distinct type of
patients: P, with proprioceptive deficits only (NJm and NJl > 0
and NT = 0); C, with cross-reference processing deficits only
(NJm NJl = 0 and NT > 0); and P+C, with combined
proprioceptive and cross-reference processing deficits (NJm , NJl
and NT > 0). In patients of type P, only the noisiness of
the proprioceptive joint signals σ2

J is increased with respect
to healthy subjects. For patients of type C, only the noise
associated to the sensory transformation (σ2

R↔J , σ2
R→ExR, σ2

J→ExJ ,
σ2

Jr↔l) is increased with respect to healthy subjects. For patients
of type P+C the noise is increased for both proprioception
and transformations.

Figure 6 shows the comparison between the quantitative
experimental data found in the literature and the prediction
of the MLP model for the four categories of proprioceptive
tasks (Figure 6A) and for the same four tasks performed using

vision to compensate for proprioceptive deficits (Figure 6B).
In order to be able to apply the model to the whole dataset,
the results from different studies have to be comparable. This
was achieved through their normalization with respect to a
reference task. To be able to perform the normalization, among
the numerous studies that can be found in the literature, only
those reporting a quantitative comparison between at least two
of the four categories of tasks (W-A, sB-A, aB-A, and C-M)
could be included in the dataset. Performance data of healthy
subjects were retrieved from Van Beers et al. (1996), Ernst
and Banks (2002), Butler et al. (2004), Monaco et al. (2010),
Tagliabue and McIntyre (2011), Torre et al. (2013), Khanafer and
Cressman (2014), Cameron and López-Moliner (2015), Arnoux
et al. (2017), Herter et al. (2019), and Marini et al. (2019) and
those of stroke patients from Scalha et al. (2011), Torre et al.
(2013), Dos Santos et al. (2015), Contu et al. (2017), Gurari
et al. (2017), Rinderknecht et al. (2018), Herter et al. (2019), and
Ingemanson et al. (2019). Details about the dataset, the fitting
algorithm and the quantification of the obtained results are given
in Supplementary Section 5.

Figure 6 shows that the model predicts very different results
for healthy subjects and for the three type of patients (P, C, and
P+C), depending on the considered task.

FIGURE 6 | Model predictions and experimental observations for proprioception and visual compensation tests. Data and predictions are reported for the three
types of patients: purely proprioceptive deficit (P), cross-reference deficit (C) and mixed proprioceptive and cross reference deficit (P+C), and for healthy subjects. All
values are normalized with respect to the variability of healthy subjects in the within-arm proprioceptive task (W-AP ). If more than one quantitative study was included
in the analysis for a particular task and group of subjects, the mean and standard deviation (vertical whiskers) were used to represent experimental data. Qualitative
data from stroke patients (gray filled rectangles) were not used for the fitting. (A) Proprioceptive tests. For the W-AP tasks, the mean of healthy subjects’ data is used
as reference value for the normalizations. For this tasks, C patients’ data can be distinguished from P and P+C patients. For the aB-AP tasks, only data from healthy
subject could be included. For the sB-AP tasks, both healthy subjects and stroke patients data are available: patients with P deficits perform better and could hence
be distinguished from P+C patients. The model results suggest that the data associated to the P+C patients is similar to what is expected also for C patients. The
reported qualitative results refer to the same C patients of the W-AP task. For the C-MP task, only results from healthy subjects were included. (B) Visual
compensation tests. For the W-AVP tasks, data from healthy subjects and from stroke patients are reported. For the aB-AVP task, quantitative data were included for
healthy subjects. For patients only qualitative observations were found. For the sB-AVP tasks, data from healthy subjects, P patients and P+C patients are reported.
The model results suggest that the experimental data associated to P+C patients correspond also to the results expected for C patients. For the C-MVP tasks, as for
the asymmetric tasks, quantitative data were found for healthy subjects, but only qualitative observations for patients. Full details about the studies from which the
data have been retrieved are reported in Supplementary Tables 1–4.

Frontiers in Neuroscience | www.frontiersin.org 14 April 2021 | Volume 15 | Article 646698

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-646698 March 30, 2021 Time: 13:30 # 15

Bernard-Espina et al. Proprioception and Multisensory Integration in Stroke Patients

For healthy subjects, MLP reproduces well the experimentally
observed modulations of the precision among the eight tasks.
In particular, the model correctly predicts that the asymmetric
test (aB-AP) is the least precise (largest variability) among
the proprioceptive tasks (Figure 6A) and that the symmetric
test (sB-AVP) is the less precise among the tasks using
vision (Figure 6B).

For stroke patients, the results of Figure 6A show that the
model seems to capture the different experimental data for the
within-arm tasks (W-AP), suggesting that the heterogeneity of
the results would be partially explained by differentiating C
patients (Gurari et al., 2017) from P and P+C patients (Dos
Santos et al., 2015; Contu et al., 2017; Rinderknecht et al.,
2018). For the asymmetric tasks (aB-AP), the model predicts
a very high variability for the C and P+C patients while the
increase with respect to the W-AP task is moderate for P patients.
We do not have, however, experimental data to validate the
predictions for the patients in this task. For the sB-AP task, the
model well captures the heterogeneity of the patients’ dataset
by distinguishing P patients (Herter et al., 2019) from C and
P+C patients (Herter et al., 2019; Ingemanson et al., 2019).
Interestingly, this classification is consistent with the fact that
P patients were able to visually compensate in the sB-AVP task,
whereas C and P+C patients were not able to compensate
(Herter et al., 2019). The experimental data represented by a red
diamond for sB-AP task were associated with to P+C patients
in the fitting procedure, because observations in the literature
suggest that P+C patients are more common than C patients.
The model prediction suggests, however, that these data could
also include C patients. The prediction for the sB-AP task is also
consistent with qualitative observations of Gurari et al. (2017)
that the same patients that performed without difficulties the
W-AP task (classified as C patients) showed significant deficits in
a symmetric task. For the cross-modal tasks (C-MP), the model
predicts that performances of C and P+C patients would be
characterized by a variability significantly larger than that of P
patients, similarly to the sB-AP task.

Concerning the patients’ ability to visually compensate for
their proprioceptive deficits (Figure 6B), the model predicts
that in the W-AVP task all three types of patients (P, C and
P+C) should be able to use visual information to improve
performance to that of healthy subjects. This prediction is
consistent with the experimental observation of Torre et al.
(2013) that stroke patients can fully compensate with vision
when performing this kind of task, where the information
about the target and the effector could be compared directly in
both joint and retinal space. For the aB-AVP tasks, the model
predicts the same full visual compensation as for the within-arm
task. Although we could not find any quantitative experimental
results for patients in this type of tasks, the model prediction
is coherent with the qualitative observation of Scalha et al.
(2011) that patients can significantly improve their performances
with vision. For the sB-AVP tasks, the model prediction is
very different from the other tasks and it matches the different
results obtained by Herter et al. (2019) for patients with low
and high levels of visual compensation. The model predictions
for this task suggests that the group of patients showing low

visual compensation (higher variability) could confound C and
P+C patients, although the patients with the ability to visually
compensate (lower variability) are probably of type P. For this
task, as for the corresponding proprioceptive test sB-AP, the
model prediction suggests that the experimental data point
represented by a red diamond could confound C and P+C
patients. For the C-MVP tasks, the same considerations apply
as for the aB-AVP task, in terms of model predictions and of
matching with qualitative observations.

Altogether, these results suggest that only the W-AP
tasks can be considered as “pure proprioception tests.” This
expression here refers to those tests whose outcome is
affected only by deficits of the proprioceptive system, and
not by other factors, such as the inability to perform sensory
transformations. In contrast, sB-AP, aB-AP, and C-MP tasks
appear to confound proprioceptive deficits and cross-reference
transformation deficits, since they are affected by P, C, or P+C
deficits. These results also suggest that the visual compensation
tests for sB-AVP tasks can assess the patients’ ability to perform
cross-reference transformations. The reinterpretation of the data
of the literature through the MLP framework represented in
Figure 6 additionally suggests that most of the tested stroke
patients have mixed P+C deficits (Dos Santos et al., 2015; Contu
et al., 2017; Rinderknecht et al., 2018; Herter et al., 2019), but
that there are also clear examples of C (Gurari et al., 2017) and
P (Herter et al., 2019) categories of patients.

In conclusion, the proposed stratification of patients presented
here based on their deficits (P, C, and P+C) appears to be able to
explain, and at least partially reconciliate, the different outcomes
experimentally obtained with various assessments currently in
use in clinical research.

INSIGHTS FROM BRAIN LESIONS AND
FUNCTIONAL ANATOMY STUDIES

The neural network responsible for proprioceptive processing
seems widely distributed over cortical and subcortical structures
(Ben-Shabat et al., 2015; Kessner et al., 2016; Semrau et al., 2018).
Beyond the integrity of S1, with a clear impact on proprioception,
neural correlates of proprioceptive deficits after stroke remain
incompletely understood (Ingemanson et al., 2019). Moreover,
no study has yet been undertaken to stratify stroke patients
according to the categorization of deficits described in the
previous section. However, to probe the clinical potential of this
approach we present here a short non-systematic review on brain
structures involved in either “pure” proprioceptive perception
or cross-reference processing. To that end, we reviewed studies
that used functional imaging (fMRI, PET, and EEG after a
non-systematic PubMed screening) during proprioceptive and
visuo-proprioceptive tasks, as well as imaging-based lesion-
symptom mapping (LSM) studies. This should provide a first
approximative view on whether brain areas may potentially be
dissociated as a function of their involvement in proprioceptive
processing according to the described task affordances.

However, there is a caveat: as discussed in the previous section,
most stroke patients likely have mixed deficits affecting both

Frontiers in Neuroscience | www.frontiersin.org 15 April 2021 | Volume 15 | Article 646698

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-646698 March 30, 2021 Time: 13:30 # 16

Bernard-Espina et al. Proprioception and Multisensory Integration in Stroke Patients

proprioception and cross-reference processing. Since a mixed
deficit would alter the patients’ performances in all task categories
(Figure 6), only a dedicated protocol would allow dissociating
the structures specifically involved in tasks requiring cross-
reference processing or not. Unsurprisingly, cortical networks
seemed to overlap to a large extent among the reviewed articles,
and proprioceptive test categorization did not provide a clear
dissociation between the cortical areas activated during tests
belonging to one or the other category.

In addition to S1, a number of regions within the posterior
parietal cortex (PPC) were identified as critical for proprioceptive
perception, assessed with either a W-AP (Rinderknecht et al.,
2018; Kessner et al., 2019) task or a sB-AP task (Dukelow et al.,
2010; Findlater et al., 2016, 2018; Meyer et al., 2016). But the
lack of between-task comparisons does not allow for a distinction
between the lesions sites affecting primarily the proprioceptive
sense per se or cross-reference processing. Furthermore, based
on these results we cannot conclude whether hemispheric
dominance may be related to either proprioception or cross-
reference processing.

A comparative approach with different types of tasks is needed
to elucidate the sensory deficit and to eventually associate a
given sensory deficit to particular brain regions. Unless the study
assesses and compares different tasks (Semrau et al., 2018; Herter
et al., 2019), or uses functional imaging (Van de Winckel et al.,
2012; Ben-Shabat et al., 2015), we cannot draw clear conclusions
on which brain areas are important for either sensory function.

According to the presented MLP predictions, we consider
W-AP assessments to be “purely” proprioceptive (Figure 4A)
in contrast to assessments which involve cross-reference
processing (aB-AP, sB-AP, C-MP: see Figures 4B–D).
We therefore attempted to classify the reviewed functional
brain imaging studies accordingly and to probe whether this
categorization might result in a processing-specific topological
cerebral organization.

“Pure” proprioceptive processing, assessed with a W-AP
tasks seemed to entail primarily the activation of M1 and S1
(Butler et al., 2004; Marini et al., 2019). W-AP (Figure 4A)
tasks, the simplest tasks in terms of computational load (see
section “Application of the Optimal Sensory Integration Theory
to Proprioception Assessment Tests”), are presumably based
on simpler networks. In contrast, the mirror task (a sB-AP
task) seem to involve cross-reference processing. And fMRI
revealed that a larger brain network was involved compared
to W-AP tasks, with higher activation of the supramarginal
gyrus (SMG) and superior temporal gyrus (STG) (Iandolo et al.,
2018), in line with Ben-Shabat et al. (2015). In theory, the
same mirror task with visual feedback also involves cross-
reference processing (sB-AVP: Figure 5C). An LSM study showed
that patients with lesions to the SMG did not improve their
performance when adding visual feedback in the mirror test (sB-
AP vs. sB-AVP), a result presumably related to cross-reference
processing deficit (Semrau et al., 2018). Patients that improved to
normal performance with vision, i.e., presumably patients with
“pure” proprioceptive deficit (Figure 6), had smaller lesions that
primarily affected white-matter tracts carrying proprioceptive
information rather than lesions in parietal association areas

(Semrau et al., 2018). This result is therefore consistent with
a specific role of the parietal association areas in cross-
reference processing.

Other proprioceptive tasks such as aB-AP and C-MP, known
for the visual encoding of proprioceptive information requiring
cross-reference transformations, have also been associated to
parietal activation. Pellijeff et al. (2006) showed that the fMRI
response was specifically enhanced in the superior parietal lobule
(SPL) and Precuneus (medial part of the PPC) in a thumb and
chin pointing task requiring an update of the limb posture to
achieve the task. Similarly, using PET, Butler et al. (2004) showed
a greater activity in the SPL in the C-MP reaching task. Within the
PPC, Grefkes et al. (2002) showed that the activity in the anterior
intraparietal sulcus (IPS) was specifically enhanced during tactile
object recognition. This task, requiring cross-modal visuo-tactile
information transfer, involved the anterior IPS in stroke patients
(Van de Winckel et al., 2012).

Overall, these studies tended to show that “pure”
proprioceptive processing involves mainly S1, whereas cross-
reference processing recruits specifically the parietal associative
cortex. Figure 7 shows the main trends for task-specific
involvement that might be read out as: (i) Tasks excluding
visual inputs and that do not require cross-reference processing
(W-AP) showed a trend for activating preferentially anterior
parietal areas (M1, S1). (ii) Tasks excluding visual inputs but
requiring cross-reference processing (sB-AP), or for which visual
processing requires cross-reference transformations (sB-AVP),
seemed to entail additional activation of superior temporal and
inferior-lateral PPC areas. (iii) Tasks that impose cross-modal
processing, for which a visual encoding of the proprioceptive
information has been reported in healthy subjects (aB-AP, C-MP:
Tagliabue and McIntyre, 2011, 2013), tended to activate the
superior-medial PPC areas. There might thus be a gradient

FIGURE 7 | Cortical areas potentially involved in proprioceptive and
cross-reference processing. M1, S1: primary motor and somatosensory area,
respectively. STG: superior temporal gyrus. Posterior parietal cortex (PPC),
including the supramarginal gyrus (SMG), the superior parietal lobule (SPL),
and the intraparietal sulcus (IPS). Areas in blue: cortical areas preferentially
involved in W-AP, purely proprioceptive tasks (Butler et al., 2004; Iandolo
et al., 2018; Marini et al., 2019). Green: enhanced activity when the task
requires cross-reference processing in symmetric between-arms tasks
(sB-AP ) as in Ben-Shabat et al. (2015) and Iandolo et al. (2018); red: in the
symmetric between-arms tasks (sB-AVP ) as in Semrau et al. (2018); purple: in
the asymmetric between-arms task (aB-AP ) as in Pellijeff et al. (2006); yellow:
in cross-modal (C-MP ) tasks as in Grefkes et al. (2002), Butler et al. (2004),
and Van de Winckel et al. (2012).
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within PPC from inferior-lateral to more superior-medial
activation with increasing cross-reference processing demands.

DISCUSSION

Here, we present a reinterpretation of proprioceptive post-
stroke deficits affecting manual control, and of the ability of
patients to compensate for these deficits using vision. This
theoretical analysis uses the MLP (Ernst and Banks, 2002)
and a new formulation of the “Concurrent Model” for multi-
sensory integration (Tagliabue and McIntyre, 2011, 2014). The
rationale for this work hinges on the conceptual approach that
the sensory space in which the information is encoded is not
limited to the sensory system from which the signal originates.
This concept is supported by evidence that retinal encoding of
purely proprioceptive task-contingent stimuli (i.e., in absence
of vision) occurs in some pointing tasks (Pouget et al., 2002;
Sarlegna and Sainburg, 2007; McGuire and Sabes, 2009; Jones and
Henriques, 2010; Tagliabue and McIntyre, 2013; Arnoux et al.,
2017). Hence, it is questionable whether some tasks, traditionally
classified as being proprioceptive, can be considered as relying
on proprioceptive processing only. Moreover, there is evidence
that the efficacy of visual compensation is task-dependent (Scalha
et al., 2011; Torre et al., 2013; Semrau et al., 2018; Herter et al.,
2019). Therefore, it is also questionable whether different visual
compensation tasks imply similar sensory processing.

A Useful Categorization of
Proprioceptive Assessments
Applying this concept to clinical proprioceptive deficits and
visual compensation tests, we attempt to dissociate purely
proprioceptive deficits from those affecting cross-reference
processing. We were able to show that tasks described as
proprioceptive in clinical practice are likely to involve cross-
reference processing. As a consequence, task performances in
patients may not specifically depend on a strictly proprioceptive
deficit, but may also depend on deficits in performing cross-
reference transformations. Clinical and nonclinical methods as
well as tasks that assess proprioceptive function and visual
compensation have been reviewed and compared through
this new conceptual framework. This process led to a new
classification of methods for proprioceptive assessments into
four categories, which differ by the requirement of performing
a task by encoding the information directly in the reference
frame associated with sensory receptors: proprioceptive (joint)
space and visual (retinal) spaces, respectively. In the first category
both visual and proprioceptive information can be encoded in
the primary sensory space. The second category includes those
tasks in which visual, but not proprioceptive, information can
be encoded in the primary sensory space. In the tasks of the
third category, proprioceptive, but not visual, information can be
encoded in the primary sensory space. The tasks of the fourth
category require encoding in non-primary sensory space for both
proprioception and vision.

The present analysis suggests that only assessments using
a within-arm task represent a “pure” proprioceptive test,

because their execution does not require any cross-reference
transformation of proprioceptive information. On the contrary,
tasks including a between-arms condition, and in particular
those that are asymmetric with respect to the body-midline,
likely require cross-reference transformations, among which a
reconstruction of the task in visual space. As a consequence,
these tests do not specifically assess proprioceptive integrity
per se, but also the ability to perform sensory transformations.
Lesion-symptom and functional imaging studies support this
hypothesis (Grefkes et al., 2002; Butler et al., 2004; Pellijeff
et al., 2006; Van de Winckel et al., 2012; Ben-Shabat et al.,
2015; Iandolo et al., 2018; Semrau et al., 2018). The neural
network involved in between-arms tasks is wider compared to the
network involved in simpler, within-arm, proprioceptive tasks
(Ben-Shabat et al., 2015; Iandolo et al., 2018) and includes the
PPC which is known to be involved in cross-modal processing
(Grefkes et al., 2002; Yau et al., 2015). Moreover, the use
of visual information in between-arms mirror (symmetric)
tasks might be dependent on the ability to perform cross-
reference transformations (Semrau et al., 2018; Herter et al.,
2019). Hence, the common practice in neurorehabilitation, to
encourage the use of vision for guiding limb movements post-
stroke (Pumpa et al., 2015), might be effective when using
only one arm or a between-arms asymmetric configuration,
but not in the mirror configuration, unless the target is
on the body midline (Torre et al., 2013). Since activities
of daily living usually involve objects (e.g., grasping), visual
feedback on hand position and orientation can often be used to
compensate for proprioceptive deficits, as previously suggested
(Scalha et al., 2011).

An Enhanced Patient Stratification
According to the present reasoning, the commonly interpreted
proprioceptive deficits might often encompass a larger and in part
multi-modal spectrum of dysfunctions. Taking cross-reference
processing into account in the assessment may potentially
provide a more detailed patient stratification. The deficits may be
reclassified into three distinct categories: (P) pure proprioceptive
deficits, (C) pure cross-reference processing deficits, and (P+C)
mixed proprioceptive and cross-reference processing deficit.
Table 2 lists the expected test performance as a function of
assessment type and deficit category: although no single test can
potentially differentiate these three clinical groups, the different
combination of these tests could.

This model has limits, since it focuses on stroke deficits in
terms of sensory processing. Other factors can interfere with
post-stroke performance in the different type of assessments,
which are not taken into account by our model, such as age,
hand dominance, target memorization, task workspace (Goble,
2010), active or passive reaching (Gurari et al., 2017), position
or movement sense (Semrau et al., 2019). However, it provides
a framework which reconciles apparently contradictory results
from proprioceptive assessments (Torre et al., 2013; Dos Santos
et al., 2015; Contu et al., 2017; Gurari et al., 2017; Rinderknecht
et al., 2018; Herter et al., 2019; Ingemanson et al., 2019) and
from visual compensation tests (Darling et al., 2008; Scalha et al.,
2011; Torre et al., 2013; Semrau et al., 2018; Herter et al., 2019),
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and it adequately predicts tendencies which fit experimental
data (Figure 6).

According to the predicted effect of the three type of deficits (P,
C, and P+C) on the tests results (Table 2 and Figure 6), the best
candidates for stratifying patients, among the assessments that
are currently used, would be the combined use of the W-AP task
(eyes closed) and a sB-AVP task (mirror, with visual feedback).
Together, these two complementary assessments may help to
better stratify patients. In addition to these two methods, adding
visual feedback in common proprioceptive tasks (Scalha et al.,
2011; Torre et al., 2013; Semrau et al., 2018; Herter et al., 2019;
Marini et al., 2019), or using graphesthesia, shape or length
discrimination (Van de Winckel et al., 2012; De Diego et al., 2013;
Turville et al., 2017) or reaching to visual targets with the unseen
hand (Tagliabue and McIntyre, 2011; Elangovan et al., 2019)
could help to further explore the complexity of sensorimotor
deficits. In the future, to help explore this complexity, robot-
assisted tests may enter clinical routine: the tasks are relatively
easy and rapid, and 2D robotic manipulators are affordable
(Contu et al., 2017; Rinderknecht et al., 2018). Moreover, robotic
devices can overcome major limits of current clinical assessment:
a quantitative measurement, without ceiling or floor effect,
allowing for a more reliable, precise and reproducible evaluation
of proprioceptive deficits (Dukelow et al., 2010; Lambercy et al.,
2011; Simo et al., 2014; Dos Santos et al., 2015; Contu et al., 2017;
Semrau et al., 2017; Deblock-Bellamy et al., 2018; Rinderknecht
et al., 2018; Ingemanson et al., 2019).

The proposed stratification of patients may also provide
insights about the neural correlates. We would expect that
lesions of different brain areas would correspond to the three

TABLE 2 | Tasks for which the model predicts an impairment (X) depending on the
type of deficit present in patients: (P) deficit of purely proprioceptive origin, (C)
cross-reference transformation deficit only, and (C+P) combined deficits.

P C P+C

W-AP X X

W-AVP

aB-AP X X X

aB-AVP

sB-AP X X X

sB-AVP X X

C-MP X X X

C-MVP

TABLE 3 | Possible strategies for differential rehabilitation methods depending on
the observed sensory deficit: proprioceptive (P), cross-reference (C), and
combined (P+C) deficits.

P C P+C

Proprioceptive, within-arm training X X

Proprioceptive, between-arm training X X

Cross-modal training X X

Visual compensation (matching spatial location) X X X

Visual compensation (mirror configuration) X

Xs identify appropriate rehabilitation methods.

different categories of deficits. Hypothetically, and informed
by the reviewed brain-mapping literature, injury affecting S1
may primarily relate to purely proprioceptive deficits, whereas
lesions in the PPC and STG may cause deficits in the ability
of performing cross-reference transformations. Patients with
mixed deficits would likely tend to have larger lesions affecting
both proprioceptive and associative areas. Further lesion-
symptom studies examining the correlation of brain lesions
in different categories of tasks may offer better identification
of brain structures in relation to proprioception or cross-
reference processing.

Application for a More Personalized
Rehabilitation Approach
A more accurate stratification of post-stroke patients suffering
from proprioceptive deficits should be relevant also for
rehabilitation protocols. Given that sensory recovery is a
predictor for motor and functional recovery (Bolognini et al.,
2016), training of proprioception and cross-reference processing
may be key to improve recovery. Currently the effectiveness
of sensory rehabilitation is rather weak (Doyle et al., 2010;
Findlater and Dukelow, 2017), in part due to heterogeneity in
interventions, in outcomes measures (Doyle et al., 2010), and
in the precision and reliability of the assessment (Findlater
and Dukelow, 2017). A more accurate diagnostic stratification
would potentially allow for sensory rehabilitation interventions
targeting either proprioception alone, cross-reference processing
alone, or both of them; although this would need validation.
Adequate training needs to match the symptoms: training
restricted to the proprioceptive modality may not address
dysfunction in cross-modal processing, and vice versa. Table 3
summarizes hypothetical treatment options based on the
present novel stratification of patients with specific deficits.
A more accurate assessment of the different sensory functions
could also provide a better assessment of the progress made
during rehabilitation.

CONCLUSION

Proprioception is a prerequisite for normal hand function, in
particular for reaching, grasping and object manipulation. Using
a theoretical approach, based on statistical models of optimal
multi-sensory integration, we have reinterpreted post-stroke
proprioceptive deficits, as well as the ability of patients to visually
compensate for their deficit. The present analyses highlight that
proprioceptive control of the hand may be largely affected by
the inability to perform cross-reference transformations, that
is to process proprioceptive information in order to encode it,
not only in joint space, but also in alternative (often visual)
reference frames. This finding allowed us to propose an improved
classification of post-stroke deficits, which distinguishes between
deficits of the proprioceptive system per se, deficits of cross-
reference processing, and the combined deficits of the former
two. This distinction could lead to a new stratification of stroke
patients and may result in more personalized rehabilitation plans.
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Supplementary Material 

1 Equations for optimal sensory weighting, case with 2 reference frames 

The motor vector ∆௜ is defined by the weighted sum of the sensory estimates in the visual (∆𝑉௜) and 
proprioceptive (∆𝑃௜) modality: 

∆௜ൌ 𝑤∆௉ ∙ ∆𝑃௜ ൅ 𝑤∆௏ ∙ ∆𝑉௜ (S1) 

with 𝑤∆௉ and 𝑤∆௉ the sensory weights for the concurrent target-effector comparisons in the 
proprioceptive and visual modality respectively, assuming the constraint 𝐶ሺ𝑤∆௉, 𝑤∆௏ሻ: 

𝐶ሺ𝑤∆௉, 𝑤∆௏ሻ ൌ 𝑤∆௉ ൅ 𝑤∆௏ െ 1 ൌ 0  (S2) 

Without loss of generality, let ∆ have a mean of zero. The variance of ∆ is: 

𝜎∆
ଶ ൌ

ଵ

௡
∑ ሺ∆௜ሻଶ௡

௜ୀଵ   (S3) 

𝜎∆
ଶ ൌ

ଵ

௡
∑ ሺ𝑤∆௉ ∙ ∆𝑃௜ ൅ 𝑤∆௏ ∙ ∆𝑉௜ሻଶ௡

௜ୀଵ    (S4) 

𝜎∆
ଶ ൌ ሺ𝑤∆௉ሻଶ ∙ ଵ

௡
∑ ሺ∆𝑃௜ሻଶ௡

௜ୀଵ ൅ ሺ𝑤∆௏ሻଶ ∙ ଵ

௡
∑ ሺ∆𝑉௜ሻଶ௡

௜ୀଵ ൅ 2 ∙ 𝑤∆௉ ∙ 𝑤∆௏ ∙ ଵ

௡
∑ ∆𝑃௜ ∙ ∆𝑉௜

௡
௜ୀଵ (S5) 

𝜎∆
ଶሺ𝑤∆௉, 𝑤∆௏ሻ  ൌ 𝑤∆௉

ଶ ∙ 𝜎∆௉
ଶ ൅ 𝑤∆௏

ଶ ∙ 𝜎∆௏
ଶ ൅ 2 ∙ 𝑤∆௉ ∙ 𝑤∆௏ ∙ 𝑐𝑜𝑣ሺ∆𝑃, ∆𝑉ሻ    (S6) 

In order to optimize the sensory weighting, the sensory weights 𝑤∆௉ and 𝑤∆௉ should be defined to 
minimize the motor vector’s variance 𝜎∆

ଶ, under the constraint (S2). We use Lagrange Multiplier 
technique to minimize the function 𝜎∆

ଶሺ𝑤∆௉, 𝑤∆௏ሻ with the constraint 𝐶ሺ𝑤∆௉, 𝑤∆௏ሻ ൌ 0. We need to 
solve the following equation system, with 𝜆 as the Lagrange multiplier: 

ቊ
∇𝜎∆

ଶሺ𝑤∆௉, 𝑤∆௏ሻ ൌ 𝜆 ∙ ∇𝐶ሺ𝑤∆௉, 𝑤∆௏ሻ

𝐶ሺ𝑤∆௉, 𝑤∆௏ሻ ൌ 0
 (S7) 

⎩
⎪
⎨

⎪
⎧

డఙ∆
మሺ௪∆ು,௪∆ೇሻ

డ௪∆ು
ൌ 𝜆 ∙

డ஼ሺ௪∆ು,௪∆ೇሻ

డ௪∆ು

డఙ∆
మሺ௪∆ು,௪∆ೇሻ

డ௪∆ೇ
ൌ 𝜆 ∙

డ஼ሺ௪∆ು,௪∆ೇሻ

డ௪∆ೇ

𝑤∆௉ ൅ 𝑤∆௏ െ 1 ൌ 0

  (S8) 

ቐ
2 ∙ 𝑤∆௉ ∙ 𝜎∆௉

ଶ ൅ 2 ∙ 𝑤∆௏ ∙ 𝑐𝑜𝑣ሺ∆𝑃, ∆𝑉ሻ ൌ 𝜆
2 ∙ 𝑤∆௏ ∙ 𝜎∆௏

ଶ ൅ 2 ∙ 𝑤∆௉ ∙ 𝑐𝑜𝑣ሺ∆𝑃, ∆𝑉ሻ ൌ 𝜆
𝑤∆௉ ൅ 𝑤∆௏ െ 1 ൌ 0

 (S9) 
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which gives the solutions: 

𝑤∆௉ ൌ
ఙ∆ೇ

మ ି௖௢௩ሺ∆௉,∆௏ሻ

ఙ∆ು
మ ାఙ∆ೇ

మ ିଶ∙௖௢௩ሺ∆௉,∆௏ሻ

𝑤∆௏ ൌ
ఙ∆ು

మ ି௖௢௩ሺ∆௉,∆௏ሻ

ఙ∆ು
మ ାఙ∆ೇ

మ ିଶ∙௖௢௩ሺ∆௉,∆௏ሻ

                   (S10) 

Replacing 𝑤∆௉ and 𝑤∆௏ in equation S6 gives the variance of the optimal motor vector 𝜎∆
ଶ: 

𝜎∆
ଶ ൌ

ఙ∆ು
మ ∙ఙ∆ೇ

మ ି௖௢௩ሺ∆௉,∆௏ሻమ

ఙ∆ು
మ ାఙ∆ೇ

మ ିଶ∙௖௢௩ሺ∆௉,∆௏ሻ
                             (S11) 

2 Equations for optimal sensory weighting, case with 4 reference frames 

Following the same reasoning, to find the sensory weights 𝑤∆௃, 𝑤∆ா௫௃, 𝑤∆ோ, and 𝑤∆ா௫ோ for the joint-
centered (J), extra-joint (ExJ), retino-centered (R) and extra-retinal (ExR) reference-frames 
respectively, we need to solve the following system of equations: 

ቊ
∇𝜎∆

ଶሺ𝑤∆௃, 𝑤∆ா௫௃, 𝑤∆ோ, 𝑤∆ா௫ோሻ ൌ 𝜆 ∙ ∇𝐶൫𝑤∆௃, 𝑤∆ா௫௃, 𝑤∆ோ, 𝑤∆ா௫ோ൯

𝐶൫𝑤∆௃, 𝑤∆ா௫௃, 𝑤∆ோ, 𝑤∆ா௫ோ൯ ൌ 0
              (S12) 

The general formulation for the variance of the optimal motor vector estimate weights is: 

𝜎∆
2 ൌ 𝑤∆𝐽

2 ∙ 𝜎∆𝐽
2 ൅ 𝑤∆𝐸𝑥𝐽

2 ∙ 𝜎∆𝐸𝑥𝐽
2 ൅ 𝑤∆𝑅

2 ∙ 𝜎∆𝑅
2 ൅ 𝑤∆𝐸𝑥𝑅

2 ∙ 𝜎∆𝐸𝑥𝑅
2

 ൅2 ∙ 𝑤∆𝐽 ∙ 𝑤∆𝐸𝑥𝐽 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ
 ൅2 ∙ 𝑤∆𝐽 ∙ 𝑤∆𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ

 ൅2 ∙ 𝑤∆𝐽 ∙ 𝑤∆𝐸𝑥𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ
 ൅2 ∙ 𝑤∆𝐸𝑥𝐽 ∙ 𝑤∆𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ
 ൅2 ∙ 𝑤∆𝐸𝑥𝐽 ∙ 𝑤∆𝐸𝑥𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ

 ൅2 ∙ 𝑤∆𝑅 ∙ 𝑤∆𝐸𝑥𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ

               (S13) 

The equation S12 thus becomes: 

⎩
⎪
⎨

⎪
⎧

2 ∙ 𝑤∆𝐽 ∙ 𝜎∆𝐽
2 ൅ 2 ∙ 𝑤∆𝐸𝑥𝐽 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൅ 2 ∙ 𝑤∆𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൅ 2 ∙ 𝑤∆𝐸𝑥𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝜆

2 ∙ 𝑤∆𝐸𝑥𝐽 ∙ 𝜎∆𝐸𝑥𝐽
2 ൅ 2 ∙ 𝑤∆𝐽 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൅ 2 ∙ 𝑤∆𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൅ 2 ∙ 𝑤∆𝐸𝑥𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝜆

2 ∙ 𝑤∆𝑅 ∙ 𝜎∆𝑅
2 ൅ 2 ∙ 𝑤∆𝐽 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൅ 2 ∙ 𝑤∆𝐸𝑥𝐽 ∙ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൅ 2 ∙ 𝑤∆𝐸𝑥𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜆

2 ∙ 𝑤∆𝐸𝑥𝑅 ∙ 𝜎∆𝐸𝑥𝑅
2 ൅ 2 ∙ 𝑤∆𝐽 ∙ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൅ 2 ∙ 𝑤∆𝐸𝑥𝐽 ∙ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൅ 2 ∙ 𝑤∆𝑅 ∙ 𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜆

𝑤∆𝐽 ൅ 𝑤∆𝐸𝑥𝐽 ൅ 𝑤∆𝑅 ൅ 𝑤∆𝐸𝑥𝑅 െ 1 ൌ 0

     (S14) 

The general solution for the sensory weights 𝑤∆௃, 𝑤∆ா௫௃, 𝑤∆ோ, and 𝑤∆ா௫ோ is too large to be printed, but 
is easily calculable using Matlab® (R2019b, with the Symbolic Toolbox). 

3 Task specific solutions 

Using the general equations for the 4 sensory weights associated to the 4 reference-frames, we can 
compute the sensory weights for each reference-frame for a given proprioceptive or visuo-
proprioceptive task. 
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3.1 Within-arm proprioceptive tasks (W-AP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
8). The covariances between the concurrent comparisons in the 4 reference frames are: 

𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝜎௃
ଶ ൅ 𝜎௃

ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎௃
ଶ ൅ 𝜎௃→ோ

ଶ ൅ 𝜎௃
ଶ ൅ 𝜎௃→ோ

ଶ            (S15) 

Replacing these terms (equations 8, and equations S15) in the system S14 gives the optimal weights: 

𝑤∆௃ ൌ 1
𝑤∆ா௫௃ ൌ 0
𝑤∆ோ ൌ 0
𝑤∆ா௫ோ ൌ 0

                     (S16) 

Using this optimal set of weights (equations S16), the variances (equations 8) and covariances 
(equations S15), we obtain the variance for the optimal motor vector by replacing these terms in 
equation S13 as described in the manuscript (equation 9). 

3.2 Asymmetric between-arms proprioceptive tasks (aB-AP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
10). The covariances between the concurrent comparisons in the 4 reference frames are: 

𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝜎௃ೝ
ଶ ൅ 𝜎௃೗

ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎௃ೝ
ଶ ൅ 𝜎௃ೝ→ோ

ଶ ൅ 𝜎௃೗
ଶ ൅ 𝜎௃೗→ோ

ଶ            (S17) 

For the asymmetric configuration, since the joint signals are not directly comparable, we consider 
𝜎௃ೝ↔೗

ଶ → ∞. Moreover, because the hand and the target have the same position in space, the visual 
reconstruction of hand and target are directly comparable. Therefore we consider 𝜎ெೝ↔೗

ଶ → 0. Replacing 
these terms (equations 10, and equations S17) in the system S14 gives the optimal weights: 

𝑤∆௃ → 0

𝑤∆ா௫௃ →
ఙ಻→ೃ

మ

ఙ಻→ೃ
మ  ା ఙ಻→ಶೣ಻

మ  

𝑤∆ோ →
 ఙ಻→ಶೣ಻

మ

ఙ಻→ೃ
మ  ା ఙ಻→ಶೣ಻

మ

𝑤∆ா௫ோ → 0

                   (S18) 

Using this optimal set of weights (equations S18), the variances (equations 10) and covariances 
(equations S17), we obtain the variance for the optimal motor vector by replacing these terms in 
equation S13 as described in the manuscript (equation 11). 

3.3 Symmetric between-arms proprioceptive tasks (sB-AP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
12). The covariances between the concurrent comparisons in the 4 reference frames are: 
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𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝜎௃ೝ
ଶ ൅ 𝜎௃೗

ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎௃ೝ
ଶ ൅ 𝜎௃ೝ→ோ

ଶ ൅ 𝜎௃೗
ଶ ൅ 𝜎௃೗→ோ

ଶ            (S19) 

For the symmetric configuration, since the analogous joint signals from both arms are theoretically 
comparable, we consider 𝜎௃ೝ↔೗

ଶ → 0. Moreover, because the hand and the target do not have the same 
position in space, the visual reconstruction of hand and target on the retina are not directly comparable. 
Therefore we consider 𝜎ோ,ெ௜௥

ଶ → ∞. Replacing these terms (equations 12, and equations S19) in the 
system S14 gives the optimal weights: 

𝑤∆௃ → 1
𝑤∆ா௫௃ → 0
𝑤∆ோ → 0
𝑤∆ா௫ோ → 0

                     (S20) 

However, considering a patient with brain lesions affecting the ability to perform easily inter-
hemispheric transformations, we cannot postulate that 𝜎௃ೝ↔೗

ଶ → 0. The set of weights becomes: 

𝑤∆௃ →
ఙ಻→ಶೣ಻

మ ሺఙ಻→ೃ
మ ାఙೃ→ಶೣೃ

మ ሻ

ሺఙ಻→ಶೣ಻
మ ାఙ಻ೝ↔೗

మ ሻሺఙ಻→ೃ
మ ାఙೃ→ಶೣೃ

మ ሻାఙ಻ೝ↔೗
మ ఙ಻→ಶೣ಻

మ

𝑤∆ா௫௃ →
ఙ಻ೝ↔೗

మ ሺఙ಻→ೃ
మ ାఙೃ→ಶೣೃ

మ ሻ

ሺఙ಻→ಶೣ಻
మ ାఙ಻ೝ↔೗

మ ሻሺఙ಻→ೃ
మ ାఙೃ→ಶೣೃ

మ ሻାఙ಻ೝ↔೗
మ ఙ಻→ಶೣ಻

మ

𝑤∆ோ → 0

𝑤∆ா௫ோ →
ఙ಻→ಶೣ಻

మ ఙ಻ೝ↔೗
మ

ሺఙ಻→ಶೣ಻
మ ାఙ಻ೝ↔೗

మ ሻሺఙ಻→ೃ
మ ାఙೃ→ಶೣೃ

మ ሻାఙ಻ೝ↔೗
మ ఙ಻→ಶೣ಻

మ

                           (S21) 

Using this optimal sets of weights (equations S20 and S21), the variances (equations 12) and 
covariances (equations S19), we obtain the variance for the optimal motor vector by replacing these 
terms in equation S13 as described in the manuscript (equation 13). 

3.4 Cross-modal task (C-MP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
14). The covariances between the concurrent comparisons in the 4 reference frames are: 

𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎ோ→௃

ଶ ൅ 𝜎௃
ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎௃

ଶ ൅ 𝜎௃→ோ
ଶ

𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎௃

ଶ

                     (S22) 

Replacing these terms (equations 14, and equations S22) in the system S14 gives the optimal weights: 

𝑤∆௃ ൌ
ఙ಻→ೃ

మ

ఙ಻→ೃ
మ ାఙೃ→಻

మ

𝑤∆ா௫௃ ൌ 0

𝑤∆ோ ൌ
ఙೃ→಻

మ

ఙ಻→ೃ
మ ାఙೃ→಻

మ

𝑤∆ா௫ோ ൌ 0

                    (S23) 
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Using this optimal set of weights (equations S23), the variances (equations 14) and covariances 
(equations S22), and considering 𝜎ோ→௃

ଶ ൌ 𝜎௃→ோ
ଶ ൌ 𝜎௃↔ோ

ଶ , we obtain the variance for the optimal motor 
vector by replacing these terms in equation S13 as described in the main text (equation 15). 

3.5 Within-arm visuo-proprioceptive tasks (W-AVP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
16). The covariances between the concurrent comparisons in the 4 reference frames are: 

𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝜎௃
ଶ ൅ 𝜎௃

ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎ோ

ଶ

𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 0
                                  (S24) 

Replacing these terms (equations 16, and equations S24) in the system S14 gives the optimal weights: 

𝑤∆௃ ൌ
ఙೃ

మ

ఙ಻
మାఙೃ

మ

𝑤∆ா௫௃ ൌ 0

𝑤∆ோ ൌ
ఙ಻

మ

ఙ಻
మାఙೃ

మ

𝑤∆ா௫ோ ൌ 0

                    (S25) 

Using this optimal set of weights (equations S25), the variances (equations 16) and covariances 
(equations S24), we obtain the variance for the optimal motor vector by replacing these terms in 
equation S13 as described in the manuscript (equation 17). 

3.6 Asymmetric between-arms visuo-proprioceptive task (aB-AVP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
18). The covariances between the concurrent comparisons in the 4 reference frames are: 

𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝜎௃ೝ
ଶ ൅ 𝜎௃೗

ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎ோ

ଶ

𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 0
                            (S26) 

For the asymmetric configuration, since the joint signals are not directly comparable, we consider 
𝜎௃ೝ↔೗

ଶ → ∞. However, because the hand and the target have the same position in space, a direct visual 
comparison is possible. We consider 𝜎ெೝ↔೗

ଶ ൌ 0. Replacing these terms (equations 18, and equations 
S26) in the system S14 gives the optimal weights: 

𝑤∆௃ → 0

𝑤∆ா௫௃ →
ଶఙೃ

మ

ଶఙೃ
మ ାఙ಻ೝ

మ ାఙ಻೗
మ  ା ଶఙ಻→ಶೣ಻

మ

𝑤∆ோ →
ఙ಻ೝ

మ ାఙ಻೗
మ ାଶఙ಻→ಶೣ಻

మ

ଶఙೃ
మ ାఙ಻ೝ

మ ାఙ಻೗
మ  ା ଶఙ಻→ಶೣ಻

మ

𝑤∆ா௫ோ → 0

                                            (S27) 
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Using this optimal set of weights (equations S27), the variances (equations 18) and covariances 
(equations S26), we obtain the variance for the optimal motor vector by replacing these terms in 
equation S13 as described in the main text (equation 19). 

3.7 Symmetric between-arms visuo-proprioceptive task (sB-AVP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
20). The covariances between the concurrent comparisons in the 4 reference frames are: 

𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝜎௃ೝ
ଶ ൅ 𝜎௃೗

ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎ோ

ଶ

𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 0
 (S28) 

For the symmetric configuration, since the analogous joint signals from both arms are theoretically 
comparable, we consider 𝜎௃ೝ↔೗

ଶ → 0. Moreover, because the hand and the target do not have the same 
position in space, the visual reconstruction of hand and target on the retina are not directly comparable. 
Therefore we consider 𝜎ோ,ெ௜௥

ଶ → ∞. Replacing these terms (equations 20, and equations S28) in the 
system S14 gives the optimal weights: 

𝑤∆௃ →
ଶ∙൫ఙೃ

మାఙೃ↔ಶೣೃ
మ ൯

ఙ಻ೝ
మ ାఙ಻೗

మ ାଶ∙ఙೃ
మାଶ∙ఙೃ↔ಶೣೃ

మ

𝑤∆ா௫௃ → 0
𝑤∆ோ → 0

𝑤∆ா௫ோ →
ఙ಻ೝ

మ ାఙ಻೗
మ

ఙ಻ೝ
మ ାఙ಻೗

మ ାଶ∙ఙೃ
మାଶ∙ఙೃ↔ಶೣೃ

మ

 (S29) 

However, considering a patient with brain lesions affecting the ability to perform easily cross-reference 
transformations, we cannot postulate that 𝜎௃ೝ↔௃೗

ଶ → 0. The set of weights becomes: 

𝑤∆௃ →
ଶ∙ఙ಻→ಶೣ಻

మ ൫ఙೃ
మାఙೃ→ಶೣೃ

మ ൯

ቀఙ಻→ಶೣ಻
మ ାఙ಻ೝ↔೗

మ ቁ∙ቀఙ಻ೝ
మ ାఙ಻೗

మ ାଶ∙ఙೃ
మାଶ∙ఙೃ→ಶೣೃ

మ ቁାଶ∙ఙ಻→ಶೣ಻
మ ∙ఙ಻ೝ↔೗

మ

𝑤∆ா௫௃ →
ଶ∙ఙ಻ೝ↔೗

మ ൫ఙೃ
మାఙೃ→ಶೣೃ

మ ൯

ቀఙ಻→ಶೣ಻
మ ାఙ಻ೝ↔೗

మ ቁ∙ቀఙ಻ೝ
మ ାఙ಻೗

మ ାଶ∙ఙೃ
మାଶ∙ఙೃ→ಶೣೃ

మ ቁାଶ∙ఙ಻→ಶೣ಻
మ ∙ఙ಻ೝ↔೗

మ

𝑤∆ோ → 0

𝑤∆ா௫ோ →
ቀఙ಻ೝ

మ ାఙ಻೗
మ ቁ∙൫ఙ಻→ಶೣ಻

మ ାఙ಻ೝ↔೗
మ ൯ାଶ∙ఙ಻→ಶೣ಻

మ ∙ఙ಻ೝ↔೗
మ

ቀఙ಻→ಶೣ಻
మ ାఙ಻ೝ↔೗

మ ቁ∙ቀఙ಻ೝ
మ ାఙ಻೗

మ ାଶ∙ఙೃ
మାଶ∙ఙೃ→ಶೣೃ

మ ቁାଶ∙ఙ಻→ಶೣ಻
మ ∙ఙ಻ೝ↔೗

మ

 (S30) 

Using this optimal set of weights (equations S29 and S30), the variances (equations 20) and covariances 
(equations S28), we obtain the variance for the optimal motor vector by replacing these terms in 
equation S13 as described in the main text (equation 21). 

3.8 Cross-modal task, with full visual feedback (C-MVP) 

The variance for the 4 concurrent target-effector comparisons are described in the main text (equations 
22). The covariances between the concurrent comparisons in the 4 reference frames are: 
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𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝐽ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎ோ→௃

ଶ ൅ 𝜎௃
ଶ

𝑐𝑜𝑣ሺ∆𝑅, ∆𝐸𝑥𝑅ሻ ൌ 𝜎ோ
ଶ ൅ 𝜎ோ

ଶ

𝑐𝑜𝑣ሺ∆𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝑅ሻ ൌ 𝑐𝑜𝑣ሺ∆𝐸𝑥𝐽, ∆𝐸𝑥𝑅ሻ ൌ 𝜎ோ
ଶ

                     (S31) 

Replacing these terms (equations 22, and equations S31) in the system S14 gives the optimal weights: 

𝑤∆௃ ൌ
ఙೃ

మ

ఙ಻
మାఙೃ→಻

మ ାఙೃ
మ

𝑤∆ா௫௃ ൌ 0

𝑤∆ோ ൌ
ఙ಻

మାఙೃ→಻
మ

ఙ಻
మାఙೃ→಻

మ ାఙೃ
మ

𝑤∆ா௫ோ ൌ 0

                    (S32) 

Using this optimal set of weights (equations S32), the variances (equations 22) and covariances 
(equations S31), we obtain the variance for the optimal motor vector by replacing these terms in 
equation S13 as described in the main text (equation 23). 

4 Visual compensation 

To illustrate the ability of patients to compensate for their proprioceptive deficits with vision, we can 
express, for each task category, the ratio between the variance of the motor vector in the visuo-
proprioceptive task and the proprioceptive task. We analyzed the contribution of the sensory deficit 
nature (either pure proprioceptive deficit (P), pure cross-reference processing deficit (C) or mixed 
deficit (P+C)) to the relative performance of task with and without vision. 

4.1 Within-arm tasks 

For the W-A task (see manuscript, equations 9 and 17), the performance of the proprioceptive task, 
relative to the visuo-proprioceptive task, is only affected by the proprioceptive noisiness (represented 
by the additional joint signal noise 𝑁௃): the more proprioception is affected, the less the proprioceptive 
task (W-AP) is precise relative to the visuo-proprioceptive task (W-AVP). This means patients can 
always improve performance with visual feedback to compensate for the proprioceptive deficit in the 
W-AP task. Moreover, the stronger the proprioceptive deficit, the larger will be the advantage provided 
by using visual information (Supplementary Figure 1). 

4.2 Asymmetric between-arms tasks 

Similarly, for the aB-A task (see manuscript, equations 11 and 19), the performance of the 
proprioceptive task, relative to the visuo-proprioceptive task, is affected by both the proprioceptive 
cross-reference transformations noisiness (represented by the deficit factors 𝑁௃ and 𝑁் respectively): 
the more proprioception or cross-reference transformations are affected, the less the proprioceptive 
task (aB-AP) is precise relative to the visuo-proprioceptive task (aB-AVP). This means patients can 
always improve performance with visual feedback to compensate for the proprioceptive and cross-
reference deficits in the aB-AP task. As well, the stronger the sensory deficit (proprioceptive, cross-
reference or mixed), the larger will be the advantage provided by using visual information 
(Supplementary Figure 2). 
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Supplementary Figure 1. Ratio between the variance of the within-arm proprioceptive and visuo-proprioceptive tasks 
(W-AVP/W-AP) as function of the additional noise associated to stroke deficits. (A) represents patients with either pure 
proprioceptive deficit (P: 𝑁J>0 and 𝑁T=0) or pure cross-reference deficits (C: 𝑁J=0 and 𝑁T>0). (B) represents patients 
with mixed (P+C: 𝑁J>0 and 𝑁T>0) deficit. For these plots, we used the values associated to healthy subjects (𝜎௃

ଶ, 𝜎ோ
ଶ 

and 𝜎்
ଶ) obtained with our fitting algorithm (figures 6A and 6B). 

Supplementary Figure 2. Ratio between the variance of the asymmetric between-arms proprioceptive and visuo-
proprioceptive tasks (aB-AVP/aB-AP) as function of the additional noise associated to stroke deficits. (A) represents 
patients with either pure proprioceptive deficit (P: 𝑁J>0 and 𝑁T=0) or pure cross-reference deficits (C: 𝑁J=0 and 
𝑁T>0). (B) represents patients with mixed (P+C: 𝑁J>0 and 𝑁T>0) deficit. For these plots, we used the values 
associated to healthy subjects (𝜎௃

ଶ, 𝜎ோ
ଶ and 𝜎்

ଶ) obtained with our fitting algorithm (figures 6A and 6B). 
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4.3 Symmetric between-arms tasks 

For the sB-A task (see manuscript, equations 13 and 21), the performance of the proprioceptive task 
(sB-AP), relative to the visuo-proprioceptive task (sB-AVP), is also affected by both the proprioceptive 
and cross-reference transformations noisiness (represented by the deficit factors 𝑁௃ and 𝑁் 
respectively). If we consider a patient with pure proprioceptive deficit (𝑁௃ ൐ 0 and 𝑁் ൌ 0), the 
stronger the proprioceptive deficit, the larger will be the advantage provided by using visual 
information (Supplementary Figure 3). But, in contrast with the aB-AP tasks, vision hardly compensate 
for the cross-reference deficit in patients with sensory transformation deficits: the more cross-reference 
transformations are affected, the less patients can improve with visual feedback. Indeed, the 
performance in the sB-AVP task tends to the performance in the sB-AP task. 

 

 

Supplementary Figure 3. Ratio between the variance of the symmetric between-arms proprioceptive and visuo-
proprioceptive tasks (sB-AVP/sB-AP) as function of the additional noise associated to stroke deficits. (A) represents 
patients with either pure proprioceptive deficit (P: 𝑁J>0 and 𝑁T=0) or pure cross-reference deficits (C: 𝑁J=0 and 𝑁T>0). 
(B) represents patients with mixed (P+C: 𝑁J>0 and 𝑁T>0) deficit. For these plots, we used the values associated to 
healthy subjects (𝜎௃

ଶ, 𝜎ோ
ଶ and 𝜎்

ଶ) obtained with our fitting algorithm (figures 6A and 6B). 

4.4 Cross-modal tasks 

For the C-M task (see manuscript, equations 15 and 23), as for the W-A and aB-A tasks, patients can 
always improve performance with visual feedback to compensate for the proprioceptive or cross-
reference deficits. The stronger the sensory deficit (proprioceptive, cross-reference or mixed), the 
larger will be the advantage provided by using visual information (Supplementary Figure 4). 
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Supplementary Figure 4. Ratio between the variance of the cross-modal proprioceptive and visuo-proprioceptive tasks 
(C-MVP/C-MP) as function of the additional noise associated to stroke deficits. (A) represents patients with either pure 
proprioceptive deficit (P: 𝑁J>0 and 𝑁T=0) or pure cross-reference deficits (C: 𝑁J=0 and 𝑁T>0). (B) represents patients 
with mixed (P+C: 𝑁J>0 and 𝑁T>0) deficit. For these plots, we used the values associated to healthy subjects (𝜎௃

ଶ, 𝜎ோ
ଶ and 

𝜎்
ଶ) obtained with our fitting algorithm (figures 6A and 6B). 

5 Model fitting 

5.1 Experimental data used for the fitting 

We used 17 data points, extracted from the literature, for fitting our model parameters. The data are 
shown in Supplementary Table 1 for healthy subjects, and in Supplementary Tables 2, 3 and 4 for 
patients with P, C and P+C deficits respectively. 

The data were most often extracted from graphs. Therefore, its lecture was not always precise. For this 
reason, we rounded the data at the first digit. The following tables combine absolute and variable errors, 
as not all selected studies use the same parameter to describe the performance variability.  

5.2 Algorithm 

For fitting our model to the experimental data, we used Matlab® built-in “fmincon” function 
(R2019b, with the Optimization Toolbox) to minimize the l2-norm of the fitting errors, represented 
by the following cost function 𝑐𝑓: 

𝑐𝑓 ൌ ෍൫𝜎௘௫௣೔
െ 𝜎௧௛೔

൯
ଶ

௡

௜ୀଵ

Where 𝑛 is the number of data points (𝑛 ൌ 17), 𝜎௘௫௣೔
 is the normalized variability of the responses 

for a given task, and 𝜎௧௛೔
 is the normalized variability for the same task predicted by the model. 
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In order to avoid data overfitting, the number of independent variables in the model was reduced to 
six (𝑣 ൌ 6): the noise of the joint (𝜎௃

ଶ) and retinal (𝜎ோ
ଶ) signals and the noise associated to sensory 

transformations (𝜎்
ଶ) in healthy subjects; for patients, three terms representing the noise added to the 

joint signal of the more affected (𝑁௃೘
) and less affected arm (𝑁௃೗

) and to the sensory transformations 
(𝑁்) due to the stroke lesions. 

The number of degrees of freedom, d, of the fitting procedure, which is defined as the difference 
between the number of data points to be fitted, n, and the number of parameters of the model, 𝑣, is 
therefore: 

𝑑 ൌ 𝑛 െ 𝑣 ൌ 17 െ 6 ൌ 11 

Supplementary Table 1. Performance variability reported in studies involving healthy subjects. These data points are 
represented by black squares on the Figure 6 in the main text. The data are normalized with respect to the W-AP task 
precision. When the W-AP was not part of the study (Herter et al. 2019; Cameron and López-Moliner 2015; Khanafer and 
Cressman 2014; Monaco et al. 2010), a different experimental task, represented by “X”, was used as a reference. Then, 
this ratio was normalized to the W-AP task. For example, in Herter et al. 2019, the performance in the sB-AVP was first 
normalized by the performance in the sB-AP task. Finally, the ratio sB-AVP/sB-AP was multiplied by the normalized value 
for the sB-AP task (sB-AP/W-AP). So that sB-AVP/sB-AP * sB-AP/W-AP = sB-AVP/W-AP corresponds to the variability of 
the sB-AVP task, normalized by the W-AP task.  

Task 
Study 

W-AP aB-AP sB-AP C-MP W-AVP aB-AVP sB-AVP C-MVP 

Van Beers et al. 1996 X 1.6 
Ernst and Banks 2002 1 0.2 
Butler et al. 2004 1 1.1 1.2 
Monaco et al. 2010 1.9 X 0.4 0.4 
Tagliabue and McIntyre 2011 1 1.1 0.6 
Torre et al. 2013 1 1 
Khanafer and Cressman 2014 X 1.5 
Cameron and López-Moliner 2015 X 0.8 
Arnoux et al. 2017 1 2.3 1.1 
Herter et al. 2019 X 0.9 
Marini et al. 2019 1 0.4 
mean (±SD) 1 1.8±0.6 1.1 1.3±0.2 0.5±0.4 0.4 0.9 0.6±0.2 

Supplementary Table 2. Performance variability reported in studies involving patients with proprioceptive only (P) 
deficits. These data points are represented by blue diamonds on the Figure 6 of the main text.  The data are first expressed 
as a ratio of the performance of healthy subjects in the same study, and then normalized to the W-AP task precision of 
healthy participants. The letter “Q” represents qualitative results that were not used for the fitting, but that appear on the 
Figure 6, as gray rectangles. 

Task 
Study 

W-AP aB-AP sB-AP C-MP W-AVP aB-AVP sB-AVP C-MVP 

Scalha et al. 2011 Q Q 
Torre et al. 2013 1.4 0.9 
Dos Santos et al. 2015 2.5 
Contu et al. 2017 1.4 
Rinderknecht et al. 2018 1.9 
Herter et al. 2019 1.8 1.1 
mean (±SD) 1.8±0.5 1.8 0.9 1.1 
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Supplementary Table 3. Performance variability reported in the selected studies involving patients with cross-reference 
only (C) deficits. These data points are represented by green diamonds on the Figure 6.  The data are first expressed as a 
ratio of the performance of healthy subjects in the same study, and then normalized to the W-AP task precision of healthy 
participants. The letter “Q” represents qualitative results that were not used for the fitting, but that appear on the Figure 6, 
as the gray rectangles. 

Task 
Study 

W-AP aB-AP sB-AP C-MP W-AVP aB-AVP sB-AVP C-MVP 

Scalha et al. 2011 Q Q 
Gurari et al. 2017 1.2 Q 
mean (±SD) 1.2 

Supplementary Table 4. Performance variability reported in the selected studies involving patients with proprioceptive 
and cross-reference (P+C) deficits. These data points are represented by red diamonds on the Figure 6. Data points for the 
sB-AP and sB-AVP tasks were associated P+C patients, because in the absence of cues allowing a more specific 
discrimination between C and P+C types of deficits, it is statically more likely that the majority of patients tested in 
Herter et al. (2019) and Ingemanson et al. (2019) were P+C patients. It cannot be totally excluded, however, that these 
data could confound C and P+C patients. The data are first expressed as a ratio of the performance of healthy subjects in 
the same study, and then normalized to the W-AP task precision of healthy participants. The letter “Q” represents 
qualitative results that were not used for the fitting, but that appear on the Figure 6, as the gray rectangles. 

Task 
Study 

W-AP aB-
AP 

sB-AP C-MP W-AVP aB-AVP sB-AVP C-MVP 

Scalha et al. 2011 Q Q 
Torre et al. 2013 1.4 0.9 
Dos Santos et al. 2015 2.5 
Contu et al. 2017 1.4 
Rinderknecht et al. 2018 1.9 

Herter et al. 2019 
(a) 3.0 3.0 
(b) 3.0 2.1 

Ingemanson et al. 2019 2.5 
mean (±SD) 1.8±0.5  2.8±0.3 0.9 2.5±0.6 

(a) patients who showed no improvement in the sB-AVP task, with respect to the sB-AP task. 
(b) patients who showed only partial improvement in the sB-AVP task, with respect to the sB-AP task. 

5.3 Fitting results 

The best fitting between the model predictions and the experimental data is obtained when the six 
parameters of the model have the following values: 

⎩
⎪⎪
⎨

⎪⎪
⎧

𝜎௃
ଶ ൌ 0.61

𝜎ோ
ଶ ൌ 0.27

𝜎்
ଶ ൌ 1.63

𝑁௃೘
ൌ 1.08

𝑁௃೗
ൌ 0.55

𝑁் ൌ 6.25
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The residuals from the fitting procedure are displayed in Supplementary Figure 5. For testing if the 
residuals are normally distributed, we used the Shapiro-Wilk parametric hypothesis test of composite 
normality. The statistical test did not reject the normality assumption (W=0.96, p=0.71). 

Supplementary Figure 5. Residuals from the fitting procedure, for each sensory condition. 

The Root Mean Square (RMS) of the residuals is 0.14. 

The adjusted R-Squared (with 11 degrees of freedom) is 0.93, meaning our model accounts for 93% 
of the total variability in the experimental data. 
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To correctly position the hand with respect to the spatial location and orientation of an
object to be reached/grasped, visual information about the target and proprioceptive
information from the hand must be compared. Since visual and proprioceptive sensory
modalities are inherently encoded in a retinal and musculo-skeletal reference frame,
respectively, this comparison requires cross-modal sensory transformations. Previous
studies have shown that lateral tilts of the head interfere with the visuo-proprioceptive
transformations. It is unclear, however, whether this phenomenon is related to the
neck flexion or to the head-gravity misalignment. To answer to this question, we
performed three virtual reality experiments in which we compared a grasping-like
movement with lateral neck flexions executed in an upright seated position and while
lying supine. In the main experiment, the task requires cross-modal transformations,
because the target information is visually acquired, and the hand is sensed through
proprioception only. In the other two control experiments, the task is unimodal, because
both target and hand are sensed through one, and the same, sensory channel (vision
and proprioception, respectively), and, hence, cross-modal processing is unnecessary.
The results show that lateral neck flexions have considerably different effects in the
seated and supine posture, but only for the cross-modal task. More precisely, the
subjects’ response variability and the importance associated to the visual encoding
of the information significantly increased when supine. We show that these findings
are consistent with the idea that head-gravity misalignment interferes with the visuo-
proprioceptive cross-modal processing. Indeed, the principle of statistical optimality in
multisensory integration predicts the observed results if the noise associated to the
visuo-proprioceptive transformations is assumed to be affected by gravitational signals,
and not by neck proprioceptive signals per se. This finding is also consistent with the
observation of otolithic projections in the posterior parietal cortex, which is involved in the
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visuo-proprioceptive processing. Altogether these findings represent a clear evidence of
the theorized central role of gravity in spatial perception. More precisely, otolithic signals
would contribute to reciprocally align the reference frames in which the available sensory
information can be encoded.

Keywords: multisensory integration, cross-modal transformation, gravity, reaching/grasping movement, eye-
hand coordination, vision, proprioception, otolith

INTRODUCTION

When reaching to grasp an object, arm proprioceptive signals
and the visually acquired object position/orientation must be
compared. A typical situation in which visuo-proprioceptive
communication is strictly necessary is at the beginning of the
reaching movement if the hand is out of sight. There are, however
other common situations where cross-modal transformations,
i.e., the encoding of visual information in a proprioceptive
space and vice-versa, is necessary during the whole reaching
movement: for instance, when trying to insert a bolt from
beneath a plate on which the threaded hole location is visually
identified from above. There is also evidence that the visuo-
proprioceptive interaction is performed even when it is not
strictly necessary, that is even when object and hand can be
both seen, or both sensed through proprioception, before the
movement onset (Sober and Sabes, 2005; Sarlegna and Sainburg,
2007, 2009; Sarlegna et al., 2009) and during movement execution
(Tagliabue and McIntyre, 2011, 2013, 2014; Cluff et al., 2015;
Crevecoeur et al., 2016; Arnoux et al., 2017).

It has been shown that tilting laterally the head when
seating interferes with the communication between visual and
proprioceptive systems (Burns and Blohm, 2010; Tagliabue and
McIntyre, 2011) and we demonstrated that this phenomenon is
independent from the phase of the movement during which the
head is tilted (Tagliabue et al., 2013; Tagliabue and McIntyre,
2014). These studies, however, did not allow understanding
whether the neck on trunk lateral flexion per se (the signals
originating from the neck muscles), or the head misalignment
with respect to the vertical (gravitational signals), interferes
with cross-modal transformations. The first option, that we
call here the Neck Hypothesis, would be consistent with the
contribution of the neck flexion angle information to the
kinematic chain linking the hand to the eyes and that may
be thus used to compute visuo-proprioceptive transformations
(Sabes, 2011). This hypothesis has two possible variants: “Neck1
Hp,” wherein the lateral neck flexions per se interferes with
eye-hand transformation, because of the rarity of adopting
such neck postures when performing reaching/grasping tasks;
“Neck2 Hp,” wherein lateral neck flexions require an increase
of the muscle activations to support the weight of the head,
resulting in increased signal-dependent noise that would interfere
with eye-hand transformations (Abedi Khoozani and Blohm,
2018). An alternative option, called here the Gravity Hypothesis
(Gravity Hp), is related to the idea that gravity might play a
fundamental role in the reciprocal calibration between visual and
proprioceptive senses (Paillard, 1991), since it can be both seen
(the visual environment provides information about the vertical)

and felt (mechano-receptors detect gravity action). The head-
vertical misalignment might hence perturb the ability of using
gravity as reference for visuo-proprioceptive transformations.
This could be due to an increase of the otolithic noise with
the lateral head tilt (Vrijer et al., 2008) or to the fact that eye-
hand coordination tasks are more commonly performed with the
head straight and sensorimotor precision has been shown to be
proportional to the task usualness (Howard et al., 2009).

To discriminate between these hypotheses, we performed
a first virtual reality experiment in which the subject had to
perform in a Seated and in a Supine position the same cross-
modal task: align the hand to “grasp” a visual target with the
unseen hand (Tagliabue and McIntyre, 2011; Tagliabue et al.,
2013). To test the effect of the neck flexion, the subjects are
asked to laterally tilt the head between the target acquisition
and the hand movement onset. If “Neck1 Hp” is correct,
the subjects’ performance should not change notably between
postures, because the tasks performed in the seated and supine
condition do not significantly differ in terms of lateral neck
flexion. On the other hand, “Neck2 Hp” predicts an improvement
of the precision when supine, because, thanks to a special head
support, in this position the neck muscles never have to sustain
the head weight, resulting in spindle-noise reduction (Abedi
Khoozani and Blohm, 2018). Neck proprioceptive degradation
is not to be expected with the head-support, because there is
evidence that a decrease of the muscle tone, as experienced by
astronauts in weightlessness, does not reduce the sensitivity of the
muscle receptors (Roll et al., 1993). Finally, “Gravity Hp” will be
supported by a decrease of precision when supine, because when
lying on their back the subject’s head is misaligned with respect
to gravity during the whole task and not only during the response
phase, as in the seated configuration.

Two control experiments were performed to test whether
potential effect of posture observed in the cross-modal task could
be due to an effect of posture on visual and/or proprioceptive
perception, and not on the sensory transformations. In the first
control experiment the subjects performed a unimodal visual
task: only vision could be used for both target acquisition and
response control. In the second control experiment a unimodal
proprioceptive task was tested: both target and response could be
sensed through proprioception only.

In order to compare the Neck and Gravity Hypotheses
predictions with the measured subjects’ precision and sensory
weighting, we applied our “Concurrent Model” (see below)
of multisensory integration (Tagliabue and McIntyre, 2008,
2011, 2012, 2013, 2014; Tagliabue et al., 2013; Arnoux et al.,
2017; Bernard-Espina et al., 2021) to the cross- and uni-modal
tasks tested here.
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To confirm our interpretation of the first set of results, we
performed an additional experiment in which the subjects were
tested seated and supine, but without lateral neck flexions. The
goal was to specifically test the effect of the modulation of
the gravitational information without interference from neck
muscle-spindles’ signals.

MATERIALS AND METHODS

Ethics Statement
The experimental protocol was approved by the Ethical
Committee of the University of Paris (N◦ CER 2014-34/2018-
115) and all participant gave written informed consent in line
with the Declaration of Helsinki.

Experimental Setup and Procedure
The setup is very similar to what used in our previous
studies (Tagliabue and McIntyre, 2011, 2012), consisting of
the following components: an active-marker motion-analysis
system (CODAmotion; Charnwood Dynamics) used for real-
time recording of the three-dimensional position of 19 infrared
LEDs (sub-millimeter accuracy, 200-Hz sampling frequency).
Eight markers were distributed ∼10 cm apart on the surface
of stereo virtual reality goggles (nVisor sx60, NVIS) worn by
the subjects (field of view: 60◦, frame rate: 60 Hz, resolution:
1,280 × 1,024 pixels, adjustable inter-pupillary distance); eight
on the surface of a tool (350 g, isotropic inertial moment around
the roll axis) that was attached to the subjects’ dominant hand;
and three attached to a fixed reference frame placed in the
laboratory. Custom C++ code was developed by the research
team to optimally combine the information about the three-
dimensional position of the infrared markers and the angular
information from an inertial sensor (IS-300 Plus system from
InterSense) placed on the VR headset to estimate in real-time the
position and the orientation of the subject’s viewpoint and thus to
update accordingly the stereoscopic images shown in the virtual
reality goggles. For tracking the hand movement only infrared
markers were used.

The three-dimensional virtual environment shown to the
subjects through the head mounted display consisted of a
cylindrical tunnel (Figure 1). Longitudinal marks parallel to the
tunnel axis were added on the walls to help the subjects to
perceive their own spatial orientation in the virtual word. The fact
that the marks went from white in the “ceiling” to black on the
“floor” facilitated the identification of the visual vertical.

Experimental Paradigm
The task consisted of three phases: (1) memorization of the target
orientation, 2) lateral neck flexion, and (3) alignment of the tool
to the remembered target orientation. As in our previous studies
(Tagliabue and McIntyre, 2011, 2012, 2013, 2014; Tagliabue et al.,
2013; Arnoux et al., 2017), we took advantage of the head rotation
to introduce a sensory conflict with the subjects not noticing
it (see below). The target could be laterally tilted with respect
to the virtual vertical of −45◦, −30◦, −15◦, 0◦, +15◦, +30◦ or
+45◦. The subjects had 2.5 s to memorize its orientation. After

the target disappeared, the subject was guided to laterally tilt the
head 15◦ to the right or to the left by a sound with a left-right
balance and a volume corresponding to the direction and the
distance from the desired inclination. If the subject was unable to
extinguish the sound within 5 sec, the trial was interrupted and
repeated later on, otherwise a go signal was given to indicate that
he/she had to reproduce the target orientation with the tool. The
subject clicked on the trigger of a trackball held in the hand to
validate the response.

In order to quantify the sensory weighting in each
experimental condition a sensory conflict was artificially
introduced (Tagliabue and McIntyre, 2011): tracking the virtual
reality goggles was normally used to hold the visual scene stable
with respect to the real world during the lateral head tilt, but in
half of the trials, a gradual, imperceptible conflict was generated
such that, when the subjects laterally flex the neck, they received
visual information corresponding to a larger head tilt. The
amplitude of the angle between the visual vertical and subject
body axis varied proportionally (by a factor of 0.6) with the
actual head tilt, so that for a 15◦ lateral head roll a 9◦ conflict was
generated. When, at the end of the experiment, the subjects were
interviewed about the conflict perception, none of them reported
to have noticed the tilt of the visual scene.

Each subject was tested in two postural conditions: Seated
and Supine (Figures 1A,B). In order to compensate for possible
learning effects, half of the subjects were tested first seated
and then supine, and the other half in the opposite order.
When the subjects performed the task in the supine position,
they lay in a medical bed with their head supported by an
articulated mechanical structure allowing for lateral neck flexions
(Figure 1B). When the subject performed the task in a seated
position the same head support was fixed to the back of the
chair to restrain the head movements in a way similar to the
supine condition (Figure 1A). Since the main axis of the virtual
tunnel always corresponded to the anterior-posterior subject
direction, it was horizontal and vertical in the Seated and Supine
Condition, respectively.

As detailed below, the first three experiments presented in
this study differed only by the sensory information available
to acquire the target and to control the tool during the
response (Figure 1C). The task used in the fourth, additional
experiment was the same as for the main cross-modal experiment
with the exception that the subject always kept the head
aligned to the body.

Cross-Modal Experiment
The target was presented visually and during the response the
tool orientation could be controlled through arm proprioception
only (V-P task). As shown in the top part of Figure 1C, the
target consisted of parallel beams blocking the tunnel in front
of the subject. In the response phase, subjects raised their hand
and reproduced the memorized beams orientation by prono-
supinating the palm. The subjects’ hands were represented in
the virtual environment as a capsule with the same main axis
so that all its degrees of freedom except the roll (hand prono-
supination) could be visually controlled. It follows that only arm
proprioception could be used to control the alignment task.
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FIGURE 1 | Virtual reality experimental paradigm. Representation of the (A) Seated and (B) Supine conditions. The subjects wear a virtual reality headset and a tool
is fixed to their hand. The left images illustrate the virtual tunnel in which the subject perform the task. The configuration of the rotating head support (forked
structure) is shown for the two postural conditions. (C) Target presentation (left) and response modality (right) for the three experiments. The tilted frames in the
response phase represent the lateral neck flexion that the subjects perform after the target memorization. For the cross-modal (V-P) task the target is represented by
tilted red bars and during the response the subject hand movements are applied to a blue capsule, which provides visual feedback about the pointing direction in
pitch and yaw, but no visual cues about the prono-supination of the hand used to reproduce the target orientation. For the unimodal visual (V-V) task the target is
presented as in the V-P task, but a virtual hand-tool (red rectangle) controlled by a trackball is used to reproduce the target orientation. During the target acquisition
of the unimodal proprioceptive (P-P) task the color of the capsule representing the subject hand changes from red to green when the hand approaches the target
orientation. The response modality is the same as in the V-P task.

Uni-Modal Visual Experiment
Both target acquisition and tool control orientation could be
performed by using vision only (V-V task). The target was
represented by the beams as in Experiment 1. For the response,
subjects did not move the hand, which was kept next to the body.
A virtual representation of the tool fixed to the subject hand
appeared in front of their eyes with a random roll orientation
(see middle part of Figure 1C). They used a trackball to change
its roll angle and to align it to the memorized beams. In this
way only visual information could be used to evaluate the
task achievement.

Uni-Modal Proprioceptive Experiment
Both target and tool orientation could be sensed through
proprioception only (P-P task). The beams were not shown to
the subjects. To sense the target orientation, they raised the hand,
which was represented by a capsule, as in the response phase of
Experiment 1. In this phase the color of the capsule changed as a
function of the hand roll turning from red to green as the hand
approached the target roll angle. Thus, subjects had to pronate
or supinate the hand to find the target orientation. After 2.5
s with the correct hand orientation an audio signal instructed
the subject to lower the arm. The only information available to
memorize the roll orientation of the target was the proprioceptive
feedback related to forearm pronation–supination. The target
orientation was in this way presented proprioceptively, without
any visual feedback about the desired orientation. The response
was controlled using proprioception only, as in Experiment 1.

In total 54 subjects were tested, 18 for each experiment
(average age: V-P 26.5 ± 9; V-V 30 ± 6; P-P 24.5 ± 6). The

number of male and female participants was balanced and about
17% of the subjects were left-handed. The subjects performed two
trials for each combination of target orientation, head inclination
and sensory conflict, for a total of 56 (= 2 × 7 × 2 × 2) trials per
posture. The order of the trials was randomized.

Neck Straight Experiment
The task is very similar to the one tested in the “Cross-modal
Experiment” except that the subjects were not asked to laterally
flex the neck after the target memorization. Twelve subjects
participated to the experiment (age: 38.5 ± 8). Half of them
performed the Seated condition before the Supine condition,
the other half did the opposite to compensate for possible
learning effects. As for the previous experiment, each target
orientation was tested twice per postural condition, for a total
of 28 (= 2 × 2 × 7) responses. The head mounted display used
for these tests was an Oculus Rift (field of view: 90◦, frame
rate: 90 Hz, resolution: 1,080 × 1,200 pixels, adjustable inter-
pupillary distance). As for the main experiments, a custom C++
code was developed by the research team to integrate optical
(Codamotion system) and inertial (embedded in the Oculus-
Rift) sensors and to update the stereo images provided in virtual
reality headset.

Data Analysis
The subjects’ performance was analyzed using Matlab
(MathWorks, RRID: SCR_001622) in terms of the lateral
inclination (roll) of the tool when they validated the response.
In order to describe the variability of the subject responses, we
computed the root mean square of the difference, RMSd, between
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FIGURE 2 | Example of subject responses and associated analysis. (A) The
responses for trials without conflict (triangles) are linearly interpolated as
describe in “Materials and Methods” section (colored lines). The area (vertical
gray bars) between each interpolation line and the line joining the targets
(squares) is used to compute accuracy, Acc. The angle between the
interpolation lines and the targets line is used quantify the distortion, Dist, of
the responses. The intersections between the vertical axis and the lined
interpolating the responses after left and right neck flexion (qhl , qhr ) are used
to quantify the response bias induced by the head roll (Aubert-Müller effect,
AMe). (B) For the trials with conflict, that is, rotation of the visual scene, the
responses after left and right flexion of the neck are interpolated separately
(see “Materials and Methods” section) and represented by dotted, colored
lines. To estimate the relative importance given to the visual information, the
vertical distance between the lines interpolating the response with and without
conflict, 1qr,hl and 1qr,hr , is computed and compared to the theoretical
deviation of the targets, if they assumed to move together with the visual
scene, 1qt,hl and 1qt,hr .

the two responses, r, to each combination of target, t, and head,
h, inclination in the trials without conflict.

RMSd =

√∑2
h = 1

∑7
t = 1 (rt,h,1 − rt,h,2)

2

14
(1)

To describe the characteristics of the average behavior of the
subjects, the linear regression lines of their responses after tilting

the head to the right and to the left were computed imposing
their parallelism (see Figure 2A). Each of the two regression lines
have the form r = mt+qi, where r and t are the response and
target orientation, respectively. The parameter “m,” common for
the two lines, represents their slope. The intersection with the
response axis “qi” is different for the trials with rotation of the
head to the right (i = hr) and to the left (i = hl). The parameters
of the lines were used to quantify the following variables:

• The accuracy (Acc), that is average response-target distance,
was represented by the average absolute distance between
the regression lines and the line passing through the targets
position (vertical gray lines in Figure 2A).
• The Aubert-Müller effect (AMe), corresponding to the

global response bias due to the lateral neck flexion (Guerraz
et al., 1998), was quantified as half of the algebraic distance
between the intersection point of the two regression lines
with the vertical axis: AMe = (qhl - qhr)/2.
• The distortion (Dist), representing possible over/under-

estimation of the distance between two targets’ orientation
(McIntyre and Lipshits, 2008), is represented by the angle
between the regression lines and the line passing through
the targets’ orientations: Dist = atan(m)-45◦ (double arcs in
Figure 2A). Positive and negative values of Dist correspond
to a global over- and under- estimation of the angular
distances, respectively.

Sensory Weighting Quantification
To quantify the specific effect of the sensory conflict in
each condition we linearly interpolated the responses of the
conflict-trials with right and left neck flexion constraining the
lines to be parallel to regression lines of the no-conflict-trials
(see Figure 2B). This procedure provides the responses-axis
intercepts for the conflict trials. Subtracting to these parameters
the corresponding values in the no-conflict-trials we obtain
the average deviations of the response due to the tilt of the
visual scene: 1qr,hi. In order to convert the response deviation
into the percentage weight given to visual information, we
computed, for each conflict trial, the virtual displacement of
the target expected if only visual information was used to code
its orientation, which corresponds to t - head_angle × 0.6. We
linearly interpolated these theoretical responses for right and left
neck flexion separately, constraining the lines to be parallel to the
one joining the targets (m = 1) and we obtained the response-axis
intercepts (see Figure 2B). Subtracting from these parameters the
intercept of the line joining the target in the no-conflict trials
(q = 0), we obtain the average target deviation expected in case of
fully visual encoding of their orientation: 1qt,hi. The percentage
weight given to the visual information, ωV , can be then computed
as it follows:

ωV =
1
2

∑
i = l,r

1qr,hi

1qt,hi
· 100% (2)

Statistical Analysis
For each experiment, we assessed the effect of the subject
posture on the subject performances by performing mixed
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model ANOVAs on the AMe, Dist, Acc, RMSd, and ωV
dependent variables, with the Posture (Seated, Supine) and Order
(Seated-First and Supine-First) as within- and between- subjects
independent variable, respectively. No between-experiment
comparisons were performed, because they do not correspond
to the goal of this study. Since we performed three distinct
experiments, we applied a Bonferroni correction (n = 3) to the
resulting p-values to reduce the probability of type I errors (false
positive). Therefore, in the following, p < 0.05/3 ('0.0167),
p < 0.01/3 ('0.0033), and p < 0.001/3 ('0.00033) will be
indicated with “∗,” “∗∗,” “∗∗∗,” respectively. For the straight-neck
experiment, we specifically wanted to test the “Gravity Hp,” that is
whether the Supine position increased the subjects’ variable and
constant errors. We therefore performed one-tail Student’s t-tests
on RMSd and Acc. Since the subjects did not rotate their head, no
conflict could be generated and no quantification of the sensory
weighting was possible. All statistical analyses were performed
using the Statistica 8 software (Statsoft, SCR_014213).

Optimal Integration of Non-independent
Sensory Signals Based on the Maximum
Likelihood Principle
In order to quantify the predictions associated with the Gravity
and Neck Hypotheses and compare them with the experimental
results, we apply our Concurrent Model of optimal sensory
integration (Tagliabue and McIntyre, 2011, 2014) to describe the
information flow associated with the Seated and Supine postures
for each of the three experiments. An illustration of the general
model structure is reported in Figure 3A.

This model is based on the assumption that the target and
hand position are compared in the visual and proprioceptive
space concurrently (1V and 1P) and then these two parallel
comparisons are combined based on the Maximum Likelihood
Principle (Ernst and Banks, 2002). From this optimality principle
it follows that the relative weight, W1V and W1P, given to each
comparison depends on their variance σ2

4V and σ2
4P as it follows:

W4V =
σ2
4P − cov(4V,4P)

σ2
4V + σ2

4P − 2cov(4V,4P)

W4P =
σ2
4V − cov(4V,4P)

σ2
4V + σ2

4P − 2cov(4V,4P)
(3)

which corresponds to the minimal achievable variance of motor
vector estimation 1

σ2
4
=

σ2
4Vσ2

4P − cov(4V,4P)2

σ2
4V + σ2

4P − 2cov(4V,4P)
(4)

In Equations 3 and 4 the covariance between 1V and 1P,
cov(1V,1P), is used to take into account the situations in
which the two concurrent comparisons are not fully independent
(Tagliabue and McIntyre, 2013). The application of MLP to multi-
sensory integration therefore assumes that the brain can estimate
the variability of the signals to be combined (σ2

4V and σ2
4P) and

to which extent they are independent (cov(4V,4P)). Although

it is not clear whether, and how, the brain would actually estimate
these specific parameters, perceptive and behavioral studies have
shown that human sensory weighting is clearly modulated by
signals’ variability as predicted by the MLP (Ernst and Banks,
2002) and that performances cannot be improved by combining
two fully dependent signals (Tagliabue and McIntyre, 2013-2014),
as expected if their covariance is taken into account.

For the cross-modal task without head rotation (Figure 3B),
the model predicts a reconstruction of the proprioceptive target
representation from the visual information and of a visual hand
representation from the proprioceptive feedback (green arrows).
These cross-modal transformations, which introduce additional
errors, are associated to specific variance terms σ2

V→P and σ2
P→V ,

and, as show in section 1 of Supplementary Material, Equations
3 and 4 become:

W4V =
σ2

V→P
σ2

V→P + σ2
P→V

W4P =
σ2

P→V
σ2

V→P + σ2
P→V

σ2
4
= σ2

TV
+ σ2

HP
+

σ2
V→Pσ2

P→V
σ2

V→P + σ2
P→V

(5)

As illustrated in Figures 3C,D, the model predicts no cross-
modal reconstructions for the unimodal tasks (Tagliabue and
McIntyre, 2013): in these tasks, the direct comparison between
the available information about the target and the hand fully
covaries with any comparison reconstructed from the available
cues. From equation 4 it follows that the reconstruction of
concurrent comparisons cannot improve the precision of 1 and
using equations 3 it results that the predicted sensory weights and
the motor vector variance are:

W4V = 1 W4P = 0 σ2
4
= σ2

TV
+ σ2

HV
(6)

W4V = 0 W4P = 1 σ2
4
= σ2

TP
+ σ2

HP
(7)

for the visual and proprioceptive task, respectively.
For all tasks, once the motor vector is estimated, the motor

system generates the muscle activations necessary to displace the
hand in the defined direction and distance. This step introduces
some additional noise, that we will call motor noise, σ2

m, so that
the variance of the movement execution is σ2

ME = σ2
4
+ σ2

m.
There might be additional factors, as the concentration and
fatigue levels of the subject, that can contribute to the movement
execution variability. For sake of simplicity, the present version
of the model does not include them separately and they are all
combined together in the σ2

m term.
To simulate the effect on the information processing of head

inclination with respect to gravity, or of the neck flexion, in
these three tasks, the variance, σ2

N , is added to the σ2
V→P, σ2

P→V
terms. This extra noise is added to the cross-modal sensory
transformations performed with the neck flexed, with neck
muscle acting against gravity or with the head misaligned with
respect to gravity, depending on the hypothesis to be tested.

In order to test which hypothesis, between the “Neck1,”
“Neck2,” and “Gravity,” better predicts the experimental results,
we compare the observed effect of posture on the subjects’
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B

FIGURE 3 | Concurrent Model of multisensory integration. (A) Graphical representation of the sensory information flow when the target, T, to be reached (on the left)
and the hand, H, used to perform the movement (on the right) can be both sensed through vision, V (red), and proprioception, P (blue). 1V and 1P represent the
concurrent representations in the visual and proprioceptive space of the movement to be performed to reach the target. The weights W1V and W1P (see Equation
3) allow one to optimally combine the concurrent representations and maximize the precision of the final motor vector estimation (1). (B) Application of the model to
the cross-modal task of reaching a visual target with an unseen hand. Missing sensory cues are gray. The green arrows represent cross-modal transformations, that
is, the encoding of an information coming from the visual system in the reference frame associated to the proprioceptive sensory system, V→P, or vice-versa, P→V.
(C,D) Model application to uni-modal visual and proprioceptive tasks, respectively, where no cross-modal transformations are predicted.

responses’ variability, DMSd = RMSd2
Supine − RMSd2

Seated,
and on the response deviation due to visual scene rotation,
DωV = ωV,Supine − ωV,Seated, with corresponding parameters
of the model: the difference between the Supine and Seated
posture predicted by the model for the movement execution
variability, Dσ2

ME = σ
2
ME,Supine − σ2

ME,Seated, and for the
weight associated with visual representation of the task,
DW4V = W4V,Supine −W4V,Seated.

As shown in Supplementary Material (sections 3 and 4), the
theoretical predictions depend only on two main parameters: the
variance associated to the cross-modal sensory transformation,
σ2

P↔V , and to the noise added to these transformations when
performed with the head misaligned with respect to gravity
and/or the body, σ2

N . In order to reduce even further the degrees
of freedom of the model, and thus the possibility of overfitting
the experimental data, the value of σ2

P↔V is set to 23.19◦2; a value
that is computed from the results of Tagliabue and McIntyre
(2011) in section 4.2 of Supplementary Material. To statistically
test whether the predictions of the various hypotheses differed
from the experimental data, a multivariate Hotelling’s T2 test is
performed with six dependent variables (DωV and DMSd for
each of the three experiments) and the six corresponding model
predictions (DW4V and Dσ2

ME) as reference values.

RESULTS

The subjects’ average responses in the three main experiments
(Cross-modal, Unimodal Visual and Unimodal Proprioceptive
tasks) for the two tested postures (Seated and Supine) are
depicted in Figure 4A, where specific deviations of the responses
away from the target can be seen for each task and each
posture. The statistical analyses show that none of the analyzed
parameters were significantly affected by the posture Order and
that the Order did not significantly interact with the Posture
effect. Neither did Posture appear to have had a significant effect
on the average error (accuracy) in any of three experiments
(Figure 4B). More detailed analyses of the pattern of errors,
however, reveal some specific effects of Posture (see statistics
reported on Table 1): the global response deviation in relation
with the lateral neck flexion, close to zero in the Seated

condition, significantly increased in all three experiments when
the subjects were Supine (Aubert-Müller effect in Figure 4C).
The effect of posture on the perceptive distortion appears to
have differed among the three experiments (Figure 4D): a
significant modulation, but in opposite directions, for cross-
modal and unimodal proprioceptive tasks and no difference for
the unimodal visual experiment. In conclusion, subjects’ posture
appears to affect some specific aspect of the average response
patterns, but the average error (accuracy) does not significantly
change when supine.

On the other hand, the variability of the responses RMSd,
reported in Figure 5A, appears to have been affected by the
subject’s posture: in the cross-modal experiment the subjects were
significantly less precise when supine, but this was not the case in
the unimodal visual and proprioceptive experiments. The change,
or lack thereof, in response variability was accompanied by a
similar modulation of the sensory weighting shown in Figure 5B:
only in the cross-modal task did the visual weight significantly
increase in the supine posture.

Overall, these results suggest that the use of sensory
information during the cross-modal paradigm differs from that of
unimodal tasks, and that this weighted processing is significantly
affected by posture.

Analysis of Between-Subjects
Differences
To go beyond average responses, we then assessed whether
inter-individual variability can provide more insight on the
sensory processing underlying the responses observed in the
three experiments.

For the Seated condition of the unimodal visual and
proprioceptive experiments, the concurrent model predicts,
respectively, a negative and positive correlation between the
visual weighting and the variability of the motor vector
estimation. In fact, a visual weight smaller than 100% in
the V-V task, or the larger than 0% in the P-P task, would
both correspond to suboptimal solutions and thus to an
increase of the variability of the motor vector estimation (see
Supplementary Material, section 2). The correlation between
visual weighting and the variability of the motor vector
estimation measured in inter-individuals is reported in Table 2.
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FIGURE 4 | Average subject responses. (A) For the three experiments, the mean orientation of the subjects’ responses to each target orientation is represented for
the Seated and Supine conditions. The three parameters representing (B) the response accuracy, (C) Aubert-Müller effects, that is the global bias of the responses
due to lateral neck flexion. Positive values correspond to deviations toward the head direction. (D) Response distortions are reported for the Seated and Supine
conditions of the three experiments. Vertical whiskers correspond to 95% confidence intervals. ∗ and ∗∗ represent p < 0.05/3 and p < 0.01/3, respectively, and their
color represents the experiment to which they refer.

TABLE 1 | For each of the experiments (cross-modal, V-P; unimodal visual V-V; unimodal proprioceptive, P-P) the ANOVA main effect of Posture, posture Order and the
interaction between these two factors are reported for the Aubert-Müller effect, AMe, the response distortion, Dist, accuracy, Acc, and variability, RMSd, as well as for
the relative weight associated to visual information, ωV.

Effects

Exp Param. Posture Order Posture x Order

AMe F(1,16) = 12.7, p = 0.0026 F(1,16) = 0.18, p = 0.67 F(1,16) = 0.01, p = 0.89

Dist F(1,16) = 10.6, p = 0.0049 F(1,16) = 0.23, p = 0.63 F(1,16) = 0.61, p = 0.44

V-P Acc F(1,16) = 0.97, p = 0.34 F(1,16) = 0.97, p = 0.33 F(1,16) = 0.34, p = 0.57

RMSd F(1,16) = 15.3, p = 0.0012 F(1,16) = 0.01, p = 0.91 F(1,16) = 1.41, p = 0.25

ωV F(1,16) = 23.9, p = 16•10−5 F(1,16) = 0.00, p = 0.97 F(1,16) = 0.57, p = 0.46

AMe F(1,16) = 9.16, p = 0.0080 F(1,16) = 0.19, p = 0.67 F(1,16) = 2.91, p = 0.11

Dist F(1,16) = 0.01, p = 0.93 F(1,16) = 0.20, p = 0.65 F(1,16) = 2.49, p = 0.13

V-V Acc F(1,16) = 1.63, p = 0.22 F(1,16) = 0.42, p = 0.52 F(1,16) = 0.86, p = 0.37

RMSd F(1,16) = 0.10, p = 0.76 F(1,16) = 0.07, p = 0.79 F(1,16) = 0.85, p = 0.37

ωV F(1,16) = 2.36, p = 0.14 F(1,16) = 0.25, p = 0.62 F(1,16) = 3.54, p = 0.08

AMe F(1,16) = 10.9, p = 0.0044 F(1,16) = 0.98, p = 0.34 F(1,16) = 2.11, p = 0.16

Dist F(1,16) = 10.7, p = 0.0048 F(1,16) = 0.01, p = 0.92 F(1,16) = 6.93, p = 0.018

P-P Acc F(1,16) = 0.01, p = 0.93 F(1,16) = 4.94, p = 0.04 F(1,16) = 0.04, p = 0.83

RMSd F(1,16) = 0.85, p = 0.37 F(1,16) = 2.89, p = 0.11 F(1,16) = 0.98, p = 0.33

ωV F(1,16) = 0.02, p = 0.89 F(1,16) = 0.71, p = 0.41 F(1,16) = 4.31, p = 0.054

The significant results after the Bonferroni correction (p < 0.05/3) are reported in bold fonts.

Although not statistically significant, the tendency to a
negative correlation in the unimodal visual task reported
in Table 2, is consistent with the model prediction, while
the absence of correlation in the P-P experiment is not.
This could be due to a significant contribution of the motor
noise to RMSd in this task, because both memorization
and response require active hand movements. Motor noise
affects the response variability but not the sensory weight,

thus it might hide an existing correlation between the
variability of motor vector estimation and the sensory
weighting. The potential influence of motor noise is
supported by the fact that the expected correlation seems
to exist for the V-V task, where the motor component should
be irrelevant.

For the V-P task no clear correlation between ωV and RMSd
is to be expected, because, as shown in Equation 5, the sensory
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FIGURE 5 | (A) Subjects’ response variability and (B) visual weight observed
in the Seated and Supine conditions for the cross-modal and the two
uni-modal (visual and proprioceptive) experiments. Vertical whiskers
correspond to 95% confidence intervals. ∗∗ and ∗∗∗ represent p < 0.01/3 and
p < 0.001/3, respectively, and their color represents the experiment to which
they refer.

TABLE 2 | Coefficient of correlation R (and associated p-value) between the
variability, RMSd, and visual dependency, ωV , in the Seated condition of the three
experiments (Exp).

Exp R p

V-P 0.11 0.65

V-V −0.41 0.09

P-P 0.17 0.51

weight theoretically depends only on the noise attributed to
the cross-modal sensory transformations, whilst the response
variability depends also on the subject’s visual and proprioceptive
acuity. Moreover, motor noise could play a role, as in the P-P task.

In order to understand whether between-subject differences
while seated would affect an individual’s performance when
supine, we evaluated the correlation between the individual
performance in the Seated and Supine conditions. As shown in
Figure 6, we evaluated the performance in terms of response
variability, RMSd, and visual weight, ωV .

The top part of Figure 6 shows that the ranking of the
subject in terms of response precision in the Seated condition
tends to be preserved when Supine, but only in the tasks with
relevant proprioceptive and motor components (V-P and P-P).
Consistent with the results of Table 2, this finding suggests
that the individual motor noise contributes to the observed
response variability and tends to be preserved between postures.
The bottom part of Figure 6 show that in the tasks with a
relevant visual component (V-P, V-V), the subjects that are

FIGURE 6 | Inter-individual analyses. For each of the three experiments
cross-modal (left), unimodal visual (middle) and unimodal proprioceptive
(right), individual performance in the Supine condition are shown as a function
of the performance in the Seated condition, in terms of response variability
(top row) and visual dependency (bottom row). Dashed lines correspond to
the identity line. Solid lines correspond to the linear interpolation of the data.
“R” is the coefficient of correlation between the Seated and Supine data and
“p” represents the corresponding statistical significance.

most visuo-(in)dependent when seated, remain the most visuo-
(in)dependent when supine. These correlations suggest that,
although different levels of visual-dependency can be observed
among the subjects, their visual-dependency ranking was not
altered by posture. It follows that the effect of the postural
change in the cross-modal task was quite consistent among all
of participants.

Model Predictions
Figure 7A graphically represents the model predictions
associated with the hypotheses that the lateral neck flexion per
se (Neck1 Hp), the increase of the noise in the neck muscles-
spindles (Neck2 Hp) or the head misalignment with respect to
gravity (Gravity Hp), interferes with the ability to perform cross-
modal transformation (detailed model equations are presented
in Supplementary Material, section 3). Their quantitative
comparison with the experimental results is shown in Figure 7B
in terms of differences between the Seated and Supine condition.
Focusing these predictions on the effect of the postural change
has two main advantages: first, it compensates for a possible role
of individual motor precision or sensory acuity that, as we have
shown above, might increase between-subject variability. Second,
it simplifies the model by allowing a significant reduction of the
number of parameters estimated.

Figure 7B show that the “Neck1 Hp,” which predicts no
changes between Seated and Supine postures for all three, Cross-
Modal, Unimodal Visual and Unimodal Proprioceptive tasks,
is significantly different from the experimental observations
[Hotelling’s test: T2 = 93.0, F(6,12) = 10.9, p = 0.0003]. The “Neck2
Hp” prediction also significantly differs from the experimental
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FIGURE 7 | Model predictions. (A) Graphical representation of the sensory information flow in the Seated (left) and Supine (right) conditions for the cross-modal,
unimodal visual and unimodal proprioceptive experiments. For the cross-modal task the predictions for the Neck1, Neck2, and Gravity hypotheses are represented
separately. For the unimodal visual and proprioceptive tasks, the three hypotheses are identical and thus represented together. The model structures and the
graphical conventions are the same as in Figure 3. In addition, dashed green arrows represent perturbed cross-modal sensory transformations; faded arrows and
circles are associated with a noisy information. For each tested theory the colored rectangular areas include the cross-modal transformations perturbed by the
hypothesized disrupting factor: orange, violet and cyan represent the neck flexion, the neck muscles action against gravity and the head-gravity misalignment,
respectively. Since for the unimodal tasks the three hypotheses are represented together, multicolor areas illustrate the cross-modal transformations affected by
more the one disrupting factor. (B) Comparison between the experimental results and the predictions of the three hypotheses, in terms of modulation of the
response variance (upper panel) and visual weight (lower panel) due to postural change (Supine-Seated). Vertical whiskers represent the 95% confidence interval of
the experimental data. ** and *** represent statistical difference (p < 0.01 and p < 0.001) between the model predictions and the experiments results for each
experiment and each parameter separately. The color of the stars indicates the tested hypothesis.
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observations [Hotelling’s test: T2 = 34.93 F(6,12) = 4.11,
p = 0.017]. Indeed, although this hypothesis appears to better
match the increase of the visual weight when supine, it cannot
account for the increase in response variability; since in the
Supine posture the neck muscles never act against gravity the
model must predict a decrease of the response variability with
respect to task performed with the Seated posture, which require
a neck muscles’ activation during the response phase to support
the tilted head.

“Gravity Hp” appears to well capture the fact that the Supine
posture increases both the response variability and the visual
weight in the cross-modal task only [Hotelling’s test: T2 = 9.65,
F(6,12) = 1.13, p = 0.40]. The matching between the Gravity Hp
prediction and the experimental data is obtained with σ2

N = 812,
which means that the variance associated with the cross-modal
transformation would increase by about 3.5 times when the head
is not aligned with gravity.

Straight-Neck Experiment
To confirm the role of the head-gravity alignment on the visuo-
proprioceptive transformations (experimental results and the
model prediction of Figure 7) the precision and the accuracy
of the subjects’ responses was compared between the Seated
and Supine conditions of a cross-modal task performed without
lateral neck movements. Figure 8 shows that, as for the
main Cross-Modal Experiment, when supine the subjects are
significantly less precise [one-tailed t-test: t(11) = 3.42, p = 0.04]
and less accurate [one-tailed t-test: t(11) = 2.79, p = 0.009]
than when seated.

DISCUSSION

We have performed experiments to try to understand why lateral
neck flexions appear to interfere with the visuo-proprioceptive
transformations used during reaching/grasping movements
(Burns and Blohm, 2010; Tagliabue and McIntyre, 2011, 2014;
Tagliabue et al., 2013). This type of cross-modal transformation
consists of encoding retinal visual signals into a proprioceptive
joint space and, vice-versa, encoding the position/orientation of
the hand sensed through joint proprioception in a visual space.

Our first working hypothesis was that neck flexion might
perturb the sensory information coming from the eye-hand
kinematic chain, which can be used for computing the
cross-modal transformation (Sabes, 2011). The lateral neck
flexion interference could have two main origins: the rarity
of performing eye-hand coordination tasks with such neck
configuration (Neck1 Hp) or degradation of the proprioceptive
neck information due to the muscle effort necessary to sustain
the head’s weight (Neck2 Hp). “Neck1 Hp” is related to
the difficulty of interpreting correctly the “unusual” sensory
signals coming from the flexed neck. As observed for different
tasks, motor performance appears indeed to correlate with the
relative incidence of the type of movement during everyday
life (Howard et al., 2009). “Neck2 Hp” is based on the signal-
dependent nature of noisiness of the neck muscles spindles
(Abedi Khoozani and Blohm, 2018). An alternative hypothesis,

FIGURE 8 | Response errors in the Straight Neck Experiment. Subjects’
response (A) variability and (B) accuracy observed in the Seated and Supine
conditions for the cross-modal task without lateral neck flexions. Vertical
whiskers correspond to 95% confidence intervals. * and ** represent p < 0.05
and p < 0.01, respectively.

one that does not involve the eye-hand kinematic chain, was
that head misalignment with respect to gravity, and not lateral
neck flexion, would mainly interfere with visuo-proprioceptive
transformations (Gravity Hp). This hypothesis is based on the
fundamental role that gravity would have in reciprocal calibration
of the retinal and proprioceptive reference frame (Paillard, 1991).

To test which of these hypotheses better describe the actual
functioning of the human central nervous system (CNS) we
asked volunteers to perform a virtual-reality task requiring cross-
modal transformations, i.e., matching with an unseen hand a
memorized visual target orientation, as to grab it, after a lateral
neck flexion. The subjects performed this task both in a Seated
and Supine position.

The expected effect of changing posture is very different
for the three hypotheses. To try to formalize and quantify
these predictions we applied an optimal theory of multi-sensory
integration to the above-described task. This statistical model,
in which the task is concurrently represented in the visual and
proprioceptive space (Tagliabue and McIntyre, 2008, 2011, 2012,
2013, 2014; McGuire and Sabes, 2009; Tagliabue et al., 2013;
Arnoux et al., 2017; Bernard-Espina et al., 2021) allowed to
compute the effects of changing posture in terms of subjects’
responses variability and in terms of the relative importance given
to the visual and proprioceptive encoding of the information.

The model results show that the “Neck1 Hp” predicts no
significant changes in subject precision nor in sensory weighting,
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because the lateral neck flexion is the same in the two postural
conditions. If the “Neck2 Hp” is correct a decrease of the response
variability and an increase of the importance given to visual
encoding is to be expected, because when supine a special head
support always sustained the head, reducing the neck muscles
activation, and hence the neck proprioceptive noise. The “Gravity
Hp” predicts an increase of both response variability and weight
associated to visual space, because when supine the subject
head is always misaligned with respect to gravity, continuously
perturbing cross-modal transformations. The results of the
“Cross-Modal Experiment” show a significant increase of the
response variability and visual weight when supine, so that
the “Gravity Hp” prediction is the closest to the experimental
observations. With the “Neck-Straight Experiment,” which does
not involve lateral head rotations, we were able to disentangle
even further the role of gravitational afferences from those
generated by neck movements, such as neck muscle spindles and
semi-circular canals signals. The persistence, in this experiment
as in the task with head rotations, of an increase of subject errors
in the supine posture confirms and reinforce the importance of
the gravity-head alignment. Overall, these results clearly support
the hypothesis of a fundamental role of gravity in the ability of
performing cross-modal transformations. More precisely, these
findings are consistent with the idea that a misalignment of
the head with respect to gravity interferes with the ability of
performing cross-modal transformations, that is the encoding a
visual information in the proprioceptive space and vice-versa.

Although the present results support the central role of the
external gravitational reference, a role of the neck and of the
rest of eye-hand kinematic chain, which is associated with an
egocentric processing of the information, should not be fully
discarded. We have indeed already reported evidence supporting
the coexistence of ego- and exo-centric information processes
(Tagliabue and McIntyre, 2012, 2014). Moreover, a role of the
visual vertical in the ability to perform cross-modal sensory
transformations cannot be excluded, as it has been shown
that the vertical direction perception is a highly multisensory
process, with gravity, body and scene information interacting
(Dyde et al., 2006).

The posture effect on the cross-modal transformations
reported here, however, is ascribable to gravitational signals,
because in all used experimental paradigms the head/body axis
information and the visual information contributing to the
vertical perception were identical in the seated and supine
condition and the only factor that changed was the misalignment
with respect to the gravitational vector.

To be able to exclude the hypothesis that the observed
effect of the posture in the cross-modal task could be ascribed
to a degradation of the visual or proprioceptive acuity per
se and not of the sensory transformations, we added two
control experiments in which the subjects performed visual
and proprioceptive tasks not requiring sensory transformations.
The lack of significant differences between the seated and
supine condition in terms of response variability and sensory
weighting in these uni-modal experiments suggests that the
head misalignment with respect to gravity does not significantly
alter the unimodal sensory precision per se, and thus supports

the idea of a specific effect of posture/gravity on the sensory
transformations. The different effect of the posture on the
response precision between the cross-modal and unimodal tasks
is perfectly in line with the results of the orientation reproduction
experiment of McIntyre and Lipshits (2008). They showed indeed
that laterally tilting the whole body of subjects by 22.5◦ clearly
increases their response errors in a cross-modal (haptic-visual)
task, and not so in two unimodal tasks (visual-visual and haptic-
haptic). The consistency with the present results also suggests that
the head tilt effects are independent of the tilt axis (pitch or roll).

In our three first experiments we observed that posture also
influences some features of the average pattern of subjects’
responses. Although our theoretical framework does not provide
predictions on this aspect of the subjects’ performance, it is
interesting to note that the response shifts due to the lateral
neck flexion (Aubert-Müller effect) significantly increased when
supine, in all three experiments. This result suggests that gravity
direction would also contribute to the encoding of the target and
response orientation, no matter the modality of the information.
This is consistent with Darling and Gilchrist (1991) study on
hand orientation reproduction tasks showing that gravitational
information influences the encoding of the hand roll. Similarly,
the disappearance of the oblique effect when the subject’ whole
body is laterally tilted in purely visual (McIntyre et al., 2001)
and cross-modal (McIntyre and Lipshits, 2008) orientation
reproduction tasks was interpreted as an evidence of the use of
gravity as a reference to encode orientation cues. In addition to
its role in perception, gravity was shown to contribute also to
motor encoding, since lateral tilts affected the perception of hand
movements direction (Darling et al., 2008) and the control of eye
saccades (Pelt et al., 2005).

Inter-Individual Differences
The analyses of the between-subjects differences suggest that
the effect of the head-gravity misalignments on cross-modal
transformations is quite robust, since it does not appear to
depend on individual characteristics such as visual dependency
or precision, which can vary significantly between subjects.
The observed inter-subject variability in the Seated condition
also suggests that not all subjects perform optimally, in
the “Maximum Likelihood” sense (Ernst and Banks, 2002),
that is, some subjects sub-optimally combine the visual and
proprioceptive representations of the task. As expected, however,
those subjects who deviate from the theoretical optimal sensory
weighting tends to show larger level of variability.

Lastly, the inter-subject analyses also suggest that the noise of
the motor component of the task, which can be different between
participants, might represent a relevant part of the performance
variability. These observations confirm the rationale of basing
our conclusions on within-subject comparisons.

Vestibular Pathways to Cortical
Networks Involved in
Visuo-Proprioceptive Transformations
The present section aims at discussing whether the behavioral
findings reported here are compatible with the current knowledge
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about the anatomy and physiology of the central nervous
system. First, the brain areas involved in visuo-proprioceptive
transformations will be presented. Second, it will be discussed
how the signals related to head orientation with respect to gravity
might interact with these brain areas and hence with the cross-
modal processing.

The idea that the brain performs cross-modal transformations
is supported by several electrophysiological and brain imaging
studies. For instance, the encoding of visual stimuli in
somatosensory space is consistent with the observation that brain
regions such as the somatosensory areas (S) and Broadman’s
Area 5 (BA5), which are known to encode the hand grasping
configuration and the position of tactile stimulation in the
peripersonal space (Koch and Fuster, 1989; Deshpande et al.,
2008; Lacey et al., 2009), are activated also by visual stimuli
such as images of glossy and rough surfaces, which a have a
strong “tactile content” (Sun et al., 2016), and by images of
familiar manipulable objects (Vingerhoets, 2008). Similarly, the
encoding of haptic/proprioceptive information in visual space
is fully compatible with the finding that the visual area in the
Lateral Occipital Complex, called LOtv, is activated not only
by 3D objects images (Moore and Engel, 2001), but also when
sensing familiar objects with the hand (Deshpande et al., 2008;
Lacey et al., 2009).

A brain area which appears to be a good candidate for
performing cross-modal transformations is the Intra-Parietal
Sulcus (IPS) which has been shown to have neural activation
compatible with the computation of visuo-tactile transformations
in monkey (Avillac et al., 2005) and which is known to be involved
in the visuo-motor transformations performed during grasp
movements (McGuire and Sabes, 2011; Janssen and Scherberger,
2015). Monkey experiments have shown that, in this brain area,
the information can be reencoded from the retinal space to the
somatosensory space, and vice-versa, thanks to recurrent basis
function neural networks (Pouget et al., 2002) which would use
the sensory signals relative to the eye-body kinematic chain to
“connect” the two sensory spaces. In humans, the Anterior part
of IPS is strongly activated when comparing visual to haptic
objects, and vice-versa (Grefkes et al., 2002) or when reaching a
visual target without visual feedback of the hand (Beurze et al.,
2010). Virtual lesions of this area through TMS interfere with
visuo-tactile transformations, but not with uni-modal, visual
and tactile, tasks (Buelte et al., 2008). The planning of cross-
modal tasks, such as reach-and-grasp visual objects with an
unseen hand, also appears affected by TMS of the anterior IPS
(Verhagen et al., 2012).

Focusing on the main finding of the present study, one can ask
through which neural pathway the head-gravity misalignment
can affect the visuo-proprioceptive transformations occurring
in the IPS. At the peripheral level, the information about the
head orientation with respect to gravity is mainly provided by
a complex integration of the signals from different areas of
the otolithic organ (Chartrand et al., 2016) arising from both
the left and right organs (Uchino and Kushiro, 2011). Semi-
circular canal and neck proprioception, which are combined
to otolithic information already at the level of the vestibular
nuclei (Gdowski and McCrea, 2000; Dickman and Angelaki,

2002), can also contribute to the head orientation estimation.
However, since in the Straight Neck Experiment the posture
effect was also observed when no head rotations, nor neck
flexions, occurred, we can conclude that the otolithic signals are
sufficient to affect visuo-proprioceptive transformations. At the
central level, it is known that the vestibular-otolithic information
can reach the parietal cortex through the posterior vestibular
thalamocortical pathway (Hitier et al., 2014; Cullen, 2019).
Specific otolithic afferences have been indeed observed in the
IPS: otolithic stimulations activate neurons of Ventral IPS in
monkeys (Schlack et al., 2002; Chen et al., 2011), with half of the
neurons in this area which receive vestibular inputs (Bremmer,
2005), and human fMRI studies also show IPS activations
resulting from saccular stimulations (Miyamoto et al., 2007;
Schlindwein et al., 2008). Electrical stimulations of the anterior-
IPS have also been reported to elicit linear vestibular sensations in
a patient (Blanke et al., 2000). Since head-gravity misalignment
modulates the otolithic inputs and the otolithic system projects
to the IPS, it is plausible that gravitational information would be
integrated in the recurrent basis-function neural network of this
brain areas (Pouget et al., 2002; Avillac et al., 2005) to “connect”
the visual and the proprioceptive space. As a consequence, it is
reasonable that an alteration of the otolithic gravitational input
due to the head tilt can alter cross-modal transformations.

There are other neural structures involved in motor control,
such as the cerebellum, that receive otolithic inputs (Büttner-
Ennever, 1999), and could therefore contribute to the effect
of the head-gravity misalignment observed here. However, the
predictive functions of the cerebellum (Blakemore and Sirigu,
2003), which is fundamental for the control of rapid movements,
probably plays only a marginal role in the slow, quasi-static,
movements tested here.

Otolithic Signal-Dependent Noise or
Unusualness?
Once we have established that the head-gravity misalignment
affects visuo-proprioceptive transformations and which neural
circuits could be responsible for this phenomenon, the following
question remains open: “How does tilting the head interfere
with the cross-modal sensory processing?” At least two possible
explanations exist: first, the unusualness of performing eye-hand
coordination tasks with the head tilted; second, a possible signal-
dependent increase of the otolithic noise with the head tilt.

Some studies have been able to correctly predict the effect of
tilting the head on subjective vertical experiments by assuming
that the noise of the otolithic signals linearly increases with
the signal amplitude (Vrijer et al., 2008), hence the second
hypothesis appears reasonable. To our knowledge, however,
there are no electrophysiological studies clearly supporting the
signal-dependent modulation of the otolithic noise (Fagerson
and Barmack, 1995; Yu et al., 2012), therefore, the fact that
unusual tilt of the head could interfere with cross-modal
sensory transformations should not be “a priori” discarded.
The “usualness effect” appears consistent with IPS recurrent
neural networks functioning (Pouget et al., 2002) in which
the synaptic weights necessary to perform visuo-proprioceptive
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transformations are learnt through experience. Since the upright
position is largely the most common head orientation in our
everyday life, it is possible that these neural networks become
“optimized” for such head position and significantly less effective
when otolithic afferences signal a head tilt for which we have
a limited experience. A way to test this hypothesis could be to
perform experiments on subjects that are in a tilted position,
or in weightlessness, for a long period of time and see whether
they can learn to perform cross-modal transformations as
effectively as in the upright position, despite the altered or lacking
otolithic signals.

CONCLUSION AND PERSPECTIVES

The results of the present study show the relevant role of
the head-gravity alignment in the ability of performing visuo-
proprioceptive transformations necessary to correctly reach and
grasp objects. This finding suggests that the neural networks
in the parietal cortex involved in the cross-modal processing
of sensory information are more efficient when the otolithic
afferences correspond to an upright head position.

This finding has interesting implications: for instance, the
application of this idea to the clinical field suggests that
vestibular pathologies might perturb not only equilibrium
and eye movements, but also the eye-hand coordination,
which is rarely assessed in these patients. Our findings
might be beneficial also to healthy subjects, in that they can
contribute to the ergonomic principles used when conceiving
a new working station: avoiding visuo-manual tasks when
the operator is tilted would indeed maximize their execution
precision. Finally, there are potential space-related applications:
the astronauts’ eye-hand coordination might be perturbed
in weightlessness, because of the lack of the gravitational
reference used for visuo-proprioceptive transformations. To
prevent potential deterioration of performances in delicate visuo-
manual tasks, as controlling robotic-arms or piloting space
vehicles, specific training performed in “altered” posture could
therefore be beneficial.
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Supplementary Material 

1 Optimality in multisensory integration 

The motor vector ∆ is the weighted sum of the sensory estimates in the visual (∆𝑉𝑉) and proprioceptive 
(∆𝑃𝑃) modality, and its variance is: 

𝜎𝜎∆2 = 𝑊𝑊∆𝑃𝑃
2𝜎𝜎∆𝑃𝑃2 + 𝑊𝑊∆𝑉𝑉

2𝜎𝜎∆𝑉𝑉2 + 2𝑊𝑊∆𝑃𝑃𝑊𝑊∆𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐(∆𝑃𝑃,∆𝑉𝑉) 

where 𝑊𝑊∆𝑃𝑃 + 𝑊𝑊∆𝑉𝑉 = 1. 

(S1) 

According to the Maximum Likelihood Principle (MLP), to minimize the motor vector’s variance 𝜎𝜎∆2, the 
sensory weights 𝑊𝑊∆𝑉𝑉 and 𝑊𝑊∆𝑃𝑃 are the following: 

𝑊𝑊∆𝑉𝑉 = 𝜎𝜎∆𝑃𝑃
2 −𝑐𝑐𝑐𝑐𝑐𝑐(∆𝑉𝑉,∆𝑃𝑃)

𝜎𝜎∆𝑉𝑉
2 +𝜎𝜎∆𝑃𝑃

2 −2𝑐𝑐𝑐𝑐𝑐𝑐(∆𝑉𝑉,∆𝑃𝑃)
  ,  𝑊𝑊∆𝑃𝑃 = 𝜎𝜎∆𝑉𝑉

2 −𝑐𝑐𝑐𝑐𝑐𝑐(∆𝑉𝑉,∆𝑃𝑃)
𝜎𝜎∆𝑉𝑉
2 +𝜎𝜎∆𝑃𝑃

2 −2𝑐𝑐𝑐𝑐𝑐𝑐(∆𝑉𝑉,∆𝑃𝑃)
(S2) 

The optimal solutions for the cross-modal task (V-P), unimodal visual task (V-V) and unimodal 
proprioceptive task (P-P) are described in the Manuscript (equations 5-7). For further details on the 
mathematical procedure, please refer to Supplementary Material of Bernard-Espina et al. (2021). 

2 Predictions for sub-optimal strategies 

For the unimodal tasks, the MLP predicts that a visual weight smaller than 100% in the V-V task, or larger 
than 0% in the P-P task, would correspond to a suboptimal strategy, increasing the variance of the motor 
vector. 

The experimental results suggest that not all subjects used the sensory information in an optimal fashion 
(see Manuscript, section “Analysis of between-subjects differences” in Results). 

2.1 Unimodal visual task (V-V) 

For the V-V task, the variance associated with the visual and proprioceptive representations are the 
following: 

 |      Target |      Hand
𝜎𝜎Δ𝑉𝑉2 = 𝜎𝜎𝑇𝑇𝑉𝑉

2 +𝜎𝜎𝐻𝐻𝑉𝑉
2

𝜎𝜎Δ𝑃𝑃2 = 𝜎𝜎𝑇𝑇𝑉𝑉
2 + 𝜎𝜎𝑉𝑉→𝑃𝑃2 +𝜎𝜎𝐻𝐻𝑉𝑉

2 + 𝜎𝜎𝑉𝑉→𝑃𝑃2

(S3) 
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Since there is no proprioceptive information, the proprioceptive representation of both the target and the 
hand need to be reconstructed from the visual information. Therefore, the covariance between visual and 
proprioceptive representations is: 

𝑐𝑐𝑐𝑐𝑐𝑐(∆𝑃𝑃,∆𝑉𝑉) = 𝜎𝜎𝑇𝑇𝑉𝑉
2 + 𝜎𝜎𝐻𝐻𝑉𝑉

2 = 𝜎𝜎Δ𝑉𝑉2  (S4) 

If we assume a generic, therefore possibly suboptimal, visual weigh W (with 𝑊𝑊 ∈ [0 1]), and replacing 
S3 and S4 in S1, we obtain: 

𝜎𝜎∆2 = 𝜎𝜎∆𝑉𝑉2 + (1 −𝑊𝑊)2(2𝜎𝜎𝑉𝑉→𝑃𝑃2 ) (S5) 

To complete this formulation, we must take into consideration the head tilt occurring during the response 
phase which induces a noise in the cross-modal sensory transformation 𝜎𝜎𝑵𝑵2. Therefore, equation S5 
becomes: 

𝜎𝜎∆2 = 𝜎𝜎∆𝑉𝑉2 + (1 −𝑊𝑊)2(2𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑵𝑵2) (S6) 

It follows that, if W is smaller than the optimal visual weight 𝑊𝑊∆𝑉𝑉 = 1 (equation 6 in the main text), the 
variability of the associated movement vector estimation is larger than the variability of the optimal MLP 
solution 𝜎𝜎∆2 = 𝜎𝜎∆𝑉𝑉2  (Supplementary Figure 1). A negative correlation between W and 𝜎𝜎∆2 is hence to be 
expected. 

2.2 Unimodal proprioceptive task (P-P) 

Similarly, for the P-P task, we obtain the following: 

𝜎𝜎∆2 = 𝜎𝜎∆𝑃𝑃2 + 𝑊𝑊2(2𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑵𝑵2) (S7) 

Therefore, if W is larger than the optimal solution 𝑊𝑊∆𝑉𝑉 = 0 (equation 7 in the main text), the variability 
of the associated movement vector estimation is larger than the variability of the optimal MLP solution 
𝜎𝜎∆2 = 𝜎𝜎∆𝑃𝑃2  (Supplementary Figure 1). A positive correlation between W and 𝜎𝜎∆2 is hence to be expected. 

 

Supplementary Figure 1. Graphical representation of the 
variance value for the unimodal V-V task (see equation S6) and 
P-P task (see equation S7), depending on the visual weight W. 
The minimal variance is observed for the optimal weights, as 
described in the main text (equations 6 and 7). 
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3 Model predictions for the difference between seated and supine postures 

Based on the optimal equations for multi-sensory integration (see equations 5-7 in the Manuscript), we 
present here the equations for the difference between the Supine and Seated posture predicted by the model 
for the movement execution variance, 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 , and for the weight associated with visual representation of 
the task, 𝐷𝐷𝑊𝑊∆𝑉𝑉, for the ‘Neck1’, ‘Neck2’ and ‘Gravity’ hypotheses. 

3.1 Unimodal tasks 

For unimodal tasks (V-V and P-P), since no cross-modal sensory transformations are involved, the 
equations of both movement execution variance and visual weight do not contain 𝜎𝜎𝑁𝑁2 terms representing 
the effect of head tilt and/or neck flexions on sensory transformation. 

V-V: �
𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎𝑇𝑇𝑉𝑉

2 + 𝜎𝜎𝐻𝐻𝑉𝑉
2

𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎𝑇𝑇𝑉𝑉

2 + 𝜎𝜎𝐻𝐻𝑉𝑉
2  (S8) 

P-P: �
𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎𝑇𝑇𝑃𝑃

2 + 𝜎𝜎𝐻𝐻𝑃𝑃
2

𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎𝑇𝑇𝑃𝑃

2 + 𝜎𝜎𝐻𝐻𝑃𝑃
2  (S9) 

It follows that all the three hypotheses predict no effect of posture on the subject performances for both 
unimodal tasks: 

 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 = 0 

𝐷𝐷𝑊𝑊∆𝑉𝑉 = 0 
(S10) 

 

3.2 Cross-modal visuo-proprioceptive task 

For the cross-modal task (V-P), the three hypotheses differ by where the noise (𝜎𝜎𝑁𝑁2) added to the cross-
modal sensory transformations is involved. For simplicity we assume that noise associated with the 
transformations from vision to proprioception of the target information (𝜎𝜎𝑉𝑉→𝑃𝑃2 ) and from proprioception 
to vision of the reaching hand information (𝜎𝜎𝑃𝑃→𝑉𝑉2 ) are characterized by a similar variance. 

𝜎𝜎𝑉𝑉→𝑃𝑃2 = 𝜎𝜎𝑃𝑃→𝑉𝑉2 = 𝜎𝜎𝑇𝑇2 (S11) 

3.2.1 Neck1 hypothesis 

According to Neck1 hypothesis, noise (𝜎𝜎𝑁𝑁2) should be added to the cross-modal sensory transformations 
when the neck is laterally flexed, that is during the response phase (𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2), and not during the target 
memorization (𝜎𝜎𝑉𝑉→𝑃𝑃2 ), and this regardless of the body posture. 
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For the variances, we have: 

�
𝜎𝜎𝑀𝑀𝑀𝑀,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

2 + 𝜎𝜎𝑚𝑚2

𝜎𝜎𝑀𝑀𝑀𝑀,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

2 + 𝜎𝜎𝑚𝑚2
 (S12) 

with: 

⎩
⎪
⎨

⎪
⎧𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

2 = 𝜎𝜎𝑇𝑇𝑉𝑉
2 + 𝜎𝜎𝐻𝐻𝑃𝑃

2 +
𝜎𝜎𝑉𝑉→𝑃𝑃2 (𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2)
𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎𝑇𝑇𝑉𝑉

2 + 𝜎𝜎𝐻𝐻𝑃𝑃
2 +

𝜎𝜎𝑉𝑉→𝑃𝑃2 (𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2)
𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

 (S13) 

Then, 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 = 𝜎𝜎𝑀𝑀𝑀𝑀,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 − 𝜎𝜎𝑀𝑀𝑀𝑀,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

2  is: 

 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 = 0 (S14) 

For the visual weights, we have: 

⎩
⎪
⎨

⎪
⎧𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =

𝜎𝜎𝑉𝑉→𝑃𝑃2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝜎𝜎𝑉𝑉→𝑃𝑃2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

 (S15) 

Then, 𝐷𝐷𝑊𝑊∆𝑉𝑉 = 𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 −𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑖𝑖𝑖𝑖: 

 𝐷𝐷𝑊𝑊∆𝑉𝑉 = 0 (S16) 

The Neck1 hypothesis predicts no difference between postures in terms of variance and visual weight. 

 

3.2.2 Neck2 hypothesis 

According to Neck2 hypothesis, noise (𝜎𝜎𝑁𝑁2) should be added to the cross-modal sensory transformations 
when the neck muscles are active against gravity, that is when the neck is laterally flexed during the 
response phase of the seated condition (𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2). No additional noise is added during the 
memorization phase of the Seated condition (𝜎𝜎𝑉𝑉→𝑃𝑃2 ) and during both task phases in the Supine condition 
(𝜎𝜎𝑉𝑉→𝑃𝑃2  and 𝜎𝜎𝑃𝑃→𝑉𝑉2 ). 
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For the variances, we have: 

⎩
⎪
⎨

⎪
⎧𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

2 = 𝜎𝜎𝑇𝑇𝑉𝑉
2 + 𝜎𝜎𝐻𝐻𝑃𝑃

2 +
𝜎𝜎𝑉𝑉→𝑃𝑃2 (𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2)
𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖𝑖𝑖
2 = 𝜎𝜎𝑇𝑇𝑉𝑉

2 + 𝜎𝜎𝐻𝐻𝑃𝑃
2 +

𝜎𝜎𝑉𝑉→𝑃𝑃2 𝜎𝜎𝑃𝑃→𝑉𝑉2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2

 (S18) 

Therefore, 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 = 𝜎𝜎𝑉𝑉→𝑃𝑃
2 𝜎𝜎𝑃𝑃→𝑉𝑉

2

𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 − 𝜎𝜎𝑉𝑉→𝑃𝑃
2 (𝜎𝜎𝑃𝑃→𝑉𝑉

2 +𝜎𝜎𝑁𝑁
2 )

𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 +𝜎𝜎𝑁𝑁
2  

If we apply S11, we can simplify 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2  as follows: 

 
𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 = −

𝜎𝜎𝑇𝑇2𝜎𝜎𝑁𝑁2

2(2𝜎𝜎𝑇𝑇2 + 𝜎𝜎𝑁𝑁2)
 

(S18) 

 

For the visual weights, we have: 

⎩
⎪
⎨

⎪
⎧𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =

𝜎𝜎𝑉𝑉→𝑃𝑃2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝜎𝜎𝑉𝑉→𝑃𝑃2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2

 (S19) 

Therefore, 𝐷𝐷𝑊𝑊∆𝑉𝑉 = 𝜎𝜎𝑉𝑉→𝑃𝑃
2

𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 − 𝜎𝜎𝑉𝑉→𝑃𝑃
2

𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 +𝜎𝜎𝑁𝑁
2  

If we apply S11, we can simplify 𝐷𝐷𝑊𝑊∆𝑉𝑉 as follows: 

 
𝐷𝐷𝑊𝑊∆𝑉𝑉 =

𝜎𝜎𝑁𝑁2

2(2𝜎𝜎𝑇𝑇2 + 𝜎𝜎𝑁𝑁2)
 

(S20) 

The Neck2 hypothesis predicts for the supine posture a smaller variance, and a larger visual weight, than 
in the seated position. 

3.2.3 Gravity hypothesis 

According to the Gravity hypothesis, noise (𝜎𝜎𝑁𝑁2) should be added to the cross-modal sensory 
transformations when the head is not aligned with the gravity vector, that is when the neck is laterally 
flexed during the response phase in the Seated condition (𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2), and during both task’s phases in 
the Supine condition (𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑁𝑁2 and 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2). No noise is added during the target memorization 
phase in the Seated condition (𝜎𝜎𝑉𝑉→𝑃𝑃2 ). 
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For the variances, we have: 

⎩
⎪
⎨

⎪
⎧𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

2 = 𝜎𝜎𝑇𝑇𝑉𝑉
2 + 𝜎𝜎𝐻𝐻𝑃𝑃

2 +
𝜎𝜎𝑉𝑉→𝑃𝑃2 (𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2)
𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

𝜎𝜎∆,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 = 𝜎𝜎𝑇𝑇𝑉𝑉

2 + 𝜎𝜎𝐻𝐻𝑃𝑃
2 +

(𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑁𝑁2)(𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2)
𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 2𝜎𝜎𝑁𝑁2

 (S21) 

Therefore, 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 = (𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑁𝑁

2 )(𝜎𝜎𝑃𝑃→𝑉𝑉
2 +𝜎𝜎𝑁𝑁

2 )
𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 +2𝜎𝜎𝑁𝑁
2 − 𝜎𝜎𝑉𝑉→𝑃𝑃

2 (𝜎𝜎𝑃𝑃→𝑉𝑉
2 +𝜎𝜎𝑁𝑁

2 )
𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 +𝜎𝜎𝑁𝑁
2  

If we apply S11, we can simplify 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2  as follows: 

 
𝜎𝜎𝑀𝑀𝑀𝑀2 =

𝜎𝜎𝑁𝑁2(𝜎𝜎𝑇𝑇2 + 𝜎𝜎𝑁𝑁2)
2(2𝜎𝜎𝑇𝑇2 + 𝜎𝜎𝑁𝑁2)

 
(S22) 

 

For the visual weights, we have: 

⎩
⎪
⎨

⎪
⎧ 𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =

𝜎𝜎𝑉𝑉→𝑃𝑃2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 𝜎𝜎𝑁𝑁2

𝑊𝑊∆𝑉𝑉,𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑁𝑁2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 + 2𝜎𝜎𝑁𝑁2

 (S23) 

Therefore, 𝐷𝐷𝑊𝑊∆𝑉𝑉 = 𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑁𝑁

2

𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 +2𝜎𝜎𝑁𝑁
2 −

𝜎𝜎𝑉𝑉→𝑃𝑃
2

𝜎𝜎𝑉𝑉→𝑃𝑃
2 +𝜎𝜎𝑃𝑃→𝑉𝑉

2 +𝜎𝜎𝑁𝑁
2  

If we apply S11, we can simplify 𝐷𝐷𝑊𝑊∆𝑉𝑉 as follows: 

 
𝐷𝐷𝑊𝑊∆𝑉𝑉 =

𝜎𝜎𝑁𝑁2

2(2𝜎𝜎𝑇𝑇2 + 𝜎𝜎𝑁𝑁2)
 

(S24) 

The Gravity hypothesis predicts a larger variance, and a larger visual weight, in the supine posture, in 
comparison to the seated posture. 
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4 Fitting experimental data 

4.1 Algorithm 

For fitting our model to the experimental data, we used Matlab® built-in “fmincon” function (R2019b, 
with the Optimization Toolbox) to minimize the l2-norm of the fitting errors, represented by the following 
cost functions, 𝑐𝑐𝑐𝑐1 for the variance, and 𝑐𝑐𝑐𝑐2 for the visual weigh: 

𝑐𝑐𝑐𝑐1 = ∑ (𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 − 𝐷𝐷𝜎𝜎𝑀𝑀𝑀𝑀2 )2𝑛𝑛
𝑖𝑖=1  and 𝑐𝑐𝑐𝑐2 = ∑ (𝐷𝐷𝜔𝜔𝑉𝑉 − 𝐷𝐷𝑊𝑊∆𝑉𝑉)2𝑛𝑛

𝑖𝑖=1  (S25) 

4.2 Independent variables 

In order to avoid data overfitting, the number of independent variables in the model was reduced to one 
(𝜎𝜎𝑁𝑁2): the variance associated to the cross-modal sensory transformations (𝜎𝜎𝑇𝑇2) was computed from 
Tagliabue & McIntyre (2011). 

In Tagliabue & McIntyre (2011), the cross-modal task V-P, as well as the unimodal tasks P-P and V-V, 
were tested with a similar protocol in the seated posture, with the head straight. Using their results, and 
the equations for optimal sensory integration (see main text, equations 5-7), we have: 

⎩
⎪
⎨

⎪
⎧𝜎𝜎∆,𝑉𝑉−𝑃𝑃

2 = 𝜎𝜎𝑇𝑇𝑉𝑉
2 + 𝜎𝜎𝐻𝐻𝑃𝑃

2 +
𝜎𝜎𝑉𝑉→𝑃𝑃2 𝜎𝜎𝑃𝑃→𝑉𝑉2

𝜎𝜎𝑉𝑉→𝑃𝑃2 + 𝜎𝜎𝑃𝑃→𝑉𝑉2 = 33.65

𝜎𝜎∆,𝑉𝑉−𝑉𝑉
2 = 𝜎𝜎𝑇𝑇𝑉𝑉

2 + 𝜎𝜎𝐻𝐻𝑉𝑉
2 = 16.0

𝜎𝜎∆,𝑃𝑃−𝑃𝑃
2 = 𝜎𝜎𝑇𝑇𝑃𝑃

2 + 𝜎𝜎𝐻𝐻𝑃𝑃
2 = 28.1

 (S26) 

For simplicity, we assume: 

𝜎𝜎𝑇𝑇𝑉𝑉
2 = 𝜎𝜎𝐻𝐻𝑉𝑉

2 = 𝜎𝜎𝑉𝑉2 and 𝜎𝜎𝑇𝑇𝑃𝑃
2 = 𝜎𝜎𝐻𝐻𝑃𝑃

2 = 𝜎𝜎𝑃𝑃2 (S27) 

If we apply S11 and S27, the system of equations S26 becomes: 

⎩
⎨

⎧𝜎𝜎𝑉𝑉2 + 𝜎𝜎𝑃𝑃2 +
𝜎𝜎𝑇𝑇2

2
= 33.65

2𝜎𝜎𝑉𝑉2 = 16.0
2𝜎𝜎𝑃𝑃2 = 28.1

 (S28) 

Therefore, we have: 

𝜎𝜎𝑇𝑇2 = 23.2°2 (S29) 
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