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Thesis summaries

Abstract

Many signatures of interest for Standard Model (SM) measurements and for searches of beyond-
SM (BSM) phenomena include at least one b-jet in their final state. For instance, the main decay
of the Higgs boson (H) is to a pair of b-quarks with a SM predicted branching fraction of 58%.
The Higgs boson is the cornerstone particle of the SM as it is responsible for the mass of the other
elementary particles and for the spontaneous symmetry breaking of the electroweak interaction.
H → bb decays are thus essential to probe the quark mass generation mechanism and constrain
BSM theories in the Higgs sector. Moreover, other processes such as top-quark production and
heavy flavour decays of Z boson or of hypothetical new resonances can produce b-jet(s).

This thesis focuses on calibration and physics measurements of processes involving b-jets exploit-
ing proton-proton collisions collected at a center-of-mass-energy of 13 TeV between 2015 and
2018 by the ATLAS experiment at the Large Hadron Collider.

The first aspect of the thesis work concerns the first ATLAS in situ differential calibration of the
energy scale of b-jets, referred to as b-JES. Events with a tt lepton+jets signature are selected and
the b-JES is derived thanks to a new software framework developed for that purpose. The b-JES
measurement has been performed inclusively for b-tagged jets transverse momenta above 20 GeV,
and thanks to the large size of the control sample under study, differentially as a function of the
b-tagged jet transverse momentum between 30 and 500 GeV. The specific b-tagged jet energy cor-
rection in data is consistent with unity, with an uncertainty of 2.5% for the inclusive measurement,
and decreasing from 4% to 1.9% for b-tagged jet transverse momenta increasing between 30 and
500 GeV for the differential measurement. The results have been published in a dedicated ATLAS
conference note and have been presented at the Moriond Electroweak 2022 conference during a
YSF talk session.

The second part of the thesis is about a study of the properties of the Higgs boson. The Higgs-to-
bottom Yukawa coupling, the SM predictions and kinematic properties of Higgs boson production
are probed looking for Higgs bosons produced in association with a weak vector boson (V = W,Z)
and decaying to a pair of b-quarks. The vector bosons are reconstructed through their leptonic
decays. The V (→ leptons)H(→ bb) final state provides the best sensitivity to the measurement of
the V H production cross-section and the H → bb decay rate. Thanks to improved b-jet and c-jet
identification algorithms and other refinements in the analysis procedures such as a more extensive
use of multivariate techniques, an increase of the order of 20% of the sensitivity is expected for the
V H,H → bb analysis with respect to the previous ATLAS publication based on the same data. The
expected precision on the signal strength, defined as the ratio between the observed signal yield
and the corresponding SM prediction, is equal to µH→bb

V H = 1.00+0.15
−0.14. Furthermore, the expected

95% confidence level upper limit on the signal strength of the V H,H → cc process is expected
to be of 16 times the prediction of the Standard Model and is a factor 2 lower than in the previous
published analysis of the same data. A publication of those results is foreseen for early 2023.
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Thesis summaries 6

Résumé

Plusieurs signatures d’intérêts pour des mesures du Modèle Standard (MS) et pour des recherches
de phénomènes au delà du MS incluent au moins un b-jet dans leur état final. Par exemple, la
désintégration principale du boson de Higgs (H) est en paire de quarks-b avec une prédiction, par
le MS, pour le rapport d’embranchement de 58%. Le boson de Higgs est la pierre angulaire du MS
car il est responsable de la masse des autres particules élémentaires et de la brisure spontanée de
symmétrie de l’interaction électrofaible. Les désintégrations H → bb sont donc essentielles pour
tester le mécanisme de création de masse des quarks et pour constraindre les théories au delà du
MS dans le secteur de la physique du Higgs. De plus, d’autres processus comme la production
de paires de quarks-top et les désintégrations du boson Z en saveurs lourdes ou d’hypothétiques
nouvelles résonances peuvent produire un ou des b-jet(s).

Cette thèse se focalise sur la calibration et les mesures physiques des processus impliquant des
b-jets en exploitant des collisions proton-proton collectées à une énergie de 13 TeV dans le centre
de masse entre 2015 et 2018 par l’expérience ATLAS au Grand Collisionneur de Hadrons.

Le premier aspect du travail de thèse porte sur la première calibration différentielle in situ de
l’échelle d’énergie des b-jets au sein d’ATLAS, appelée b-JES. Les événements présentant les
caratéristiques des processus tt lepton+jets sont sélectionnés et la b-JES est obtenue grâce à un
nouveau programme développé à cet effet. La b-JES a été mesurée de manière inclusive pour des
jets b-étiquetés dont l’impulsion transverse est supérieure à 20 GeV, et également, grâce à la taille
importante de l’échantillon de contrôle, en fonction de l’impulsion transverse des jets b-étiquetés
entre 30 et 500 GeV. La correction spécifique pour l’échelle d’énergie des jets b-étiquetés est en
adéquation avec l’unité, l’incertitude associée à la mesure inclusive est de 2.5%, et décroît de 4%
à 1.9% pour des jets b-étiquetés dont l’impulsion transverse croît entre 30 et 500 GeV pour la
mesure différentielle. Les résultats ont été publiés dans une note de conférence d’ATLAS et ont
été présentés à la conférence Électrofaible de Moriond 2022 pendant une session YSF.

La seconde partie de la thèse est dédiée à l’étude des propriétés du boson de Higgs. Le couplage
de Yukawa du Higgs avec le quark-bottom, les prédictions du MS et les propriétés cinématiques
de la production du boson de Higgs sont investigués par le biais de la recherche de bosons de
Higgs produits en association avec un boson vecteur de l’interaction faible (V = W,Z) et se
désintégrant en une paire de quarks-b. Les bosons vecteurs sont reconstuits par le biais de leur
désintégration leptonique. L’état final V (→ leptons)H(→ bb) offre la meilleure sensibilité pour la
mesure de la section efficace de la production V H et du rapport d’embranchement H → bb. Grâce
à l’amélioration des algorithmes d’identification des jets-b et jets-c, une augmentation de 20% de la
sensibilité est attendue pour l’analyse V H,H → bb par rapport à la précédente publication basée
sur les mêmes données. La précision attendue pour la force du signal, définie comme le ratio entre
le signal observé et celui prédit par le MS, est égal à µH→bb

V H = 1.00+0.15
−0.14. Par ailleurs, le niveau de

confiance à 95% attendu pour la limite supérieure de la force du signal du processus V H,H → cc
est 16 fois la prédiction du Modèle Standard et est un facteur 2 inférieur à la précédente analyse
publiée pour les mêmes données. Une publication de ces résultats est prévue pour début 2023.
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Introduction

The Standard Model (SM) of elementary particles is a theory that describes three of the four fun-
damental interactions in Nature: the weak, the electromagnetic and the strong forces respectively
mediated by the weak vector bosons (V = W±, Z0), the photon (γ) and the gluons (g). The gravi-
tational force is the only interaction not described by that theory.

Within the Standard Model, a key role is played by the Higgs field, which is responsible for the
spontaneous symmetry breaking between the electromagnetic and weak interactions and for the
origin of the masses of the elementary particles. For this reason, since its theoretical prediction in
1964, the Higgs boson - i.e. the quantum excitation of the Higgs field - has been searched for by
many experiments.

In 2012, the ATLAS and CMS collaborations announced the observation a particle [1, 2] with
a measured mass mH = 125 GeV presenting the expected characteristics of the Higgs boson
as predicted by the Higgs mechanism. Such discovery has been one of the main reason of the
construction of the Large Hadron Collider (LHC) as the Higgs boson was a missing part of the SM
and is an essential particle of this theory.

Since then, ATLAS and CMS observed several of the Higgs production modes (gluon-gluon fusion,
vector-boson fusion, associated production with aW,Z boson or a tt pair) and decay modes (H →
γγ, ZZ,W+W−, bb, τ+τ−) predicted by the SM. Those two collaborations have now entered a
precision measurement era were the Higgs properties are measured in the context for instance
of differential or simplified template cross-section (STXS) approaches or reinterpreted with an
effective field theory (EFT). The Higgs boson could for instance be a portal for discovering physics
phenomena beyond the SM (BSM) or dark matter candidates as in case of massive dark particles,
they should strongly couple with the Higgs and would induce deviations from the SM predictions.
Thus, precise Higgs measurements allow constraining BSM theories. Probing possible deviations
from the SM especially in high energy regime is essential as some hints indicate that the SM could
be a low energy limit of a broader theory.

In 2018, the main decay mode of the Higgs (H → bb) to a pair of b-quarks, which has a branching
fraction of 58%, was observed both by ATLAS and CMS [3, 4]. Such observation was made
possible thanks to the so called Higgs-strahlung mechanism (denoted V H) where a Higgs boson
is produced in association with a weak vector boson (V = W,Z) in particular targeting leptonic
decays of the vector boson (Z → νν̄,W → lν and Z → l+l− with l = e, µ) respectively classified
in the 0-, 1- and 2-(charged) lepton channels. Such production mode, despite its low cross-section
allows for a significant reduction of the multijet background, and hence benefit from an increase
of the signal to background ratio compared to the gluon-gluon fusion (ggF), vector boson fusion
(VBF) and ttH mechanisms. As a result, the V H, V → leptons production mode offers the best
inclusive sensitivity to H → bb and H → cc decay modes to date.

For a H → bb decay, depending on the energy of the Higgs boson, the two b-hadrons can either
be reconstructed as two small-radius jets for low energy-Higgs bosons known as the resolved
topology or captured in a single large-radius jet for high-energy Higgs bosons referred to as boosted
topology.

The two previous ATLAS V H publications were a resolved-boosted V H,H → bb combination [5],
and a resolved V H,H → bb and V H,H → cc analyses combination [6]. During my thesis, I con-
tributed to the activities of the ATLAS V H,H → bb/cc analysis team, working on a “legacy”
publication of a joint measurement of the V H,H → bb (resolved and boosted topologies) and the
V H,H → cc (resolved topology only) processes with the full Run 2 ATLAS dataset. This analysis
comes with major updates and changes with respect to the previous publications, in particular the
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multivariate analysis (MVA) approach has been extended to the boosted V H,H → bb and the re-
solved V H,H → cc analyses. Moreover, the b-tagging (respectively and c-tagging) performances
have been improved thanks to the use of more advanced deep-learning algorithms with better light-
and c-jet (respectively light- and b-jet) tagging rejections. A significant improvement in the sen-
sitivity to the V H,H → bb/cc processes is thus expected. The expected results of the current
state-of-the-art of this analysis, which is still being optimized by means of a “blind-analysis” pro-
cedure, will be extensively presented. The unblinding of the data and the publication of the results
are foreseen in early 2023.

Personal contributions

In this thesis, when relevant, the details of my personal contributions are reminded at the beginning
of the chapters. All figures, schemes and tables which are not mentioning a reference in their
caption, such as “taken from Ref. . . ”, have been produced by myself.

My main personal contributions are related to the physics of b-jets which is the guideline of this
entire thesis.

The first aspect of this thesis, concerns the in situ calibration of the b-jet energy scale referred to
as the b-JES which is a residual correction on the energy of b-jets applied only in data. Currently,
the in situ jet energy calibration in ATLAS is flavour-inclusive even though the energy response of
b-jets and the radiation pattern of their showers are expected to be different from the light-, c- and
gluon initiated jets since the mass of b-quarks is larger. As a result, ATLAS prescribes an additional
uncertainty to b-jets based on differences in response between different simulated samples to cover
possible differences between the modelling of the response of b-jets, but no measurement of such
energy scale has been performed with data to date.

During my PhD, and in particular in the first half of the three years of the thesis work, I performed a
feasibility study, where for the first time, a b-JES inclusive and differential measurement in data ex-
ploiting events with a tt lepton+jets signature is carried out. This novel and never performed study
is entirely based on my work since I implemented ex nihilo the dedicated framework to achieve
such measurements. In addition, the results I have obtained, have been published in a dedicated
ATLAS conference note [7] and I have presented [8, 9] them at the Moriond 2022 Electroweak
Interactions & Unified Theories conference [10] during a Young Scientist Forum (YSF) session.
This work allowed me to fully qualify as an author of the ATLAS publications.

The second aspect of this manuscript, concerns the study of the Higgs boson decay to a pair of
b-quarks in the V H production mode looking for leptonic decays of the vector boson. Since a
bit more than 2 years now, I am involved in the ATLAS V H,H → bb/cc Legacy Run 2 analysis.

My work was focused on the V H,H → bb analysis. In particular, I took part in the multivariate
analysis (MVA) studies since this approach enables to enhance the signal sensitivity and thus plays
a leading role. In the 0-lepton channel, for the resolved topology, I was in charge of the optimization
of the multivariate discriminant (hyperparameters of the training procedure and choice of the input
variables) used to separate signal from background after the event selection. A new training, with
respect to that of the multivariate discriminant used in the previous publications, was needed in
order to fully exploit the improvements in sensitivity provided by the updated b-tagging and jet
reconstruction algorithms.

For the 1-lepton channel, I performed an optimization study for the combination of the resolved
and boosted topologies exploring more complex strategies than previously probed. This study was
of high interest since for the first time the MVA approach was used for the boosted topology.

I am also one of the three main editors of an ATLAS internal note which documents all the MVA
studies performed for the V H,H → bb/cc Legacy Run 2 publication. This internal note is a
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major update with respect to the previous round since the MVA is now used in all regions of the
V H,H → bb/cc analysis.

From a technical point of view, since a bit more than one year (October 2021), I am the respon-
sible for the analysis framework of the ATLAS V H(bb/cc) group. That code is a central part
of the workflow since it is producing the inputs needed for fits and multivariate analysis studies:
it is thus used on a daily basis by several persons. In that context, I was part of the V H(bb/cc)
coordination team that takes the important decisions concerning the analysis. Since two years, I
have been one of the main code developer and have been deeply involved in developing new func-
tionalities, implementing analysis related updates, improving and keeping up to date the code and
its documentation in order to provide a tutorial for beginners but also for much more advanced
usage of the framework, I took care of the CI/CD pipelines, helped other persons of the group on
feature implementations, providing advice, code debugging tips and so on. I was also one of the
main reviewer of the code and was in charge of releasing “reference” versions of the code for our
group.

I have also strongly participated in the improvement effort of the analysis workflow, enhancing its
stability to transient errors, automatizing steps such as the summation of outputs, the verifications
of outputs and very recently implementing the submission of jobs to the grid which should in
principle help our group to get results more quickly. Moreover, some of the developments that I
made were not only useful to our group, as part of our framework is shared among several Higgs
analyses and thus can benefit to other ATLAS groups. Some of the key improvements included
have been a reduction by a factor of two of the size of the output files thanks to a more clever way
to store information and also identifying two critical bugs in the ATLAS analysis software and in
ROOT [11, 12] that improved the efficiency and stability of the analysis code, such as a reduction
by an order of magnitude of the time taken by the summation of outputs which was one of the most
time-consuming steps of the analysis chain.

Structure of the thesis

This thesis is organized as follows. Chapter 1 presents the theoretical framework relevant for the
content of this thesis in particular related to the Higgs physics. In Chapter 2, an overview of the
LHC and a detailed description of the ATLAS detector are provided. The reconstruction and iden-
tification of the different objects with the ATLAS detector is then explained in Chapter 3 with an
emphasis for objects of interest for this thesis (tracks, leptons and jets). A feasibility study of the
b-JES inclusive and differential measurement with tt lepton+jets events is discussed in Chapter 4.
Chapter 5 is a general presentation of the V H,H → bb and V H,H → cc analyses with a spe-
cial attention on V H,H → bb since my work was mainly focused on this channel. The expected
results based on the full ATLAS Run 2 dataset and the latest ATLAS improvements are shown in
that chapter. A study that I carried out about the jet mass scale calibration of small radius jets in the
V H,H → bb resolved topology is also presented in this chapter. Chapter 6, is dedicated to MVA
studies for the V H,H → bb analysis that I performed for the analysis concerning the boosted
decision tree training in the 0-lepton channel for the resolved topology and an optimization of the
resolved and boosted V H,H → bb topology combination strategy in the 1-lepton channel.
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The Standard Model (SM) of particle physics is currently the theory describing the interactions,
the characteristics and properties of the elementary particles known to date. It formalizes, with a
Lagrangian approach, three of the four fundamental interactions: the electromagnetic, the strong
and the weak forces. This theory also allows to explain the origin of the mass of particles due
to their coupling to the Higgs boson which is the result of the quantum excitation of the Higgs
field. The SM predictions have been intensively and precisely probed experimentally since several
decades at colliders including for instance particle discoveries such as the Z and W bosons [13–
15] by the UA1 and UA2 experiments at the Super Proton Synchrotron, the top quark [16, 17] at
the Tevatron by the CDF and DØ experiments and more recently the Higgs boson [1, 2] by the
ATLAS and CMS collaborations with the Large Hadron Collider (LHC).

Despite its highly predictive power, some hints (such as for instance the presence of dark matter in
the Universe) indicate that the SM could be an approximation of a more fundamental theory. This
led to the development of many alternatives or extensions referred to as Beyond Standard Model
(BSM) theories though no experimental evidence is currently favoring one of them nor significant
deviations from the SM predictions are observed. Higgs related measurements are an important
aspect to probe the SM as for instance dark matter candidates could be heavy particles and thus
would strongly couple with the Higgs leading to potential deviations of the SM predictions that
could be observed in direct or indirect measurements.
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This chapter first describes the SM in Section 1.1 while focusing in particular on the Higgs mech-
anism in Section 1.2. It then explains, in Section 1.3, why higher order corrections for SM pre-
dictions are important to properly predict and simulate experimental results. The Section 1.4 is
highlighting some methods used to probe the SM predictions such as performing cross-sections
measurements with the simplified template cross-section approach or reinterpreting experimental
results in the context of an effective field theory. The Section 1.5 details how the SM Lagrangian
can be used to predict experimental results and the different steps needed to obtain a Monte Carlo
event simulation. The Section 1.6 presents some Higgs boson measurements performed at the LHC.
Finally, the Section 1.7 emphasizes the main limitations of the SM.

1.1 The Standard Model

The fundamental components of the Universe which are presented in Figure 1.1 are called elemen-
tary particles and can be divided in two categories, the matter and forces components.

➢ The matter components are composed of 12 spin-1/2 particles referred to as fermions di-
vided into three generations (also called families) with increasing masses. Each family in-
cludes a negatively charged lepton (e−, µ−, τ−) and their corresponding neutrino (neutral lep-
ton) (νe, νµ, ντ ). The generations are completed with up (u, c, t) and down (d, s, b) type-quarks
which are respectively carrying a fractional electric charge of +2/3 and −1/3. There exist three
replicas of each quark that differ by their color charge (R,G,B) corresponding to red, green
and blue. The colour charge is a property of the strong interaction formalized by the quantum
chromodynamics (QCD) described later in this section. For every matter particle, it exists an
antimatter one with all opposite sign charges.

➢ The force components: particles interact thanks to spin-1 vector bosons referred to as medi-
ators of the interactions or force carriers. The electromagnetic interaction is mediated by the
photon (γ, electrically neutral and massless particle), the strong interaction by the gluon (g,
neutral massless particle), while the electroweak interaction by 3 massive bosons: the Z0 boson
which is electrically neutral and the W± bosons which carry a ±1 electric charge. The Higgs
boson is the only spin-0 (hence scalar) boson. This neutral massive particle enables to explain
the mass of the other elementary particles as presented in the Section 1.2.

The charged leptons are interacting via the electromagnetic and weak forces while neutrinos are
only involved in weak interactions as they are electrically neutral. As leptons do not carry a colour
charge, they do not interact via the strong interaction. Both the muons and the tau leptons are
unstable particles with respective lifetimes of 2.2 µs and 290 fs [18], and thus decay into lighter
particles. The mass of the neutrinos from the three families and their ordering remains unknown
however the observation of neutrino oscillations proved that they are massive particles as predicted
by Bruno Pontecorvo [19]. The most stringent limit to date was obtained by the KATRIN collabo-
ration which determined that mν < 0.8 eV with a 90% confidence level [20] thanks to studies of
the tritium β-decay spectrum. The neutrino flavour eigenstates are related to the mass eigenstates
by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [21].

The quarks are the only particles that interact though all three forces. The quark flavour is con-
served by the strong and electromagnetic interactions while it is violated for the weak interaction,
more precisely it is violated in weak charged current processes i.e. mediated by the W boson
whereas for weak neutral current decays, i.e. mediated by a Z boson, the flavour is conserved.
The Cabibbo-Kobayashi-Maskawa (CKM) matrix [22, 23] relates the transition between the mass
eigenstates and the weak interaction eigenstates. This CKM matrix is a complex unitary matrix
basically providing the probability of a transition between two quarks when the mediator is a W
boson: probability which is proportional to

∣∣∣Vqq
′

∣∣∣2. This probability is the highest for quarks of the
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same family e.g. |Vud| ≈ |Vcs| ≈ |Vtb| ≈ 1 while it largely decreases, as summarized in Figure 1.2,
for quarks not from the same family. The transition probability is the smallest between the first
and third families as for instance |Vtd| ≈ 0.0085 ≈ λ3 [24] with λ ≈ 0.226 being one of the
four Wolfenstein parameters, parameters that fully describe the CKM matrix. Due to its large mass
(mt ≈ 172.5 GeV) and weak coupling, the top quark decay time is of the order of 5 × 10−25 s
which is around 20 times shorter than the time needed for hadronization. As a result, top quarks do
not form bound states and always decay to other quarks, predominantly to b-quarks (t → W+b) as
|Vtb| ≈ 0.999 [24].

Concerning the characteristics of the fundamental interactions, the electromagnetic and (low en-
ergy) weak interaction strengths are respectively a factor 10−2 and 10−13 smaller compared to the
strong interaction. The typical lifetime of particles that decay through strong interaction is of the
order of 10−23 to 10−20 s, is ranging from 10−20 to 10−15 s for the electromagnetic interaction and
is spanning over 15 orders of magnitude for the weak interaction as the typical lifetime of B and
D mesons is of the order of 10−12 s while the neutron lifetime is 878s [18]. Finally, the range of the
strong interaction is typically 1 fm for the strong interaction, it is 10−3 fm for the weak interaction
(smaller than the proton scale) and is infinite for the electromagnetic interaction.
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Figure 1.1: (a) Elementary particles known to date as described by the Standard Model along with their
properties and (b) known interactions between them: closed loops symbolize a particle self interaction (taken

from Refs. [25, 26]).
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1.1.1 Quantum field theory and Standard Model Lagrangian

The SM is based on a renormalizable quantum field theory (QFT) i.e. particles are treated as ex-
cited states of their underlying quantum fields, quantum fields which are defined as the minimum
(Equation (1.1.4)) of a (density) Lagrangian associated to a particle. Fields are basically operators
that create or destroy particles.

More precisely, the treatment of a discrete system of particles depending on n generalized coor-
dinates qi can be transformed to a continuous system by replacing the Lagrangian (L) with its
Lagrangian density (L) [27]:

L

(
qi,
dqi

dt

)
→ L

(
ϕi, ∂µϕi

)
, (1.1.1)

with ϕi = ϕi(t,x) the continuous fields depending on space and time that replace the generalized
coordinates qi, and

∂µϕi := ∂ϕi

∂xµ (1.1.2)

the derivative of those fields with respect to space or time coordinates (µ = 0, 1, 2, 3). The La-
grangian can be retrieved from the spatial integral of the density Lagrangian:

L =
∫

L d3x. (1.1.3)

Following the least action principle, the Euler-Lagrange equation (left-hand side of the equation
below) for the Lagrangian is equivalent for the Lagrangian density to the right-hand side of the
equation implying constraints on each continuous field ϕi

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi

= 0 ⇔ ∂µ

(
∂L

∂(∂µϕi)

)
− ∂L
∂ϕi

= 0. (1.1.4)

For simplicity, in the following, the Lagrangian always refers to the density Lagrangian.

For a quantum field theory, the invariance properties of the Lagrangian under a group of continu-
ous local transformations are called local gauge transformations or gauge symmetries. Such gauge
invariance implies that the physics of the system considered remain the same under such transfor-
mation. From Noether’s theorem [28, 29] it follows that a physical quantity is conserved for each
local gauge symmetry and vice-versa, for every physical quantity conserved in a system, there ex-
ists an associated local gauge symmetry. For instance, if the Lagrangian is respectively invariant
under translation in space it translates into momentum conservation of the system, the rotation
in space invariance is associated to the kinetic momentum conservation, the time translation in-
variance to the energy conservation, and if under a change of phase of the system the Lagrangian
remains unchanged, then it implies that the electric charge is conserved.

The SM Lagrangian (LSM) can be expressed as a sum of different terms:

LSM = LEW + LQCD + LYukawa + LHiggs, (1.1.5)

where LEW is the Lagrangian associated to the electroweak (EW) interactions i.e. the combination
of the electromagnetic and the weak interactions, LQCD is for the strong interaction and finally
LYukawa + LHiggs are related to the Higgs mechanism. Each of those terms is going to be discussed
in the coming sections. The SM theory is based on the

SU(3)C × SU(2)L × U(1)Y

symmetry group with SU(3)C the group of 3-dimensional rotations in the colour space associated
to the colour symmetry of the strong interaction, and SU(2)L ×U(1)Y are associated to the conser-
vation of the weak isospin (T ) and hypercharge (Y ) for the EW interaction, quantities which are
reported for the elementary particles in Figure 1.1a (T3 is the third component of the weak isospin).
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Let’s define a simple example that will be useful to understand the following sections. For all spin-
1/2 massive particles for which parity is a symmetry, such as fermions, the Dirac equation [30]
describes their behaviour for the relativistic QFT:

(�p−m)ψ(x) = 0, (1.1.6)

with x = (t,x) the spacetime coordinates of the particle, m its mass, �p is the Feynman notation
equal to �p := pµγ

µ = i∂µγ
µ adopting the Einstein summation notation, ψ the (four components

complex) Dirac spinor of the particle (i.e. its wavefunction) and γµ the Dirac matrices [27]. By
definition for aµ, bν both contravariant vectors then aµbµ := aµb

µ = gµνa
µbν with the diagonal

tensor matrix gµν = diag(−1, 1, 1, 1) and�a := aµγ
µ = aµγµ. This equation corresponds to the

motion of a free non-interacting particle and is the generalization of the Schrödinger equation as it
takes into account relativistic effects. It can be derived as the equation of motion corresponding to
the following Lagrangian:

L = ψ̄(�p−m)ψ. (1.1.7)

1.1.2 Quantum electrodynamics

The simple example of the free moving particle from the Dirac Equation (1.1.6) and the corre-
sponding Dirac Lagrangian Equation (1.1.7) can be refined in a more realistic scenario to obtain
the Lagrangian of the EM interaction involving charged fermions and electromagnetic fields. It
can be expressed as the sum of the Dirac Lagrangian and an EM term that are equivalent to the
Maxwell equations [31]:

LEM = ψ̄(�p−m)ψ − 1
4FµνF

µν , (1.1.8)

with Fµν := ∂µAν −∂νAµ the EM field strength tensor. The term involving the tensor ψ correspond
to the non-interacting spin-1/2 charged fermion while Aµ represents the spin-1 EM carrier (the
photon) with FµνF

µν being the kinetic energy term for the photon. It is possible to show that LEM
is invariant under the global continuous symmetry:

ψ(x) → ψ′(x) = eiαψ(x), (1.1.9)

where α is a constant phase. This symmetry can be transformed to a local symmetry performing
the U(1)Q transformation

ψ(x) → ψ′(x) = eiqα(x)ψ(x), (1.1.10)
with q the charge of the fermion (q = − |e| for an electron) and in that case the phase α(x) is
local i.e. it can be different at all points in spacetime. To preserve the gauge invariance of the
EM Lagrangian from Equation (1.1.8), the derivative of the Dirac term must be replaced by the
covariant derivative (Dµ) defined as follows:

∂µ → Dµ := ∂µ + iqAµ, (1.1.11)

and
Aµ → A′

µ = Aµ − ∂µα, (1.1.12)
which leads to the quantum electrodynamics (QED) Lagrangian [27]:

LQED = ψ̄(�p−m)ψ − 1
4FµνF

µν − qψ̄��Aψ = LEM − qψ̄��Aψ., (1.1.13)

This Lagrangian contains the EM Lagrangian term where particles are free and an additional term
coming from the covariant derivative which encodes the interaction between two Dirac spinors i.e.
two fermions and a photon. It can be interpreted in terms of Feynman diagrams with a vertex and
a propagator [32], and it formalizes the EM interactions, the coupling strength of the interaction
being the charge q.
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1.1.3 Quantum chromodynamics

The quantum chromodynamics is a non-abelian1 gauge theory that describes the strong interaction.
It allows to explain the observed spectrum of hadrons and was developed after the quark model. The
QCD theory is based on a SU(3) gauge symmetry associated to the colour charge conservation (red,
green, blue) for strong interaction processes. The associated local SU(3)C phase transformation
is [27, 33]

ψ(x) → ψ′(x) = eigSα(x)·Tψ(x), (1.1.14)
with gS the strong interaction coupling constant, T the eight generators of the SU(3) symmetry
group which are related to the Gell-Mann matrices by T a = λa/2 (a = 1, . . . , 8) and αa(x)
are eight functions of the spacetime coordinate x. Since SU(3) is represented by 3 × 3 matrices,
the wavefunction ψ must now include the 3 charge color degrees of freedom. The local phase
transformation from Equation (1.1.14) corresponds to a rotation in the colour space around an axis
whose direction is different for every point in spacetime.

The associated QCD Lagrangian for quarks of mass mq can be written as:

LQCD = −1
4G

a
µνG

µν
a +

∑
q

ψ̄qj(i��D −mqδjk)ψqk, (1.1.15)

with

Dµ := ∂µδjk + igS(TaA
a
µ)jk, (1.1.16)

Ga
µν := ∂µA

a
ν − ∂νA

a
µ + gSf

abcAb
µA

c
ν , (1.1.17)

and ψqk is the Dirac spinor associated to the quark q, k represents its colour charge, δjk is the
function imposing the colour charge to be conserved in the free propagation of quarks (this function
is implied in Equation (1.1.15)), Dµ is the covariant derivative, Aa are the gluon fields and fabc

represents the structure constant of the SU(3) group (a, b and c are index running from 1 to 8 and
correspond to different color states of the gluons). As a result only quarks carrying a colour charge
interact via the strong force through the exchange of gluons.

Ga
µνG

µν
a is the kinetic term of the gluons. When expanded using the Ga

µν definition from Equa-
tion (1.1.17), 3 terms appear in the Ga

µνG
µν
a product which are respectively interpreted as the free

propagation of gluons, the three gluon self-interaction vertex and the four gluon interaction vertex
also referred to as trilinear and quartic self interactions. This is a main difference with respect to
QED: unlike photons, gluons can interact with themselves.

Therefore, there are in total 8 gluons which are massless colour charged particles. For short dis-
tances (equivalently high energies E ≫ ΛQCD ≈ 200 MeV), interactions between quarks and
gluons are small and the particles can be considered as asymptotically free: it is the perturbative
regime. In that case, the prediction of the QCD Lagrangian from Equation (1.1.15) can be treated
with a perturbative approach i.e. thanks to approximations which are referred to as perturbative
QCD (pQCD). However, for lower energies the interaction between partons largely increases and
cannot be treated with the pQCD as the coupling between quarks (and gluons) becomes large: this
principle is called the confinement of quarks and gluon hence explaining that quarks are never
observed alone and are indeed confined inside hadrons (either mesons or baryons respectively
composed of two and three valence quarks and/or antiquarks) that are colourless combinations of
quarks and antiquarks. In that regime, the potential energy between quarks is proportional to their
distance. At some point, as the separation between them increases, the potential energy reaches
the pair of quark-antiquark (and gluons) production threshold. Such pair is hence created and form
new hadrons from their combination with the initial quarks as schematized in Figure 1.3. Such
combination process is called the hadronization and is the reason why only jets are observed at
1. A non-abelian gauge symmetry group is a group for which gauge transformations do not commute
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colliders instead of single hadron particles as at high energy hadrons fragment into several less
energetic hadrons and so on forming a collimated stream of hadrons.

u d̄ u d̄ u d̄ d d̄

Figure 1.3: Scheme of a quark-antiquark splitting forming two new hadrons thanks to a quark-antiquark
pair creation. This representation is called the Lund string model where the interactions (via strong force
mediated by gluons) are symbolized by flux tubes. As the separation between the initial quarks increases
(middle scheme), the potential energy increases and eventually reaches the quark-antiquark pair creation

threshold.

1.1.4 Electroweak unification

A common theory for the electromagnetic and weak interactions, referred to as electroweak unifica-
tion, was formalized by Sheldon Glashow, Steven Weinberg and Abdus Salam [34–36] (also known
as the GWS model). It is based on the local SU(2)L × U(1)Y gauge symmetry. The electroweak
unification allows to describe the two different types of weak interaction which are respectively
the charged current interactions such as, for instance, β decays and are mediated by the (charged)
W± bosons while on the other hand the neutral current interactions are mediated by the (neutral)
Z boson. Flavour violation only occurs for charged current interactions while neutral current inter-
action were observed to conserve this quantity which led to postulate the existence of 2 different
bosons.

Experimentally the weak interaction is found to be strongly dependent on the chirality of particles.
Particles can either be left- or right-handed. For massless (or ultra-relativistic i.e.E ≫ m) particles
the chirality is equivalent to the helicity which is the sign of the projection of the spin vector on
the momentum vector of the particle: right helicity is positive while left helicity is negative. It was
observed that the weak charged current interaction, i.e. interactions with a W boson, only couples
left-handed particles to right-handed antiparticles. The left-handed fermions are grouped in weak
isospin 1/2 doublets e.g. νe

e−


L

,

u
d


L

,

while the right-handed particles form singlets. On the other hand, the weak neutral current inter-
actions, i.e. with a Z boson, couple both left-handed and right-handed particles. It was also found
that the weak interaction preserves the weak isospin (T ) and the weak hypercharge (Y ) which are
related to the electric charge (Q) by the Gell-Mann-Nishijima formula [37, 38]:

Y = 2(Q− T3), (1.1.18)

with T3 the third component of the weak isospin.

Since the two quantities Y and T are conserved it follows from the Noether’s theorem that there
exists 2 gauge symmetries in the Lagrangian describing the electroweak unification [33, 39]. The
SU(2) transformation associated to the weak charged current interaction is related to a weak
isospin rotation

ψ(x) → ψ′(x) = eigα(x)·Tψ(x), (1.1.19)
where g is the W boson coupling constant, α(x) = (α1(x), α2(x), α3(x)) is a vector of three real
parameters, and T = σ/2 with σ = (σ1, σ2, σ3) the vector of Pauli matrices. The local gauge



27 1.1 The Standard Model

invariance requirement can only be satisfied introducing three gauge fields, W k
µ with k = 1, 2, 3

corresponding to three gauge bosons denoted W 1, W 2 and W 3. Since the three generators (T ) of
SU(2) are 2 × 2 matrices, the wavefunction ψ should have 2 components. ψ(x) is thus a complex
scalar of SU(2) referred to as the weak isospin doublet

ψ(x) =
ψ1(x)
ψ2(x)

 , (1.1.20)

with (ψ1(x), ψ2(x)) ∈ C2. Moreover, as the weak charged current interaction couples together
different fermions (due to the observed flavour violation), the weak isospin doublet should be
composed of different flavours that are differing by one unit in terms of electric charge since the
interaction mediator is a W± boson. As a result, ψ(x) = (νe(x), e−(x)) for instance and the
gauge transformation from Equation (1.1.19) should only affect left-handed particles and right-
handed antiparticles to respect the experimental observations. This explains the notation SU(2)L

as right-handed particles and left-handed antiparticles are placed in singlets with T = 0 i.e. they
are unaffected by the SU(2) transformation and do not couple to the W boson.

The charged current can then be expressed as a linear combination ofW 1
µ ,W 2

µ associated to theW±

bosons. However, since theZ boson couples left- and right-handed particles it cannot correspond to
theW 3 boson of the SU(2)L local gauge symmetry. The exact same statement holds for the photon.
In the GSW model, the U(1) gauge symmetry from QED is replaced by the U(1)Y symmetry with
the hypercharge transformation which is simply a local phase change:

ψ(x) → ψ′(x) = eiβ(x)Y ψ(x), (1.1.21)

with β(x) a real parameter. To the U(1)Y symmetry is associated a field denoted Bµ.

The corresponding Lagrangian of the EW interaction, for massless particles, can be written as:

LEW = iψ̄��Dψ − 1
4W

a
µνW

µν
a − 1

4BµνB
µν , (1.1.22)

where

Dµ := ∂µ + igW a
µT

a + i

2g
′BµY, (1.1.23)

W a
µν := ∂µW

a
ν − ∂νW

a
µ − gεabcW b

µW
c
ν , (1.1.24)

Bµν := ∂µBν − ∂νBµ, (1.1.25)

with εabc the totally antisymmetric tensor and a = 1, 2, 3.

In total, the combination of SU(2)L × U(1)Y implies that the 4 gauge fields W 1
µ , W 2

µ , W 3
µ and Bµ

describe the electroweak interaction. It is possible to show that with a rotation of those fields such
as presented below in Equation (1.1.26), the fermions have an electromagnetic-like interaction
(affecting both the left-handed and right-handed spinors, with coupling proportional to the charge)
with the Aµ field, which is thus interpreted as the photon, while neutral and charged currents
involving only left-handed particles couple to the W± and Z0 bosons. All four mediator bosons
are massless in this theory.

W+
µ

W−
µ

Zµ

Aµ

 =



1/
√

2 −1/
√

2 0 0
1/

√
2 1/

√
2 0 0

0 0 cos(θW ) − sin(θW )
0 0 sin(θW ) cos(θW )





W 1
µ

W 2
µ

W 3
µ

Bµ

 , (1.1.26)
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where θW is the weak mixing angle (also known as the Weinberg angle) measured to be θW ≈
30° [40] and which is related to the electromagnetic coupling constant (e which is also the charge
of the electron) by

e = g sin(θW ) = g′ cos(θW ) (1.1.27)
with g and g′ respectively the coupling constant of the SU(2)L and U(1)Y local gauge transforma-
tions.

The electroweak unification is valid at high energies where the Bµ and the W a
µ bosons can be con-

sidered as massless as otherwise the renormalization of the theory would be spoiled [33]. However,
at low energy the electroweak symmetry is spontaneously broken leading to a decoupling of the
weak and electromagnetic forces. The weak interaction Z and W bosons carriers are endowed
masses while the photon which is the electromagnetic carrier remains massless: such phenomenon
is called the Higgs mechanism and is described in the next section.

1.2 The Higgs mechanism

The electroweak theory and the EW Lagrangian presented in Equation (1.1.22) are only valid
assuming massless mediator particles as otherwise the gauge invariance would be spoiled and
would also break the renormalization of the theory. As a result, the mass of the W and Z bosons
have to be explained with another mechanism. Similarly, the observed mass of the other elementary
particles, i.e. all the fermions, is incompatible with the gauge invariance of the EW Lagrangian.

In 1964, the Brout-Englert-Higgs mechanism [41–44] was one of the theories developed which
allows for a spontaneous breaking of the SU(3)C × SU(2)L × U(1)Y symmetry group which
then becomes SU(3)C × U(1)Q conferring masses to the weak bosons while the photon remains
massless as it is associated to the U(1)Q group symmetry. Moreover, in this theory, the masses of
the fermions are explained via the Yukawa interaction of the fermions with the Higgs field. Such
theory was then tested and is still under study at the LHC at CERN where a particle with a mass of
125 GeV presenting the expected properties of the Higgs boson was observed by the ATLAS and
CMS experiments thus proving the validity of the Higgs mechanism theory and completing that
important missing part of the SM.

1.2.1 The Brout-Englert-Higgs mechanism

The Brout-Englert-Higgs (BEH) mechanism introduces a scalar Higgs term to the SM Lagrangian

LHiggs = (Dµϕ)†(Dµϕ) − V (ϕ), (1.2.1)

where ϕ is 2-dimensional complex scalar (Higgs) field

ϕ =
ϕ+

ϕ0

 = 1√
2

ϕ1 + iϕ2

ϕ3 + iϕ4

 , (1.2.2)

Dµ is the covariant derivative defined in Equation (1.1.23). The term (Dµϕ)†(Dµϕ) is the kinetic
term of the Lagrangian while V (ϕ) is the Higgs potential defined as

V (ϕ) := µ2ϕ†ϕ+ λ(ϕ†ϕ)2 = µ2 |ϕ|2 + λ |ϕ|4 , (1.2.3)

where µ2 and λ are two constant real numbers (µ can be complex). The µ2 part is a mass-type term
while the λ part describes the quadratic self-interaction among the scalar fields. The vacuum state
is the lowest energy state of the field ϕ and corresponds to the minimum of the potential V (ϕ).
Indeed, in order to have an energetically bounded theory i.e. a finite minimum for the potential, λ
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must be positive while µ2 can either be positive or negative which affects the shape of the potential
as shown in Figure 1.4. If µ2 ≥ 0 then V (ϕ) has only one minimum in ϕ = 0 while if µ2 < 0 then
ϕ = 0 is not a minimum and the potential has an infinite set of minima corresponding to:

|ϕ|2 = −µ2

2λ = v2

2 , (1.2.4)

where v is called the vacuum expectation value (abbreviated vev).

Re(φ) Im(φ)

V (φ)

(a)

Re(φ)
Im(φ)

V (φ)

(b)

Figure 1.4: Higgs potential V (ϕ) = µ
2 |ϕ|2 + λ |ϕ|4 with λ > 0 and either (a) µ

2 ≥ 0 or (b) µ
2

< 0 (schemes
highly inspired by Refs. [45, 46]).

The spontaneous SU(2)L ×U(1)Y symmetry breaking can only be achieved in the scenario where
µ2 < 0: in that case nature “is choosing” a particular vacuum (ground) state out of all possi-
ble states minimizing the potential hence spontaneously breaking the symmetry as shown in Fig-
ure 1.4b. There exists a given basis for which the chosen vacuum state ϕ0 can be expressed as:

ϕ0 = 1√
2

0
v

 . (1.2.5)

It is then possible to expand the Higgs field around its ground state as:

ϕ(x) = 1√
2

 0
v + h(x)

 , (1.2.6)

with h(x) a real scalar field. Injecting such field in the kinetic term from Equation (1.2.1), one can
identify the kinetic terms associated to the W , Z bosons and photons hence deducing their mass
as predicted by the BEH mechanism which leads to the following equalities [47]

mW = gv

2 , mZ =

√
g′2 + g2v

2 , mγ = 0, mW

mZ

= cos(θW ), (1.2.7)

and v ≈ 246 GeV is measured in muon decays. No kinetic term concerning the field Aµ is found
as expected for the photon which is thus predicted to be massless. Moreover, the other terms
depending on the Higgs scalar field h(x) in the expansion of the covariant derivative correspond to
the interaction between the Higgs and the gauge bosons:

LV V H = 2m2
W

v
W+

µ W
−µh(x) + 2m2

Z

v
ZµZ

µh(x), (1.2.8)

LV V HH = 2m2
W

v2 W+
µ W

−µh2(x) + 2m2
Z

v2 ZµZ
µh2(x). (1.2.9)
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Finally, injecting the field expansion in the potential V (ϕ), the Higgs Lagrangian becomes (taking
only into account terms involving h):

LH = µ2h2 − λvh3 − λ

4h
4 = 1

2m
2
Hh

2 −
√
λ

2mHh
3 − λ

4h
4, (1.2.10)

and so by identification the mass of the Higgs is equal to

mH =
√

2 |µ| =
√

2λv. (1.2.11)

The Higgs boson mass is not predicted nor constrained by the Higgs mechanism theory: it is a
free parameter which needs to be determined experimentally (λ ≈ 0.13 [47] experimentally). The
corresponding interaction vertices associated to the terms found in the Lagrangians LH ,LV V H and
LV V HH are represented in Figure 1.5 with as well the interaction coupling factors. All coupling
factors are hence found to be proportional to the mass squared of the Higgs boson or vector bosons
(V = W,Z).

H

H

H
−3im

2
H

v

(a)

HH

H H

−3im
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V H
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Figure 1.5: Leading order interaction vertices of the Higgs as predicted by Brout-Englert-Higgs
mechanism. (a) Trilinear and (b) quartic Higgs self-coupling respectively as predicted by the h

3 and h
4 terms

of the L
H

Lagrangian. (c) and (d) interaction of the Higgs with the vector boson (V = W, Z) in the L
V V H

and L
V V HH

Lagrangians. The values of the coupling factors reported (in red) are obtained from the
Lagrangian themselves, but their signs are taken from Ref. [48].

1.2.2 The fermion Yukawa couplings

The BEH mechanism allows to explain the mass of the W and Z bosons but cannot explain the
fermion masses. As a result, an additional term in the SM Lagrangian needs to be introduced. It is
so-called Yukawa interaction Lagrangian defined as:

LYukawa = −yf (ψ̄LϕψR + ψ̄Rϕ
†ψL), (1.2.12)

with yf the Yukawa coupling for the fermion f , ψR and ψL are the singlet right- and doublet left-
handed fermion isospins and ϕ is again the Higgs complex scalar field. For instance in the case of
the electron ψR = eR and ψL = (νe, e)L. For an electron, injecting the Higgs field expansion from
Equation (1.2.6) in the Lagrangian leads to:

Le = −yev√
2

(ēLeR + ēReL) − yeh√
2

(ēLeR + ēReL). (1.2.13)

The Yukawa coupling of the electron (ye) is not predicted, but it is determined interpreting the
multiplicative factor of the first term as the mass (me) of the electron while the second term corre-
sponds to the coupling (geeH) between the electron and the Higgs boson itself:

me = −yev√
2
, geeH = − ye√

2
= me

v
. (1.2.14)
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The coupling of the leptons with the Higgs is hence proportional to their mass and the mechanism
is the same for quarks. The Figure 1.6 presents the Feynman diagram of the Higgs-to-fermion
interaction vertex.

The formalism described above only provides the masses to the lower component of the doublet
i.e. only the mass of the charged leptons and the down-type quarks are explained. For the mass of
the up-type quarks, the introduction of the Hermitian conjugate of the Higgs field ϕc is required:

ϕc = −iσ2ϕ
∗ = − 1√

2

v + h

0

 . (1.2.15)

The same transformation properties for the conjugate Higgs field are obtained as for the Higgs field
which introduces the masses of the up-type quarks.

f

f̄

H
−i

mf

v

Figure 1.6: Leading order fermion couplings to the Higgs and interaction vertex factor as predicted by the
Yukawa theory.

1.3 Higher order corrections

The theory of the Standard Model explained so far does not include corrections i.e. only simple
Feynman diagrams, referred to as Born or tree level diagrams, are taken into account. However,
such assumption is not valid as in reality radiation, vertex, propagator and box corrections need to
be considered to have a correct description and predictions of physics processes, corrections which
are basically originating from quantum vacuum fluctuations and probabilistic effects. Applying
such corrections is not trivial for instance when computing cross-sections from the matrix element
amplitudes divergences may appear as it requires to integrate the additional terms over all possible
momenta which can result in infinite values for low or high energies (called respectively infrared
or ultraviolet divergences). To circumvent this issue, the so-called renormalization techniques are
used to basically deal with infinite quantities adding terms to the Lagrangian which cancels out
those infinite values when computing matrix element amplitudes while improving the predictions.

Mathematically there is an infinite number of additional loop corrections which can be seen as
a “Taylor expansion” of the prediction to improve the accuracy of the theory. For instance the
cross-section of a process can be written:

σ = σ0

(
1 +

+∞∑
i=0

αi
s

)
, (1.3.1)

with σ0 the tree-level cross-section and αi
s are additional corrections terms with i = 0 correspond-

ing to the leading order (LO) correction, i = 1 the next-to-leading-order (NLO) term which is a
smaller correction than the LO one, i = 2 the next-to-next-to-leading-order (NNLO) and so on.
For order of corrections above the NLO or NNLO level, computations are more and more complex
as the number of extra loop terms to take into account growths exponentially. As a result, usually
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corrections are derived with an NLO or NNLO precision. The (NLO/LO, NNLO/NLO. . . ) k-factor
quantifies the changes between two consecutive orders of calculation and can for instance change
the value of the cross-section of a process by 10 to 20% for NLO corrections while those correc-
tions tend to zero for higher orders. It is hence important to apply such corrections when using
simulated samples.

Since counter balancing terms are added to the Lagrangian for renormalizable theories (e.g. EW,
QCD, QED) to cancel divergences originating from loop computations beyond the LO, those terms
needs to be reinterpreted by modifying the definition of the Lagrangian constant terms (such as the
electric charge, masses and coupling constants). Such modifications imply that the predictions
become dependent on the energy scale (µ) of the processes considered. The previously constant
terms are now depending on µ as for instance the strong coupling constant αs = αs(µ2). Those
couplings are referred to as running coupling constants since they evolve with µ. For instance for
one-loop corrections only, then the strong coupling constants can be expressed as

αs(µ2) = b0

ln
(

µ2

Λ2
QCD

) , (1.3.2)

with b0 a constant of the theory, ΛQCD ≈ 200 MeV is the energy scale for QCD and corresponds
to the infrared cutoff i.e. an estimate for the energy threshold below which perturbative QCD is
not valid anymore (perturbative QCD is not valid below 1 GeV). With the renormalization of the
theories, the QCD and weak interaction running coupling constants are found to be decreasing
with the energy scale while the QED constant increases as shown in Figure 1.7.
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Figure 1.7: Evolution of the inverse of the electromagnetic (αEM), the weak (αweak) and the strong (α
s
)

interaction running coupling constants as a function of the energy scale (µ) as predicted by the Standard
Model (slightly modified figure taken from Ref. [49]).

1.4 Conceptual and experimental tools for probing the Standard
Model predictions

The SM Lagrangian allows for (probabilistic) predictions of the behaviour of particles and enables
to deduce physical quantities which can be measured experimentally such as the decay rate (Γ) and
the cross-section (σ) or other properties which can be specific to the process under study such as the
angular distributions of particles, their polarization and so on. This section briefly describes how
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some of those physical quantities (non-exhaustive list) can be obtained from the SM Lagrangian
and compared to experimental results to probe the validity of the SM.

1.4.1 Cross-section

To calculate the cross-section of a process ij → k, where two particles i and j interact with each
other to produce a given final state particle k, then two quantities need to be computed: the so-called
amplitude, which contains the full dynamical information of the process, the second information
being the phase space available which is purely kinematic. The cross-section of a process can be
interpreted as the probability of a process to occur.

The matrix element amplitudes are computed with Fermi’s golden rules thanks to the Feynman
diagrams of the process, with the propagators and the vertex coupling constants coming from the
Lagrangian:

σij→k ∝
∫ ∣∣∣Mij→k(Φk)

∣∣∣2 dΦk, (1.4.1)

with Φk the phase space allowed for the final state k,
∣∣∣Mij→k

∣∣∣ is the transition amplitude which is
proportional to the so-called matrix element. The matrix element is often calculated perturbatively
i.e. including additional corrections as explained in Section 1.3.

For hadron colliders, the composite nature of hadrons needs to be taken into account as indeed the
collisions occur between partons from the hadrons (either valence quarks, or from the sea of quarks
and gluons) and not between hadrons themselves due to the large energy. The momentum of those
partons is unknown as they only carry a fraction of the hadron momentum. To circumvent that lack
of knowledge, a probabilistic approach was developed: probability density functions called parton
distribution functions (PDFs) predicting the momenta distribution of the partons inside hadrons
are used instead as shown in Figure 1.8. The PDFs (fA

i (x,Q2)) are functions of the fractional
momentum (x) carried by a parton i with respect to the momentum of the mother particle A and
of Q2 which is the square of the momentum transferred during the collision between the two
interacting partons. Such PDFs cannot be derived analytically since in the low energy regime
the QCD theory is not well understood, but they can be measured experimentally by studying
for instance Deep Inelastic Scattering (DIS) collisions. Extrapolation to other energy scale Q are
possible thanks to the DGLAP equations [50].

For hadronic interaction cross-sections, the QCD factorization theorem states that the hadronic
cross-section σAB→k (with A,B two colliding hadrons) is a convolution of the partonic cross-
sections σij→k whose PDFs are denoted respectively fA

i (x1, Q
2) and fB

j (x2, Q
2):

σAB→k =
∫ ∑

i∈A,j∈B

fA
i (x1, Q

2)fB
j (x2, Q

2)σij→k dx1dx2, (1.4.2)

where the sum runs over all partons from the hadronsA andB that can result in the ij → k process.

With increasing momentum of the proton i.e. increasing Q2, the momentum fraction of sea quarks
and gluons increases much more than for the valence quarks as shown in Reference [52]. As a
result, processes involving gluons in the initial state are dominant as for instance tt events are
predominantly produced by gluon fusion at the LHC, but also the main production mode of the
Higgs is due to gluon fusion (so called ggH mechanism gg → H) whose Feynman diagram is
presented in Figure 1.13a.
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Figure 2

A representative snapshot of unpolarized and polarized proton PDFs, and on nuclear (lead) PDFs.

Parton distributions are taken from the NNPDF3.1 (NNLO), DSSV14 (NLO) and EPPS16 (NLO)
analyses, respectively. Uncertainty bands correspond to Monte Carlo 68% confidence levels for

NNPDF3.1 and DSSV14, and to Hessian 90% confidence levels for EPPS16.

covth
ij as the difference between theoretical predictions obtained with either central or varied

factorization and renormalization scales according to various prescriptions (88). In these

studies, correlations across data points induced either by the nuclear target in the first case,

or by the structure of higher-order corrections in the partonic cross sections and splitting

functions in the second, were accounted for properly. Furthermore, nuclear uncertainties

and MHOU were validated against the exact nuclear and NNLO results, respectively. The

inclusion of such theoretical uncertainties improves the description of the data, shifts the

central value of the PDFs towards the truth, and slightly increases their uncertainties.

5. STATE-OF-THE-ART RESULTS

As is evident by the previous sections, the determination of unpolarized, polarized, and

nuclear PDFs is a particularly involved problem. It is therefore addressed by various col-

laborations of physicists who regularly produce and update general-purpose PDF sets, many

of which have a history as long as two decades (see Sect. 1 in (4) and Sect. 2.1 in (1) for an

overview). Furthermore, while most collaborations perform their global QCD analyses pri-

vately, the xFitter collaboration has developed an open-source fitting framework (89). Most

of the recent PDF determinations are summarized with their theoretical, experimental, and

methodological features in Table 2. All but LSS15, DSSV14 and JAM17, are publicly avail-

able through the LHAPDF library (90) and can be readily visualized on-line (91). In this

section, we delineate the current status of unpolarized, polarized, and nuclear PDFs using

recent PDF extractions.

5.1. Unpolarized PDFs

The most recent global determinations of unpolarized PDFs are CT18 (92), MMHT14 (47),

NNPDF3.1 (50), JAM19 (93) and ABMP16 (53). Since their publication, the MMHT14

and the NNPDF3.1 analyses have been updated with new data and improved theoretical

frameworks. In particular, the first was extended to include the HERA I-II legacy mea-
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Figure 1.8: Parton distribution functions for partons inside the proton as a function of the parton
momentum fraction x as predicted by the next-to-next-to-leading-order (NNLO) NNPDF3.1 for an energy
scale of Q = 10 GeV. u

v
and d

v
refers to the PDFs of the up and down valence quarks of the proton while

the other PDFs are for partons from the sea of quarks and gluons showing that valence partons carry a larger
momentum fraction compared to the other partons (taken from Ref. [51]).

1.4.2 Decay rate and branching ratio

The decay rate (or decay width) of a process (Γ) is the probability per unit of time that a given
particle will decay through that process. The lifetime of a particle can be expressed as (τ = 1/Γtot).
The computation of the decay rate is similar to the cross-section. Since usually several final states
are possible, the computation are performed separately for each case. The total width of the particle
is obtained from the sum of all the individual decays. The probability for a particle (denoted A)
to decay into a specific final state X is the so-called branching ratio (B) defined as the ratio of
the partial decay width of the specific final state (X) over the total decay width of the particle (A)
under study:

B(A → X) = Γ(A → X)∑
i Γi(A → X) . (1.4.3)

1.4.3 Signal strength

Measuring the decay width of a process is technically difficult at hadron colliders as for instance
to measure the branching ratio for the Higgs decay to a pair of b-quarks (H → bb) at the LHC
requires first to know the cross-section σ(pp → H) which can only be assessed through theoretical
assumptions.

Let’s take a concrete example the so called V H,H → bb processes where a Higgs boson is pro-
duced in association with a (weak) vector boson V = W,Z (the V H Feynman diagram is shown
in Figure 1.13c) and the Higgs boson decays to a pair of b-quarks. Such processes, which are either
quark-initiated (qq′ → WH and qq̄ → ZH) or gluon initiated (gg → ZH), are of interest to
probe the coupling of the Higgs to the bottom quark, and will be extensively presented and studied
in the Chapter 5 and 6 of this thesis. The probability of observing V H,H → bb events is thus
proportional to σqq/gg→V H · BH→bb where σqq/gg→V H is the inclusive cross-section for quark and
gluon initiated V H processes and BH→bb is the branching ratio for theH → bb decays (the missing
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multiplicative term being related to the luminosity and the signal acceptance). As a result:

σqq/gg→V H · BH→bb ∝ σqq/gg→V H · ΓH→bb

ΓH

, (1.4.4)

with ΓH→bb is the Higgs decay width for H → bb events and ΓH the total Higgs width.

From Equation (1.4.4), a comparison of the observed measurements of V H,H → bb processes
with respect to the predictions of the SM can be performed thanks to the signal strength (µ) defined
as ratio of observed versus SM predicted probabilities:

µ := σ · B
σSM · BSM

. (1.4.5)

The measurement of the signal strength eventually boils down to deriving the ratio of the number
of V H,H → bb signal events found in data compared to the one predicted with event simula-
tion using the SM. If the signal strength is compatible with unity within uncertainties then the
experimental observations are compatible with the SM predictions otherwise if µ is significantly
smaller (respectively greater) than unity it implies that the expected number of events as predicted
by the SM is larger (respectively smaller) than observed in data which would indicate possible new
physics phenomena that would either mimic, enhance or suppress some processes.

1.4.4 Simplified template cross-section

The simplified template cross-section (STXS) framework [53–55] has been developed in order
to perform differential cross-section and signal strength measurements i.e. dividing phase space
usually as a function of the transverse momentum (pT) of a particle from the process under study
and/or additionally as the number of jets/particles in the final state as shown in Figure 1.9. Such
division of phase space enables to enhance sensitivity since the SM for instance could only be a
theory valid in the low energy limit hence deviation from the SM predictions could be expected
in high transverse momentum regions that correspond to small parts of the total phase space. For
example for the V H,H → bb STXS measurement presented in Section 5.9.1.2, the phase space is
among other criteria divided as a function of the transverse momentum (pV

T ) of the vector boson.
For other Higgs STXS measurements generally the phase space is divided as a function of the
transverse momentum of the Higgs (pH

T ) and possibly other criteria.

There exist several STXS schemes also referred to as stages which are basically different “versions”
for the division of the phase space e.g. the stage 0 bin was used for the Run 1 of the LHC, stage
1.0 and 1.1 for the full Run 2 measurements and currently the stage 1.2 which is an update of
the stage 1.1 is used for the Run 2 legacy STXS measurements. The differences between those
versions is the number of separately measured bins which has evolved over time and became more
fine-grained as the size of the available dataset collected at the LHC has increased.

The STXS formalism is essential as the combination of different results associated to different
decays of the Higgs boson can easily be performed thanks to the division of phase space into
mutually exclusive regions based only on properties of the Higgs production (and not relying on
the Higgs decay products) which are referred to as STXS bins. It also allows for combination
of results between different collaborations such as ATLAS and CMS. In the context of a signal
strength measurement, only the signal normalization (controlled by µ) can be changed while the
shape of the distribution(s) of interest are set to the SM predictions. On the other hand, in the
context of a STXS measurement, only the sum of the templates is forced to be identical to the SM
prediction while measurements in each bin can show some deviations from the SM.

As a summary, the STXS framework is aiming at:
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Figure 1.9: STXS stage 1.2 bin definitions for (a) V H, V (→ leptons), (b) vector boson fusion (VBF) and
V H, V (→ qq), (c) gg → H and (d) tt̄H processes (taken from Ref. [56]).

➢ minimizing the dependencies with respect to the theoretical uncertainties. In particular extrap-
olation of the measurements from a certain measured region in phase space to a much larger
region of phase space are avoided and cases with a large variation in the experimental accep-
tance or sensitivity within a given bin are removed.

➢ Maximizing the experimental sensitivity,
➢ measuring cross-sections instead of signal strengths, measurement performed separately into

production modes (or more generally into kinematic templates) while allowing the use of ad-
vanced analysis techniques such as event categorization, multivariate techniques,

➢ isolating possible BSM effects,
➢ finding an optimal trade-off between minimizing the number of bins without loss of experimen-

tal sensitivity.

An STXS measurement can moreover be easily used for theoretical interpretations as for instance
in the context of an effective field theory interpretation which is detailed in Section 1.4.6.

In practice the STXS measurement is performed in the following way: the simulated signal samples
are used to create one set of histograms for each STXS bin. Any simulated signal event passing the
event selection is assigned to a specific STXS bin and used to fill a specific histogram depending
on the reconstructed information but also the truth information i.e. the quantities obtained at event
generation level. The STXS bins are defined to be as close as possible to the experimental kinematic
selections. For instance for the V H,H → bb STXS measurement the events are categorized as
a function of the reconstructed pV

T , the reconstructed number of jets in the event, the leptonic
channel for which the event is passing the selection (0-,1- and 2-(charged)-lepton channels), and
the truth pV

T denoted pV,t
T and true process mode which is eitherWH orZH . Thanks to the response

matrix (truth versus reconstructed categories) the results are unfolded which allows measuring
cross-section as a function of the truth information as for instance the pV,t

T for the V H,H → bb
analysis.
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1.4.5 Coupling-strength modifiers

Experimental results can be interpreted with the κ-framework [53, 57] which parametrizes the
i → H → f decay as [58, 59]:

σi→H→f = σi→H · BH→f = σi(κ) · ΓH→f (κ)
ΓH(κ,Binv.,Bu.)

(1.4.6)

⇔ σi→H→f = κ2
i · κ2

f · σSM
i · ΓSM

f

ΓH(κ,Binv.,Bu.)
, (1.4.7)

with i the initial state, f a given final state resulting from a Higgs decay, Binv. and Bu. are respec-
tively the branching fractions of possible BSM invisible and undetected (due to large background)
Higgs decays. In the second equation, the i → H and H → f notation are respectively replaced
by i and f for conciseness. The κi and κf are called the coupling-strength modifiers defined as

κ2
i := σi→H

σSM
i→H

, κ2
f := ΓH→f

ΓSM
H→f

. (1.4.8)

As a result, if the coupling-strength modifiers are found to be compatible with unity then the ob-
served process is compatible with the SM predictions. The advantage of the coupling-strength
modifier formalism is that it allows for a direct comparison of the Higgs couplings with different
particles as for instance presented in Section 5.9.2.2 where the Higgs-to-charm coupling was exper-
imentally measured to be weaker than the Higgs-to-bottom coupling by the ATLAS experiment.

The contributions to the total Higgs decay may also manifest finding values for Binv. and Bu.

differing from zero. The Higgs boson total width ΓH is thus expressed as:

ΓH(κ,Binv.,Bu.) = κ2
H(κ,Binv.,Bu.) · ΓSM

H (1.4.9)

⇒ κ2
H(κ,Binv.,Bu.) =

∑
j BSM

H→j · κ2
j

1 − (Binv. + Bu.)
. (1.4.10)

Since the total Higgs width is predicted to be around 4 MeV by the SM, and is hence much smaller
than the experimental resolution of the Higgs boson mass measurements at the LHC, a direct
measurement of the Higgs boson width is not feasible. As a result further assumptions are needed
for the total Higgs width. Two typical (alternative) hypotheses are usually tested:

➢ either considering only SM particles hence fixing Binv. = Bu. = 0, and loop-induced diagrams
are resolved in terms of the particles running in the loops.

➢ Or Binv. and Bu. are free parameters, and the coupling strength modifier of vector bosons (κV )
is assumed to be |κV | ≤ 1 since it is the case in a certain number of BSM scenarios such as
two-Higgs-doublet model (2HDM).

1.4.6 Effective field theory

The effective field theory (EFT) [60–62] approach enables to probe BSM theories searching for
hints of deviation from the SM due to new physics phenomena that would appear above a given
energy scale (Λ). Usually, this energy scale is taken to be Λ = 1 TeV as such threshold is reachable
at the LHC, but the constraints that are obtained can be extrapolated to different energy scales by
means of a rescaling. The SM Lagrangian (LSM from Equation (1.1.5)) is extended to a so-called
SM effective field theory (SMEFT) Lagrangian (LSMEFT) defined as:

LSMEFT = LSM +
∑
D≥5

∑
i∈WD

c
(D)
i

ΛD−4 O(D)
i , (1.4.11)
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where D ≥ 5 is the dimension of the EFT operators (O(D)
i expressed in the Warsaw basis [63]),

c
(D)
i are the Wilson coefficients associated to the operators and WD is the ensemble of allowed type

of operators for a given dimension. The Wilson parameters are free parameters of the EFT that can
be constrained using experimental data. If all those coefficients are found to be vanishing then the
observations are compatible with the SM. Since ultraviolet complete models beyond the SM can
be mapped to an EFT Lagrangian, the constraints that are derived can then be interpreted as limits
on the relevant parameters of such models. Typically, only dimension-6 operators are considered
as odd operators are prohibited since they violate lepton and/or baryon number conservation while
even operators of higher dimensionD ≥ 8 are suppressed by the energy scale and are thus assumed
to be negligible.

For dimension-6 operators, there are in total 2499 additional operators which can be built using
the SM fields but only a small subset will affect the Higgs boson physics. For instance only 17
operators modify the qq → V (→ leptons)H(→ bb) process, of which only 4 operators affect the
H → bb decay. A list of Wilson coefficients associated to dimension-6 operators affecting some
Higgs decays is provided in Table 1.1, in particular the Table 1.1b specifies some coefficients of
interest to probe for the V H,H → bb analysis.

The cross-section is proportional to the squared amplitude of the considered process (σ ∝ |A|2).
In a SMEFT context, such amplitude can be decomposed in two terms ASMEFT = ASM + ABSM
corresponding to SM and BSM phenomena. The cross-section is thus the sum of |ASM|2, the inter-
ference term which is linear in terms of |ABSM|, and the BSM term which is quadratic (|ABSM|2).
Hence the SMEFT cross-section can be split in three contributions:

σi
SMEFT = σi

SM + σi
int + σi

BSM, (1.4.12)

where σi
SM is the cross-section computed with the SM predictions for the initial state i, σi

int ac-
counts for potential interferences between the SM and the hypothetical BSM processes and σi

BSM
is exclusively related to the hypothetical BSM processes. The possible cross-section deviations
from the SM predictions can then be re-expressed thanks to the Wilson coefficients:

σi
SMEFT

σi
SM

= 1 +
∑

j

A
σi
j cj +

∑
j,k

B
σi
jkcjck, (1.4.13)

with Aσi
j and Bσi

j,k respectively referred to as the linear and the quadratic terms (associated to the
initial state i) which are computed from the SMEFT operators and which define σi

int and σi
BSM:

σi
int

σi
SM

:=
∑

j

A
σi
j cj,

σi
BSM

σi
SM

:=
∑
j,k

B
σi
jkcjck, (1.4.14)

those linear and quadratic terms being respectively of the order of 1/Λ2 and 1/Λ4. In the same way,
the partial Higgs width for a final state f should also be affected:

Γf
SMEFT

Γf
SM

= 1 +
∑

j

A
Γf

j cj +
∑
j,k

B
Γf

j,kcjck = 1 + Γf
int

Γf
SM

+ Γf
BSM

Γf
SM

, (1.4.15)

with AΓf

i and BΓf

ij also obtained from the EFT predictions, and so is the total Higgs boson width
which satisfies

ΓH
SMEFT

ΓH
SM

= 1 +
∑

j

A
ΓH
j cj +

∑
j,k

B
ΓH
j,k cjck = 1 + ΓH

int

ΓH
SM

+ ΓH
BSM

ΓH
SM

. (1.4.16)

Combining the above parametrizations, the following relation between the SMEFT and SM quan-
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µ
u) X X X

cHd (H
†
i
←→
D µH)(d̄γ

µ
d) X X X

c
(1)
HQ (H

†
i
←→
D µH)(Q̄γ

µ
Q) X X

c
(3)
HQ (H

†
i
←→
D
I
µH)(Q̄τ

I
γ
µ
Q) X X

cHb (H
†
i
←→
D µH)(b̄γ

µ
b) X

cHt (H
†
i
←→
D µH)(t̄γ

µ
t) X X

ctG (Q̄σ
µν
T
A
t)H̃ G

A
µν X

ctW (Q̄σ
µν
t)τ

I
H̃ W

I
µν X

ctB (Q̄σ
µν
t)H̃ Bµν X

cll (l̄γµl)(l̄γ
µ
l) X X

(a)
Wilson coefficient Operator Impacted vertex

Production Decay

cHWB QHWB = H†τ IHW I
µνB

µν HZZ

cHW QHW = H†HW I
µνW

µν
I HZZ,HWW

c
(3)
Hq Q(3)

Hq = (H†i
←→
DI
µH)(q̄pτ

Iγµqr) qqZH, qq′WH

c
(1)
Hq Q(1)

Hq = (H†i
←→
DµH)(q̄pγ

µqr) qqZH

cHu QHu = (H†i
←→
DµH)(ūpγ
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Table 1.1: List of some Wilson coefficients and their corresponding dimension-6 operators in the Warsaw
formulation affecting (a) Higgs decays and (b) qq → V (→ leptons)H(→ bb) processes (taken from Refs. [64,

65]).
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tities can be derived

(σ × B)i→H→f
SMEFT = (σ × B)i→H→f

SM ×
(
σi

SMEFT

σi
SM

)
×


Γf

SMEFT

Γf
SM

ΓH
SMEFT

ΓH
SM

 . (1.4.17)

The maximum likelihood fits are then performed across the different cross-section measurements
(e.g. over all STXS bins in case of an STXS measurement) to determine and constrain the Wilson
coefficients. Since there are not enough measurements to constrain all the Wilson coefficients
simultaneously, typically limits on each individual Wilson coefficient are set by assuming all the
other ones to be vanishing leading to a one-dimensional confidence level (CL) intervals inferred
for the coefficient under study both with and without the quadratic term configuration. Those two
configurations are referred to as linear and linear-plus-quadratic parametrizations and are usually
both tested as for the linear case the BSM terms are neglected while the linear-plus-quadratic
parametrization provides an insight on the impact of the BSM terms and how it affects the derived
constraints on the Wilson coefficients. In principle the interferences with dimension-8 operators
should be included as they could be of same size as the BSM dimension-6 terms so the comparison
of results, to some extent, allows assessing if limits obtained can be trusted or if it would require
including as well the dimension-8 operators. Sometimes, simultaneous fits with two parameters
can be performed with the linear or linear-plus-quadratic parametrizations which allows extracting
two-dimensional confidence levels on a pair of Wilson coefficients.

1.5 Event simulation

Thanks to the SM Lagrangian from Equation (1.1.5), interactions between particles can be simu-
lated to predict the outcome of real data collisions occurring at the LHC. Such comparison allows
assessing if deviations from SM prediction are observed which would indicate either new physics
phenomena or an experimental or theoretical bias (e.g. non-valid approximation in matrix element
computation, a need for higher order corrections or so). An example of an event simulation is pre-
sented in Figure 1.10. Simulations of events is a rather complex task which is divided in several
steps as highlighted in that figure and which are detailed below [66]. Simulations are relying on
several available Monte Carlo (MC) programs which are also detailed at the end of this section.

➢ Parton distribution functions (PDFs): as already discussed in Section 1.4.1, a PDF corre-
sponds to the probability of parton to carry a fraction x of the total momentum. PDFs are
obtained from fits of experimental results over a large range of energies. However, each set of
PDFs depends on the choices of input datasets used to derive them, the order in perturbation
theory or also the input parameterization. Therefore, this can result in discrepancies between
PDF sets thus PDFs set uncertainties are important to account for such possible bias. There
exist several PDFs sets such as PDF4LHC, NNPDF3.0, CT14 and so on which are regularly
updated to include new measurements and thus increase precision of their prediction.

➢ Hard scattering and underlying event (UE): the hard scattering designates collisions between
partons where a high momentum (Q2) is transferred. Those type of collisions are thus of inter-
est since new potentially massive particles such as the Higgs are created in those processes as
opposed to low energy inelastic scattering or elastic scattering where such energy transfer is
much lower and are thus pile-up collisions. The underlying event contains all events not orig-
inating from the primary hard scattering. The UE involves contributions from initial and final
state (ISR and FSR) radiations (i.e. particles that are emitted by initial state or final state par-
ticles), beam-beam remnants or multiple parton interactions. The underlying event is split in
two categories with an energy cutoff: interactions whose energy is above this threshold will be
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included in the parton showering while others are included in the UE. The choice of the cutoff
energy depends on the PDF set, the collision energy and the impact parameter of the protons.
The UE activity is simulated by tunable parametric tools based on minimum bias data collected
with very loose triggers.

➢ Matrix element (ME): concerns the hard scattering part of the collision process. Matrix ele-
ment amplitudes are computed from the Feynman rules taking into account also higher order
corrections to predict the final state particles. For instance at ME stage is simulated qq →
V H,H → bb or gg → ZH,H → bb processes and decays of short-lived particles as W → lν
orH → bb are included in the computation. The matrix elements are computed for a fixed renor-
malization scale denoted µ: changing the choice of that energy scale can change the outcome
of the simulation.

➢ Parton shower (PS): radiation of particles by the final state particles must be simulated, fi-
nal state particles that are predicted by the ME computation. Indeed, the final state partons
produced by the ME calculation are not spontaneously forming hadrons because they are still
in the asymptotic QCD freedom regime. They therefore lose energy through radiations until
their energy is low enough to combine to form hadrons (hadronization step). If the ME and
PS algorithms used are different, the combination of the two generators results has to be per-
formed carefully to prevent overlapping Feynman diagrams as for instance at NLO, the ME
generators already simulate radiations of one extra parton which should hence be prohibited
at PS level to avoid double counting such emission as it would bias the simulation of the pro-
cess. The parton showering is simulated thanks to the Sudakov factor [67] which basically
represents the probability for a parton to radiate particles over a certain time interval. To con-
trol the radiations at each stage, the DGLAP equations are required to be satisfied (standing
for Dokshitzer-Gribov-Lipatov-Altarelli-Parisi). Such equations are describing the variation of
parton distribution functions with varying energy scales and radiations.

➢ Hadronization: after parton showering, partons cannot be treated anymore with perturbative
QCD as their energy has decreased and is of the order of 1 GeV. At this stage, partons are
bounding together to form hadrons (due to the confinement principle). Such step is usually sim-
ulated by the parton showering algorithm and is complicated as it corresponds to the transition
between two QCD regimes, transition which is not well formalized. Phenomenological models
based on parameters tunes are thus used for this step. There are basically two main ways to
simulate the formation of hadrons either the Lund string model [68] (used by PYTHIA) or the
cluster model [69] (used by HERWIG and SHERPA, also referred to as cluster fragmentation)
which are presented in Figure 1.11. In the Lund string model, quarks are treated as strings that
splits to form new hadrons as shown in Figures 1.3 and 1.11a while the cluster model is based
on the colour preconfinement where close-by quarks are grouped such that they form colour
neutral groups (referred to as colour connection) as illustrated in Figure 1.11b. Since most of
the hadrons produced are unstable particles, the hadronization algorithm simulate their further
decay to lighter hadrons based on measurements of particle decays branching ratios.

➢ Pile-up: at the LHC several hard scattering proton-proton collisions occur per bunch crossing
such phenomena is called pile-up and needs to be simulated to reproduce data taking conditions.
Hard primary scattering simulated processes are thus overlaid with simulation of the pile-up
conditions expected at the LHC.

To fully simulate an event from matrix elements computation to parton showering and underly-
ing events, one or several event generators can be used. Indeed, some event generators are only
specialized for some steps. Below is the list of event generators commonly used by ATLAS.

➢ PYTHIA [73, 74]: is a multipurpose generator that can be used for ME, PS and UE simulation
stages. The ME calculations are performed at LO and the PS and UE models are tuned thanks to
reference measurements. The hadronization step relies on the Lund model. Several (PDFs) set
of tunes are provided, the most common one being the AZNLO and A14 tunes. This generator
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Figure 3: Sketch of a hadron-hadron collision as simulated by a Monte-Carlo event generator. The red
blob in the center represents the hard collision, surrounded by a tree-like structure representing
Bremsstrahlung as simulated by parton showers. The purple blob indicates a secondary hard
scattering event. Parton-to-hadron transitions are represented by light green blobs, dark
green blobs indicate hadron decays, while yellow lines signal soft photon radiation.

At hadron colliders, multiple scattering and rescattering e↵ects arise, which must be simulated by Monte-
Carlo event generators in order to reflect the full complexity of the event structure. This will be discussed
in Sec. 5. Eventually we need to convert the full partonic final state into a set of color-neutral hadrons,
which is the topic of Sec. 6. The interplay of all these e↵ects makes for the full simulation of hadron-hadron
collisions. This is sketched in Fig. 3.

2 The hard scattering

Event simulation in parton-shower Monte-Carlo event generators starts with the computation of the hard-
scattering cross section at some given order in perturbation theory. Traditionally, this calculation was
performed at leading order (LO), but nowadays, with next-to-leading-order (NLO) calculations completely
automated, it is often done at NLO. Computing the hard cross section at NLO requires a dedicated
matching to the parton shower, which will be discussed in Sec. 4. For now we focus on the evaluation of
the di↵erential cross sections and the related phase-space integrals.

The basis for our calculations is the factorization formula, Eq. (1.1). We rewrite it here, in order to
simplify the discussions in the following sections. The full initial and final state in a 2 ! (n � 2)
reaction can be identified by a set of n particles, which is denoted by {~a} = {a1, . . . , an}. Their flavors

and momenta are similarly specified as {~f } = {f1, . . . , fn} and {~p} = {p1, . . . , pn}. The di↵erential
cross section at leading order is a sum over all flavor configurations, and it depends only on the parton
momenta:

d�(LO)({~p}) =
X

{~f }

d�(B)
n ({~a}) , where d�(B)

n ({~a}) = d�̄n({~p}) Bn({~a}) . (2.1)

Each individual term in the sum consists of the di↵erential phase-space element, d�n, the squared matrix

6

Hadronization

Parton shower
(FSR)

Parton shower
(ISR)

Incoming proton
Hard scattering

Beam remnant
Underlying event

& Multiple scattering

Bremsstrahlung

Figure 1.10: Sketch of a proton-proton collision simulated with the Sherpa event-generator (modified figure
taken from Ref. [70]).
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Lund model : repeated string breaks for large system
with pure V (r) = κr, i.e. neglecting Coulomb part:

∣∣∣∣
dE

dz

∣∣∣∣ =
∣∣∣∣
dpz

dz

∣∣∣∣ =
∣∣∣∣
dE

dt

∣∣∣∣ =
∣∣∣∣
dpz

dt
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so energy–momentum quantities can be read off from space–time ones

Motion of quarks and antiquarks in a qq system:

z

tqq

gives simple but powerful picture of hadron productionFigure 4. An illustration of the string hadronisation picture in the Lund model.

and the tunneling probability of the produced pair provides an extra Gaussian suppression factor
exp(−πm2

⊥/σ).
In the framework of Lund model, a consistent selection of the produced DoFs is performed

according to the probability distribution [116],

f (z) ∼ (1− z)a

z
e−bm2

⊥/z , (46)

implying an equilibrium distribution of the production vertices on the string

P(Γ) ∼ Γa e−bΓ , (47)

where Γ = σ2(t2 − x2), a, b are free parameters, and z is the light-cone momentum fraction carried
away by a produced meson. The remaining (1− z)-part of the momentum is kept by the string and
is then redistributed among other mesons in its subsequent fragmentation. Even though the hadron
masses do not enter this approach directly, a good description of the produced particle spectra can be
reached with only a few free parameters.

More complicated qq̄gg . . . topologies can be introduced considering a gluon as a state with
separate color and anticolor indices, well justified in the large-Nc limit [119]. The string gets then
stretched between q and q̄ as usual while each of the gluons attach at intermediate points along
the string respecting the color flow that goes in and out of each gluon. Notably, the fragmentation
procedure of such a string does not require any extra free parameters [120]. The fact that there is no
string that connects q and q̄ directly in this case leads to asymmetries in the produced particle spectra
in consistency with experimental observations [121]. At last, baryon production can be conceptually
tackled by enabling a diquark–antidiquark breaking e.g. via sequential qq̄ production stages (for more
details on this mechanism, see e.g. Refs. [122,123]).

8. Gauge symmetry remnants and confinement criteria

Due to the Elitzur’s theorem [112] described above the phases of a gauge theory cannot be
distinguished by means of the breaking of any local gauge symmetry. Thus, there must be an
additional, global symmetry whose breaking enables us to identify those phases, at least, when a local
order parameter is concerned. In the Ising model, the role of such a global symmetry is played by the
Z2 symmetry as we have noticed earlier. Fixing a covariant gauge, in general, does not eliminate the
gauge freedom entirely, but leaves certain remnant (both dependent and independent on spacetime
coordinates) symmetries that can in principle get spontaneously broken since the Elitzur’s theorem
does not apply to those.

(a)
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2 The Herwig Hadronization Model

To accurately describe a full QCD event, one must be able
to model the non-perturbative physics contributions, e.g.
hadronization of individual quarks & gluons from the parton
shower and the multiple parton interactions to form colour-
singlet hadrons.

Figure 1 sketches a schematic event, focusing on the final
state. After generating a hard matrix element for the event,
Herwig performs a parton shower, producing a number of
soft and collinear partons. After the parton shower reaches
O(1) GeV, the hadronization phase of simulation occurs. In
Herwig, the hadronization model is the cluster model [15],
based on the colour preconfinement [16] property from the
angular-ordered parton shower. A cluster can be considered
to be a highly primordial, excited colour-singlet qq̄ pair.

There are several parts to the hadronization model in Her-
wig, in the following algorithmic order:

• Non-perturbative gluon splitting,
• Colour reconnection,
• Cluster fission,
• Cluster decay to hadron pairs,
• Unstable hadron decays.

In Fig. 1, we have omitted colour reconnection since this step
simply changes the colour topology of the event, not the con-
tent of the clusters. While modifying the colour reconnection
algorithm would have a non-trivial impact on the later stages
of hadronization, namely cluster fission and decay, it is out-
side the scope of this paper, but these correlations will be
studied and addressed in future work. Since the scope of this

Shower Parton Splitter Fission Decay

Fig. 1 Figure of a simplified event where we show the major stages
of hadronization after the parton shower that can contribute to non-
perturbative strangeness production. Grey ellipses are clusters, while
black are hadrons

project is mainly focused on light strange hadron production,
we tune predominately to pion and kaon observables. We will
also ignore unstable hadron decays for the purposes of this
paper.

The three other listed stages in hadronization are each
allowed to contribute to the overall strangeness in the event,
since they each produce new qq̄ pairs. We briefly recall the
details of each step as presented in depth in [9].

2.1 Non-perturbative gluon splitting

Once the parton shower ends, all gluons undergo a non-
perturbative splitting into qq̄ pairs. The species of the pair
is determined by a given weight, e.g. in the tune from [8]
the weights of up, down, and strange are 2:2:1. The default
version of Herwig does not allow for strangeness production
at this step, only uū and dd̄ pairs. The only constraint on
the gluon splitting is that the gluon mass is at least twice the
constituent mass of the species in question, and the gluons
are split isotropically.

After all the gluons in an event have been split, nearest
neighbours in momentum space are most likely to be nearest
neighbours in colour space [16], and clusters are formed from
the momentum-space neighbouring qq̄ pairs, with a mass
distribution decoupled from the hard scattering process that
created them.

2.2 Cluster fission

Exceptionally heavy clusters are allowed to fission into two
lighter, less excited clusters if the mass M of the original
cluster satisfies the condition:

Mp ≥ q p + (m1 + m2)
p, (1)

where p and q are parameters that control the fissioning rate
criteria, and m1,2 are the parton masses of the heavy clus-
ter. In Herwig, p is given separate values for light quarks
(u, d, s), charm, and bottom. The light quark weights are
further subdivided, and strangeness is suppressed by a flat
weight. q has a similar divide between the quark species.

After selecting clusters to fission, the cluster fissioner pro-
duces a qq̄ pair from the light quarks with a fixed weight, dis-
tinct values for each flavour of quark (bar top), and diquarks.
Each parton from the pair go into a separate cluster, giving
the new pair of clusters a mass distribution of:

Mi = mi + (M − mi − mq)R
1/w
i , (2)

where w is the splitting parameter that controls the rate of
splitting for clusters containing different species of quarks.

123

(b)

Figure 1.11: Schematization of the hadronization for the (a) Lund string model versus (b) the cluster
model (taken from Refs. [71, 72]).
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can also be used to only simulate some steps of the event generation which is useful as it allows
for combination with other generators. For instance since the ME computation are only com-
puted a LO precision for PYTHIA, this generator is often replaced by POWHEG or MADGRAPH
for that step.

➢ SHERPA [75, 76]: is a multipurpose generator that performs at once ME and PS simulations.
This generator is the preferred one for processes with additional radiated jets that are directly
included in the ME computations. The hadronization model of SHERPA is based on the cluster
fragmentation model. Unlike PYTHIA, SHERPA cannot be used to partially simulate an event.

➢ HERWIG [77, 78]: is also a multipurpose generator. The hadronization model is based on the
cluster fragmentation model. When combined with POWHEG, this generator is useful to assess
uncertainties associated to fragmentation and hadronization modellings.

➢ POWHEG [79, 80]: is a ME NLO event generator able to simulate a large variety of processes.
POWHEG needs to be interfaced to other generators for the PS steps and require a ME-PS
matching to avoid double counting issues. It is usually coupled with PYTHIA or HERWIG.

➢ MADGRAPH [81]: is similar to POWHEG, it is only meant for ME computation which are
provided at NLO accuracy. MADGRAPH can be used to study modelling uncertainties when
interfaced with PS generators PYTHIA or HERWIG.

After events have been fully simulated, they are then passed through a detailed simulation of the
ATLAS detector [82] which is based on GEANT4 [83] to simulate the response of the detector and
be compared to experimental results.

1.6 Higgs boson measurements at the LHC

Almost 50 years after its theoretical prediction [41–44, 84, 85], the Higgs boson was both dis-
covered by the ATLAS and CMS collaborations [1, 2] in 2012, using about 11 fb−1 of data from
proton-proton collisions at a center-of-mass-energy

√
s = 7 and 8 TeV recorded at the LHC,

analyzing events presenting the characteristics of the so-called golden channels: H → γγ and
H → ZZ∗ → 4l (l = e, µ) decays. Such analyses, despite their very low cross-sections, are highly
pure in signal events thanks to the strong and clean signature of those Higgs decays as presented in
Figure 1.12. Moreover, the ATLAS and CMS detectors have a precise energy resolution for photons
and leptons which allows for high precision mass measurements. As a result, the most precise mea-
surement to date, mH = 125.38 ± 0.14 GeV (uncertainty of 0.1% on the mass), of the Higgs mass
has been achieved by CMS [86] combining the two golden channel results from Run 1 and 2016
(partial Run 2) data taking periods2. On the other hand, the best precision from ATLAS was ob-
tained thanks toH → ZZ∗ → 4l events [87] with a mass measured to bemH = 124.94±0.17GeV
with the full Run 2 data-taking. Combining the ATLAS and CMS full Run 1 results for the golden
channels, the Higgs mass was measured to be equal to mH = 125.09 ± 0.24 GeV [88]. A combi-
nation of the ATLAS and CMS full Run 2 results is not yet available, but it should further improve
the precision on the Higgs mass measurement thanks to the increase of statistics as shown in Fig-
ure 1.12.

This year (2022), for the 10th birthday of its discovery, ATLAS and CMS both published [58, 89]
a summary of the main achievement concerning the Higgs boson measurements combining re-
sults from diverse Higgs production and decay mode so far measurable at the LHC. The ATLAS
results are presented in this section. For the Run 2, since the collision center-of-mass energy is√
s = 13 TeV and assuming a Higgs mass of mH = 125 GeV, then the main Higgs production

modes and their expected rates [90] are the gluon-gluon fusion (ggF, 87%), the vector boson fu-

2. For the Run 1 (respectively the Run 2) of the Large Hadron Collider, proton-proton collisions occured at a center-of-mass-
energy of

√
s = 7 and 8 TeV (respectively

√
s = 13 TeV).
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sion (VBF, 7%), the Higgs-strahlung (V H with V = W or Z boson, 4%), the ttH (1%) and the
bbH (1%) mechanisms whose cross-sections are reported in Table 1.2 with as well the different
Higgs decay branching ratios (which only depend on the Higgs mass). Indeed, the Higgs boson
is an unstable particle with a lifetime of 1.6 × 10−22 s implying that it can only be observed indi-
rectly by detecting its decay products. The associated leading order Feynman diagrams for Higgs
production and Higgs decay modes are respectively provided in Figure 1.13 and 1.14. As shown
in particular in Figure 1.15c, the branching fraction of the Higgs decays is strongly dependent on
the mass of the Higgs boson hence the importance of precisely measuring its mass since mH is
a free parameter and is not predicted nor constrained by the SM. Since the coupling of the Higgs
to fermions is proportional to their mass, the Higgs has a higher probability to decay into heavy
fermions compared to light-fermions. The top mass is too large for a direct Higgs decay in a tt pair
explaining why H → bb and H → τ+τ− are its main fermionic decays.

Since its discovery, many Higgs production modes (ggF, VBF, V H , ttH) and Higgs boson decays
(H → γγ, ZZ,W+W−, bb, τ+τ−), predicted by the Standard Model have been observed [3, 4, 88,
91–101] by ATLAS and CMS. As a consequence, many analyses have now entered into a precision
measurement phase, performing differential and STXS measurements to probe extensively the
SM predictions exploiting the increase of the amount of data collected over time, increase which
is also crucial to be able to observe Higgs processes that are either rare and/or predominantly
contaminated by background processes. ATLAS and CMS are in particular currently focusing on
studying the Higgs boson coupling to the second generation of fermions: H → µ+µ− and H → cc
which are challenging measurements due to the very low branching ratio (0.02%) for H → µ+µ−

decays, the large irreducibleZ → µ+µ− background, and the low branching ratio (3%) forH → cc
decays which can only be studied for V H, V → leptons processes, which has a low cross-section,
since other production modes suffer from a large contamination of QCD-multijet background.

Thanks to the observation of the H → γγ decay, the Higgs boson cannot be a spin-1 particle due
to the Landau-Yang theorem [102, 103]. However, it could either be a spin-0 (SM prediction) or a
spin-2 particle (non-SM scenario). From studies of the angular distributions in H → ZZ∗ → 4l,
H → WW ∗ → eνµν and H → γγ decays [104] the non-SM spin hypotheses are excluded
at more than 99.9% confidence level in favour of the SM spin-0 hypothesis. The CP-properties
of the Higgs are however still currently under study in particular for H → τ+τ− and H → γγ
decays, and ttH production mode, as the Higgs could perhaps be a CP mixture of even and odd
eigenstates [105].

Production mode Cross section (pb) Decay channel Branching fraction (%)
ggH 48.31 ± 2.44 bb 57.63 ± 0.70
VBF 3.771± 0.807 WW 22.00 ± 0.33
WH 1.359± 0.028 gg 8.15 ± 0.42
ZH 0.877± 0.036 ττ 6.21 ± 0.09
ttH 0.503± 0.035 cc 2.86 ± 0.09
bbH 0.482± 0.097 ZZ 2.71 ± 0.04
tH 0.092± 0.008 γγ 0.227 ± 0.005

Zγ 0.157 ± 0.009
ss 0.025 ± 0.001
µµ 0.0216± 0.0004

ggH

VBF
WH

ZH
ttH

bbH
tH

bb

WW gg

cc
ZZ Z ss

Table 1.2: Standard model Higgs theoretical production cross-sections and branching fractions for√
s = 13 TeV and for the Higgs mass m

H
= 125.38 GeV which is the value measured by CMS (taken from

Ref. [89]).



45 1.6 Higgs boson measurements at the LHC

100 110 120 130 140 150 160

E
ve

nt
s 

/ 2
 G

eV
500

1000

1500

2000

2500

3000

3500

γγ→H

Data

Sig+Bkg Fit

Bkg (4th order polynomial)

-1Ldt=4.8fb∫=7 TeV, s

-1Ldt=5.9fb∫=8 TeV, s

ATLAS
=126.5 GeV)

H
(m

 [GeV]γγm
100 110 120 130 140 150 160

E
ve

nt
s 

- 
B

kg

-200
-100

0
100
200

(a)

110 120 130 140 150 160

 [GeV]γγm

500−

0

500

1000

1500

E
ve

nt
s 

- 
fit

te
d 

bk
g

10000

20000

30000

40000

50000

60000

E
ve

nt
s 

/ G
eV Data

Background
Signal + Background
Signal

 ATLAS
-1 = 13 TeV, 139 fbs

 Diphoton fiducial

(b)

 [GeV]4lm
100 150 200 250

E
ve

nt
s/

5 
G

eV

0

5

10

15

20

25

-1Ldt = 4.8 fb∫ = 7 TeV: s

-1Ldt = 5.8 fb∫ = 8 TeV: s

4l→(*)
ZZ→H

Data
(*)Background ZZ

tBackground Z+jets, t

=125 GeV)
H

Signal (m

Syst.Unc.

ATLAS

(c)

110 120 130 140 150 160

 [GeV]4lm

0

20

40

60

80

100

120

E
v
e
n
ts

 /
 2

 G
e
V

Data

Higgs boson (125 GeV)

ZZ*

tXX, VVV 

tZ+jets, t

Uncertainty

ATLAS
 4l→ ZZ* →H 

­1 = 13 TeV, 139 fbs

(d)

Figure 1.12: Invariant mass of the Higgs boson candidates in the (a) and (b) H → γγ, and (c) and (d)
H → ZZ

∗ → 4l channels as measured by ATLAS (a) and (c) for the observation of the Higgs boson [1]
(partial Run 1 dataset), and (b) and (d) for the full Run 2. The corresponding integrated luminosities used
for those measurements are reported in the figures. The m4l

distributions are pre-fit distributions while m
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are post-fit parametrized distributions (taken from Refs. [1, 87, 106]).
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Figure 1.15: (a) Higgs boson production cross-sections as a function of the centre-of-mass-energy (
√

s) for a
Higgs mass m

H
= 125 GeV. The tH production cross-section accounts for t-channel and s-channel only (no

tWH production). (b) and (c) Higgs boson branching ratios and their uncertainties for different mass ranges
around 125 GeV (taken from Refs. [53, 57]).
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The Figure 1.16 presents measurement of cross-sections, branching fractions and signal strengths
for different Higgs production and decay modes. An overall p-value of 72% is found for the signal
strength measurements [58] proving an overall good compatibility with the SM predictions. Under
the assumption that all the production decay processes are depending on the same global signal
strength µ = µif , the inclusive Higgs boson signal strength found is

µ = 1.05 ± 0.06 = 1.05 ± 0.03 (stat.) ± 0.03 (exp.) ± 0.04 (sig. th.) ± 0.02 (bkg. th.), (1.6.1)

which is in agreement with the SM predictions, the uncertainties mentioned corresponding respec-
tively to the statistical, the experimental, the systematic, and the signal and background theoret-
ical uncertainties. The results obtained can be interpreted with the kappa-framework leading to
coupling-strength modifier measurements shown in Figures 1.17, 1.18 and 1.19 corresponding to
three classes of models with more or less stringent hypotheses: either assuming a coupling strength
is shared for some particles or having one coupling strength per particle. The reduced coupling
strength modifiers for fermions (κFgF ) of mass mF and coupling constant gF , and weak vector
bosons (κV gV ) of mass mV and coupling constant gV can be expressed as:

κFgF = κF · mF

v
,

√
κV gV

2v = √
κV · mV

v
, (1.6.2)

with v the vacuum expectation value of the Higgs field defined in Equation (1.2.4). For each
model the results obtained are in good agreement with the SM expected values (κF = κV = 1).
Moreover, such coupling constant measurement spans over 3 orders of magnitude in terms of the
mass of particles considered between the lightest and heaviest particles as shown in Figure 1.18.

Finally, STXS measurements over several production and decay modes can be reinterpreted with
an effective field theory, as performed in Reference [64], using dimension-6 EFT operators and the
Wilson coefficients presented in Table 1.1. The results are reported in Figure 1.20: no deviations
from the SM are observed since all Wilson coefficients are found to be compatible with zero.
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Figure 1.16: Observed and predicted Higgs boson production cross-sections, branching fractions and signal
strengths. (a) The cross-sections for different Higgs boson production processes are measured assuming SM
values for the decay branching fractions. (b) The branching fractions for different Higgs boson decay modes
are measured assuming SM values for the production cross-sections. The lower panels show the ratios of the

measured values to their SM predictions. The vertical bar on each point denotes the 68% confidence
interval. (c) The signal strength for different combinations of Higgs boson production and decay processes.
The horizontal bar on each point denotes the 68% confidence interval. On each figure, the narrow grey bands

indicate the theory uncertainties (taken from Ref. [58]).
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right-hand side panel shows the contribution of each input measurement group to the eigenvector constraint
in the Gaussian approximation of the linear model (taken from Ref. [64]).
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Another important milestone, aimed by ATLAS and CMS, is the measurement of the Higgs self
coupling (λ, as sketched in Figure 1.5a) which for the moment can only be constrained via upper
confidence level signal strength limits due to the low cross-section of the processes that provide
sensitivity to it. Such Higgs self interaction is in particular accessible studying Higgs boson pair
production also referred to as double-Higgs production, production modes that are shown in Fig-
ure 1.21. Measuring λ is crucial since it is the other parameter of the Higgs potential (with µ)
and therefore it affects its shape which can be related, for instance, to the possible role played by
the Higgs field for the baryogenesis3 [107]. The coupling strength modifier (κλ) for that trilinear
coupling is defined as κλ = λHHH/λ
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Figure 1.21: Feynman diagrams of the di-Higgs (a) and (b) gluon-gluon fusion, and (c), (d) and (e) vector
boson fusion production modes.

The three most sensitive decay channels for di-Higgs production modes are HH → bbγγ, bbτ+τ−

and bbbb decays which have been combined by ATLAS using ggF HH and VBF HH production
modes [108]. The ATLAS Run 2 dataset allows to constrain the signal strength µHH with an
observed (expected) upper limit of 2.4 (2.9) at a 95% confidence level as shown in Figure 1.22.
The best combined fit value obtained µHH = −0.7 ± 1.3 is compatible with the SM and leads
to a p-value of 0.2. That measurement also allows constraining κλ with an observed (expected)
95% CL limits: −0.6 < κλ < 6.6 (−2.1 < κλ < 7.8). Moreover, the VBF HH production mode
offers sensitivity to the HHVV quartic interaction shown in Figure 1.5d. The associated coupling
modifier κ2V is observed (expected) to be within 0.1 < κ2V < 2.0 (0.0 < κ2V < 2.1) with a 95%
CL fixing all modifiers to their SM predictions.

Combining single Higgs STXS measurements (H → γγ, ZZ∗,WW ∗, τ+τ− and bb) with di-Higgs
(HH → bbγγ, bbτ+τ− and bbbb) measurements, more stringent constraints on κλ can be reached as
presented in Figure 1.23 with κt the coupling modifier of the top quark. κλ is observed (expected)
to be in the interval −0.4 < κλ < 6.3 (−1.9 < κλ < 7.6).

Finally, invisible decays of the Higgs boson are also an important domain of research as they could
solve the mystery about the nature of dark matter for instance. Dark matter candidates could be
weakly interacting massive particles (WIMPs) and in that case should strongly couple with the
Higgs boson leading to potential deviations of the SM predictions that could be observed in direct

3. In the scenario of the Big Bang, the baryogenesis is the period of time in the early Universe where baryons were created. This
hypothetical physical process is assumed to be responsible for the baryonic asymmetry observed currently in our Universe.
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or indirect Higgs measurements. The SM expected branching fraction for invisible Higgs decays
Binv. is 0.12% [109] due to H → ZZ∗ → νν̄νν̄ decays. Any significant deviation from this
value would imply new physics phenomena. The VBF production mode is expected to provide
the best sensitivity for H → inv. decay studies. In its latest results, ATLAS performed such VBF
study [109] and set an upper limit of 0.145 on the branching fraction for Binv. at 95% CL with
an expected limit of 0.103+0.041

−0.028. In Figure 1.24 are reported upper limits on the spin-independent
WIMP-nucleon cross-section as a function of the mass of the WIMP candidates and is compared
to constraints set by direct detection experiments, for such comparison the observed 90% CL level
limit of 12.7% on Binv. is used (the expected limit being 8.7% in that case).
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Figure 1.24: Upper limits on the spin-independent WIMP-nucleon cross-section using Higgs portal
interpretations of Binv.

at 90% CL as a function of the mass of the WIMP candidates (mWIMP). A selection
of the most sensitive direct detection experiment is shown in this figure (taken from Ref. [109]

As a consequence, for all the latest measurements so far obtained by ATLAS and CMS, the com-
binations of several Higgs production and decay modes are all in good agreement with the SM
predictions within uncertainties. Precision measurements are hence important to constrain even
more BSM theories and search for hints of new physics. Reduction of uncertainties from an ex-
perimental and theoretical point of view are also a key feature. The development and use of new
techniques to enhance sensitivity to signal and improve background rejection via for instance ma-
chine learning algorithms to classify events, tagging particles are also an active domain of those
collaborations. Increasing the collected data will allow for even more precise measurement and to
probe channels that are currently experimentally not accessible such as the diboson events which
would allow measuring the Higgs self coupling.

1.7 Limitations of the Standard Model

Despite its impressive predictive power which has been confirmed in many occasions by experi-
ments, some important questions and issues summarized below are raised by the Standard Model
which could hint for a more fundamental and broader theory than our current understanding of
Nature. Some problems listed below can be probed with Higgs measurements or are a motivation
to test BSM theories through the Higgs property studies.

➢ The dark matter and dark energy problem: for instance, the rotational curve of galaxies [110,
111] cannot be explained based on the observable content of galaxies. However, their rotation
can be described assuming the existence of dark matter which is not predicted by the SM and
which is composed of non-electromagnetic interacting or weakly interacting particle(s) (such
as hypothetical WIMPs) thus difficult to detect. Despite several congruent indirect observations
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in astrophysics and cosmology, such particle(s) have never been directly observed. In case of
heavy dark matter candidates, the Higgs could be a portal for dark matter candidates discovery
thus the importance of Higgs invisible decay searches.

Moreover, the so-called inflation of the universe corresponding of the expansion of the uni-
verse [112] and the acceleration of this process with time measured with the redshift of galaxies
is interpreted as the presence of dark energy in the Universe which again is not a prevision of
the SM. As a result, currently around only 5% of the content of the Universe can be well under-
stood thanks to the SM (or at least follows closely its prediction) while the nature and origin
of dark matter and dark energy, representing respectively 26% and 69% of the content of the
Universe, remain unsolved4.

➢ The grand unification: the SM coupling constants of the weak, electromagnetic and strong
interactions (αweak, αEM , αs) are running coupling constant that depends on the energy of the
process considered. When looking at the trend of those coupling constants over a large range
of energies it seems that in for high energy they would converge. The energies, for which two
constants are equal, are not coinciding however they all seem to be between 1012 to 1016 GeV
as shown in Figure 1.7. This can be interpreted as a unification into a single force of those
interactions at high energies exactly as for the electroweak case and are decoupled in the low
energy limit due to a spontaneous symmetry breaking. The Super Symmetry (SUSY) theories
allow for such unification however, among other predictions, they imply extra Higgs bosons
or enhancements in the 125 GeV Higgs couplings, which to date has never been observed nor
other supersymmetric predicted particles.

➢ The unification of the SM with the General Relativity theory: the gravity, which is one of
the four fundamental interactions, is described by the General Relativity (GR) theory but is
not included in the SM theory. The main problem comes from large conceptual differences
between those two theories. For the GR, spacetime is considered as curved over large scales
(more precisely is treated as Riemanian or Minkowskian respectively for the General Relativity
and the Special Relativity) but the matter in the Universe is treated in the classical approach
i.e. it is considered as a continuum, while the SM is a quantum theory i.e. energy is quan-
tized, matter is treated as non-continuous but spacetime is essentially considered as globally
flat (Euclidian to be more precise). A search for a theory of everything describing those four
fundamental interactions and solving those differences in concepts is a longstanding issue and
led to the development of the Super String or the Quantum Loop Gravity theories which aim
to find a quantized approach of the gravity theory. However, verifications of those theories are
experimentally challenging if not unfeasible to date.

➢ The CP violation and matter versus antimatter asymmetry: the most widespread theory
is that 13 billion years in the past from now our Universe was created by the so-called Big
Bang which should have produced the same amount of matter and antimatter due to the almost
exact observed and verified experimentally CP symmetry. If the CP symmetry was perfectly
true then the processes that create matter would have to create equal amounts of matter and
antimatter, and these would annihilate to leave a universe containing just photons. Such CP
violation is allowed by the SM thanks to the additional phase terms contained in the CKM and
PMNS matrices corresponding to weak interaction processes. However, currently the Universe
is completely dominated by matter as confirmed by observations as if for instance some stars or
galaxies would be currently composed of antimatter, the antiparticles annihilation with matter
would emit a constant flux of photons coming from some direction in space, phenomena which
is not observed. The issue is the CP violation from the SM is too small to explain such current
matter-antimatter discrepancy. However, CP violation in the Higgs coupling could result in a
larger CP violation than predicted by the SM which could potentially be the reason for the

4. The existence of dark matter and dark energy and their proportion in the Universe are determined assuming that the theory
of the General Relativity and the measurements performed are correct. However, such observations could perhaps also be
explained with, for instance, modified gravity theories or in case of unknown biases affecting astrophysical and cosmological
measurements.
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matter-antimatter asymmetry.
➢ The Higgs mass problem: as the Higgs boson is a scalar particle it is expected to receive

large radiative loop corrections when including higher orders corrections from contributions
loops of self-interactions, fermions and bosons. The Higgs mass (mH = 125 GeV) measured
experimentally can be expressed as a function of the bare Higgs mass mbare obtained from the
unrenormalized Lagrangian i.e. the uncorrected mass as [113]:

m2
H = m2

bare + y2
t

16π2 Λ2 + O(m2
weak), (1.7.1)

yt being the top quark Yukawa coupling (yt ≈ 1), Λ is the scale until which the SM is valid and
O(m2

weak) are all the other corrections. If no new phenomena are present up to the next known
energy scale, which is the Planck scale (≈ 1019GeV) at which quantum gravitational effects are
expected to dominate with respect to other SM forces and if the SM is valid up to that energy,
then the bare mass of the Higgs should be very large in order to cancel the large contribution
from the Λ2 term. It implies a very fine-tuning of the two terms on the right-hand side of the
equation to reach the measured mass mH of the Higgs which is extremely smaller than those
energy scales. This fine-tuning is known as the naturalness problem as such fine-tuning seems
unnatural and unlikely. This is one of the main reason that hints for new physics beyond the
SM: the SM could an approximation in the low energy limit of a much broader theory. Hence,
the importance of EFT reinterpretations in the Higgs sector to test if any deviations is observed
above a certain energy scale.

➢ The mass hierarchy and the hierarchy problem: the mass of particles ranges from less than 1
electronvolt for neutrinos to hundreds of giga-electronvolts for the top quark, W and Z bosons
(mt = 172.5 GeV, mZ = 91.2 GeV and mW = 80.4 GeV) as presented in Figure 1.1a hence
spanning over more than 11 order of magnitudes. Such impressive mass difference, with such
ordering also observed between the fermionic families is not understood and cannot be pre-
dicted by the SM model as the Higgs mechanism and Yukawa coupling constants are free
parameters of the Standard Model. Some BSM theories are trying to predict such hierarchy.
Moreover, there are 19 orders of magnitude between the strong interaction to the Planck scale
i.e. the energy scale for which gravity starts to play a role in quantum field theory. In addi-
tion, the weak interaction is approximately a factor 1024 stronger than the gravity. On the other
hand, the SM relies on precise cancelation terms and an extreme fine-tuning (as explained in
for Higgs mass problem) of its parameters which contrast with the large gap observed between
interaction forces.

➢ The neutrino masses: the observation of the oscillation of neutrinos implies they have a mass.
A corresponding mass term can be introduced in the Lagrangian without breaking the gauge
invariance. Such term is different depending on the nature of the neutrinos as they can either
be Dirac fermions i.e. their antiparticle is different from the particle or Majorana fermions the
neutrino is its own antiparticle. Such question is unanswered to date but can be tested experi-
mentally as if neutrino are of Majorana type then it would lead to the observation of neutrinoless
double beta decay. Several experiments are searching for such decays but not evidence so far
was found.
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In this chapter, an overview of the Large Hadron Collider is presented in Section 2.1 and more
details about the ATLAS detector are provided in Section 2.2.

2.1 The Large Hadron Collider

The Large Hadron Collider [114–117] is the largest and most powerful accelerator of particles
ever built to date. This circular hadron accelerator of 27 kilometers of circumference is located
underground, at a mean depth of 100 meters, at the border between Switzerland and France. As
illustrated in Figure 2.1, bunches of protons, forming two opposite direction beams, are accelerated
up to almost the speed of light (99.9999991%× c) travelling round the ring more than 11 000 times
per second. The LHC was designed to reach a maximal center of mass energy

√
s = 14 TeV i.e. an

energy of 7 TeV per beam. Protons are eventually collided in 4 collision points where the ATLAS,
CMS, LHCb and ALICE detectors are located: collisions are occurring every 25 ns. The LHC can
also accelerate lead-ions (Pb+) at a center of mass energy

√
sNN = 5.02 TeV corresponding to an

energy of 2.56 TeV per nucleon.

The LHC was built between 1998 and 2008 by the European Organization for Nuclear Research
(CERN) as a replacement for the previous CERN’s collider, the Large Electron-Positron (LEP)
and used the same underground tunnel that was created for the LEP. The LHC started operating
on the 10th of September 2008 but unfortunately, due to a “quench” problem that occurred on the
18th of September, some of its magnets were severely damaged and the Run 1 of the LHC had to
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Figure 2.1: Scheme of the LHC. To be noted that the ALICE, ATLAS and LHCb detectors are in reality
much closer to each other than represented in that scheme (taken from Ref. [118]).

be delayed. The Run 1 started in 2009 and lasted until the end of 2012 were the LHC operated at√
s = 7 and 8 TeV. It was followed by a first period of two years of long shutdown (LS1) to repair

and upgrade the different detectors whose performances can be altered by radiation. The Run 2
data taking took place from 2015 to 2018 at

√
s = 13 TeV before entering again in a long shut

down phase (LS2). Finally, exactly ten years and one day after the Higgs discovery announcement
(the 4th of July 2012), the Run 3 started on the 5th of July 2022 reaching an unprecedented energy
of

√
s = 13.6 TeV.

2.1.1 Luminosity and number of interaction per bunch crossing

The instantaneous luminosity (L) of an accelerator of particles can be defined as the number of
particle crossings per unit of area and time, and it is related to the cross-section (σ) of a certain
interaction process and the rate of events of such process (dN/dt) by:

dN

dt
:= L × σ (2.1.1)

The cross-section of a process (expressed in cm2) is proportional to the probability of a process
to occur. The cross-section depends on the physics process considered and on the energy of the
collisions as some resonances can appear or be suppressed: it is usually measured in barns (b) with
1 b = 10−24 cm2. The luminosity L is expressed in cm−2s−1 or commonly in fb−1 s−1.

The instantaneous luminosity is intrinsic to the accelerator and its settings. Assuming round and
identical beams, for a circular collider it can be expressed as [119]:

L = N2
b nbfrγr

4πεnβ
∗ F, (2.1.2)

where:

➢ Nb is the number of particles per bunch. When injected in the LHC, a bunch typically contains
Nb = 1.15 × 1011 protons.
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➢ nb is the number of bunches per beam, nb = 2808 for the LHC1.
➢ fr is the revolution frequency: fr = 11245 Hz.
➢ γr is the relativistic gamma factor: γr ≈ 7000.
➢ εn is the normalized transverse beam emittance: εn = 3.75µm. The emittance is defined through

the invariance of the ellipse area enclosed by a single particle in the position-angle phase space
in the transverse plane (Liouville’s theorem) and can be generalized to a bunch of particles
through the standard deviation (RMS).

➢ β∗ is the so-called beta function at the collision point it is related to the focusing of the bunches:
β∗ = 0.55 m.

➢ F is the geometric luminosity reduction factor which accounts for non heads-on collision of
the bunches. This parameter is equal to F = 0.84 for the LHC as bunches are collided with a
crossing angle θc = 285 µrad to prevent collisions outside the nominal interaction points. This
factor can be computed with the RMS bunch length (σz = 7.55cm) and transverse bunch width
(σ∗ = 16.7 µm) [119, 122]:

F =
1 +

(
σz

σ∗ tan
(
θc

2

))2
− 1

2

≈

1 +
(
σzθc

2σ∗

)2
− 1

2

. (2.1.3)

For instance, to reduce the luminosity, the crossing angle can be increased or alternatively the
transverse distance between the beams can be increased to limit the number of interaction per
bunch crossing. That is how a reduction of the luminosity is achieved for the LHCb experiment
as it would not be able to cope with the same luminosity obtained in ATLAS and CMS: the peak
luminosity of LHCb is L(LHCb) = 1032 cm−2s−1 to be compared with L(ATLAS or CMS) =
1034 cm−2s−1. On the other hand in the ATLAS and CMS interaction points, the bunches are
squeezed in order to increase the probability of collisions and increase the luminosity [116].

For a given period of time (T ), the integrated luminosity (Lint) is also commonly used and corre-
sponds to the integration of the instantaneous luminosity:

Lint :=
∫ T

0
L(t)dt. (2.1.4)

During the Run 1, combining data collected at
√
s = 7 and 8 GeV, ATLAS and CMS collected

respectively 25fb−1 of good quality data i.e. that can be used for physics analysis as all the relevant
detector components are known to have been in good operating conditions [123]. For the Run 2,
those two experiments collected 139 fb−1 each as shown for ATLAS in Figure 2.2, while for Run
3, they are expected to collect around 300 fb−1 of data each.

For
√
s = 13 TeV the pp inelastic collision cross-section is approximately equal to σinel ≈

70 µb [124] implying there are usually several pp collisions per bunch crossing. Those additional
interactions are called in-time pile-up. The mean number of interaction (µ) per bunch crossing for
the Run 2 of the LHC was varied between 13 and 38 over the years with a mean value of 33.3
interactions per bunch crossing summing all Run-2 data taking periods as shown for ATLAS in
Figure 2.3. Thanks to the high granularity of detectors, it is possible to distinguish the different
interactions vertices and associated produced particles. Furthermore, the value µ tends to decrease
with time as bunches are losing some protons at each turn due to collisions. The instantaneous lu-
minosity is hence decreasing over time mainly due to collisions until the beams are dumped (after
several hours) and replaced. This decrease in luminosity can be modelled at first order as [119]:

L(t) = L0

(1 + t/τnuclear)2 , (2.1.5)

1. Since 2016, a new system called the Batch Compression Merging and Splitting (BCMS) [120, 121] enabling to reduce
the beam size while keeping the same number of protons per bunch has been introduced. It has increased by 20% the
instantaneous luminosity delivered by the LHC but as a result, the number of bunches for the LHC is now limited to 2556
compared to 2808 before.
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Figure 2.2: The LHC and ATLAS integrated luminosity evolution over time for the full Run 2 (taken from
Ref. [123]).

with L0 = 1034 cm−2s−1 the peak luminosity and τnuclear ≈ 50 h being the decay time of the bunch
intensity due to proton collision losses. Other smaller loss effects need to be taken into account
such as emittance blow up, transverse growth of the beam size, rare collisions with remaining gas
atom and so on implying that in practice the lifetime of the beam is around 15 hours for the LHC.
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Figure 2.3: ATLAS luminosity-weighted distribution of the mean number (µ) of interactions per bunch
crossing for the full Run 2 (taken from Ref. [123]).

2.1.2 Production and acceleration of particles

Protons for the LHC are produced by stripping electrons from hydrogen atoms by means of a strong
electric field [116]. They are accelerated to 50 MeV in a linear accelerator called the Linac 2 to be
afterwards injected successively in several circular accelerators of increasing size and increasing
accelerating power. First they reach a kinetic energy of 1.4 GeV inside the Proton Synchrotron
Booster (denoted Booster in Figure 2.1, abbreviated PSB) and then 25 GeV inside the Proton Syn-
chrotron (PS). They are brought to an energy of 450 GeV by the Super Proton Synchrotron (SPS).
Finally, they are injected in the LHC both in the clockwise and anticlockwise directions where it
takes 20 minutes to accelerate them to their nominal energy of 6.5 TeV for Run 2. The acceleration
chain for Run 3 is slightly different, the Linac 2 was replaced by a new linear accelerator (Linac 4)
and acceleration energies are a bit different: 160 MeV for the Linac 4, 2 GeV for the PSB, 25 GeV
for PS, 450 GeV for the SPS and 6.8 TeV for the LHC.

Protons are circulating in beam pipes which are kept at ultrahigh vacuum in order to avoid loss
of the beam due to beam-gas interactions: the local pressure is required to be below 10−5 Pa. At
the interaction points, the experiments are requiring even lower pressures, down to 2 × 10−9 Pa in
order to minimize background coming from beam-gas interactions [125].

The LHC is technically composed of straight (respectively curved) portions for accelerating (re-
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spectively bending trajectories and for the focusing) of charged particles (proton or ions) thanks to
electric (respectively magnetic) fields:

➢ the acceleration is performed by radio-frequency (RF) cavities which at the same time are
forming the bunch structure of the beam as particles are only accelerated when the electric
field is oriented in the correct direction during the RF cycle. Per beam in the LHC, height
superconducting RF cavities of 400 MHz increase the proton’s energy by 485 keV at each turn
until they reach their nominal energy. Afterwards the RFs simply compensate proton energy
loss per turn.

➢ In order to bend trajectories of the bunches, 1232 superconducting dipole magnets of 15 meters
long each operating at 1.9 K producing a magnetic field of 8.3 T are used per beam. They are
made of Nb-Ti and have required extensive development to reach such powerful magnetic field.
They are also equipped with sextupole, octupole and decapole magnets, to correct for small
imperfections in the magnetic field at their extremities.

➢ In order to focus beams, 78 superconducting quadrupoles also made of Nb-Ti are used. They
allow to keep the particles in a tight beam by squeezing it either vertically or horizontally
depending on the orientation of the 4 poles of the magnets.

➢ The two previous set of magnets mentioned are called lattice magnets. LHC is also composed
of insertion magnets which are used when particles are entering the detectors. Those magnets
are strongly squeezing the bunches in order to increase the luminosity.

➢ Finally, there are approximately 3800 single aperture and 1000 twin aperture corrector magnets
that are used for orbital corrections.

The high center of mass energies achieved at the LHC can only be reached accelerating relatively
heavy particles, such as protons or heavy ions (lead ions), for which the energy loss in curved
trajectories due to synchrotron radiation is much lower with respect to lighter particles such as
electrons. For an ultra-relativistic particle of charge q, mass m whose energy E is kept constant
inside a circular accelerator, the instantaneous synchrotron radiation power loss can be expressed
as:

P = c

6πε0
· E

4

ρ2 · q2

(mc2)4 , (2.1.6)

with ρ being the curvature radius and ε0 is the vacuum permittivity. The equation (2.1.6) is a
particular case of the relativistic Larmor equation [126, 127]. From this equation follows that the
energy loss (U0) for a particle per turn is:

U0 = 1
3ε0

· E
4

ρ
· q2

(mc2)4 . (2.1.7)

Since a proton is roughly 2000 times heavier than an electron, the energy lost due to synchrotron
radiation is considerably reduced for protons.

2.1.3 Experiments of the LHC

The LHC hosts four main detectors, as shown in Figure 2.1.

➢ ATLAS (A Toroidal LHC ApparatuS) [128–130]: ATLAS is one of the two general-purpose
detectors of the LHC. It was designed to extensively probe the Standard Model and perform
precision measurements going from Higgs boson properties studies to searches for new physics
beyond the Standard Model (BSM) as for instance super-symmetry (SUSY) or searching for
dark-matter candidates. This cylindrical detector is the largest detector ever constructed for a
particle collider (46 meters long, 25 meters in diameter and weighting 7000 tonnes). As its name
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indicates, the magnetic field in the outer part of the detector, for muon tracking, is produced
by large toroidal magnets. The tracking part of the detector is contained in a solenoid magnet.
More than 5500 persons from 245 institutions in 42 countries work for the ATLAS experiment.

➢ CMS (Compact Muon Solenoid) [131–133]: CMS is the other general-purpose detector of the
LHC with very similar physics goals as ATLAS. The CMS detector is a cylindrical “compact”
detector (21 meters long, 15 meters in diameter and weighting 12 500 tonnes) with a strong
solenoidal magnetic field of 3.8 T. The difference in technologies and design in ATLAS and
CMS is crucial to validate any measurement performed by one or the other experiment and
reduce potential bias. The combination of measurements of these two experiments increases the
precision and allows setting tighter constraints on the SM and BSM theories. CMS is involving
over 5500 people from around 241 universities and institutes in 54 countries.

➢ LHCb (Large Hadron Collider beauty) [134–136]: unlike the other LHC detectors, LHCb
is an asymmetric one-sided forward detector (21 meters long, 10 meters high, 13 meters wide
and weighting 5600 tonnes). It has been purposely designed this way to study the asymmetry
between matter and antimatter targeting bottom (also called beauty) and charm hadrons decays
which are mainly produced in forward and backward regions i.e. close to the beam axis. LHCb
is meant for very precise flavour physics measurement and CP violation studies. About 1600
persons from 20 countries are part of the LHCb collaboration

➢ ALICE (A Large Ion Collider Experiment) [137–139]: ALICE is a detector optimized for
studying heavy-ion (lead-ion) collisions, and in particular properties of the quark-gluon plasma
produced in those collisions which is a state of matter where quark and gluons are no longer con-
fined inside hadrons. Those measurements reproduce what possibly existed right after the Big
Bang before the quark-gluon recombination into usual hadrons such as protons and neutrons.
ALICE is hence probing the quantum chromodynamics (QCD) theory and quark confinement.
As ATLAS and CMS, ALICE is a cylindrical detector (26 meters long, 16 meters in diame-
ter and weighting 10 000 tonnes). The ALICE collaboration is composed by more than 2000
members from 174 institutes in 40 countries.

2.2 The ATLAS detector

The ATLAS detector [128–130] is shown in Figure 2.4. It has a cylindrical shape and is composed
of several layers of sub-detectors designed to measure and reconstruct precisely energy, momentum
and trajectories of particles as illustrated in the Figure 2.4b. To provide the most complete coverage
in detecting particles the ATLAS detector is divided in two parts: the barrel which is the central
part of the cylinder from the endcaps at each end (left and right) of the barrel-shaped detector.

ATLAS is composed of the following nested sub-detectors, detailed in the incoming sections,
which are listed from the closest to the interaction point to the furthest:

➢ The inner detector (ID): is the closest detector to the beam-pipe. It is an essential sub-detector
to reconstruct trajectories of charged particles (electron, protons, charged pions and so on),
to precisely measure their momentum and impact parameters thanks to the bending of their
trajectories (and curvature radius) due to the magnetic field created by the solenoid magnet
surrounding the ID. It enables to discriminate positive from negative charged particles as their
trajectories are bent in one or the other direction depending on their charge. The ID is also cru-
cial for primary and secondary vertex reconstructions which are for instance needed to identify
pp collisions of interest, for rejection of pile-up and for flavour-tagging algorithms.

➢ The electromagnetic (ECAL) and hadronic (HCAL) calorimeters: aims to respectively mea-
sure energies and directions of electromagnetic particles (electrons, positrons, photons. . . ) and
hadrons (protons, neutrons, pions. . . ).
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➢ The muon spectrometer (MS): allows the identification and the measurement of the momenta
of muons as such particles pass through all the other sub-detectors.

(a)

(b)

Figure 2.4: (a) ATLAS detector scheme and (b) transverse view of the detector. The bending of the
trajectories for charged particles is due to the magnetic field inside ATLAS (taken from Refs. [140, 141]).

2.2.1 System of coordinates and physics related definitions

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP)
in the center of the detector as shown in Figure 2.5. The z-axis is along the beam pipe while the x-
axis points from the IP to the center of the LHC ring, and the y-axis points upwards. The x-y plane
is commonly called the transverse plane while a longitudinal plane refers to any plane containing
the z-axis. Cylindrical coordinates (r, ϕ) are used in the transverse plane, ϕ ∈ [0, 2π[ being the
azimuthal angle around the z-axis. Finally, the angle formed with the beam axis (θ ∈ [0, π]) is
called the polar angle.
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Figure 2.5: LHC scheme and system of coordinates for the ATLAS detector (scheme highly inspired by
Ref. [45]).

The pseudorapidity, more used in ATLAS than the polar angle θ, is defined as:

η := − ln
[
tan

(
θ

2

)]
. (2.2.1)

The Figure 2.6 shows values of the pseudorapidity depending on the polar angle. Basically η = 0
in the transverse plane and η = ±∞ along the beam axis.
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Figure 2.6: Correspondence between the pseudorapidity (η) and some polar angle (θ) values (taken from
Ref. [45]).

Let (E,p) be the four-momentum of a particle with E its energy and p = (px, py, pz) the momen-
tum of the particle px, py and pz being the x, y and z components of the momentum (p). Then the
transverse momentum (pT) of that particle is defined as the projection of the momentum on the
transverse plane: pT = pxex + pyey with ex and ey being the normed vectors of the x and y axis.
The transverse momentum norm (pT) and p components satisfy the following equations:

pT =
√
p2

x + p2
y = |p| sin(θ) (2.2.2)

px = pT cos(ϕ) = |p| sin(θ) cos(ϕ) (2.2.3)
py = pT sin(ϕ) = |p| sin(θ) sin(ϕ) (2.2.4)

pz = pT

tan(θ) = |p| cos(θ). (2.2.5)

For an ultra-relativistic particle i.e. in the massless particle limit (E ≫ m), its pseudorapidity is
equivalent to its rapidity (y):

y := 1
2 ln

(
E − pz

E + pz

)
= tanh−1

(
pz

E

)
. (2.2.6)
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The angular distance between two particles, which is a Lorentz invariant quantity, is defined as:

∆R :=
√

(∆y)2 + (∆ϕ)2 ≈
massless
particle

√
(∆η)2 + (∆ϕ)2. (2.2.7)

2.2.2 Particle energy loss and shower development

The stopping power of a material is one of the key feature for detectors to be able to measure
energy of particles. This section briefly summarizes the different mechanisms that are involved in
the energy loss of particles when they go through materials.

For ultra-relativistic electrons (or other low mass charged particles such as muons or charged pi-
ons), their main loss of energy in matter is due to bremsstrahlung2. High-energy photons lose their
energy due to e+e− pair production3. The characteristic amount of matter traversed for these re-
lated interactions is called the radiation length (X0), usually measured in g cm−2. The radiation
length can also be expressed in centimeters: X0[cm] = X0[g cm−2]/ρ with ρ the density of the ma-
terial. When expressed in centimeters, the radiation length is both the mean distance over which a
high-energy electron loses (1 − 1/e) ≈ 63% of its energy by bremsstrahlung, and 7/9 of the mean
free path for pair production by a high-energy photon [18].

For a pure material, with atomic number Z > 4 and atomic mass A (assigned unit g mol−1), the
radiation length can be estimated thanks to the Dahl’s formula which is accurate to few percent [18,
142]:

X0 = 716.4A

Z(Z + 1) ln
(

287√
Z

) g cm−2. (2.2.8)

For moderately relativistic charged heavy particles of mass M , charge z with relativistic factor
γ, the mean rate of energy loss (⟨−dE/dx⟩) also called the mass stopping power, expressed in
MeV g−1 cm2, of a material with atomic number Z, atomic mass A is well described by the Bethe-
Bloch formula:〈

−dE

dx

〉
= Kz2Z

A

1
β2

[
1
2 ln

(
2mec

2β2γ2Wmax

I2

)
− β2 − δ(βγ)

2

]
, (2.2.9)

with K = 4πNAr
2
emec

2 a constant, re = e2/4πε0mec
2 = 2.82 fm the classical radius of the

electron, δ(βγ) being the density correction due to the transverse extension of electric field of the
particle for high βγ values,Wmax = 2mec

2β2γ2/(1+2γme/M+(me/M)2) is the maximal energy
transfer to an electron in a single collision and I is the mean excitation energy of the material which
can be approximated by I = (10 eV)Z.

The Bethe-Bloch formula (Equation (2.2.9)) has an accuracy of few percent in the range 0.1 ≲
βγ ≲ 1000. Basically moderately relativistic charged particles lose energy in a material by ionizing
and exciting it. To be noted that for low energy particles the energy loss increases as β−2: slow
particles will be more ionizing than fast particles. On the other hand, the faster a particle is, the
stronger the electric field it generates becomes and therefore the particle can ionize atoms at larger
distances and loses more energy: that rise of the energy loss is logarithmic. Between those two
regimes the energy loss of a particle reaches a minimum for βγ ≈ 3 − 4 commonly referred to as
minimum ionizing particle (MIP).
2. The bremsstrahlung is the radiation of photons by a charged particle inducing its deceleration when deflected by another

charged particle as for instance an electron deflected by an atomic nucleus.
3. For a pair production process, an incident photon of sufficiently high energy is annihilated in the Coulomb field of a nearby

charged particle, resulting in the creation of an electron-positron pair. Conservation of momentum requires the presence of a
third body which takes up the balance of the momentum in the form of a recoil. For a recoil nucleus of mass much greater
than the mass of the electron, the threshold energy for pair production is Ethresh = 2mec

2 = 1.022 MeV.
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The Figure 2.7 summarizes the two effects discussed above: at very high energy a charged particle
predominantly looses its energy due to radiative bremsstrahlung effects while at lower energies the
energy is transferred by ionization, excitation and collision with the material.
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Figure 33.1: Mass stopping power (= 〈−dE/dx〉) for positive muons in copper as a function of
βγ = p/Mc over nine orders of magnitude in momentum (12 orders of magnitude in kinetic energy).
Solid curves indicate the total stopping power. Data below the break at βγ ≈ 0.1 are taken from
ICRU 49 [4] assuming only β dependence, and data at higher energies are from [5]. Vertical bands
indicate boundaries between different approximations discussed in the text. The short dotted lines
labeled “µ− ” illustrate the “Barkas effect”, the dependence of stopping power on projectile charge
at very low energies [6]. dE/dx in the radiative region is not simply a function of β.

33.2.3 Stopping power at intermediate energies
The mean rate of energy loss by moderately relativistic charged heavy particles is well described

by the “Bethe equation,”〈
−dE
dx

〉
= Kz2Z

A

1
β2

[
1
2 ln 2mec

2β2γ2Wmax
I2 − β2 − δ(βγ)

2

]
. (33.5)

Eq. (33.5) is valid in the region 0.1 . βγ . 1000 with an accuracy of a few percent. Small
corrections are discussed below.

This is the mass stopping power ; with the symbol definitions and values given in Table 33.1,
the units are MeV g−1cm2. As can be seen from Fig. 33.2, 〈dE/dx〉 defined in this way is about
the same for most materials, decreasing slowly with Z. The linear stopping power, in MeV/cm, is
ρ 〈dE/dx〉, where ρ is the density in g/cm3.

At βγ ∼ 0.1 the projectile velocity is comparable to atomic electron “velocities” (Sec. 33.2.6),
and at βγ ∼ 1000 radiative effects begin to be important (Sec. 33.6). Both limits are Z dependent.
A minor dependence on M at high energies is introduced through Wmax, but for all practical
purposes 〈dE/dx〉 in a given material is a function of β alone.
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Figure 33.2: Mean energy loss rate in liquid (bubble chamber) hydrogen, gaseous helium, carbon,
aluminum, iron, tin, and lead. Radiative effects, relevant for muons and pions, are not included.
These become significant for muons in iron for βγ & 1000, and at lower momenta for muons in
higher-Z absorbers. See Fig. 33.23.

33.2.4 Mean excitation energy
“The determination of the mean excitation energy is the principal non-trivial task in the eval-

uation of the Bethe stopping-power formula” [13]. Recommended values have varied substantially
with time. Estimates based on experimental stopping-power measurements for protons, deuterons,
and alpha particles and on oscillator-strength distributions and dielectric-response functions were
given in ICRU 49 [4]. See also ICRU 37 [10]. These values, shown in Fig. 33.5, have since been
widely used. Machine-readable versions can also be found [14].
33.2.5 Density effect

As the particle energy increases, its electric field flattens and extends, so that the distant-
collision contribution to the logarithmic term in Eq. (33.5) increases as β2γ2. However, real media
become polarized, limiting the field extension and effectively truncating this part of the logarithmic
rise [2–5,15,16]. At very high energies,

δ(βγ)/2→ ln(~ωp/I) + ln βγ − 1/2 , (33.6)
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Figure 2.7: (a) Stopping power (⟨−dE/dx⟩) for positive muons in copper as a function of βγ. The solid line
indicates the total stopping power. Vertical bands indicate boundaries between different approximations. (b)

Energy loss for muons, pions and protons in various types of materials (taken from Ref. [18]).

As a result when an energetic particle go through a thick enough material, it is going to ionize
the medium creating several other particles of lesser energy. Each of these produced particles then
interacts in the same way creating a cascade phenomenon called a particle shower. The cascade
stops when the particles created do not have enough energy to ionize the material and are then
stopped by the material.

The shower development in particular its longitudinal and transverse profile as well as energy loss
profile can help identify the characteristics of the incident particle (nature, initial energy and so on)
that created the shower.
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For instance, for electromagnetic cascade (i.e. initiated by electron, positron or photon), the trans-
verse radius of the shower RM called the Molière radius, containing 90% of the shower’s energy
deposition, can be expressed as [18, 143, 144]:

RM = X0Es/Ec, (2.2.10)

whereEs ≈ 21MeV andEc is the critical energy for which the particle radiative energy loss is equal
to its ionization energy loss. The 2RM radius contains 95% of the shower’s energy deposition.

Moreover, the longitudinal profile of the energy deposition in an electromagnetic shower, at ener-
gies between 1 GeV and 100 GeV can be described by:

dE

dt
= E0b

(bt)a−1e−bt

Γ(a) , (2.2.11)

with t = x/X0 the “normalized” depth of the shower, E0 the energy of the incident particle, Γ is
the gamma function4, a and b are free parameters (b ≈ 0.5 is a good approximation). It implyies
that a shower reaches its maximal energy deposition at a depth (tmax = xmax/X0) of:

tmax = a− 1
b

= ln
(
E0

Ec

)
+ Ceγ, (2.2.12)

with Ceγ = +0.5 for photon-induced showers or Ceγ = −0.5 for electron-induced (or positron-
induced) showers. Finally, the depth (L) containing 95% of the shower energy can be approximated
by:

L = (tmax + 0.08Z + 9.6)X0. (2.2.13)

2.2.3 Magnets system

A particle of charge q moving with a velocity v in an electric and magnetic field E and B is
experiencing the Lorentz force (F ):

F = q(E + v × B). (2.2.14)

Magnetic fields are thus playing a leading role for particle detectors as the charge (more precisely
the ratio momentum over charge (p/q)) of a particle can be measured thanks to the bending of its
trajectory.

ATLAS uses a hybrid magnet system [128] composed of a central solenoid magnetic field of 2 T.
The solenoid magnet surrounds the inner detector hence creating a magnetic field parallel to the
beam axis in the tracking part of the detector. A toroidal magnetic field i.e. rotating is created in
the outer part of the detector, as shown in Figure 2.8, by the barrel and endcap toroids which are
producing respectively a 3.9T and 4.1T magnetic field. The magnetic field inside ATLAS is hence
non-homogenous. All the magnets are cooled with liquid helium.

The central solenoid is a cylinder of 5.8 meter length, 2.46 meter inner diameter and 2.56 meter
outer diameter, whose magnetic field is induced by a nominal current of 7.73kA cooled to 4.5K. To
achieve the desired calorimeter performance, the layout of the solenoid was carefully optimized to
keep the material thickness in front of the calorimeter as low as possible, resulting in the solenoid
assembly contributing in total to around 0.66 radiation lengths for particles arriving at normal
incidence. The magnetic field flux is returned by the steel of the hadronic calorimeter structure. To
be noted that the solenoidal magnetic field drops steeply in the inner detector at its extremity as
shown in Figure 2.9.

4. The gamma (Γ) function is defined as Γ(z) :=
∫ +∞

0
t
z−1

e
−t

dt. For an integer n ≥ 1 then Γ(n) = (n − 1)!.
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(a) (b)

Figure 2.8: (a) Schemes of the solenoid, barrel and endcap toroid magnets and (b) magnetic field lines they
produce. The solenoid is creating a magnetic field parallel to the beam axis inside the tracker (straight

magnetic field lines in green). The toroidal magnets are creating the rotating magnetic field (blue lines): the
large radius central magnetic field lines are produced by the barrel toroid magnets while the smaller external

ones are the sum of the endcap magnets field and the barrel toroid one (taken from Refs. [145, 146]).
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Figure 2.9: R- and z-dependence of the radial
(Br) and axial (Bz) magnetic field components
in the inner detector cavity, at fixed azimuth.
The symbols denote the measured axial and ra-
dial field components and the lines are the re-
sult of the fit described in section 2.2.4.

Figure 2.10: Predicted field integral as a func-
tion of |η | from the innermost to the outermost
MDT layer in one toroid octant, for infinite-
momentum muons. The curves correspond to
the azimuthal angles φ = 0 (red) and φ = π/8
(black).

A number of large magnetisable components, shown schematically in figure 2.11, distort
the Biot-Savart field at different levels. Although amenable to experimental spot-checks (sec-
tion 2.2.5), such perturbations can only be determined using field simulations.

The highly anisotropic structure of the tile calorimeter cannot be satisfactorily modelled us-
ing only a scalar permeability and an effective steel-packing factor: a formalism incorporating a
magnetic permeability tensor, as well as a more sophisticated treatment of magnetic discontinu-
ities at material boundaries, is called for. The problem is compounded by the superposition of the
solenoid and toroid fields in the partially-saturated flux-return girder and in the tile calorimeter it-
self. A novel approach to magnetic-field modelling in such structures has therefore been developed
and implemented in the B-field simulation package ATLM [29]. This package, which incorporates
a careful description of the toroid and solenoid conductors as well as a detailed mathematical model
of the tile calorimeter, is used both to compute the Biot-Savart field by numerical integration (as
described above), and to predict, by a finite-element method, the field distortions caused by the
tile calorimeter, the flux-return girder and the shielding disk in both the ID cavity and the muon
spectrometer. Altogether, these distortions affect the field integral in the muon spectrometer by up
to 4%, depending on |η | and φ ; in addition, they induce, at the level of the inner MDT layers, local
field distortions of up to |∆B| ∼ 0.2 T.

A few discrete magnetic structures, either inside the muon spectrometer or close to its outer
layers, induce additional, localised magnetic perturbations. Their impact has been evaluated using
the 3D finite-element magnetostatics package TOSCA [30]. The largest perturbations are caused
by the air pads, jacks and traction cylinders which allow the calorimeters, the shielding disks, and
the end-cap toroids to slide along the rails. These affect primarily the field distribution across
the innermost MDT chambers in the lowest barrel sectors (BIL and BIS in sectors 12 to 14, see
figures 2.11 and 6.1), and in addition impact the field integral at the level of up to 10% over small
islands in η−φ space.

– 31 –

Figure 2.9: Radial (R) and longitudinal (z) dependence of the radial (B
r
) and axial (B

z
) magnetic field

components in the inner detector cavity (taken from Ref. [128]).
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The barrel toroid creates the magnetic field in the cylindrical volume surrounding the calorimeters
but also in the two endcaps. The barrel toroid consists of eight individual stainless-steel coils with
a nominal current of 20.5 kA circulating inside their “racetrack-shape”: they are cooled down to
4.6 K. It has an overall size of 25.3 meters in length, with respective inner and outer diameters
of 9.4 meters and 20.1 meters. The net Lorentz forces generated per coil is approximately 1400
tonnes [128].

The endcap toroids generate the magnetic field required in the endcap region for optimizing the
endcap muon spectrometer system. To improve the uniformity and the overlap across their mag-
netic fields and the barrel magnetic field, they are rotated of 22.5° with respect to the barrel toroid.

2.2.4 Inner detector and tracking system

The inner detector (ID) of ATLAS [147], schematized in Figure 2.10, covers the region |η| < 2.5.
It is composed of 3 sub-detectors: the pixel detector, the Semi-Conductor Tracker (SCT) and the
Transition Radiation Tracker (TRT). The inner detector is divided into three regions: the barrel and
the two endcaps. In the barrel section the sub-detectors are arranged in concentric cylinders around
the beam axis, while in the endcaps they are composed of disks perpendicular to the beam axis as
presented in Figure 2.10c.

The ID is designed to identify charged particles and measure their momentum thanks to the 2 T
solenoidal magnetic field that is bending their trajectory [128]. It provides electron identification
for |η| < 2.0 for energies between 0.5 GeV and 150 GeV which is complementary to the infor-
mation from the calorimeters. With its initial design (TDR, [147]), the inner detector has a track
momentum resolution uncertainty [148] integrated over |η| of:

σ

(
1
pT

)
= A⊕ B

pT

√
sin(θ)

=
0.00036 ⊕ 0.0013

pT [GeV]
√

sin(θ)

 GeV−1, (2.2.15)

with A being linked to the intrinsic error on the track parameters and B represents the multiple
scattering error.

The inner detector is highly segmented into cells in order to efficiently reconstruct and distinguish
all collisions arising from pile-up. It enables to reconstruct both primary and secondary vertexes
measuring charged particles tracks with transverse momenta above 0.5 GeV.

The inner detector layout is a trade-off between high performance and the thickness of the 3 sub-
detectors which affects momentum and energy resolution measurement of the calorimeters due to
multiple scattering. It has been designed to withstand high irradiation levels and has a maximum
radiation length of 2.5 X0 in the forward region as illustrated in Figure 2.11.
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Figure 4.3: Drawing showing the sensors and structural elements traversed by two charged tracks
of 10 GeV pT in the end-cap inner detector (η = 1.4 and 2.2). The end-cap track at η = 1.4 traverses
successively the beryllium beam-pipe, the three cylindrical silicon-pixel layers with individual sen-
sor elements of 50×400 µm2, four of the disks with double layers (one radial and one with a stereo
angle of 40 mrad) of end-cap silicon-microstrip sensors (SCT) of pitch ∼ 80 µm, and approxi-
mately 40 straws of 4 mm diameter contained in the end-cap transition radiation tracker wheels.
In contrast, the end-cap track at η = 2.2 traverses successively the beryllium beam-pipe, only the
first of the cylindrical silicon-pixel layers, two end-cap pixel disks and the last four disks of the
end-cap SCT. The coverage of the end-cap TRT does not extend beyond |η | = 2.

4.2 Inner-detector sensors

This section describes the detector sensors of the pixel, SCT and TRT sub-systems - silicon pixel
and micro-strip sensors in section 4.2.1, and straw tubes filled with a Xe/CO2/O2 gas mixture
in section 4.2.2. As discussed in section 3.3, the detector sensors are subject to large integrated
radiation doses. They have therefore been developed and controlled to withstand the expected
irradiation, with a safety factor of approximately two.

4.2.1 Pixel and SCT detector sensors

The pixel and SCT sensors [63, 64] are required to maintain adequate signal performance over
the detector lifetime at design luminosity (with the exception of the pixel vertexing layer, as dis-
cussed above). The integrated radiation dose has important consequences for the sensors of both
detectors. In particular the required operating voltage, determined by the effective doping concen-
tration, depends on both the irradiation and the subsequent temperature-sensitive annealing. The
sensor leakage current also increases linearly with the integrated radiation dose. The n-type bulk
material effectively becomes p-type after a fluence Fneq of ∼ 2×1013 cm−2. The effective doping
concentration then grows with time in a temperature-dependent way. To contain this annealing
and to reduce the leakage current, the sensors will, as noted above, be operated in the temperature
range –5◦C to –10◦C. The sensors must further meet significant geometrical constraints on their
thickness, granularity and charge-collection efficiency.

– 56 –

(c)

Figure 2.10: (a)Three dimensional scheme of the inner detector of ATLAS. (b) Transverse and (c)
longitudinal views of the inner detector of ATLAS. The Insertable B-Layer (IBL) is only shown in the

transverse view (taken from Refs. [128, 149, 150]).

were omitted as they were not relevant for the studies discussed in the following.

A correct description of the detector material is crucial for simulation and reconstruction. For
the simulation geometry, this is done by translating the very detailed GeoModel description and
associated material properties into a corresponding Geant4 detector model. Figure 13 illustrates
the contributions of the different parts of the IBL to the overall material budget of the ID, following
the material budget corresponding to the layout described in Section 1.3.1. At normal incident
angle the IBL, as implemented in GeoModel, accounts for 1.5% X0 including the support tube.
The interaction of the particles with the detector material during simulation is then carried out by
the Geant4 library.

In track reconstruction, the detector material has to be taken into account as stochastic noise
terms in track fitting and energy loss corrections in track propagation. As these processes are very
frequent the access to the material model needs to be optimized in speed, while a small decrease in
the accuracy of the material description is acceptable. The TrackingGeometry material description
is kept in synchronization with the simulation geometry by an automated procedure that maps the
Geant4 material description onto the layer frame of the TrackingGeometry. An overall relative
agreement to the 1% level is reached with this procedure [19].

Figure 13. Radiation length as a function of η for the different ID components as implemented in the
ATLAS geometry model. Shown are the IBL components (top, left), the IBL as part of the Pixel system
(top, right) and the IBL as part of the overall ID (bottom). External IBL supports and services outside the
active tracking volume are not included in the description yet.

– 27 –

Figure 2.11: Radiation length (X0) as a function of η for the different inner detector components (taken
from Ref. [151]).
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2.2.4.1 The pixel detector

The pixel detector is the closest to beam-pipe sub-detector of ATLAS. It is composed of 92 million
pixels divided in 4 silicon high granular ϕ and z segmented layers: the Insertable B-Layer (IBL)
and 3 pixel layers referred to as b-layer, layer 1 and layer 2. The temperature of the silicon cells is
maintained below 0 ◦C.

Typical particles at the LHC are nearly minimum-ionizing particles (MIP) [152]. Hence, the charged
particles traversing the sensor cells deposit energy by ionizing the silicon as described by the Bethe-
Bloch formula from Equation (2.2.9). Due to the semiconductor nature of the silicon, electron-
holes pairs5 are created along the particles path: for silicon the energy required to create such pair
is 3.6eV. The electron-hole pairs are then drifting through the sensor due to the electric field created
by the reverse bias voltage applied to the electrodes on the two surfaces of the silicon modules: this
analogue signal is collected by the electrodes, digitized and read out using chip. On the other hand
non-ionizing interactions caused by heavy particles and nuclei, lead to radiation damage in the
sensor. Those type of interactions are affecting the sensor mainly causing displacement of a silicon
atom out of its lattice site resulting in a silicon interstitial site and a leftover vacancy (Frenkel pair):
those created defaults in the sensor affect the detection of MIPs as it reduces signal collection effi-
ciency due to charge trapping. It also increases the sensor leakage current. As a result, the sensors
are designed to resist high radiation especially the IBL and b-layer which are the closest from the
interaction point: the layer 1 and 2 receive less than half of the radiations of the two former layers
as presented in Figure 2.12.

The IBL [151, 153, 154] is the innermost layer of the pixel detector. This unique silicon layer,
installed at a radius of 3.3 centimeters from the beam axis, is offering a coverage of |η| < 3. It
was added during the long shut down between Run 1 and Run 2, in between the existing pixel
detector layers and a new smaller radius beam-pipe. It increases the robustness of the tracking
against dead pixel modules, the tracking precision and performances to cope with the increased
peak luminosity of Run 2. It also improves the discrimination between b-jets and jets originating
from gluons and light quarks as for instance the resolution of the track impact parameter6, for
tracks with pT < 1 GeV, was improved by about 40%. It is composed of a total of 12 million
silicon cell pixels with size 50 × 250 µm2 per cell for the barrel which is around 60% of the
pixel size for the b-layer and layers 1 and 2. Two different sensor technologies were adopted:
n+-in-n planar sensors [155] and 3D n+-in-p sensors [156]. Those cells can withstand a fluence7

of 5 × 1015 neq cm−2 and a peak luminosity of the order of 1034 cm−2 s−1 which are the expected
conditions for the end of Run 3. Thanks to its granularity, the IBL achieves a transverse hit spatial
resolution of 10 µm and 66.5 µm for the transverse (r-ϕ) and longitudinal (z) directions.

The b-layer, layer 1 and layer 2 are respectively located at 5.1, 8.9 and 12.3 centimeters from the
beam pipe axis [128, 151]. They are composed of 50 × 400 µm2 silicon cells. Each of them has
a transverse hit spatial resolution of 10 µm and 115 µm for the transverse (r-ϕ) and longitudinal
(z) directions for the barrel while for the endcaps it is 10 µm in the transverse (r-ϕ) direction and
10 µm in the radial (R) direction.

5. An electron-hole pair is created when an electron moves from the valence band to the conduction band of a semiconductor
such as silicon.

6. The impact parameter is defined as the distance of closest approach of the track to the collision point. b-jets are characterized
by higher impact parameters than light-jet, c-jets and gluon-jets which is a key feature for b-tagging algorithm. More details
are provided in Chapter 3

7. The fluence also called radiant exposure is the number of particles traversing a unit area in a certain point in space over a
certain period of time. For arbitrary particles with a specific energy distribution, if the fluence is expressed in neq cm−2 it is
called the “neutron equivalent fluence”: it corresponds to the fluence required for 1 MeV neutrons in order to produce the
same damage in a detector material as induced by the arbitrary particles.
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Predictions of the 1 MeV neutron-equivalent fluences2 per fb−1 for silicon in the ATLAS FLUKA inner
detector geometry are shown in Figure 1(a). The dominant contribution is from charged pions originating
directly from the proton–proton collisions. The fluence values averaged over all barrel modules for the
four pixel layers starting from the innermost one are 6.1 × 1012, 2.9 × 1012, 1.2 × 1012 and 7.8 × 1011

neq/cm2/fb−1, respectively. The fluence depends on the z position as the material and particle composition
are η-dependent. For example, in the IBL the maximum predicted value of 6.6 × 1012 neq/cm2/fb−1 in the
central location is about 10% higher than in the end regions (studied further in Section 3.1). Figure 1(b)
shows the 1 MeV neutron-equivalent fluence as a function of time, based on the FLUKA simulation. The
luminosity is determined by a set of dedicated luminosity detectors [20] that are calibrated using the van der
Meer beam-separation method [21]. By the end of the proton–proton collision runs in 2017, the IBL and
B-layer had received integrated fluences of approximately Φ = 6× 1014 and 3× 1014 neq/cm2, respectively.
The two outer layers have been exposed to less than half the fluence of the inner layers.
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Figure 1: (a) Simulated 1 MeV neq fluence predictions shown as a function of the radial and longitudinal distance
from the geometric centre of the detector for a one-quarter slice (z > 0 and above the beam) through the ATLAS
FLUKA geometry. (b) Predictions for the lifetime fluence experienced by the four layers of the current ATLAS pixel
detector as a function of time since the start of Run 2 (June 3, 2015) at z ≈ 0 up to the end of 2017. For the IBL,
the lifetime fluence is only due to Run 2 and for the other layers, the fluence includes all of Run 1. The IBL curve
represents both the fluence on the IBL (left axis) as well as the delivered integrated luminosity in Run 2 (right axis).

The goal of this paper is to present a model for radiation damage to silicon sensors that is fast enough to
be incorporated directly into the digitization step of the ATLAS Monte Carlo (MC) simulation, i.e. the
conversion from energy depositions from charged particles to digital signals sent from module front ends to
the detector read-out system. In the context of the full ATLAS simulation chain [1], digitization occurs after
the generation of outgoing particles from the hard-scatter collision and the simulation of their interactions
with the detector and before event reconstruction, which is the same for data and simulation. The CMS
Collaboration has developed a model of radiation damage [22–25],3 validated with test-beam data, but
it is used to apply template corrections to the total deposited charge in simulation from a model without

2 For silicon sensors the relevant measure of the radiation damage is the non-ionizing energy loss (NIEL), normally expressed as
the equivalent damage of a fluence of 1 MeV neutrons (neq/cm2).

3 This model is used in some HL-LHC projection studies, but there is currently no public documentation with a detailed
description of the implementation in the CMS software.
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Predictions of the 1 MeV neutron-equivalent fluences2 per fb−1 for silicon in the ATLAS FLUKA inner
detector geometry are shown in Figure 1(a). The dominant contribution is from charged pions originating
directly from the proton–proton collisions. The fluence values averaged over all barrel modules for the
four pixel layers starting from the innermost one are 6.1 × 1012, 2.9 × 1012, 1.2 × 1012 and 7.8 × 1011

neq/cm2/fb−1, respectively. The fluence depends on the z position as the material and particle composition
are η-dependent. For example, in the IBL the maximum predicted value of 6.6 × 1012 neq/cm2/fb−1 in the
central location is about 10% higher than in the end regions (studied further in Section 3.1). Figure 1(b)
shows the 1 MeV neutron-equivalent fluence as a function of time, based on the FLUKA simulation. The
luminosity is determined by a set of dedicated luminosity detectors [20] that are calibrated using the van der
Meer beam-separation method [21]. By the end of the proton–proton collision runs in 2017, the IBL and
B-layer had received integrated fluences of approximately Φ = 6× 1014 and 3× 1014 neq/cm2, respectively.
The two outer layers have been exposed to less than half the fluence of the inner layers.
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Figure 1: (a) Simulated 1 MeV neq fluence predictions shown as a function of the radial and longitudinal distance
from the geometric centre of the detector for a one-quarter slice (z > 0 and above the beam) through the ATLAS
FLUKA geometry. (b) Predictions for the lifetime fluence experienced by the four layers of the current ATLAS pixel
detector as a function of time since the start of Run 2 (June 3, 2015) at z ≈ 0 up to the end of 2017. For the IBL,
the lifetime fluence is only due to Run 2 and for the other layers, the fluence includes all of Run 1. The IBL curve
represents both the fluence on the IBL (left axis) as well as the delivered integrated luminosity in Run 2 (right axis).

The goal of this paper is to present a model for radiation damage to silicon sensors that is fast enough to
be incorporated directly into the digitization step of the ATLAS Monte Carlo (MC) simulation, i.e. the
conversion from energy depositions from charged particles to digital signals sent from module front ends to
the detector read-out system. In the context of the full ATLAS simulation chain [1], digitization occurs after
the generation of outgoing particles from the hard-scatter collision and the simulation of their interactions
with the detector and before event reconstruction, which is the same for data and simulation. The CMS
Collaboration has developed a model of radiation damage [22–25],3 validated with test-beam data, but
it is used to apply template corrections to the total deposited charge in simulation from a model without

2 For silicon sensors the relevant measure of the radiation damage is the non-ionizing energy loss (NIEL), normally expressed as
the equivalent damage of a fluence of 1 MeV neutrons (neq/cm2).

3 This model is used in some HL-LHC projection studies, but there is currently no public documentation with a detailed
description of the implementation in the CMS software.

4

(b)

Figure 2.12: (a) Simulated 1 MeV neq radial and longitudinal fluences for a slice (z > 0 and above the
beam) of the detector. (b) Predictions for the lifetime fluence experienced by the four layers (IBL, b-layer,

layer 1 and layer 2) of the ATLAS pixel detector as a function of time since the start of Run 2 at z = 0 up to
the end of 2017 (NB: Run 2 finished in 2018). For the IBL, the lifetime fluence is only due to Run 2 and for
the other layers, the fluence includes all of Run 1. The IBL curve represents both the fluence on the IBL (left

axis) and the delivered integrated luminosity in Run 2 (right axis) (taken from Ref. [152]).

2.2.4.2 SemiConductor Tracker

The Semiconductor Tracker (SCT) [128, 157], shown in Figure 2.10, is a precise silicon microstrip
detector that surrounds the pixel detector. It is used to reconstruct the tracks of charged particles
thanks to 4088 p+-on-n type silicon sensor modules and plays an important role in measuring their
transverse momenta. It is composed of 4 cylindrical barrel layers (|η| < 1.4 region) with a hit
spatial resolution of 17 µm and 580 µm for the transverse (r-ϕ) and longitudinal (z) directions.
Each endcap (1.4 < |η| < 2.5) contains 8 planar discs per endcap which achieve a resolution of
17 µm in the transverse (r-ϕ) direction and 580 µm in the radial (R) direction. The SCT sensors
are cooled to about −7 ◦C with C3F8 fluid.

2.2.4.3 Transition Radiation Tracker

The last layer of the inner detector is the Transition Radiation Tracker (TRT) [128, 158, 159] which
is a straw-tube tracker. It consists of drift tubes with a diameter of 4 millimeters filled with a gas
mixture of 70% Xe, 27% CO2 and 3% O2. Each tube contains a thin tungsten wire of 31 µm at its
center which acts as a small proportional counter collecting charges as a voltage of around 1.5 kV
is applied between the straw wall and the tungsten wire.

When a charged particle enters the TRT, it ionizes the active gas inside the straws. The resulting
free electrons drift towards the tungsten wire where they are amplified thanks to the high voltage
applied: a detectable current signal is hence induced.

The TRT barrel region (range of |η| < 1) contains 52 544 straw tubes of 1.5 meters length that
are parallel to the beam axis. The wires are split electrically in order to be able to read out charges
at both extremities of the straw. The TRT endcaps (1 < |η| < 2) contain radial 0.4 meters long
straws that are arranged perpendicularly to the beam axis. Each endcap has of 122 880 straws that
are read out at their outer end.
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2.2.5 Electromagnetic and hadronic calorimeters

After the pixel detector, comes the calorimeter of ATLAS, shown in Figure 2.13, which is cov-
ering the region |η| < 4.9. It is also divided in two parts the barrel and the endcap calorimeters.
The calorimeters are further split into two sub-detectors: the inner layer is the electromagnetic
calorimeter (ECAL) and the outer layer is the hadronic calorimeter (HCAL).

Calorimeters are designed to absorb and measure energy of most known particles (except muons
and neutrinos), produced by the proton-proton collisions, forcing them to deposit all of their en-
ergy and stop within the detector. Each calorimeter is composed of successive layers of “inactive”
absorbing high-density material meant to stop incoming particles followed by “active” material
that measures particles energy.

Figure 2.13: Scheme of the ATLAS calorimeter composed of electromagnetic and hadronic calorimeters
(taken from Refs. [128, 160]).

2.2.5.1 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) [128, 161] is a lead-liquid argon (LAr) sampling calorime-
ter with accordion geometry as presented in Figure 2.14. The calorimeter is divided in two parts
the central (|η| < 1.475) barrel calorimeter and the two endcaps (1.375 < |η| < 3.2) containing
each an electromagnetic endcap calorimeter (EMEC). The transition region (1.37 < |η| < 1.52)
between the barrel and the endcaps calorimeter has a large amount of material upstream of the
first calorimeter layer as illustrated in Figure 2.11. This section is instrumented with scintillators
located between the barrel and endcap cryostats, and extending up to |η| = 1.63. The ECAL mea-
sures energy and direction of electromagnetic showers.

Liquid argon has been chosen as the active medium because of its intrinsic linear behaviour, its
stability of response over time and its intrinsic radiation-hardness. The absorbers are made of
lead plates, to which two stainless-steel sheets of 0.2 millimeters thickness are glued to provide
mechanical strength. In the barrel, the lead plates are 1.53 millimeters thick for |η| < 0.8 and
of 1.13 millimeters thick for |η| > 0.8. The change in lead thickness at |η| = 0.8 is to limit the
decrease of the sampling fraction for increasing |η|. In the endcap calorimeters, the plates have
a thickness of 1.7 millimeters for |η| < 2.5 and of 2.2 millimeters for |η| > 2.5. The readout
electrodes are located in the gaps between the absorbers.
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The accordion geometry of the calorimeter provides a full coverage around ϕ. It maximizes the
number of interaction particles have with the absorber and active layers. It also enables a fast ex-
traction of the signal at the rear or at the front of the electrodes. The total thickness of the barrel
calorimeter varies between 22X0 to 33X0 as |η| increases while it passes from 24X0 to 38X0 for
the endcap calorimeters. In the barrel, the accordion waves are axial and runs in φ as depicted in
Figure 2.14. The folding angles of the waves are varied with the radius in order to keep the liquid-
argon gap constant. While in the endcaps, the waves are parallel to the radial direction and run
axially. For the same reason, the wave amplitude and the folding angle of the absorbers and elec-
trodes vary with radius. Thanks to all the characteristics cited above, very uniform performances
in terms of linearity and resolution are obtained with respect to ϕ.

As illustrated in Figure 2.14, the barrel calorimeter is composed of 3 layers (front, middle and
back) also called samplings. In the region |η| < 1.8, a pre-sampler LAr layer (before the front
layer) is used to estimate the energy lost by electrons and photons upstream of the calorimeter.
This layer is respectively 1.1 centimeters thick and 0.5 centimeters thick in the barrel and endcaps
regions. The front layer has a 4.3X0 depth and a fine granularity along η that was optimized to
differentiate neutral pions (π0, decaying into 2 photons) from photons. The middle layer of 16X0
depth is the thickest: it collects most of the showers energy. The back layer of 2X0 depth is the
thinnest it usually measures the tails of the shower but is also useful to estimate the amount of
energy leaking beyond the ECAL.

Finally, the relative energy resolution of the ECAL is parametrized by

σ(E)
E

= a√
E

⊕ b

E
⊕ c, (2.2.16)

with a being the sampling term which is related to stochastic fluctuations in showers development
in the calorimeter, it is modeled by simulation and was also measured in test-beams before the data
taking: a good agreement between test-beam data and the simulation was found. b is referred to as
noise term, it accounts for the electronic and pile-up noises measured in calibration runs. And c is
the constant term, it includes non energy dependent contributions such as radiation damages, non
uniformities of the detector, longitudinal leakage. Those three parameters are η dependent and their
importance depends on the incident particle energy. For high energies, the constant term dominate
as the two other terms are suppressed due to their energy dependence. At relatively low energy
(few GeV), the sampling term is dominating. At lower energies, the noise term is dominating. The
designed value for the sampling term and constant term are a = 10% and c = 0.7%. The noise
term was measured to be equal to b = 350 × cosh(η) MeV for a 3 × 7 clusters in the barrel for a
mean number of interaction per bunch crossing µ = 25 [162].
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in φ . The granularity in η and φ of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < η < 1.475) and the other one the region
with z < 0 (−1.475 < η < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full η-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no
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Figure 2.14: Scheme of a barrel module. The granularity in η and ϕ of the cells of each of the three layers
and of the trigger towers is also shown (taken from Ref. [128]).

2.2.5.2 Hadronic calorimeter

The hadronic calorimeter (HCAL) [128] measures the energy of hadrons (protons, neutrons, pions
and so on) which do not deposit all of their energy in the electromagnetic calorimeter (ECAL).
This tile calorimeter surrounds the ECAL: it is divided in 3 regions the central barrel hadronic
calorimeter (|η| < 1.7) called the Tile Calorimeter (TileCal), the Hadronic Endcap Calorimeters
(HEC) in the 1.5 < |η| < 3.2 region and the LAr hadronic Forward Calorimeter (FCal) covering
3.1 < |η| < 4.9.

The TileCal uses steel as absorber and plastic scintillator as active medium. When particles hit the
layers of steel, they generate a shower of new particles. The plastic scintillators in turn produce
photons, which are converted into an electric current, by a photomultiplier, whose intensity is
proportional to the original particle’s energy. The hadronic calorimeter contains 420 000 plastic
scintillator tiles and 9 500 photomultipliers.

The TileCal, which has a radial depth of 7.4X0, is composed of one central barrel and two ex-
tended barrels as shown in Figure 2.13. It is made of 64 modules, one module is schematized in
Figure 2.15, fully covering the ϕ direction. Each tile is placed perpendicularly to the beam axis and
spans radially.

The hadronic endcap calorimeters (HEC) are located behind the electromagnetic calorimeter end-
caps (EMEC). This copper/liquid argon absorber/active material sampling calorimeter is composed
of two cylindrical wheels per endcap and overlaps with the forward calorimeter. Each wheel is dis-
posed perpendicularly to the beam axis, measures 4 meters of diameter and is constructed of 32
identical wedge-shaped modules.

The LAr hadronic forward calorimeter (FCal) is installed nearby the beam axis next to the endcap
calorimeters. The close vicinity of these systems minimizes energy losses in cracks between the
calorimeter systems but also prevents most of the backgrounds from reaching the muon spectrome-
ter. The FCal contains 3 modules in each endcap: one electromagnetic module (FCal1) followed by
two hadronic modules (FCal2 and FCal3). Copper was chosen as the absorber for FCAL1 while
tungsten was chosen in FCal2 and FCal3 which provides containment and minimize the lateral
spread of hadronic showers.

When combining the TileCal or HEC with the electromagnetic calorimeters for the measurement
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supplies which power the readout are mounted in an external steel box, which has the cross-section
of the support girder and which also contains the external connections for power and other services
for the electronics (see section 5.6.3.1). Finally, the calorimeter is equipped with three calibration
systems: charge injection, laser and a 137Cs radioactive source. These systems test the optical
and digitised signals at various stages and are used to set the PMT gains to a uniformity of ±3%
(see section 5.6.2).

5.3.1.2 Mechanical structure
Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 5.9: Schematic showing how the mechan-
ical assembly and the optical readout of the tile
calorimeter are integrated together. The vari-
ous components of the optical readout, namely
the tiles, the fibres and the photomultipliers, are
shown.

The mechanical structure of the tile calorime-
ter is designed as a self-supporting, segmented
structure comprising 64 modules, each sub-
tending 5.625 degrees in azimuth, for each of
the three sections of the calorimeter [112]. The
module sub-assembly is shown in figure 5.10.
Each module contains a precision-machined
strong-back steel girder, the edges of which
are used to establish a module-to-module gap
of 1.5 mm at the inner radius. To maximise
the use of radial space, the girder provides both
the volume in which the tile calorimeter read-
out electronics are contained and the flux return
for the solenoid field. The readout fibres, suit-
ably bundled, penetrate the edges of the gird-
ers through machined holes, into which plas-
tic rings have been precisely mounted. These
rings are matched to the position of photomul-
tipliers. The fundamental element of the ab-
sorber structure consists of a 5 mm thick mas-
ter plate, onto which 4 mm thick spacer plates
are glued in a staggered fashion to form the
pockets in which the scintillator tiles are lo-
cated [113]. The master plate was fabricated
by high-precision die stamping to obtain the dimensional tolerances required to meet the specifica-
tion for the module-to-module gap. At the module edges, the spacer plates are aligned into recessed
slots, in which the readout fibres run. Holes in the master and spacer plates allow the insertion of
stainless-steel tubes for the radioactive source calibration system.

Each module is constructed by gluing the structures described above into sub-modules on a
custom stacking fixture. These are then bolted onto the girder to form modules, with care being
taken to ensure that the azimuthal alignment meets the specifications. The calorimeter is assembled
by mounting and bolting modules to each other in sequence. Shims are inserted at the inner and
outer radius load-bearing surfaces to control the overall geometry and yield a nominal module-
to-module azimuthal gap of 1.5 mm and a radial envelope which is generally within 5 mm of the
nominal one [112, 114].
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Figure 2.15: Hadronic tile calorimeter module scheme. The components of the optical readout (the tiles,
the fibers and the photomultipliers) are shown (taken from Ref. [128]).

of hadronic particles, the following energy resolution for jets are obtained [128]:

σ(E)
E

≈ 50%√
E

⊕ 3%, (2.2.17)

while the FCal resolution is
σ(E)
E

≈ 100%√
E

⊕ 10%. (2.2.18)

2.2.6 Muon spectrometer

As muons are heavier than electrons, the energy radiated by bremsstrahlung effect is reduced: they
usually pass through the inner detector and calorimeters with minimal energy loss.

The muon spectrometer (MS) [128] is surrounding the calorimeters. It is divided in 2 regions: the
barrel spectrometer for |η| < 1.2 and the endcap spectrometers (1 < |η| < 2.7). The MS is also
designed to trigger for muons in the region |η| < 2.4. For muons with energy greater or equal
to 3 GeV, this spectrometer is able to measure on its own, their direction, electric charge and
momentum thanks to the bending of their trajectory. For energies below 3 GeV, the energy loss in
the calorimeter can prevent such “standalone” measurement and requires adding the information
from the tracks reconstructed in the inner detector. The muon spectrometer has an excellent charge
identification.

The toroidal magnetic field is orthogonal to the muon trajectory in the r-ϕ plane. Hence, muons
trajectories are bent in the R-z plane which minimizes the degradation of the resolution due to
multiple scattering when muon pass through the MS layers.

The MS is composed of four different detectors represented in Figure 2.16 and listed below: the
tracking chambers (MDT and CSC) are meant for precise momenta measurement while the trigger-
ing chambers (RPC and TGC) have fast responses (few tens of nanoseconds after the passage of a
particle) that are used by the online event triggering system. In the barrel part, the muon chambers
are arranged in three concentric cylindrical layers around the beam axis at approximately 5, 7.5
and 10 meters radii. In the two endcap regions, muon chambers form large wheels are disposed
perpendicularly to the z-axis at distances |z| = 7.4, 10.8, 14 and 21.5 meters from the interaction
point.

➢ The Monitored Drift Tubes (MDT): measure curves of tracks. The MDTs cover |η| < 2.7
(except in the innermost endcap layer where they only cover |η| < 2.0) and allow for precision
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momentum measurement. These chambers are composed of three to eight layers of drift tubes,
operated at a pressure of 3 bar, which achieve an average resolution of 80 µm per tube leading
to a precision of about 35 µm per chamber.

➢ The Cathode Strip Chambers (CSC): measure with high precision coordinates in the for-
ward part of the detector. In the forward region (2 < |η| < 2.7), the CSC are used in the
innermost tracking layer due to their higher rate capability and time resolution as the particle
fluxes and muon-track density are highest in those regions. This multiwire proportional cham-
bers system has cathode planes segmented into strips in orthogonal directions. As a result the
spatial resolution is 40 µm in the bending plane and about 5 mm in the transverse plane.

➢ The Resistive Plate Chambers (RPC): are used for triggering and provide a second coordinate
measurement in central region (|η| < 1.05). They are arranged in concentric cylinders. An RPC
is a gaseous parallel electrode-plate detector. Two resistive plates are kept parallel to each other
at a distance of 2 mm and an electric field of about 4.9 kV/mm between them is applied. When
a muon enters the chamber it ionizes the gas creating an avalanche of charges along its track,
charges that are collected at the anode.

➢ The Thin Gap Chambers (TGC): are used for triggering and providing a second coordinate
measurement (in the non-bending direction) in the forward region (1.05 < |η| < 2.4) to comple-
ment the measurement of the MDT chambers. The TGCs are multi-wire proportional chambers.

The performance of the muon spectrometer in terms of transverse momentum resolution varies
between 3% to 12%, for pT values between 10 GeV and 1 TeV.

Figure 2.16: Muon spectrometer scheme (taken from Ref. [163]).

2.2.7 Trigger and data acquisition

In the ATLAS detector, about 1.7 billions proton-proton collisions are taking place every sec-
ond [164]. Saving that amount of information would require 60 million megabytes of storage per
second which is obviously not possible. Indeed, only a small fraction of the observed collisions
are interesting from a Physics point of view as the majority are simply elastic or low energy in-
elastic collisions. The Trigger and Data Acquisition (TDAQ) system [165, 166], which is shown
in Figure 2.17, is taking care of selecting collision events potentially interesting for Physics and
save them for study. The TDAQ is triggering recording of events based on inputs coming from the
different parts of the detector.

For Run 1, the TDAQ was divided in three stages: the level 1 (L1), the level 2 (L2) triggers and
the event filter. For Run 2 and Run 3, due to the increase of the instantaneous luminosity, the
TDAQ was changed to only two decision steps: the level 1 (L1) trigger and a high level trigger
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(HLT). The L1 trigger, located in the ATLAS detector, is a hardware trigger i.e. its decision are
based on raw inputs from a subset of information coming from the calorimeters and the muon
spectrometer searching for simultaneous characteristic signals. Its decision is performed in less
than 2.5 microseconds after an event occurred: the event information during this time are being kept
in buffer storage. The information rate is reduced from 40 MHz to 100 kHz thanks to the L1 trigger
decision i.e. only 100 000 events per second are selected by the L1 trigger. If an event is accepted
it is then examined by the high level trigger which further reduces the information rate to 1.5 kHz.
It corresponds to the amount of events saved for Physics analyses that are performed off-line. The
HLT is using about 40 000 CPU cores and takes a decision in just 200 microseconds. It is relying
on the full detector information available applying tighter selection criteria with reconstruction
algorithms that are very close to off-line algorithms.
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Figure 2.17: Trigger and data acquisition (TDAQ) system used by ATLAS for Run 2. (a) Diagram showing
the expected peak rates and bandwidths through each component while (b) focuses on the components of the

Level 1 (L1) trigger system (taken from Ref. [166]).
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After being recorded, events are passed through offline event reconstruction and identification al-
gorithms. The sub-detectors measurements are combined in order to reconstruct, identify and cali-
brate particles or physics objects such as vertices, tracks, leptons, photons, jets, missing transverse
energy and so on. This chapter describes that full process which is performed both for data and
event simulations. For instance, as presented by Figure 3.1, reconstructing an electron requires to
combine hit measurements from the tracking part of the detector to first be able to reconstruct its
track, direction and momenta to then combine those information with the electromagnetic calorime-
ter measurements to determine its energy.

Let’s define what efficiency and rejection refers to as those two notions are used throughout this
entire chapter. The efficiency (denoted ε) of a selection or an identification, is simply the ratio of a
certain number after and before a selection is applied (e.g. ratio of the number of events or number
of particles or number of jets or reconstructed energy versus true energy and so on). For example,
the b-tagging efficiency (denoted εb) of a b-tagging algorithm is the ratio εb := N tagged

b-jet /N total
b-jet of

the number of true b-jets that were tagged (N tagged
b-jet ) and the total number of true b-jets (N total

b-jet =
N tagged

b-jet +N untagged
b-jet ).

81



Chapter 3 Reconstruction and identification of objects in ATLAS 82

The rejection of a selection is simply the ratio 1/ε as for instance the c-jet rejection (1/εc) of a
b-tagging algorithm. If a b-tagging algorithm has a c-jet rejection of 100, it means that out of a
total of 100 true c-jets only one of them will be b-tagged. Hence, for a same b-tagging efficiency,
the higher is the c- and light-jet rejection, the better the b-tagging algorithm is as only b-jets are
selected while c- and light-jets are rejected.

second layer

first layer (strips)

presampler

third layer hadronic calorimeter

TRT (73 layers)

SCT
pixels

insertable B-layer

beam spot

beam axis

d0

η

φ

∆η×∆φ = 0.0031×0.098

∆η×∆φ = 0.025×0.0245

∆η×∆φ = 0.05×0.0245

electromagnetic 
calorimeter

Figure 1: A schematic illustration of the path of an electron through the detector. The red trajectory shows the
hypothetical path of an electron, which first traverses the tracking system (pixel detectors, then silicon-strip detectors
and lastly the TRT) and then enters the electromagnetic calorimeter. The dashed red trajectory indicates the path of a
photon produced by the interaction of the electron with the material in the tracking system.

calorimeter, charged-particle tracks identified in the inner detector, and close matching in η × φ space of
the tracks to the clusters to form the final electron candidates. Therefore, electron reconstruction in the
precision region of the ATLAS detector (|η| < 2.47) proceeds along those steps, described below in this
order. Figure 1 provides a schematic illustration of the elements that enter into the reconstruction and
identification (see Section 6) of an electron.

5.1 Seed-cluster reconstruction

The η × φ space of the EM calorimeter is divided into a grid of 200 × 256 elements (towers) of size
∆η × ∆φ = 0.025 × 0.025, corresponding to the granularity of the second layer of the EM calorimeter. For
each element, the energy (approximately calibrated at the EM scale), collected in the first, second, and
third calorimeter layers as well as in the presampler (only for |η| < 1.8, the region where the presampler is
located) is summed to form the energy of the tower. Electromagnetic-energy cluster candidates are then
seeded from localised energy deposits using a sliding-window algorithm [27] of size 3 × 5 towers in η × φ,
whose summed transverse energy exceeds 2.5 GeV. The centre of the 3 × 5 seed cluster moves in steps of
0.025 in either the η or φ direction, searching for localised energy deposits; the seed-cluster reconstruction
process is repeated until this has been performed for every element in the calorimeter. If two seed-cluster
candidates are found in close proximity (if their towers overlap within an area of ∆η × ∆φ = 5 × 9 units of
0.025 × 0.025), the candidate with the higher transverse energy is retained, if its ET is at least 10% higher
than the other candidate. If their ET values are within 10% of each other, the candidate containing the
highest-ET central tower is kept. The duplicate cluster is thereby removed. The reconstruction efficiency
of this seed-cluster algorithm (effectively εEMclus in Eq. (1)) depends on |η| and ET. As a function of ET,

10

(a) (b)

Figure 3.1: (a) Schematization of the path of an electron (red solid line) in the ATLAS detector. The
electron first goes through the tracking system (pixel detectors, then silicon-strip detectors and TRT) and

then enters the electromagnetic calorimeter where it deposits all its energy. The dashed red trajectory
indicates the path of a photon produced by the interaction of the electron with the material in the tracking

system. (b) Representation of a charged particle crossing sub-detector planes. The red stars indicate hit
measurements in the detector layers. The fitted track is shown with a black arrow. The green dots indicate

the intersection of the reconstructed track with each surface. The blue lines represent the track-to-hit
distance for each layer (taken from Refs. [150, 167]).

3.1 Vertex and track reconstruction

A primary vertex (PV) is the initial collision point between two partons from a proton-proton
collisions. To deal with the high multiplicity of primary vertices for Run 2 due to the high pile-up
conditions, ATLAS uses a 3D imaging technique [168] to reconstruct the primary vertices. The
3D imaging algorithm is divided in two steps: vertex finding and vertex fitting. For the vertex
finding stage, the algorithm tries to determine simultaneously all PV candidates along the beam
axis taking into account all reconstructed tracks using spatial 3D Fourier transformations of the
track path length in order to identify high density region which indeed correspond to primary
vertices. At the vertex fitting step, tracks are iteratively assigned to the closest vertex candidate.
An adaptive vertex fitting algorithm [169] is then used to estimate the position and its uncertainty
removing incompatible tracks. The hard-scatter primary vertex is then determined as the one with
the highest sum of the transverse momenta squared (

∑
p2

T) of all associated tracks. The remaining
vertices are from pile-up and secondary vertices. The efficiency to reconstruct and then select the
hard-scatter primary vertex has been measured to be 99% in tt events for µ = 30 [170].

Reconstruction of charged particle tracks [171, 172] plays a leading role in all physics analyses.
For instance, identification of primary (PV) and secondary (SV) vertices are key ingredient to
distinguish light- and c-jets from b-jets. As b-hadrons have a relatively long lifetime (typically
τ ≈ 1.5 ps) [173], their flight distance (γcτ ) is of the order of 450 µm up to few millimeters
depending on their relativistic factor. As a result b-hadrons decay to other particles creating a
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secondary vertex which is an intrinsic characteristic of b-jet as pictured in Figure 3.2b.
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Figure 2: A track parameterised with respect to two different surfaces: the expression to the nominal z
axis yields the Perigee representation of the track to the left, while the expression of an intersection with a
planar surface (right) is described by the AtaPlane object. The parameterisations differ only in the first two
local coordinates that are defined by the surface type and are optimised with respect to the given detector
layout. The momentum expression through the azimuthal angle φ, the polar angle θ and the (charged) inverse
momentum is identical for both cases.

Hidden Template Method The authors are aware that template solutions are in general not amongst
the most popular techniques within the client community and track representations belong clearly to
the most widely spread classes of the ATLAS tracking EDM. The template resolving has therefore be
hidden from the user through inserting actual class types for the track parameterisations on the various
surfaces for charged and neutral particles that extend the class templates to non-virtual objects7.
Figure 3 shows an UML class diagram that illustrates the charged and neutral track parameterisation
with respect to a planar surface.
The ParametersBase base class is restricted to the attributes that are identical for both a neutral and
a charged trajectory parameterisation and can be used for applications that only work on the global
parameters of a trajectory expression, i.e. a position, a momentum and the charge. The template
mechanism, on the other hand, forces the client to resolve the template argument and consequently
an object has to be identified to be either of Neutral or Charged flavor, before the parameters vector
can be retrieved8.

3 Measurement representation: The MeasurementBase Class

Measurement representations exist in manifold ways in the ATLAS tracking EDM: in most of the
cases, measurements are directly integrated as fully calibrated representations clusters or drift radii.
These objects are realised as classes that extend the RIO OnTrack class, and represent either one-
dimensional or two-dimension measurements; the calibration applied on the input objets from the
clusterisation process (in ATLAS terms PrepRawData objects) is hereby based on the already collected
track information. In the MS, a second additional calibration step is applied on RIO OnTrack objects
in the preparation phase for track fitting (pre-tracking), that is based on the local pattern recognition
output for the various detector chambers.
As described in [1] an even more flexible way of representing single and combined measurements with a
extended MeasurementBase object has been implemented in ATLAS. These types include pre-grouped
(and fitted) measurements as Segment realisations and a dedicated competing measurement collection

7The technically interested reader may find that the class templates mark virtual class descriptions and can thus not
be instantiated in the program flow.

8In C++ terms this is done using the dynamic cast operator.
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Figure 3.2: (a) Schematization of the track helix parameters used by ATLAS to fully describe tracks. (b)
Light- and b-jet tracks scheme. Light-jets are produced at the primary vertex (PV) while b-hadrons are

creating a secondary vertex (SV) which is displaced from the primary vertex. Tracks from b-jets are
characterized by large longitudinal (z0) and transverse (d0) impact parameters. (c) Representation of the
longitudinal and transverse impact parameters associated to two different tracks (blue and green) from a

b-jet (taken from Refs. [45, 174]).

Charged particles in the ATLAS inner detector have a helicoidal trajectory due to the solenoidal
magnetic field. Tracks can therefore be fully described by 5 helical parameters (d0, z0, θ, ϕ, q/p) [172,
174], shown in Figure 3.2 and described below. The point of closest transverse approach of the track
to the beam axis is called the perigee.

➢ The transverse impact parameter (d0): is the transverse distance between the perigee and the
beam axis.

➢ The longitudinal impact parameter (z0): is the longitudinal distance between the perigee and
the transverse plane (x-y) which is containing the nominal interaction point (or the primary
vertex depending on the context).

➢ The track azimuthal angle (ϕ): is the azimuthal angle of the track direction at its perigee.
➢ The track polar angle (θ): is the polar angle of the track direction at its perigee.
➢ The charge-momentum ratio (q/p): defines the curvature of the track due to the 2 T solenoidal
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magnetic field.

ATLAS uses an inside-out method to reconstruct tracks i.e. first the inner sub-detectors (pixel
detector and SCT) information is used before the outer TRT information is taken into account.
The process begins with assembling clusters from the raw measurements of the inner detector. In
average the clusters size in the barrel is about two pixels in the r-ϕ plane and varies from one to
three pixels in the longitudinal direction increasing with η. Thanks to those formed clusters, three-
dimensional measurements are performed to reconstruct the point, referred as space-point, where
the charged particle traversed the active material of the inner detector.

Once space-points are reconstructed, a track-seeding is performed which consists in forming triplets
of space-points (referred to as a seed) either from the pixel or SCT subdetectors which are com-
patible with originating from a charged particle track. Some loose selections are applied in order
to avoid seeds that would lead to low quality tracks. To reduce combinatorics, search roads (sets
of detector modules that can be expected to contain clusters compatible with the seed) are built
through the remaining detector thanks to the estimated seed trajectory.

The track candidates are then formed extending radially the seeds thanks to the search roads with
the Kalman filter [175] which searches both outwards and inwards adjacent clusters while trying to
smooth the trajectory. An ambiguity resolution step is performed to resolve overlaps between track
candidates and reject incorrect combinations of unrelated clusters (called “fake tracks”). Tracks
candidate are ranked based on a track score which takes into account criteria such as the number
of clusters assigned to the track, the track fit χ2, the transverse momentum (to promote energetic
tracks and suppress low momentum tracks that often have incorrectly assigned clusters). Shared
hits are often an indicator of fakes or low quality tracks. In order to suppress fake tracks and
to ensure a good spatial and momentum resolution, a minimum of 7 hit clusters (out of the 12
expected) summing the ones from the silicon tracker and SCT is required with as well no more
than two shared clusters for a track. Finally, in order to benefit from additional measurements on
the track, in particular for momentum resolution and particle identification, an extension to the
TRT is attempted using again a road search and Kalman filter starting from the position estimation
of the track candidate in the TRT volume. The TRT hits are then added to the tracks and the whole
tracks are fitted again with the global χ2 fitter in case the extension is successful. To be noted that
the silicon-only tracks (i.e. only built with pixel detector and SCT information) are kept if the fit
worsens with the addition of the TRT hits. The track extension to TRT can also be rejected based
on TRT track quality criteria.

It is worth mentioning that potential seeds failing the track-finding requirements are checked for
calorimeter compatibility. For a seed within a region of interest (ROI) in the calorimeter, the track
procedure is again performed allowing for an additional “kink” in the track using the Gaussian
Sum filter [176] instead of the Kalman filter. This increases electron efficiency reconstruction as
bremsstrahlung radiations can cause non-negligible change in track directions: this procedure is
referred to as bremsstrahlung recovery.

The inside-out procedure described above is efficient to reconstruct tracks from particles produced
by the primary pp interactions. However, particles produced at greater distance from the beam-
pipe such as electrons originating from photon conversions (γ → e+e−) in the inner detector could
fail the track reconstruction algorithm. To circumvent this issue an outide-in procedure is used
i.e. using first TRT information before the pixel and SCT’s ones. It uses the non already assigned
to track hits from the inside-out algorithm. The track reconstruction is only performed in ROIs
determined by the electromagnetic calorimeter and compatibility with the TRT hit segments is
performed. The compatible segments are checked to be matched with short silicon track seeds
formed of two space-points from the pixel or SCT subdetectors only taking into account hits close-
by to the TRT. Finally, as previously, the seeds found are extended into tracks using the same
protocol (road search, Kalman filter, ambiguity removal and global χ2 fitter). The track candidates



85 3.1 Vertex and track reconstruction

are then again extended (back) into the TRT using the collected hit segments.

The Figure 3.3 shows the track reconstruction efficiency for charged particles inside jets in dijet
simulated events.
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Figure 3.3: Track reconstruction efficiency for charged primary particles in jets with |η| < 1.2 (|η| > 1.2) as
a function of the jet transverse momentum in simulated dijet MC events (taken from Ref. [171]).

The Figure 3.4 shows the improvement of the transverse and longitudinal impact parameter reso-
lution in data between Run 1 and Run 2 thanks to the insertion of the Insertable B-Layer (IBL) in
the inner detector for the Run 2.
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Figure 3.4: Comparison of the spatial resolution (σ) for the transverse (d0) and longitudinal (z0) impact
parameters for Run 1 (2012,

√
s = 8 TeV) and Run 2 (2015,

√
s = 13 TeV) data as a function of (a), (c) pT

for 0 < η < 0.2 or (b), (d) η for 0.4 < pT < 0.5 GeV. The improvement observed is thanks to the addition of
the Insertable B-Layer (IBL) in the inner detector for the Run 2 (taken from Ref. [177]).
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3.2 Electrons

Electrons going through the ATLAS detector are reconstructed thanks to their track left in the inner
detector and their (full) energy deposition in the electromagnetic (EM) calorimeter [178–180] as
shown in Figure 3.1. The first step consists in reconstructing the electromagnetic shower of the
electron candidate. Then information from the calorimeter and the inner detector are matched in
the η× ϕ phase space to enable the identification of electrons. Finally, a calibration of the electron
is performed.

3.2.1 Electron reconstruction

Before 2017, electromagnetic showers were reconstructed with a fixed-size clustering algorithm
called sliding-window algorithm [181] i.e. the formed clusters had a fixed size. Since then, ATLAS
is now using a dynamical topological cell clustering (abbreviated topo-cluster) algorithm [178–
180, 182] meaning that clusters have a variable size. The dynamic topo-cluster algorithm enables
to recover energy from bremsstrahlung photons or from electrons from photon conversions which
is the main drawback of the sliding window algorithm. Moreover, it is achieving similar energy
response linearity and stability with respect to pile-up as the sliding window algorithm.

The topo-cluster algorithm works as follows:

It begins by iteratively forming proto-clusters from the electromagnetic and hadronic calorime-
ters using a set of noise thresholds in which the cell initiating the cluster is required to have a
significance

∣∣∣ζEM
cell

∣∣∣ > 4 with:

ζEM
cell = EEM

cell

σEM
noise,cell

, (3.2.1)

where EEM
cell is the cell energy at the EM scale i.e. the correct energy deposited by the shower in

the calorimeter cell after having subtracted expected noise contributions (electronic and pile-up
noise). As a result EEM

cell can be negative due to noise subtraction. And σEM
noise,cell is the expected cell

noise uncertainty taking into account all known noises which are caused by electronics and pile-up
(estimated using the average expected instantaneous luminosity for Run 2). All the neighbour cells
with

∣∣∣ζEM
cell

∣∣∣ > 2 are added to the proto-cluster and each of them becomes a seed cell repeating the
procedure. If two proto-clusters are sharing a common cell they are then merged. This procedure
is robust to energy bias as it uses |ζcell| instead of ζcell, so negative energy cells are also taken
into account hence proto-cluster energy is not overestimated. Finally, a “crown” of the nearest
neighbour cells is added to the proto-clusters independently of their significance. In case there are
several local maxima, the proto-cluster is split into separate clusters, a local maxima being a cell
with EEM

cell > 500 MeV, at least four neighbours and none of the neighbours has a larger signal.
Cells from the pre-sampler and first layer of the LAr EM calorimeter are not considered at that
stage to avoid formation of noise clusters. Afterwards, the proto-cluster procedure is extended to
the whole calorimeter. In order to pre-select electron candidate clusters, the EM fraction (fEM) can
be defined as:

fEM := EL1 + EL2 + EL3 + w(EE4 + EPS)
Eclus

, w =
1 if 1.37 < |η| < 1.63

0 otherwise
(3.2.2)

where ELx is the cluster energy in layer x of the calorimeter and the term EE4 + EPS is only
considered for clusters in the transition region 1.37 < |η| < 1.63, since the energy deposition of
electrons is non-negligible in the pre-sampler and scintillator layers. And Eclus (referred to as the
EM energy of the cluster) is the weighted sum of the cell energy constituting the cluster, the weight
being determined by the geometric structure of the cluster.
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The fEM represents the fraction of energy left by a particle in the electromagnetic calorimeter. Since
electrons deposit almost all their energy in the electromagnetic calorimeter one would expect fEM
to be close to 1. As a result, electron candidate clusters are required to have fEM > 0.5 because this
cut enables to reject around 60% of the pile-up clusters without affecting the efficiency for true
electron topo-clusters selections as demonstrated in Figure 3.5. Moreover, only clusters with EM
energy greater than 400 MeV are considered.

All physical properties of the proto-cluster, its direction, momentum, energy, center of gravity etc
are determined using weighted sums taking into account the energy of each cell/cluster and their
geometrical weight inside the proto-cluster [182].

To reconstruct electron tracks, the EM clusters passing loose shower shape requirements in terms
of energy leakage in the hadronic calorimeter downstream of the electromagnetic calorimeter and
energy distribution in η are used to define the region of interest (ROI). Within the ROI, the usual
track reconstruction is performed. The tracks are then matched to the EM clusters by means of
tight requirements in η and ϕ. In case several tracks are found they are ranked in the following
order: tracks with hits in the pixel detector, then tracks with hits in the SCT but not in the pixel
detector. Tracks with the better ∆R with respect to the cluster in the second layer of the calorimeter
are preferred. Other more refine selections are performed in some particular cases.

Then superclusters are reconstructed in two stages: EM topo-clusters are tested as seed clus-
ter candidates and EM topo-clusters near the seed candidates are identified as satellite. Satel-
lites can be the result of bremsstrahlung effect: if they pass some requirement they are added
to the supercluster. To build the superclusters, the topo-clusters are sorted by decreasing trans-

verse energy ET :=
√
m2 + p2

T ≈ E/ cosh(η). Each cluster starting from the one with the high-
est ET to the lowest one is considered as an electron seed candidate, they are required to have
ET > 1 GeV, be matched to a track with at least four hits in the silicon tracking subdetectors. If
a cluster satisfies those requirements, a search for satellite clusters is performed within a window
∆η × ∆ϕ = 0.075 × 0.125 around the cluster barycenter. An extended search is also performed
for ∆η × ∆ϕ = 0.125 × 0.300 to catch bremsstrahlung electrons this time requiring that the best
matched track is shared between the seed cluster and satellite cluster candidate. The search win-
dow is larger in ϕ than in η because trajectories of charged particles are bent the in the R-ϕ plane
resulting in a larger shower spread in that direction. In that iterative process, clusters that are found
to be satellite clusters of other clusters are not considered as electron seeds.

A calibration of the supercluster is then performed matching tracks in the same way as for EM
topo-clusters but with the supercluster: the corresponding electron object for analysis is created.
The Figure 3.6 present the reconstruction efficiencies for the different steps of an electron recon-
struction as a function of the transverse energy.
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Figure 3.5: (a) Distribution of the EM fraction (fEM) and (b) reconstruction efficiency as a function of the
fEM selection cut for simulated true electron (black) and pile-up (red) clusters (taken from Ref. [178]).
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3.2.2 Electron identification and isolation criteria

Once reconstructed, quality criteria for the electron can be defined to improve the purity of the
selected electrons [178–180] and reject fake electrons. The discrimination variables used to de-
termine electron quality can be grouped into several categories: lateral, longitudinal shower de-
velopment profile, track of the electron and compatibility of the track-cluster association. Here
are a non-exhaustive list of discriminating variables used: the transverse impact parameter (d0)
of the track, its significance (|d0/σ(d0)|), its number of hits, the lateral shower energy deposition
variables in the η and ϕ directions, lateral width, longitudinal shower shape variable, the energy
leakage in the hadronic calorimeter, the ratio E/p.

In ATLAS, 3 electron quality criteria (also called working point) are defined LHTight (also denoted
TightLH), LHMedium (or MediumLH) and LHLoose (or LooseLH) with LH standing for likelihood.
The likelihood is built using the probability density functions from the discriminating variables
(typically 13 variables) and is divided into 9 bins for η and 12 bins for ET. The likelihood provides
a unique output discriminant denoted dL. The working point are corresponding to three decreasing
fixed values of the LH discriminant dL resulting in identification efficiencies of 80%, 88% and 93%
for electrons with ET = 40 GeV respectively for the LHTight, LHMedium and LHLoose working
points (WP) as shown in Figure 3.7.
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Figure 3.7: Electron identification efficiency in Z → e
+

e
− events in data as a function of (a) ET and (b) η

for the Loose, Medium and Tight operating points. For both plots, the bottom panel shows the
data-to-simulation ratios (taken from Ref. [178]).

One can distinguish prompt electrons i.e. coming from the main collision from a non-prompt elec-
trons which are non isolated electrons because they are emitted for instance in the semi-leptonic
decay of heavy-hadrons (electrons emitted in jets). Non-prompt electrons are not rejected by qual-
ity criteria as they are real electrons. The isolation can basically be quantified with the energy
deposits in the calorimeter around the electron (calorimeter isolation) or from the tracks of nearby
charged particles (track isolation) or combining the calorimeter and track isolation criteria.

ATLAS provides different working points for the calorimeter and track isolation that are presented
in Table 3.1. The working points can be defined in two ways, either targeting a fixed value of ef-
ficiency (Gradient WP) or with fixed cuts on the isolation variables (HighPtCaloOnly, Loose and
Tight WPs). The Figure 3.8 shows the efficiency of the different isolation WPs. The isolation cri-
teria needed are specific to each physics analysis in particular it depends on the topology of the
events targeted. The choice of the isolation is hence a compromise between an efficient identifi-
cation of prompt isolated electrons or produced in a busy environment, and a good rejection of
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electrons from heavy-flavour decays or light hadrons misidentified as electrons.

For calorimeter isolation, the energy around the electromagnetic shower (EconeXX
T ) is determined

by using a cone ∆R = XX/100 around the electron cluster barycenter. For example if XX = 20
then ∆R = 0.2 and Econe20

T is measured. EconeXX
T is computed by subtracting the sum of the energy

of the core EM shower, the transverse energy leakage outside of the core and contribution from
pile-up to the total energy contained in the cone [178].

For track isolation, the transverse momentum (pvarconeXX
T ) is obtained by summing the transverse

momentum of selected tracks within the cone centered around the electron track excluding the
tracks matched to the electron. The cone in that case is defined with a variable radius ∆R, defined
in Equation (3.2.3), which shrinks for large transverse momenta electron. The tracks considered
are required to have pT > 1 GeV, |η| < 2.5, at least 7 silicon hits (Pixel+SCT subdetectors) and
a loose vertex association they should have either been used in the primary vertex fit otherwise
they should satisfy |z0| sin(θ) < 3 mm with z0 the longitudinal impact parameter distance to the
primary vertex.

∆R = min
(

10
pT[GeV] ,∆Rmax

)
, (3.2.3)

with ∆Rmax is the maximum cone size taken to be ∆Rmax = 0.2. The track isolation is tak-
ing advantages of the much smaller tracker granularity which allows for narrower cone sizes: for
calorimeter isolation it would not be possible to build cones with a radius much smaller than
∆R = 0.2 due to the finite granularity of the calorimeter.

Working point Calorimeter isolation Track isolation
Gradient ε = 0.1143 × pT + 92.14% (with Econe20

T ) ε = 0.1143 × pT + 92.14% (with pvarcone20
T )

HighPtCaloOnly Econe20
T < max(0.015 × pT, 3.5 GeV) -

Loose Econe20
T /pT < 0.20 pvarcone20

T /pT < 0.15
Tight Econe20

T /pT < 0.06 pvarcone20
T /pT < 0.06

Table 3.1: Electron isolation working points and isolation efficiency ε definitions. In the Gradient working
point definition, the unit of pT is GeV. For all working points, a cone size of ∆R = 0.2 for calorimeter and

∆Rmax = 0.2 for track isolations has been used The HighPtCaloOnly WP is only based on calorimeter
isolation while the other WPs require both calorimeter and tracks isolation criteria. (taken from Ref. [178]).
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Figure 3.8: Efficiency of the different isolation working points for electrons passing the Medium
identification criterion in inclusive Z → e

+
e

− events as a function (a) ET and (b) η. The electrons are
required to pass the LHMedium identification criterion. The bottom panel shows the ratio of the efficiencies

measured in data and in MC simulations (taken from Ref. [178]).
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3.2.3 Electron calibration

Once electrons are reconstructed, a multivariate analysis (MVA) regression algorithm is used [178]
to calibrate them both in data and simulations. A regression algorithm is a machine learning algo-
rithm taking input variables to predict one or several output variables such as for instance cor-
rections for the energy and transverse momentum of a particle. Regression algorithms are hence a
powerful tool to reduce biases, improve resolution and so on: they can be used to calibrate particles
such as electrons.

The MVA regression algorithm is trained in simulated samples containing single electrons without
pile-up. Phase space is divided in (|η| , ET) regions. In that case the MVA should estimate the
energy of the electrons based on the energy deposits in the calorimeter. The set of input variable
provided is: the energy deposited in the calorimeter, the energy deposited in the pre-sampler, the
ratio of the energies deposited in the first and second layers (EL1/EL2) of the EM calorimeter, the η
of the impact point of the shower in the calorimeter, and the angular distances in η and in ϕ between
the impact point of the shower and the center of the closest cell in the second calorimeter layer.
In the transition region between the barrel and endcap calorimeters, 1.4 < |η| < 1.6, the amount
of material before the first active layer of the calorimeter is large which degrades electron energy
resolution. To mitigate this effect, the information from the scintillators (layer 4) are used: the MVA
regression algorithm. In this region the energy (EL4) deposited in the cells of the scintillators and
the difference in position between the cluster position and the center of the scintillator cells are
added to the set of input variables.

An energy correction is then only applied in data to correct for potential miscalibrations of the
detector and imperfections of the energy reconstruction procedure. It is determined by means of a
template method using Z → e+e− events by comparing the invariant mass distribution of the e+e−

system in data and simulation to derive the energy correction [178–180]. The same method is fully
described in Chapter 4 but was applied to determine an energy correction for b-jets.

In practice the energy scale correction is applied to the data, and the resolution correction is applied
to the simulation:

Edata corrected = Edata/(1 + α),
(
σE

E

)MC corrected
=
(
σE

E

)MC
⊕ c, (3.2.4)

where α is the energy scale factor and c the constant resolution factor. Usually those corrections
are derived in η-bins corresponding to the different part of the ATLAS calorimeter. The energy
response of the calorimeter is expected to vary with η as different technologies are used. The energy
scale factor and constant resolution factor are also measured per year because variations of the LAr
temperature and the increase of the instantaneous luminosity are affecting the corrections to be
applied. The Figure 3.9 shows the measurement for the α and c corrections as well as the invariant
mass distribution comparison between data and simulation after having applied their respective
correction.
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Figure 3.9: (a) Energy scale factors α and (b) additional constant term c as a function of η. The shaded
areas correspond to the statistical uncertainties. For (a) and (b), the bottom panels show the differences

between measured values in a given data-taking period and the measurements using 2017 data. (c)
Comparison between data and simulation of the m

ee
invariant mass distribution for the selected Z → e
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candidates after the calibration and resolution corrections are respectively applied to the data and the
simulation. The total number of events in the simulation is normalized to the data. The uncertainty band of
the bottom plot represents the impact of the uncertainties in the calibration and resolution correction factors

(taken from Ref. [178]).
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3.3 Muons

Muon candidates are reconstructed using information from the inner detector (ID) and the muon
spectrometer (MS) [183, 184]. The first step consists in reconstructing tracks of the muon candidate
in the muon spectrometer. Then information from the MS and the inner detector are matched
together to enable the identification of muons.

3.3.1 Muon reconstruction

The muon spectrometer measures deflection of muons trajectories in the r-z plane due to the
toroidal magnetic field. Since in the r-ϕ plane, muon trajectories are straight lines, the first step of
the track reconstruction in the MS consists in identification of short straight line track segments
from hits in one of the individual MS stations i.e. parts of the sub-detectors. This identification is
performed with a Hough transform [185] which enables to recognize patterns of points in an image.
The segments are then combined into track candidates requiring a loose pointing constraint based
on the IP and assuming perfect parabolic trajectories in the bending plane which is a first order ap-
proximation. Information from the muon track detector and muon trigger detectors are combined
to obtain a 3D track candidate. A global χ2 fit of the muon trajectory is performed through the
whole muon spectrometer taking into account possible interactions of the muon with the detectors.

Then using the muon trajectory from the global fit, outliers hits are removed and hits along the
trajectory that were not assigned to track are included. The fit is then performed again with the
updated track information. In case tracks share a large amount of hits, the ambiguity is resolved by
keeping only the higher quality tracks. The only exception is for identical tracks in two stations but
not sharing hits in a third station in order to increase the reconstruction efficiency of boosted low-
mass di-muon systems. Finally, a third fit is performed with a loose constraint on the interaction
point additionally taking into account the energy loss related to the calorimeters. The pT of the
muon candidate at the interaction point is then extrapolated from that fit.

Finally, the muon reconstruction based on the full detector information is performed. There are
five main strategies used to reconstruct muons leading to five “types” of muon described below.

➢ Combined (CB) muons: are reconstructed by matching MS and ID tracks performing a com-
bined track fit based on hits in those two subdetectors taking into account energy loss in the
calorimeters. The track in the MS may be again updated during the fit and afterwards the whole
track fit can be repeated. For |η| > 2.5 the MS tracks can be combined with short tracks seg-
ments from the pixel and SCT detectors those muons are called silicon associated forward (SiF)
muons.

➢ Inside-out (IO) combined muons: a complementary inside-out algorithm is used to extrapo-
late ID tracks to the MS looking for at least three loosely-aligned hits in the MS. The ID tracks,
energy loss in the calorimeters and MS hits are then combined in track fit. The MS reconstructed
tracks are not used in that reconstruction which enables to gain in efficiency in regions where
the MS coverage is limited or for low-pT muons that may not reach the middle MS station.

➢ Muon spectrometer extrapolated (ME) muons: in case a muon MS track cannot be matched
with an ID track, then its parameters are extrapolated to the beamline and used to define a ME
muon. It enables to extend the muon reconstruction to the full coverage |η| < 2.7 of the MS
outside of the ID acceptance.

➢ Segment-tagged (ST) muons: are obtained by matching an extrapolated ID track to the MS
with a tight angular requirement for at least one segment reconstructed in the MS. The ID track
is then considered as muon candidate and muon parameters are computed from the ID track fit.

➢ Calorimeter-tagged (CT) muons: are obtained by extrapolating tracks through the calorime-
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ters to search for energy deposits consistent with a MIP. The deposits are then used to tag the
ID track as a muon: parameters of the muon are taken from the ID track. Only tracks with a
pT > 5 GeV are considered to avoid large background contamination whereas for other type of
muon ID tracks with pT > 2 GeV are taken into account.

3.3.2 Muon identification and isolation criteria

Once reconstructed, high quality muon candidates should be identified. As for electron the identi-
fication is analysis specific and depend on the targeted topology of the events [183, 184].

ATLAS provides several working points to identify muons and distinguish prompt from non-
prompt muons. A distinction is made between non-prompt muons from semi-leptonic decay of
light-hadrons and those from heavy flavour hadrons decays. The identification working points are
targeting rejection of muon from the light hadron in-flight decays whose track quality is in general
lower due to the change in trajectory arising from in-flight decay in the detector. Those muons have
often a “kink” in their reconstructed track due to the momentum carried away by the undetected
neutrino. As a consequence, it is expected that the fit quality of the resulting combined track will
be poor and that the momentum measured in the ID and MS may not be compatible. Bottom and
charm hadrons on the other hand are producing good-quality muons: they can be distinguished
from prompt-muons thanks to isolation requirement and applying a distance to primary vertex
requirement since prompt muons are expected to originate from the PV.

The Loose, Medium and Tight WPs are the 3 identification working points defined by ATLAS
for increasing tighter selections. The Loose WP has been optimized for the reconstruction of the
decay of the Higgs boson into 4 muons (H → ZZ∗ → 4µ). The Loose WP has a large signal
efficiency which is appropriate for the study of the Higgs in that channel due to the high signal
to background ratio. The Medium WP is meant to be used by a large range of analyses, it comes
with a good efficiency and rejection of background. The Tight WP achieves the highest purity
despite a few percent prompt muon efficiency loss. It brings a significant improvement of the
background rejection and is hence meant to be used by analyses that are limited by non-prompt
muon background. Finally, two additional WPs corresponding to extreme phase space regions are
introduced: the High-pT WP which is optimal for muon with pT > 100 GeV and the Low-pT WP
targeting the lowest pT-muons (split in two method: a cut-based one and a multivariate one). The
Table 3.2 and Figure 3.10 summarize the efficiency and misidentification efficiencies for prompt
and non-prompt muons for the different working point.

The identification are based on requirements on the number of hits in the MS stations and ID
sub-detectors. The q/p compatibility (σcomp.(q/p)) for CB and IO muons defined as:

σcomp.(q/p) := |q/pID − q/pMS|√
σ2(q/pID) + σ2(q/pMS)

(3.3.1)

is also a discriminating criterion. Where q/pID and q/pMS are the measurement of the ratio charge-
momentum (q/p) in the ID and MS expressed at the interaction point. σ(q/pID) and σ(q/pMS) are
the associated uncertainties on those measurements. For CB and IO muons the absolute difference
between the ID and MS pT measurements (ρ′) is also a relevant criterion:

ρ′ :=

∣∣∣pT,ID − pT,MS

∣∣∣
pT,CB

, (3.3.2)

with pT,ID, pT,MS and pT,CB that are respectively the muon-pT measured in the ID, MS and obtained
from the combined track fit. For muons without an ID or MS track σcomp.(q/p) and ρ′ are not
considered as requirements. The Tight and Medium WP accepts only CB and IO muons. The
details of the identification requirements for the different WPs can be found in Reference [183].
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The vertex association of the muon candidate is performed imposing the transverse impact param-
eter significance to satisfy |d0| /σ(d0) < 3. The muon track is checked to be compatible with the
reconstructed primary vertex with the |z0| sin(θ) < 0.5 mm requirement.

3 < pT [GeV] < 5 5 < pT [GeV] < 20 20 < pT [GeV] < 100 pT > 100 GeV
Working point εµ [%] εhad [%] εµ [%] εhad [%] εµ [%] εhad [%] εµ [%] εhad [%]

Loose 90 1.17 98 1.06 99 0.25 98 0.12
Medium 70 0.63 97 0.85 97 0.17 97 0.07

Tight 36 0.15 90 0.38 93 0.12 93 0.04
Low-pT (cut-based) 86 0.82 95 0.71 97 0.17 97 0.07

Low-pT (multivariate) 88 0.73 96 0.66 97 0.17 97 0.07
High-pT 45 0.34 79 0.60 80 0.13 80 0.05

Table 3.2: Prompt-muon efficiencies (ε
µ
) and light-hadron misidentification rates (εhad) for the different

identification working points, evaluated in a tt MC sample in different pT-regions in the region |η| < 2.5. By
design, the Tight working point does not select any muons with pT < 4 GeV, which is reflected in the

3 < pT < 5 GeV region. The statistical uncertainties are at least one order of magnitude smaller than the last
digit reported (taken from Ref. [183]).
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Figure 3.10: Efficiency as a function of (a) pT and (b) for the Loose, Medium and Tight identification WP
in simulated tt events for tracks with pT > 10 GeV shown separately for prompt muons and muons from

hadron decays (taken from Ref. [183]).

The muon isolation criteria are based on the same idea as for the electron isolation: prompt muons
can be distinguished from non-prompt muons by looking at the vicinity activity around them. A
track-based isolation and a calorimeter-based isolation variables are defined.

For the track based isolation variable, as for electron (see corresponding Section 3.2 for more
details), a variable size radius cone is defined with ∆R = min(10 GeV/pT,∆Rmax) with pT
the transverse momentum of the muon and ∆Rmax = 0.3. The transverse momentum around the
muon pvarcone30

T is computed as the scalar sum of the transverse momenta of tracks with pT > 1GeV
excluding the muon track. The pvarcone30

T is optimized for topologies where jets or other leptons are
expected to be close to an energetic muon. Some other isolation WPs are using a fixed radius cone
∆R = 0.2 with associated transverse momenta denoted pcone20

T .

The calorimeter based isolation is defined with the E topocone20
T which corresponds to the sum of the

transverse energy of the topological cell clusters within ∆R = 0.2 around the extrapolated position
of the muon in the calorimeter and removing energy deposition from the muon. E topocone20

T is also
noise corrected similarly to what is done for electrons and jets.

The Table 3.3 presents the different isolation working point available for ATLAS. The WP PLBDT-
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Isolation WP Definition Track pT requirement
PflowLoose* (pvarcone30T + 0.4 · Eneflow20

T ) < 0.16 · pµT pT > 500 MeVPflowTight* (pvarcone30T + 0.4 · Eneflow20
T ) < 0.045 · pµT

Loose* pvarcone30T < 0.15 · pµT , Etopocone20
T < 0.3 · pµT pT > 1 GeV

Tight* pvarcone30T < 0.04 · pµT , Etopocone20
T < 0.15 · pµT

HighPtTrackOnly pcone20T < 1.25 GeV
pT > 1 GeVTightTrackOnly* pvarcone30T < 0.06 · pµT

PLBDTLoose (PLBDTTight) pvarcone30T < max(1.8 GeV, 0.15 · pµT)
pT > 1 GeVBDT cut to mimic TightTrackOnly (Tight) efficiency

Table 3.3: Definitions of the muon isolation WPs. The criteria used are listed in the second column, while
the requirement on the minimum track pT is shown in the third column. The WPs marked with “*” exist in
two variants: one using p

varcone30
T (i.e. variable ∆R cone) and the other using p

cone20
T (i.e. fixed ∆R cone) for

pT > 50 GeV (taken from Ref. [183]).

Loose and PLBDTTight are using a prompt lepton BDT to achieve respectively the same prompt
muon efficiency as the TightTrackOnly and Tight isolation WPs. To be noted that all criteria includ-
ing a calorimeter-based isolation are also applying a track-based selection because the former is
more sensitive to pile-up [183]. The efficiencies obtained for the isolation WPs are summarized in
Table 3.4.

3 < pT [GeV] < 5 5 < pT [GeV] < 20 20 < pT [GeV] < 100 pT > 100 GeV
Working point εµ [%] εHF [%] εµ [%] εHF [%] εµ [%] εHF [%] εµ [%] εHF [%]

Loose 63 14.3 86 7.2 97 6.1 99 12.7
Tight 53 11.9 70 4.2 89 1.0 98 1.6

PflowLoose 62 12.9 86 6.8 97 5.0 99 9.1
PflowTight 45 8.5 63 3.1 87 0.9 97 0.8

HighPtTrackOnly 92 35.9 92 17.2 92 4.5 92 0.6
TightTrackOnly 80 19.9 81 7.0 94 3.2 99 3.3
PLBDTLoose 81 17.4 83 5.1 93 1.3 98 1.7
PLBDTTight 57 9.6 69 2.7 87 0.5 98 1.7

Table 3.4: Efficiencies for prompt muons (ε
µ
) and muons from bottom and charm semileptonic decays (εHF)

for the different isolation working points, evaluated in a tt MC sample in different pT-regions for tracks
satisfying the Medium identification and the vertex association criteria. The isolation working points

considered correspond to the variants with the cone size remaining constant at ∆R = 0.2 for pT > 50 GeV.
The statistical uncertainties are at least one order of magnitude smaller than the last digit reported (taken

from Ref. [183]).

3.4 Taus

Due to their mean lifetime of 290.3 fs [18], tau leptons decay before reaching the ATLAS detector.
Taus can decay either leptonically (τ → lνlντ , l = e, µ) or hadronically (τ → ντ + hadrons)
with respective branching ratio of 34% and 66%. Leptonic decays produce isolated electrons or
muons, and neutrinos that cause momentum imbalance in the transverse plane (see Section 3.8).
Hadronic decays can be classified in two categories, the 1 prong and 3 prong decays, which contain
respectively 1 and 3 charged particles (mostly π±) with respective probabilities of 72% and 22%.
In 68% of cases those hadronic decays contain at least one neutral pion.

In the ATLAS detector, hadronic tau decays are reconstructed as jets with the anti-kt R = 0.4
clustering algorithm (the anti-kt algorithm is discussed in Section 3.6.1) which are required to
have pT > 10 GeV, |η| < 2.5 and one or three charged tracks within a cone of ∆R = 0.2 around
the jet axis [186]. The neutrino from the hadronic tau lepton decay cannot be reconstructed and the
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combination of all visible decay products is referred to as τhad-vis.

In order to reject the background from quark- and gluon-initiated jets, ATLAS was previously
using a boosted decision tree (BDT) based algorithm [187] and recently switched to a recurrent
neural network (RNN) identification algorithm [188]. The Figure 3.11 presents a comparison of the
background rejection versus the tau identification efficiency for the RNN and BDT based algorithm:
an increase of performances is obtained with the RNN.
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Figure 3.11: Rejection of quark and gluon jets misidentified as hadronic τ -decays (fake τhad-vis) depending
on the true τhad-vis efficiency. The 1-prong (red) and 3-prong (blue) ROC curves are shown using the

RNN-based (full line) and the BDT-based (dashed line) identification algorithms. The markers correspond to
the four defined working points Tight, Medium, Loose and Very loose with increasing signal selection

efficiencies (taken from Ref. [188]).

3.5 Photons

Since in this thesis photons are not used, only a brief description of their reconstruction and iden-
tification is provided.

Reconstruction of photon EM showers is performed in the same way as for electrons (described
in Section 3.2) [178]. Photons can be split in two categories the converted and unconverted ones
distinguished from one another by using tracking information. Converted photons interacted with
the tracker material in photon conversion process (γ → e+e−) which results in having at least one
track originating from a vertex, whereas unconverted photons do not have such a track: the energy
deposit for converted photons tends to be wider because the e+e− pair aperture is amplified by the
solenoidal magnetic field. The identification of photons is based on cuts related to the EM shower
exploiting its shape and energy deposition characteristics. For instance, a search for local energy
maxima within the transverse energy profile of the EM shower is performed in the finely segmented
layer 1 of the EM calorimeter to distinguish prompt photons (1 maximum) from fakes (typically
π0 → 2γ) which have 2 maxima. Three identification working points (Loose, Medium and Tight)
optimizing the cuts applied on the discriminant distributions in different η bins are proposed by
ATLAS. Similarly to electrons, isolation criteria are defined for photons.

3.6 Jets

A jet is the result of the hadronization of a parton (quark or a gluon) leading to a spray of collimated
hadrons in the detector. Jets in ATLAS are reconstructed using calorimeter based and/or pixel
detector based information. Afterwards, a full calibration of the jets is performed to correct for
various effects.
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3.6.1 Reconstruction of jets with the anti-kt algorithm

Jets in ATLAS are reconstructed thanks to 3D topological clusters (topo-clusters), the reconstruc-
tion of topo-clusters being fully explained in Section 3.2.1. For each event, a correction to account
for the position of the primary vertex referred to as origin correction is applied to every topo-cluster
based on its depths within the calorimeter and its pseudorapidity: they initially points back to the
origin of the ATLAS detector.

Then the anti-kt clustering algorithm [189] which is a fast, infrared1 safe and collinear2 safe al-
gorithm is used to iteratively merge the topo-clusters. For the high transverse momentum jets it
creates a cone of circular radius in the η-ϕ plane. Other reconstruction algorithms are not necessar-
ily meeting those stability criteria.

The association of clusters is performed computing the distance (dij) between two clusters i and j
and the distance (diB) between the cluster i and the beam B:

dij := min
(

1
p2

T,i
,

1
p2

T,j

)
∆R2

ij

R2 , (3.6.1)

diB := 1
p2

T,i
, (3.6.2)

with R the radius parameter to be chosen which determines the final size of the jets, ∆Ri,j the an-
gular distance between the clusters (defined in Equation (2.2.7)), pT,i and pT,j being the transverse
momentum of the cluster i and j.

The association of clusters is performed in the following way. For each cluster i:

➢ compute diB and the smallest distance dij among all clusters j.
● If the smallest distance is dij then the cluster i and j are merged in a single new cluster.
● Otherwise, if the smallest distance is diB, then the cluster i is considered as a jet, and it is

removed from the list of clusters considered.
➢ That procedure is repeated with the updated list of objects until no objects are remaining.

The iterative process and min(p−2
T,i, p

−2
T,j) term ensures that clusters associated to hard particles are

predominant compared to soft particles ones: the jets formed are hence infrared safe. The uncal-
ibrated physical quantities associated to the jets (direction, energy, transverse momentum. . . ) are
obtained by means of weighted sum as for the electron reconstruction. Afterwards, a full calibra-
tion chain is applied to jets as described in Sections 3.6.2.2 and 3.6.3.2.

Depending on the value of R chosen, one can distinguish small radius jets from large radius jets
respectively referred to as small-R jets and large-R jets corresponding in ATLAS to radius R = 0.4
and R = 1.0. The Figure 3.12 presents a reconstruction of large-R jets seen in the η-ϕ plane.

The use of small-R jets or large-R jets is an analysis dependent choice as it is mainly based on the
topology of the events targeted. Indeed, for a particle A with mass mA, transverse momentum pA

T
decaying A → ij into a pair of particles i, j, then their angular distance ∆Rij for a quasi-collinear
splitting can be approximated by [190, 191]:

∆Rij ≈ 1√
z(1 − z)

mA

pA
T
, (3.6.3)

1. An observable/measurement is infrared safe if it is independent from low energy particles (or alternatively long distance
physics). Infrared safety implies computation can be performed with perturbative quantum field theory and be compared to
experiments. A jet algorithm is infrared safe if the reconstructed quantitative properties of a jet such as its four-momentum
is stable in case of emission of additional particles of negligible energy (soft emissions) such as soft gluons.

2. An observable/measurement is collinear safe if it is independent from collinear emission i.e. splitting into several collinear
particles. A jet algorithm is collinear safe if the reconstructed quantitative properties of a jet are stable with respect to the
number of emitted collinear particles.
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4

Figure 3.12: Large-R jets (R = 1.0) reconstructed with the anti-k
t

algorithm. They form circular cones in
the η-ϕ plane (taken from Ref. [189]).

where z = pi
T/p

A
T is the transverse momenta fraction of the particle i. For a decay into two par-

ticles of equal mass, such as the decay of the Higgs boson into a pair of b-quarks (H → bb), the
Equation (3.6.3) can be further simplified as z ≈ 1/2:

∆Rij ≈ 2mA

pA
T
. (3.6.4)

For instance, for the H → bb decay, for low momentum Higgs bosons the events can be recon-
structed identifying two small-R jets. For boosted Higgs bosons i.e. with high transverse momen-
tum, the jets tends to be more collimated and the former reconstruction could be difficult: recon-
structing the 2 hadrons in a single large-R jet as schematized in Figure 3.13 is more appropriate.
Those two event topologies are respectively called resolved and boosted topologies: the transi-
tion between the two regimes being for transverse Higgs momenta of few hundreds of GeV as
mH = 125 GeV.

R = 0.4

b-hadron

R = 0.4

b-hadron

∆R =
√

(∆φ)2 + (∆η)2

(a)

R = 1.0

b-hadron

b-hadron

(b)

Figure 3.13: H → bb decay: (a) resolved and (b) boosted topologies. Events are respectively reconstructed
with small-R jets (R = 0.4) and a large-R jet (R = 1.0). The angular distance between the b-hadrons being:

∆R(b, b) ≈
2m

H

p
H

T

.

3.6.2 Small-R jets

The small-R jets are reconstructed using a radius parameterR = 0.4. Several energy reconstruction
algorithm can be used as detailed below. Small-R jets undergo a calibration procedure to improve
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their energy reconstruction, direction and so on.

3.6.2.1 PFlow and EMTopo reconstruction algorithms

The jet calibration algorithm in ATLAS has recently been changed passing from electromagnetic
topological (EMTopo) jets to particle flow (PFlow) jets [192–194].

The EMTopo algorithm exploits only information from the calorimeter: jets are only reconstructed
from topo-clusters [195] calibrated at the EM energy scale, the EM scale being the energy deposi-
tions from electromagnetic showers measurement after correction of pile-up and electronic noise
corrections.

On the other hand, the PFlow algorithm combines the measurements from the inner detector and
calorimeter to reconstruct the energy flow of the event. The energy deposited in the calorimeter by
charged particles is subtracted from the observed EM energy scaled topo-clusters and replaced by
the momenta of tracks that are matched to those topo-clusters. The PFlow-jets comes with several
improvements in particular a better reconstruction efficiency, jet energy and angular resolutions
are expected with as well a higher suppression of pile-up contamination compared to EMTopo-jets
as explained below.

The energy resolution of the calorimeter and inverse transverse momentum resolution of the tracker
for a single charged pion in the center of the detector are [192]:

σ(E)
E

= 50%√
E

⊕ 3.4% ⊕ 1%
E
, σ

(
1
pT

)
= 0.036% ⊕ 1.3%

pT
, (3.6.5)

with both E and pT expressed in GeV. As a consequence, for low energy charged particles, the
tracker has a significantly better resolution than the calorimeter. Also, those low charged energy
particles could be bent too much by the magnetic field to be within the jet cone by the time they
reach the calorimeter. With the PFlow jets, using their perigee coordinate, they can be matched
to the calorimeter topo-cluster and are hence taken into account. Moreover, thanks to its high
granularity, the angular resolution of the tracker is better than the calorimeter one as well as pile-
up discrimination is easier as vertices are reconstructed thanks to the inner detector.

Comparison between EMTopo and PFlow jets can be found in the next Section in Figures 3.18, 3.19, 3.20
and 3.21.

3.6.2.2 Calibration of small-R jets

Once fully reconstructed, the PFlow jets go through a set of corrections [192, 193, 196] whose
steps are presented in Figure 3.14 and detailed below.

➢ Pile-up correction and residual pile-up correction: two pileup related corrections are applied
to the jets to obtain the corrected transverse jet momentum (pcorr

T ) from the reconstructed (preco
T )

one before pile-up correction is applied:

pcorr
T = preco

T − ρ× A− α× (NPV − 1) − β × µ. (3.6.6)

● The first correction consists in a subtraction of the per-event-pile-up contribution to the jet
pT. The pile-up contribution is estimated, in the η-ϕ plane, from the median pT density
(ρ := ⟨pT/A⟩) with A the jet area which is computed from the number of ghost-associated
particles after its clustering i.e. particles matched to the jet (the ghost association is detailed
in Section 3.6.4). The jet area is a measurement of how much a jet can be affected by pile-up.
In order to have a correct estimation, the pT density is only computed in the central region
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Applied as a function of
event pile-up pT density

and jet area.

Removes residual pile-up
dependence, as a 

function of μ and NPV.

Reconstructed
jets

Jet finding applied to 
tracking- and/or 

calorimeter-based inputs.

Corrects jet 4-momentum
to the particle-level energy
scale. Both the energy and

direction are calibrated.

Reduces flavour dependence
and energy leakage effects

using calorimeter, track, and
muon-segment variables.

A residual calibration
is applied only to data
to correct for data/MC

differences.

pT-density-based
pile-up correction

Residual pile-up
correction

Absolute MC-based
calibration

Global sequential
calibration

Residual in situ
calibration

Figure 3.14: Different steps of jet calibration (taken from Ref. [193]).

|η| < 2 because the detectors in the forward region have a lower acceptance that would bias
the median pT density if included in the measurement.

● The second correction is because the pile-up density (ρ) is derived in central region which
have a lower occupancy as most pile-up is expected in forward regions. An additional correc-
tion is needed to account for residual discrepancies between the reconstructed jet pT and its
truth value. That correction is derived as a function of the number of primary vertices (NPV)
and the number of inelastic collisions (µ) corresponding respectively to in-time and out-of-
time pile-up3. The dependence was observed to be linear for both terms. Two coefficient α
and β respectively associated to NPV and µ correction terms are derived in bins of truth pT
(ptrue

T ) and pseudorapidity detector region (ηdet) by means of fits in the simulation.
The impact of the pile-up corrections is shown in Figure 3.15.
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Figure 3.15: Dependence of PFlow small-R jets pT with respect to (a) in-time pile-up (N
P V

averaged over
µ) and (b) out-of-time pile-up (µ averaged over N

P V
) as a function of

∣∣ηdet

∣∣ for p
true
T = 25 GeV (taken from

Ref. [193]).

➢ Absolute MC-based calibration: an absolute jet energy scale and η calibrations is then applied
to correct the reconstructed jet four-momentum to the particle-level energy and correct biases
in the jet η reconstruction. Those discrepancies, as shown in Figure 3.16, are coming from
transitions between the different calorimeter regions and as well from the different calorimeter
technologies and granularities used. The correction are only relying on MC simulations of the
detector response.
● Concerning the jet energy correction: the jet energy response (R := Ereco/E true) defined

as the ratio between the reconstructed energy and the true energy of jets is the correction
factor applied to the jet four-momentum. This factor is obtained from a Gaussian fit of the

3. In-time pile-up corresponds to additional proton-proton collisions occurring in the same bunch-crossing as the collision of
interest while out-of-time pile-up are collisions occurring before or after the collision of interest.
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Ereco/E true distribution.
● For the η calibration, the difference between the reconstructed (ηreco) and the truth (ηtrue)

jet pseudorapidity is observed and affects energy estimation. That correction is derived as a
function of the signed difference ηreco − ηtrue as a function of the E true and ηdet.
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Figure 3.16: PFlow small-R jet average energy response (R = E
reco

/E
true) as a function of (a) the detector

pseudorapidity ηdet and (b) reconstructed jet energy E
reco. (c) Signed difference between the reconstructed

(ηreco) and the truth (ηtrue) jet pseudorapidity. All results are derived with the Pythia 8 MC sample for jets
with pT > 20 GeV (taken from Ref. [193]).

After having applied the full corrections described above (origin corrections, pile-up corrections,
absolute jet energy scale and η calibration) the jets are referred to be at PFlow+JES scale (or
EM+JES for EMTopo jets).

➢ Global Sequential Calibration (GSC): after obtaining PFlow+JES scale calibrated jets, there
are still corrections to be applied to the jets. Indeed, the jet response depend on the flavour
and energy distribution of particles constituting the jet. The shower development and energy
profile is also dependent on the initiating particle. Quark initiated jets often include hadrons
penetrating more in the calorimeter as they carry a higher fraction of transverse momentum
compared to gluon initiated jets which tend to have a higher particle multiplicity with lower pT
fraction per particle inducing a larger transverse profile and a lower calorimeter response.

The Global Sequential Calibration is a set of multiplicative successive corrections aiming for
a reduction of the fluctuation effects mentioned previously. The GSC, whose impact on the jet
energy response resolution is illustrated in Figure 3.17, consists in the 6 independent corrections
based respectively on the variables below (listed in the order in which they are applied). All
corrections are derived as a function of pT except the punch-through correction:
● fcharged is the fraction of the jet pT measured from ghost-associated tracks with pT > 500MeV

(|ηdet| < 2.5).
● fTile0 is the fraction of the jet pT measured in the first layer of the hadronic Tile calorimeter

(|ηdet| < 1.7).
● fLar3 is the fraction of the jet pT measured in the third layer of the electromagnetic LAr
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calorimeter (|ηdet| < 3.5).
● ntrk is the number of tracks with pT > 1 GeV ghost-associated to the jet.
● wtrk is the track width correction. It corresponds to the average pT-weighted transverse dis-

tance between the jet axis and all tracks of pT > 1 GeV ghost-associated to the jet (|ηdet| <
2.5).

● nsegments the number of muon track segments ghost-associated to the jet (|ηdet| < 2.7). This
correction is called the punch-through correction, it allows to reduce the tails of the response
distribution due to high-pT jets whose shower is not fully contained in the calorimeter induc-
ing an energy leakage. For this reason, the correction is derived as a function of the energy
which is more relevant than the pT.
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Figure 3.17: Fractional jet resolution (σR/R) of PFlow+EM small-R calibrated jets for 0.2 <
∣∣ηdet

∣∣ < 0.3
measured in Pythia 8 dijet MC simulation after each step of the global sequential calibration (GSC). All jet
flavours, including b-jets, are considered. The lower panel shows the difference in quadrature between the
resolution before any GSC correction is applied (σ) and after the corresponding GSC step is applied (σ′).

The fractional jet resolution represents the fluctuation of the jet energy: the figure shows the more
corrections are applied the more the fluctuation is reduced (taken from Ref. [193]).

➢ Residual in-situ calibrations: this correction is only applied to data once jets have been
through the GSC corrections. That final step consist in correcting differences between the jet
response in data and simulation.

The jet response is obtained by balancing the jet pT of the jet to calibrate with respect to a
reference object or system. This procedure called the jet balance method it is exploiting the
conservation of momentum: before the collision partons inside the proton do not have trans-
verse momentum so the sum of transverse momenta after the collision should also cancel. The
response Rin situ is obtained from the average ratio of the jet pT to calibrate over the jet pT of
the reference object. Rin situ is derived in pT-bins of the reference object by means of Gaussian
fit of the peak. Indeed, the ratio (c) of the response in data and MC simulation is used:

c = Rdata
in situ

RMC
in situ

, (3.6.7)

which is more robust to potential biases effects such as additional radiation of jets (initial and
final state radiations).

There are three steps for the in-situ calibration (applied in the listed order):
● the η-intercalibration: the energy scale of forward jets (0.8 ≤ |ηdet| ≤ 4.5) is corrected to

match the central jets one (|ηdet| < 0.8) i.e. the jet balanced method is used with one forward
and one central jet taking the central jet as a reference: : it is referred to as dijet balance
method.



Chapter 3 Reconstruction and identification of objects in ATLAS 104

● The jet balance method is then used in Z+jet and γ+jet events using the calibrated Z-boson
or photon as reference to correct energy of central jets only.

● For high-pT jet to calibrate, the so-called multijet balance (MJB) method is used: the jet
to calibrate is recoiled against several well calibrated lower pT-jets referred to as the recoil
system.

The combination of both Z/γ+jets and MJB measurement result in a smooth calibration over
the full pT-range measured in the ATLAS detector of the jet energy scale. Since those steps are
performed sequentially systematic uncertainties are propagated from one step to the next one.

The jet energy scale (JES) refers to all jet energy related corrections, its uncertainties are related to
the in situ calibration method, flavour of jets that account for the uncertainties on the composition
of jets and detector response, the pile-up uncertainties and η intercalibration uncertainties. The
Figure 3.18, 3.19 and 3.21 present the jet energy response measurement for PFlow and EMTopo
jets, a comparison of the EMTopo versus PFlow JES uncertainties and the PFlow breakdown of
uncertainties. The JES uncertainties are comparable for PFlow and EMTopo jets.

Finally, once jets have been through the full calibration procedure described above, the jet energy
resolution (JER) is estimated. The JER plays a leading role for many Standard Model precision
measurement and can be expressed as:

σ(pT)
pT

= N

pT
⊕ S

√
pT

⊕ C, (3.6.8)

with N the noise term, S the stochastic coefficient and C the constant term. The JER is obtained
from measurement in dijet, γ+jet and Z+jet events as described in Reference [193], the constant
term being measured in data events with a random cones technique to estimate fluctuations of
the deposited energy in the calorimeters. The Figure 3.20 and 3.21 shows a comparison of the jet
energy resolution for EMTopo and PFlow jets and the PFlow breakdown of uncertainties. The jet
energy resolution is improved for PFlow jets.
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Figure 3.18: (a) Jet response ratio (Rdata
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in situ) as a function of the jet pT for PFlow+JES small-R
jets obtained combining Z+jet, γ+jet and multijet in situ calibrations. The final calibration is obtained from
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Comparison of the jet response ratio for PFlow+JES and EM+JES small-R jets (taken from Ref. [193]).
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Figure 3.19: Fractional jet energy scale (JES) systematic uncertainty (a) as a function of pT for η = 0
and (b) as a function of η for pT = 60 GeV. The total uncertainty is shown for both EMTopo and PFlow jets

(taken from Ref. [193]).
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Figure 3.20: Comparison of the jet energy resolution (JER) for PFlow+JES jets (blue curve) and
EMTopo+JES small-R jets (green curve) (a) as a function of pT and (b) as a function of η. Fractional JER
systematic uncertainty (c) as a function of jet pT at η = 0.2 and (d) as a function of η at pT = 30 GeV. The

total JER uncertainty is shown for both EM+JES and PFlow+JES small-R jets (taken from Ref. [193]).
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Figure 3.21: Fractional (a) jet energy scale (JES) and (b) jet energy resolution (JER) uncertainties for
PFlow+JES small-R jets as a function of pT respectively for η = 0 and η = 0.2. The relative in situ JES

uncertainty refers to the η intercalibration uncertainties while all other in situ measurements are combined
into the absolute in situ JES uncertainty (taken from Ref. [193]).

3.6.3 Large-R jets

As for small-R jets, large-R jets are passed though reconstruction and calibration algorithms. The
explanations in this Section are more succinct compared to the previous Section 3.6.2 because the
full process is pretty similar to small-R jets. The Figure 3.22 is summarizing the different steps of
the procedure.
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Figure 3.22: Large-R jet reconstruction and calibration procedure (taken from Ref. [197]).

3.6.3.1 Reconstruction of large-R jets

Large-R jets are reconstructed with the anti-kt algorithm using a radius parameter R = 1.0 [197,
198] in ATLAS. The calorimeter topo-clusters are used to reconstruct the large-R jets which are
then adjusted to point at the event’s primary vertex. The large-R jets are formed with topo-clusters
calibrated at the local hadronic cell weighting (LCW) energy scale [182] instead of the EM scale
for small-R jets. The LCW energy scale is an additional calibration on top of the EM energy scale.

This LCW procedure aims at correcting:

➢ the non-compensation of the calorimeter response: in ATLAS, the signal induced by hadrons
in the detector is smaller than the one of electromagnetic particles for a same energy deposi-
tion. As a result specific local corrections for electrons and pions energy deposit are needed to
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improve the jet resolution and the linearity of the energy response.
➢ Signal losses due to clustering: the noise suppression correction can induce some signal loss

due to clustering in case of wrong estimation of the pile-up conditions. An additional correction
is helping to recover some signal that would be lost otherwise.

➢ Energy deposition in dead material within the detector: energy can be lost in inactive mate-
rial and this should be taken into account in a correction.

Each topo-cluster is classified either as electromagnetic- or hadronic-like using a likelihood func-
tion which is based on geometrical considerations of the topo-cluster and the energy deposition.
The clusters are then energy corrected and weighted based on the likelihood and their intrinsic
characteristics before recomputing again the jet properties (energy, direction and so on). The jets
obtained are equivalently referred to as Topo+LCW, Topo+LC or LCTopo large-R jets.

In order to reduce the effect of pileup and soft emission particles, a grooming algorithm [199] is
used for large-R jets. In ATLAS, the grooming is performed with a trimming procedure [200]. As
illustrated in Figure 3.23, it consists in reclustering constituents of the large-R jet into subjets (of
radius R = 0.2) and remove the ones satisfying psubjet

T /plarge-R jet
T < fcut with fcut = 5%. The

remaining constituents form the large-R jet. The obtained large-R jets are mentioned hereafter as
groomed LCTopo large-R jets.

Figure 3.23: Large-R jet trimming procedure. Large-R jet (R = 1.0) are reconstructed with the anti-k
t

algorithm (left). The topo-clusters constituents of the large-R jet are reclustered into subjets (center) using
the k

t
algorithm [201] with a radius parameter Rsub = 0.2. Any subjet whose transverse momentum fraction

is smaller than fcut = 5% (gray subjets in central image) of the large-R jet is removed (right) (taken from
Ref. [199]).

3.6.3.2 Calibration of large-R jets

The obtained groomed LCTopo large-R jets need to be calibrated.

The reconstructed energy (E) and mass (m) of the large-R jets are first corrected using reco-to-
truth jet energy and mass response ratio (Ereco/Etrue and mreco/mtrue) based on MC simulations.
The pseudorapidity of the jet is also corrected in the same way as for small-R jets. Once those
particle-level corrections are applied, the large-R jets are referred to as “JES+JMS”, JES being the
jet energy scale and JMS the jet mass scale.

To improve the mass resolution, a combination of the jet mass measurement from the calorimeter
and the measurement of charged particle components of the jet within the inner detector is per-
formed. The track-jets (description in next Section 3.6.4) are required to be ghost-associated to the
large-R jet and must satisfy pT > 500 MeV. For the mass combination, the track-assisted (mTA)
mass of the large-R jet is defined as:

mTA := pcalo
T

ptrack
T

mtrack, (3.6.9)
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where mtrack is the mass of the large-R jet measured in the tracker, pcalo
T and ptrack

T are respectively
the transverse momenta measured in the calorimeter and tracker. The mTA mass benefits from a
better resolution for high-pT jets where the ratio m/pT is low.

The combined mass (mcomb) is obtained from the weighted sum:

mcomb = wcalom
calo + wTAm

TA, (3.6.10)

with wcalo and wTA the two normalized weights (i.e. wcalo + wTA = 1) defined as:

wcalo = σ−2
calo

σ−2
calo + σ−2

TA
, wTA = σ−2

TA

σ−2
calo + σ−2

TA
, (3.6.11)

with σcalo and σTA the respective mass resolution of the large-R jet of the calorimeter and track-
assisted measurements.

The large-R jets are then calibrated in-situ in the same way as small-R jets with the η-intercalibration
procedure for 0.8 ≤ |η| ≤ 4.5 using dijet events. Then the dijet or multijet balance method is used
in Z+jets, γ+jets and multijet events, the results from those measurements are combined to derive
the jet energy scale and jet energy resolution and their associated uncertainties.

Finally, an in situ jet mass calibration is performed combining results of the Rtrk and forward
folding methods [197]:

➢ The Rtrk method: is the double ratio method with mass response factor Rtrk = mcalo/mtrack. It
is relying on the two independent large-R jet mass-measurements in the calorimeter and tracker.
The comparison of the double ratio Rdata

trk /RMC
trk enables to determine an mass scale correction

for large-R jets in data. The large size of dijet samples enables to measure corrections for several
pT and m/pT regions.

➢ The forward folding method: relies on hadronic decays of W boson and top quarks fitting
their mass and jet response peaks in data and simulation to derive the in situ mass scale. Those
fits are performed using tt lepton+jets events i.e. one of the top quark decays hadronically
(t → Wb → qqb) and the other decays leptonically (t → Wb → lνb).

Both measurement are performed after the in-situ energy scale calibration is applied and are affect-
ing the jet mass scale. Finally, the jet energy resolution is also obtained with dijet, γ+jet and Z+jet
events as for small-R jets.

The Figure 3.24 and 3.25 are presenting the jet pT and jet energy response for large-R jets as well
as the JES and JMS uncertainty measurements obtained with the Rtrk method.
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Figure 3.24: Ratio of the average (a) jet pT response and (b) jet mass response as a function of pT for
trimmed LCTopo+JES+JMS large-R jets (R = 1.0). For the jet response, the overall results (band) are

obtained from the combination of the Z+jets, γ+jets and multijet balance methods measurements. For the
jet mass response the results are obtained from the combination of the R

trk
and the forward folding methods

for large-R jets with mass 120 < m
jet

< 300 GeV (taken from Ref. [197]).
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Figure 3.25: Fractional (a) jet energy scale and (b) jet mass scale uncertainties, obtained with the R
trk

method, as a function of the jet pT for trimmed LCTopo+JES+JMS large-R jets with m/pT = 0.2 and∣∣ηdet

∣∣ < 2 (taken from Ref. [197]).
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3.6.4 VR track-jets and ghost association

Track-jets [202] are jets constructed with tracks-cluster with the anti-kt algorithm typically with a
radius parameter R = 0.2.

Track-jets can also be defined with a variable radius (referred to as VR track-jets) [203], they are
obtained by slightly modifying the anti-kt implementation replacing for the cluster-beam distance
(diB), the radius Rij by Reff in Equation (3.6.2):

Reff := ρ

pT
, (3.6.12)

with ρ determining how fast the jet size decreases with the transverse momentum of the jet. Reff
enables to cope with how the ∆R angular distance between particles emitted in a jet evolves with
respect to transverse momenta of the initiating particle: the larger is its pT, the more its decay
particles will be emitted in collimated directions, close-by to each others as described for instance
by the Equation (3.6.3). Two parameters are introduced Rmin and Rmax in order to limit the jet
radius size from becoming too large for low pT-jets or too small, below the detector resolution,
for high-pT jets. Finally, the tracks are exclusively associated to a track-jet based on their angular
distance:

∆R(track, track-jet) < 0.239 + e−1.220−1.64×10−5
pT[MeV]. (3.6.13)

For the V H,H → bb analysis, the large-R calorimeter jet is used for physical interpretations but
the track-jets within the large-R jet are used for b-tagging the large-R jet. Track-jets are preferred
to small-R jets because of the better spatial resolution of tracks with respect to the calorimeter
clusters. The parameters chosen for the V H,H → bb analysis, for the modified anti-kt clustering
algorithm are ρ = 30 GeV, Rmin = 0.02 and Rmax = 0.4 which have been optimized for double b-
tagging in H → bb boosted decays [202] as shown in Figure 3.26 at truth-level double b-labelling.

For the V H,H → bb analysis, the VR track-jets are matched to the large-R calorimeter jets via
ghost-association [204]. Ghost-association consists in adding track-jet to the large-R jet and con-
sider them as soft particles: “ghost” is referring to the fact that only spatial information of track-jet
is kept. Afterwards, the large-R jet is reclustered with the anti-kt algorithm with calorimeter clus-
ters and the ghost track-jets. Track-jets whose ghost version is contained in the reclustered large-R
jet are the so-called ghost-associated track-jets to the large-R jet. This procedure ensures the stabil-
ity of the final large-R jet reconstruction algorithm with respect to soft particle contamination and
very low pT tracks.
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Figure 3.26: Efficiency of the track-jets double truth flavour b-labelling of a Higgs large-R jet as a function
of the large-R jet-pT for (a) several ρ values and Rmin = 0.02 and R

m
ax = 0.4 for VR track-jets. (b) The

efficiency for VR track-jets with ρ = 30 GeV and Rmax = 0.4 for different values of Rmin. (c) The efficiency
for VR track-jets with ρ = 30 GeV and Rmin = 0.02 for different values of Rmax.For comparison, the

efficiency for fixed radius parameter R = 0.2 track-jets is also included in all plots. For the V H, H → bb
analysis, ρ = 30 GeV, Rmin = 0.02 and Rmax = 0.4 are used as they correspond to the optimal parameters in

terms of double b-tagging efficiency for the H → bb boosted decays (taken from Ref. [202]).
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3.6.5 Flavour tagging

Identification of heavy flavour b- and c-hadron initiated jets is a key feature for the study of the
Higgs decays respectively into a pair of b or c quarks. Such b- and c-jet identifications are performed
thanks to flavour tagging algorithms that are discussed in this section.

In MC simulation, the truth flavour of a jet is identified in the following way: a jet is b-labelled if
a truth b-hadron with pT > 5 GeV is found within a fixed radius cone of ∆R = 0.3 around the jet
axis. If none is found, then a c-hadron (with pT > 5 GeV) is searched in the same way, if so then
the jet is c-labelled. Otherwise, if a truth τ -lepton is found it is then τ -labelled. If that is not the
case, then the jet is light-flavoured labelled.

At reconstruction level, a b- and c-tagging algorithm is used. ATLAS was previously using a
boosted decision tree4 (BDT) [205] algorithm called MV2c10 tagger [206, 207]. Since then, AT-
LAS has switched to a new flavour tagging algorithm, based on deep neural network5 (DNN),
referred to as DL1r tagger [207–212]. A schematization of the architecture of a BDT and a DNN
is provided in Figure 3.27.

To identify b- or c-jets the following four low-level taggers below are used either by the MV2c10
or DL1r tagger whose inputs are summarized in Figure 3.28.

➢ IP2D and IP3D [206]: are two log-likelihood ratio (LLR) discriminants relying on the track
impact parameters which is separating tracks associated to jets according to whether or not they
are compatible with the primary vertex. IP2D only uses the transverse impact parameter signifi-
cance (d0/σd0) while the IP3D uses both the transverse and the longitudinal (z0 sin(θ)/σz0 sin(θ))
impact parameter significances in order to take into account correlations between those two pa-
rameters. LLR separating b- and light-flavour jets, b- from c-jets and c-jets from light-flavour
jets are computed.

➢ SV1 [213]: aims at finding and reconstructing secondary vertices inside jets. The algorithm
is first finding all two-track vertices, then it converts the set of two-track vertices into multi-
track vertices by merging the two-track vertices that are close in space. To remove ambiguity
for tracks associated to multiple vertices, each of those tracks is assigned to the vertex with
the smallest track-vertex association χ2. Finally, a track cleaning is performed for each vertex,
removing iteratively the track with the largest χ2 of the track-vertex association. The vertex
fit is repeated until an acceptable vertex χ2 and a vertex invariant mass lower than 6 GeV are
obtained. If a higher value is found then the vertex is discarded. The SV1 tagger enables also
to remove tracks with a high probability of coming from decays of other long-lived particles
like KS and Λ, photon conversions or material interactions. The SV1 algorithm outputs 8 dis-
criminating variables associated to the secondary vertex such as the invariant mass of all tracks
associated to the SV, the number of tracks matched to the SV, and the distances between PV
and SV.

➢ JetFitter [214]: tries to reconstruct the full decay chain of b- and c-hadrons by looking for 2

4. A decision tree is a classifier performing repeated left/right (yes/no) decisions dividing phase space based on input variables
until a stop criterion is fulfilled. Events are hence classified either as signal or background: a probability of being a signal
event is assigned to them by the tree. Boosted decision trees is simply the extension from one to several decision trees which
form a forest. The trees are derived from the same training ensemble by reweighting events (especially misclassified ones),
and are finally combined into a single classifier which is given by a weighted average of the individual decision trees. Boosting
enables to reduce overfitting peculiarities and prevents sensitivity to fluctuations in the training sample hence it enhances
performances with respect to a single tree and avoids overtraining.

5. A neural network (NN), also known as artificial neural network (ANN), has a structure inspired by the human brain,
mimicking the way that biological neurons signal to one another. ANNs are composed of layers with nodes, one input layer,
one or more hidden layers, and an output layer. Each node, referred to as artificial neuron, connects to another and has
an associated weight and threshold. If the output of any individual node is above a specified threshold value, that node is
activated, sending data to the next layer of the network. Otherwise, no data is passed along to the next layer of the network.
The output of the ANN is a weighted sum of the response of each neuron. As for BDTs, ANNs can be used a classifier for
signal versus background discrimination. The term “deep” in DNN name is referring to the depth of layers in the neural
network: an ANN with more than three layers is a DNN.
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vertices lying on the same direction from the primary vertex i.e. on the b-hadron flight direction.
The JetFitter computes also 8 discriminating variables which are similar to the SV1 tagger.

➢ RNNIP [215]: is a recurrent neural network (RNN) exploiting a sequence of track-by-track
variables thus being sensitive to their correlations. Indeed, the IP3D algorithm assumes that
the per-track flavour conditional likelihood can be computed independently from other tracks
inside the jet which is a non-valid hypothesis. The RNNIP does hence improve significantly the
discrimination between b-, c- and light-jets compared to IP2D and IP3D. The RNNIP outputs 4
probability variables respectively corresponding to the probabilities of a jet to be a b-jet, c-jet,
hadronic τ -jet and a light-jet.

The MV2c10 and DL1r (high-level) taggers are using the output variables summarized in Table 3.5
from the IP2D, IP3D, SV1, JetFitter and RNNIP low level taggers. Since only the DL1r tagger uses
the RNNIP tagger which comes with increased discriminating power, the DL1r achieves a better c-
and light-jet rejections than the MV2c10 tagger as shown in Figure 3.29 both for small-R and VR
track-jets. As a result for the V H,H → bb analysis, an increased sensitivity to signal thanks to a
better background rejection is expected using the DL1r tagger both for the resolved and boosted
topologies. To be noted that flavour tagging can only be performed within the tracker acceptance
i.e. for jets with |η| < 2.5 as track related information are primordial for discrimination.

The MV2c10 is a BDT classifier it assigns scores between -1 and 1 to jets, the closer the score is
to 1 the more the tagger considers it is as a b-jet. On the other hand, the DL1r tagger outputs 3
probabilities pb, pc and plight to jets for their respective probabilities to be a b-, c- and light-jet. For
b-tagging, those probabilities are afterwards combined into a single discriminant variable:

DDL1r = log
(

pb

fc × pc + (1 − fc) × plight

)
, (3.6.14)

where fc = 0.018 controls the importance of the c-jet rejection, it corresponds to the c-jet fraction
used for the training sample and which was optimized for the DL1r discriminant. The similar
discriminant for c-tagging can be obtained switching “b” and “c” in the Equation (3.6.14).
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Figure 3.27: Scheme of (a) a Boosted Decision Tree (BDT) and (b) a Deep Neural Network (DNN)
architecture. For the BDT scheme, each node represents a region of phase space. At each step the phase
space is divided in sub-regions based on input variables. The red dots symbolize regions of phase space

containing most of the signal while blue dots represent region of phase space mostly containing background
events (highly inspired by Refs. [45, 216])
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Philipp Windischhofer

The ATLAS strategy for b-tagging

!27
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• MV2 vs. DL1: different architecture, same inputs

• DL1r: also add RNNIP

Figure 3.28: Low level taggers used by the MV2, DL1 and DL1r tagger (taken from Ref. [208]).
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Figure 3.29: Comparison of ROC curves for 2018 recommended versions of MV2 and DL1, and 2019 DL1r
optimization. The MV2c10 and DL1 algorithms are not using the RNNIP inputs variables while the DL1r

algorithm does. (a) The light-flavor jets rejection (1/ε
l
) and (b) c-jets rejection (1/ε

c
) are shown as a

function of the b-jet efficiency (ε
b
). The performance is evaluated on PFlow small-R jets with

20 < pT < 250 GeV and |η| < 2.5, on a simulated dataset of tt events. (c) The light-flavor jets rejection
(1/ε

l
) and (d) c-jets rejection (1/ε

c
) are shown as a function of the b-jet efficiency (ε

b
). The performance is

evaluated on VR track-jets with 10 < pT < 250 GeV and |η| < 2.5, on a simulated dataset of tt events. The
shaded bands represent the statistical uncertainty (taken from Refs. [209, 210]).
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Input Variable Description

Kinematics
pT Jet pT

η Jet |η|

IP2D/IP3D
log(Pb/Plight) Likelihood ratio between the b-jet and light-

flavour jet hypotheses
log(Pb/Pc) Likelihood ratio between the b- and c-jet hy-

potheses
log(Pc/Plight) Likelihood ratio between the c-jet and light-

flavour jet hypotheses

SV1

m(SV) Invariant mass of tracks at the secondary vertex
assuming pion mass

fE(SV) Energy fraction of the tracks associated with
the secondary vertex

NTrkAtVtx(SV) Number of tracks used in the secondary vertex
N2TrkVtx(SV) Number of two-track vertex candidates

Lxy(SV) Transverse distance between the primary and
secondary vertex

Lxyz(SV) Distance between the primary and the sec-
ondary vertex

Sxyz(SV) Distance between the primary and the sec-
ondary vertex divided by its uncertainty

∆R(pjet, pvtx)(SV) ∆R between the jet axis and the direction of
the secondary vertex relative to the primary
vertex.

JetFitter

m(JF) Invariant mass of tracks from displaced vertices
fE(JF) Energy fraction of the tracks associated with

the displaced vertices
∆R(pjet, pvtx)(JF) ∆R between the jet axis and the vectorial sum

of momenta of all tracks attached to displaced
vertices

Sxyz(JF) Significance of the average distance between PV
and displaced vertices

NTrkAtVtx(JF) Number of tracks from multi-prong displaced
vertices

N2TrkVtx(JF) Number of two-track vertex candidates (prior
to decay chain fit)

N1-trk vertices(JF) Number of single-prong displaced vertices
N≥2-trk vertices(JF) Number of multi-prong displaced vertices

JetFitter c-tagging
(DL1r tagger only)

Lxyz(2nd
/3rdvtx)(JF) Distance of 2nd or 3rd vertex from PV

Lxy(2nd
/3rdvtx)(JF) Transverse displacement of the 2nd or 3rd vertex

mTrk(2nd
/3rdvtx)(JF) Invariant mass of tracks associated with 2nd or

3rd vertex
ETrk(2nd

/3rdvtx)(JF) Energy fraction of the tracks associated with
2nd or 3rd vertex

fE(2nd
/3rdvtx)(JF) Fraction of charged jet energy in 2nd or 3rd

vertex
NTrkAtVtx(2nd

/3rdvtx)(JF) Number of tracks associated with 2nd or 3rd

vertex
Y

min
trk , Y

max
trk , Y

avg
trk (2nd

/3rdvtx)(JF) Min., max. and avg. track rapidity of tracks at
2nd or 3rd vertex

RNNIP
(DL1r tagger only)

Pb b-jet probability
Pc c-jet probability
Pτ hadronic τ -jet probability

Plight light-jet probability

Table 3.5: List of input variables used by the MV2c10 and the DL1r algorithms. The JetFitter c-tagging
and the RNNIP variables are only used by the DL1r algorithm (modified table taken from Ref. [207]).
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3.6.6 Jet cleaning

As already mentioned, the energies of the reconstructed jets are corrected estimating the average
pileup density (ρ) to avoid contamination of in-time and out-of-time pileup. Despite these correc-
tions, local fluctuations due to those pile-up fluctuations can induce spurious jets. These jets are
identified and removed from the events thanks to a Jet Vertex Tagger (JVT) [217–219].

The JVT is a 2 dimensional likelihood discriminant, relying on tracks information, trained in simu-
lated dijet events. It is based on a k-nearest neighbour (kNN) algorithm that uses 2 input variables:
RpT and corrJVF. RpT is the scalar sum of the pT of the tracks that are associated with a jet
and originate from the hard-scatter vertex (denoted PV0) divided by the fully calibrated jet pT,
including pile-up subtraction: ∑

k pT,k(PV0)
pjet

T
, (3.6.15)

and corrJVF, standing for corrected jet vertex fraction, is defined in Reference [219], it is a cor-
rected version of the JVF computation as it is independent from the number of primary vertices.
The JVF is a variable used to identify the primary vertex from which a jet is originated from. The
JVF is defined for each couple (jet, PV) in an event: it is computed as the ratio of the scalar sum
of the pT of tracks, matched to a jet, that originate from a given PV to the scalar sum of pT of all
matched tracks in the jet, independently of their origin. As a result, JVF(jet,PV) should be close
to 0 if the jet is not originating from the primary vertex in question and should be close to unity
otherwise.

The JVT discriminant outputs values between 0 and 1, where jets with values close to 1 are signal
jet candidate while jets with scores close to 0 are considered as coming from pile-up. By means of
cuts on the JVT value, pile-up jets can hence be vetoed. The JVT algorithm achieves a discriminat-
ing power stability within 1% with respect to the number of interaction per bunch crossing up to
µ = 35. Using the JVT, pile-up fake rates achieved are 0.4%, 1.0% and 3% respectively for signal
jet efficiencies of 80%, 90% and 95%.

As the JVT relies on tracks it can only be used for jets within the inner detector acceptance |η| <
2.5. A forward jet vertex tagger (fJVT) is used to complete the JVT in forward regions [220]. A
cut JVT < 0.2 is first applied in order to remove all hard scattered central jets (98.8% of them
are rejected by that cut). For jets passing that selection, the quantity fJVT(PVi) for each primary
vertex (PVi) is computed as:

fJVT(PVi) = pmiss
T,i · pfj

T∣∣∣pfj
T

∣∣∣2 , (3.6.16)

with pmiss
T,i being the transverse missing momentum associated to PVi without taking into account

forward jets and pfj
T is the transverse momentum of the forward jet. The fJVT score of the forward

jet is then obtained from:
fJVT = max

i
(fJVT(PVi)). (3.6.17)

For a forward pile-up jet, its energy will be balanced by pT,i leading to fJVT values close to 1. On
the other hand, for hard-scatter forward jets fJVT values closer to 0 are expected: the forward jets
can be tagged as pile-up if their fJVT value is above a given threshold.

3.7 Overlap removal

In ATLAS, the reconstruction of objects is non-exclusive. The overlap removal (OR) [221], is a
procedure applied, after all objects are selected with the loosest identification requirements and
fully calibrated, in order to deal with multiple analysis objects being reconstructed from the same
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detector response. After applying the overlap removal, the ambiguity is solved only keeping one
object and removing all the other overlapping ones from the event.

The OR is a sequential procedure, it can be specific to each analysis, but it follows general concepts
described below.

➢ τ versus electron and muon OR: hadronic τ candidates found withing a cone ∆R = 0.2 of
an electron or muon are removed from the event.

➢ Muon versus τ OR: if a muon not identified as a combined muon is found within ∆R = 0.2
of a τ -lepton candidate of pT > 50 GeV then the muon is removed instead of applying the τ
versus muon OR.

➢ Electron versus muon OR: if an electron and muon have a common track in the inner detec-
tor, then the electron is removed because it is considered as coming from a converted photon
radiated by the muon.

➢ Muon versus electron OR: if a calorimeter tagged muon shares a common track with an elec-
tron, instead of applying the electron versus muon OR, the muon is removed, and the electron
is kept.

➢ Jet versus electron OR: jets closer than ∆R = 0.2 of an electron are removed because EM
calorimeter information are both used to reconstruct jets and electrons. Otherwise, almost all
the electrons would be double-counted as jets.

➢ Electron versus jet OR: after applying the jet versus electron OR, if an electron is found in a
cone ∆R = max [0.2,min(0.4, 0.04 + 10/pe

T[GeV])] around a jet then the electron is removed
because it is considered as coming from semi-leptonic decays of heavy-flavoured hadrons.

➢ Jet versus muon OR: if a muon is found within ∆R = 0.2 then the jet is removed if it has less
than three tracks as such case is compatible with radiation from the muon.

➢ Muon versus jet OR: after applying the Jet versus muon OR, if a muon is found to be closer
than ∆R = 0.2 of a jet then the muon is considered as coming from a heavy flavour semi-
leptonic hadron decay. The muon is referred to as muon in jet: it is removed and its energy is
added to the final jet energy.

3.8 Missing transverse energy

Neutral weakly interacting particles such as neutrinos or potential dark matter particles cannot be
directly detected by the ATLAS detector as they exit the detector without leaving a signature. How-
ever, the presence of such undetected particles in a collision can be inferred from the transverse
momentum imbalance as the law of conservation of momentum imposes that after the collision
the vectorial sum of transverse momenta of all particles should cancel since before the collisions
partons in the protons have a negligible transverse momentum. As a result the vectorial sum of
transverse momenta of undetected particles can be computed as the negative vectorial sum of all
detected particles. The aforementioned vectorial sum is called the missing transverse momentum
vector. Its magnitude is a scalar and is called missing transverse energy (Emiss

T ) or momentum
(pmiss

T ) depending on whether it is computed from the calorimeter energy deposits or from the ID
tracks. In the later case, only charged particles are taken into account, so the calorimeter-based
transverse missing energy (Emiss

T ) is in general preferred to the track-based transverse missing
momentum (pmiss

T ). To be noted that the parton longitudinal momentum is unknown before the col-
lision as each parton carries a fraction of the proton momentum hence only the conservation of the
transverse momentum can be exploited.

The Emiss
T is computed from all the hard objects (electrons, muons, hadronic taus, photons and jets)

combining information from the calorimeters and the muon spectrometer [194, 222, 223]. All the
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reconstructed additional signals not associated with a reconstructed physics object are contributing
to the so-called Emiss

T “soft term” denoted Emiss,soft
T . The total missing energy Emiss

u in the direction
u = x, y can be computed as:

Emiss
u = −

 ∑
i∈{hard objects}

pu,i +
∑

i∈{soft signal}
pu,i

 , (3.8.1)

Emiss
u = Emiss,e

u + Emiss,µ
u + Emiss,τhad

u + Emiss,γ
u + Emiss,jets

u + Emiss,soft
u , (3.8.2)

with pu,i the u component of the momentum of the reconstructed and calibrated objects or soft sig-
nal measured with the calorimeter. Emiss,obj

u = −pu,obj is the negative component of the transverse
momentum for each objects along the u-axis. The total transverse missing energy is then obtained
from Emiss

x and Emiss
y as:

Emiss
T = (Emiss

x , Emiss
y , 0), (3.8.3)

Emiss
T =

∣∣∣Emiss
T

∣∣∣ =
√

(Emiss
x )2 + (Emiss

y )2, (3.8.4)

ϕmiss = tan−1
(
Emiss

y

Emiss
x

)
. (3.8.5)

The double counting of various clusters is avoided by considering objects in the following order:
muons, electrons, photons, hadronic taus and finally jets.

The soft terms can either be obtained with track-based soft terms (TST) or calorimeter-based
soft terms (CST). The track-based terms are reconstructed from the ID tracks not associated with
physics objects which are mainly coming from low momentum tracks. The calorimeter-based soft
terms are computed from energy deposits in calorimeter cells. This method has the advantage to
account for both the charged and the neutral components of the soft terms, but it has a much higher
pile-up contamination dependence. As a result, the TST method is used for the soft-term.

Finally, the overall resolution of Emiss
T depends on the resolution of the single objects and is domi-

nated by the JER contribution. The RMS width of the Emiss
u , u = x, y increases as RMS

(
Emiss

u

)
∝√

Emiss
u .

The Figure 3.30 shows a comparison of the Emiss
T distribution obtained in Z → µ+µ− events

(no missing transverse energy is expected in such event) reconstructed with EMTopo and PFlow
jets proving that a better accuracy is obtained with PFlow jets. It also shows that a better RMS
resolution is obtained with PFlow jets in Z → e+e− events.
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Figure 3.30: (a) Comparison of the EMTopo versus PFlow E
miss
T distributions in Z → µ

+
µ

− simulation
using a dedicated event selection and the Loose E

miss
T working point. While the RMS resolution obtained

from the combined distributions of E
miss
x

and E
miss
y

is shown as a function of (b) the number of inelastic
collisions per bunch crossing (µ) and (c) the number of primary vertex per bunch crossing (NPV) using the
Loose E

miss
T working point for data with EMTopo jets (circular marker) and PFlow jets (triangular marker)

and MC simulation with EMTopo jets (square marker) in Z → e
+

e
− event selection (taken from Ref. [194]).
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This chapter presents a feasibility study and the technical details of the implementation of a mea-
surement in situ of the energy scale of jets reconstructed from the hadronization of b-quarks (b-
jets) and passing flavour-tagging requirements in the ATLAS experiment. The measurement uses
139 fb−1 of proton–proton collisions collected in 2015–2018 during the second data-taking period
of the Large Hadron Collider at CERN.

A sample enriched in b-jets is selected in events with a tt̄ lepton+jets signature consistent with the
process pp → tt̄ → ℓνqq̄bb̄ (ℓ = e, µ). The b-tagged jets are reconstructed with the anti-kt R = 0.4
algorithm based on calorimeter information and have pseudorapidity |η| < 2.5.

The measurement relies on the measured value of the top-quark mass and is based on a template
method applied to the distribution of the difference mqqb − mqq between the three-body invariant
mass of the two non b-tagged jets and one b-tagged jet (mqqb) and the two-body invariant mass
(mqq) of the two non b-tagged jets in four-jet events.

The measurement is both performed inclusively for b-tagged jets transverse momenta above 20
GeV, and for the first time, thanks to the large size of the sample under study, differentially as
a function of the b-tagged jet transverse momentum between 30 and 500 GeV. The specific b-
tagged jet energy correction is consistent with unity, with an uncertainty of 2.5% for the inclusive
measurement, and decreasing from 4% to 1.9% for b-tagged jet transverse momenta increasing
between 30 and 500 GeV for the differential measurement.

This chapter is organized as follows. The Section 4.1 is an introduction to the b-jet energy scale
(b-JES) measurement. The data and simulation samples used for the measurement are described in
Section 4.2. The selection applied to the data and simulation events is detailed in Section 4.3.
Section 4.4 provides the details of the template method used in this study, including how the
templates are computed, and the statistical procedures used to determine the nominal b-JES and
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its statistical and systematic uncertainties. The results of the measurement are given in Section 4.5,
which is followed by some concluding remarks. Some technical details about the analysis are
provided in Appendix A.

The results I have obtained, have been published in a dedicated conference note [7] and have been
presented [8, 9] at Moriond 2022 Electroweak Interactions & Unified Theories conference [10]
during a Young Scientist Forum (YSF) session.

4.1 Introduction to the b-JES measurement

Jets of hadrons are produced abundantly in the proton-proton collisions at the Large Hadron
Collider, and many signatures of interest for Standard Model measurements and for searches of
beyond-SM phenomena include at least one jet in the final state under study.

Since top quarks almost always decay into a W boson and a b-quark, b-jets are present in any
processes that involves in its final state a single top quark or top quark pair, alone or in association
with other particles. Moreover, b-jets can be found in heavy flavour decays of the electroweak
bosons, as well as in a large fraction of the Higgs boson decays, since the Higgs boson mainly
decays into a pair of b-quarks with a branching ratio BR(H → bb) ≈ 58% [18]. New resonances
could also decay to top or bottom quarks or to Higgs bosons which again would result in the
presence of b-jets in the final state. To properly reconstruct the kinematics of processes producing
b-jets, an accurate calibration of their energy is important.

The jet energy scale (JES), as explained in Section 3.6.2.2, refers to a correction to be applied on
the energy of jets to correct for potential miscalibration of the detector and imperfections of the jet
calibration procedure. The JES corrections in ATLAS are determined, in situ i.e. are only applied to
data, in bins of jet transverse momentum and pseudorapidity from events with jets recoiling against
well calibrated objects in samples enriched in γ+jet, Z+jet, or multi-jet events. These samples are
dominated by jets originating from light-quarks (q = u, d, s), c-quarks, or gluons (g).

Due to the larger b-quark mass and the larger semileptonic branching fractions of b-hadrons, the
radiation pattern of showers induced by b-quarks is different than for light-quarks or gluons, which
in principle can cause a different energy response in the ATLAS detector. Currently, ATLAS pre-
scribes an additional uncertainty to b-jets based on differences in response between different sim-
ulated samples to cover possible differences between the modelling of the response of b-jets com-
pared to jets originating from light-quarks and gluons.

This chapter presents a measurement of a residual differential correction on top of the default JES
calibration, for b-tagged jets, referred to hereafter as b-JES, and of an associated uncertainty, using
the b-jets produced by the process pp → tt → ℓνqqbb, ℓ = e, µ. A template method [224] is used
to determine multiplicative factors, 1/(1 + α), which need to be applied to the data to calibrate
these jets. The templates are based on the reconstructed distribution of the difference between
the invariant mass of the jets produced by the top quark decaying hadronically (t → Wb →
qqb) and the invariant mass of the two jets from the light-quarks in the same decay, exploiting
the measured values of the top-quark and W -boson masses. A similar technique was used by
the ATLAS collaboration to study the energy scale of jets from the harmonization of the quarks
produced by W -boson decays [225]. The b-JES is measured only for jets with pseudorapidity
|η| < 2.5 passing a b-flavour-tagging algorithm. The differential measurement is performed for
b-tagged jet transverse momenta between 30 and 500 GeV, profiting from the large sample of b-
tagged jets populating this wide transverse momentum range. An inclusive measurement is also
performed, including also b-tagged jets with transverse momenta down to 20 GeV. Previously,
inclusive factors for the JES scaling of b-jets have been determined in the specific context of top-
quark mass measurements by ATLAS with uncertainties of 2.4% [226] and 2% [227].
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The use of the template method and the choice of the tt lepton+jets sample provide complementar-
ity to alternative methods and processes that could be studied for the same purpose of measuring in
situ the b-JES, such as applying the momentum-balance techniques to Z+ b-jets [228] or γ+ b-jets
events.

Jets produced by b-quarks can be identified with good efficiency and large rejection of light-
flavoured jets by exploiting the long lifetime and relatively large mass of b-hadrons. b-tagging
algorithms are used to search for jets pointing to a secondary vertex that is displaced from the
primary vertex (where the collision occured), and for tracks with large impact parameter and mul-
tiplicity as shown in Figure 3.2.

Jets are reconstructed by the ATLAS detector and their direction, energy and momentum are then
determined using a sequence of online and off-line calibration algorithms [196]. The procedure is
illustrated in Figure 3.14.

The jet energy is determined from the energy of its constituents through a set of corrections based
on the simulation, that account for various effects such as the position of the primary vertex of the
event, the detector energy response, energy leakage outside the calorimeter and pileup. Discrepan-
cies between the data and the simulation are accounted for by in situ jet energy scale (JES) and
resolution (JER) corrections that are only applied in data in the last step of the calibration.

At the LHC, top quark pairs and hence b-jets are produced copiously by the strong interactions
between the quarks and gluons of the colliding protons, mainly in gluon-gluon fusion (ggF) or
quark antiquark annihilation events. The leading-order Feynman diagrams for such processes are
illustrated in Figure 4.1. These processes have large inclusive cross-sections: σ√

s=7 TeV(tt → X) =

g

g
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t
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Figure 4.1: Main top-quark pair production processes: (a) gluon-gluon fusion (s-channel), (b) gluon-gluon
fusion (t-channel) and (c) quark-antiquark annihilation.

177.3 pb, σ√
s=8 TeV(tt → X) = 252.9 pb and σ√

s=13 TeV(tt → X) = 831.8 pb [229–231], as
shown in Figure 4.2. In particular, in the LHC Run 2, corresponding to 139 fb−1 of good-quality
pp collision data recorded by ATLAS, this means that more than 100 million top-quark pairs have
been produced and are available for analysis.

Due to their short lifetime τt ≈ 5 × 10−25 s [229], top quarks do not hadronize and instead decay
via weak interaction to a W boson and a bottom quark: BR(t → Wb) ≈ 100%. As a result, tt
decays can be classified in 3 channels based solely on how the two W bosons decay:

➢ Hadronic events (Figure 4.3a): the two W bosons decay hadronically producing light (u, d, s)
and charm (c) quarks. The final state is composed of several light or charm-jets and two b-jets.
The branching ratio of the hadronic channel [229] is:

Γ(tt → qqbqqb)/Γ(tt → W+bW−b) ≈ 45.7%.
➢ Lepton+jets events (also called semileptonic events) (Figure 4.3b): one W boson decays

hadronically into light- or charm-quarks. The other one decays leptonically into a charged
lepton (respectively antilepton) ℓ = e, µ, τ and an antineutrino ν̄ℓ (respectively neutrino) de-
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pending on the electric charge of the leptonic-decaying boson. The final state is composed of
one charged lepton, several light-jets and two b-jets. The branching ratio of the lepton+jets
events [229] is:

Γ(tt → ℓνbqqb)/Γ(tt → W+bW−b) ≈ 43.8%.
➢ Leptonic events (also called dilepton events) (Figure 4.3c): the two W bosons decay leptoni-

cally into two lepton-neutrino pairs. At leading-order accuracy in the strong coupling constant
αs, the only two jets in the event are those originated by the b-quark and antiquark. The branch-
ing ratio of the leptonic channel [229] is:

Γ(tt → ℓνbℓ′ν ′b̄)/Γ(tt → W+bW−b) ≈ 10.5%.
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Figure 4.3: Examples of (a) hadronic, (b) lepton+jets and (c) leptonic top-quark pair decays
with ℓ = e, µ, U = u, c and D = d, s.

Using tt lepton+jets events for the b-JES calibration has several advantages:
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➢ the top quark hadronic decay t → Wb → qqb (Figure 4.4) can be fully reconstructed and the
invariant mass of the top quark can therefore be measured from the four-momenta of the three
jets from the top quark decay.

➢ The presence of missing transverse energy, one light lepton, exactly two b-jets and a certain
number of light jets is a strong signature. The lepton from the W boson decay allows efficient
triggering of the events, and requirements on the presence of a lepton and on the missing trans-
verse energy of the event largely reduce QCD backgrounds.

➢ The decay has a large branching ratio which ensures to have a large-enough sample for per-
forming the b-JES calibration.

t
b

W+

q

q ′

Figure 4.4: Top hadronic quark decay: t → Wb → qqb.

Based on their cross-sections (Figure 4.2) and the final state selected by this study, the possible
main sources of contamination for tt lepton+jets events are tt dilepton events (with one lepton
not reconstructed, and additional jets from initial or final-state radiation) and single-top Wt events
(with the W boson decaying leptonically, and an extra jet passing the b-tagging requirements),
as presented in Figure 4.5a and 4.5b. Other single-top production mechanisms, such as s- and t-
channels (Figures 4.5c and 4.5d), were simulated and found to contribute to the selected event yield
by less than one per mille, since they either do not produce isolated leptons, or the hadronically-
decaying top-quark candidate is reconstructed from a random combination of jets in the event
and fails therefore the mqq and mqqb selection requirements described in the Section 4.3; they are
therefore neglected. A possibly inaccurate estimation of the background, accounting for neglected
contributions from W+jet and multi-jet events, was studied as detailed in Section 4.4.3.
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Figure 4.5: Main sources of background for tt lepton+jets events: (a) tt dilepton, (b) single top Wt, (c)
single top t-channel and (d) single top s-channel.

The idea of the template method is to use the invariant mass distribution of a set of particles,
including the one to be calibrated, and assuming that the others are properly calibrated, produced
in the decay of a well known resonance with known mass and large production cross-section.
The energy scale and resolution of the particle to calibrate are modified in the simulation until
the invariant mass distributions in data and simulation agree. In the case of the b-JES calibration
presented in this work, the invariant mass mqqb of the b-jet and the two light jets identified as
the products of a top quark hadronic decay is used, exploiting the fact that the top quark mass is
rather well known (see Figure 4.6). For this measurement the top quark mass and its uncertainty
are assumed to be mNominal

t = 172.5 ± 0.5 GeV being compatible with the most recent combined
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measurementmt = 172.44±0.48GeV from CMS [233] (independent of the ATLAS measurement)
and mt = 172.69 ± 0.48 GeV from ATLAS [227]. Recently CMS measured a top quark mass of
mt = 171.77 ± 0.38 GeV with tt lepton+jets events [234], however once combining all the CMS
measurements, even though the new top mass value measured by CMS will be pulled down a bit,
it should remain compatible with mNominal

t = 172.5 ± 0.5 GeV.
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Figure 4.6: Top quark mass measurements (taken from Ref. [235]).

To reduce the impact on the results of the uncertainty in the light jet quark calibration, which might
induce uncertainties in themqqb templates, the difference betweenmqqb and the invariant massmqq
of the two light quarks (which should be produced by aW boson decay) is used instead. Due to the
imperfection in the calibration of the ATLAS detector and calibration procedure, the distribution
in data of the reconstructed invariant mass difference mqqb − mqq is different with respect to the
distribution obtained with the MC simulation. The MC simulation is then used as a reference to
correct the b-jets four-momentum components in data in the following way:

EData corrected
b = EData

b /(1 + α), pT
Data corrected
b = pT

Data
b /(1 + α). (4.1.1)

The longitudinal component of the jet momentum is indirectly shifted by the same factor since the
reconstructed jet direction is assumed not to be affected by the JES, and therefore the pseudorapid-
ity:

η := − ln
[
tan

(
θ

2

)]
, (4.1.2)

is not modified. Thus, pz = pT/ tan(θ) is rescaled as well when shifting the transverse momentum
pT of the b-tagged jet.

In order to determine the energy scale factor α, a chi-squared (χ2) scan is performed by generating,
with the help of the simulation, several mqqb −mqq distributions, corresponding to different energy
scale factors αi (with i ∈ [1, n])

E ′MC
b (αi) = (1 + αi)EMC

b , p′
T

MC
b (αi) = (1 + αi)pT

MC
b . (4.1.3)

For each value αi the chi-squared χ2(αi) between the mqqb − mqq MC and data distributions
is calculated. The value αmin for which the χ2(α) curve has a minimum corresponds to the best
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estimate of the energy shift to apply in order for the data and MC template to be statistically closest
to each other and is taken as the nominal b-JES of the data. Statistical (δαstat.) and systematic
(δαsyst.) uncertainties on the value of α are then computed.

4.2 Data and simulation samples

To perform the b-JES measurement, the full Run 2 pp collision data set, collected at a center-of-
mass energy

√
s = 13 TeV between 2015 and 2018, is used. The data were collected using the

lowest-threshold unprescaled single-electron and single-muon triggers [236, 237], with minimum
pT thresholds varying from 20 to 26 GeV depending on the lepton flavour and the peak instan-
taneous luminosity during data taking. To increase the trigger efficiency for the muon channel,
events are also collected with the missing transverse energy trigger if the reconstructed transverse
momentum (pW

T ) of the leptonically decaying W boson (t → Wb → µνb) is greater than 150 GeV.
Events are selected for analysis only if they are of good quality and if all the relevant detector
components are known to have been in good operating condition [123]. The data correspond to an
integrated luminosity L = 139 fb−1 after trigger and good data quality requirements [238].

Signal and background templates are generated with the full Run 2 data taking conditions that
spanned from 2015 to 2018 [239, 240]. Corrections to match the pileup distribution in data and
the lepton and jet reconstruction and identification efficiencies as well as their energy scale and
resolution were applied to the simulation.

A combination of nominal and alternative MC samples, produced with either a detailed full simu-
lation (FS) [82] of the ATLAS detector response based on Geant4 [83], or with a faster simulation
(AFII) that relies on a parameterization of the calorimeter response [241–244], is used to obtain
the nominal results and estimate their systematic uncertainties. For the fast simulation some ap-
proximations and simplifications are performed such as relying on parameterized showers in the
calorimeter instead of fully simulating the shower development through the ATLAS detector. The
samples typically correspond to an equivalent luminosity which is at least ten times larger than
that of the data. The choice of the nominal and alternative MC samples used to evaluate the mod-
elling systematic uncertainties followed the recommendations provided by the ATLAS Physics
Modelling Group [230] and Top Working Group [245].

Signal samples consist of simulated tt lepton+jets events. Background samples consist of simu-
lated tt dilepton events and single-top Wt events. Following the Physics Modelling Group and
Top Working Group recommendations, the nominal samples are generated at next-to-leading order
(NLO) accuracy in QCD with the POWHEG v2 [79, 246–248] interfaced to PYTHIA 8.2 [74] for the
modelling of the parton shower and of the underlying event. The diagram removal scheme [249]
was used to remove tt events from the Wt simulation [250]. The final-state particles of the gener-
ated events are passed through the ATLAS detector full simulation. The top mass has been set to
mNominal

t = 172.5 GeV [230, 251], and the hdamp parameter1 controlling initial state radiation (ISR)

has been set to hdamp = 3
2mt = 258.75 GeV. The NNPDF 3.0 parton distribution function (PDF)

set is used [252] for the matrix element generation, while the NNPDF 2.3 PDFs are used for parton
showering.

All simulated processes are normalized using the most precise theoretical predictions of their cross-
sections. The tt samples are normalized using cross-sections calculated at next-to-next-to-leading
order (NNLO) accuracy in QCD with all-order resummation of the next-to-next-to-leading loga-
rithms (NNLL) [253], while single-top samples are normalized using cross-sections calculated at
next-to-leading order (NLO) in QCD [254, 255].
1. The hdamp parameter controls the transverse momentum of the first additional emission beyond the leading-order Feynman

diagram in the parton shower and therefore regulates the high-pT emission against which the tt system recoils.
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In addition to the hard-scattering process, each event is overlaid with additional inelastic pp colli-
sions (pile-up) generated with PYTHIA 8.1 [73] using the ATLAS A3 set of tuned parameters [256]
and the NNPDF23LO [257] parton distribution function (PDF) set. Simulated events are then re-
constructed with the same algorithms as those applied to data. The simulation is corrected to match
the pile-up distribution of the data, as well as the reconstruction and identification efficiencies and
energy scale and resolution of leptons and jets measured with data control samples.

The table 4.1 summarizes the samples used. The nominal tt sample contains about 470 million
lepton+jet and di-lepton tt simulated events, collectively denoted as non-fully-hadronic events. A
dilepton filter is applied to separate the lepton+jet and di-lepton components and analyze them
separately. The latter is then replaced with a dedicated di-lepton tt sample containing almost 320
million simulated events. To enhance the fraction of high-pT events, two pT(W )-filtered tt non-
fully-hadronic samples are also produced for pT(W ) ∈ [100, 200) GeV, for pT(W ) ≥ 200 GeV)
and combined with the nominal tt samples using appropriate weights. Those two pT(W )-extension
samples contain respectively 62 and 39 million events simulated. The nominal single-top Wt and
Wt samples contain in total about 80 million events, and at least one of the two W bosons decays
leptonically.

For systematic uncertainty studies, the input files are obtained from samples produced with the
same nominal generators but passed through the AFII simulation of the ATLAS detector response.

Modelling uncertainties are estimated by comparing the results obtained using the templates built
with the nominal simulation samples to those obtained using the templates built with alternative
simulation samples or alternative event weights in the nominal simulation samples. The nominal
samples include internal alternative event weights that can be used to estimate modelling uncer-
tainties related for instance to PDF uncertainties or missing higher orders in the matrix element
calculations. In addition, the following alternative samples have been used:

➢ Matrix element uncertainty: alternative tt and single-top samples have been generated using the
matrix-element generator MADGRAPH5_AMC@NLO v2.3.3 [81] interfaced to PYTHIA 8.2
for the parton shower.

➢ Parton shower uncertainty: alternative tt and single-top samples have been generated using the
matrix-element generator POWHEG v2 interfaced to HERWIG 7 [77] for the parton shower.

➢ Top quark mass uncertainty: alternative samples with a generator-level top quark mass of
172.5 ± 0.5 GeV are used, corresponding to the uncertainty on the top quark mass measured
by both ATLAS and CMS with Run 1 data [227, 233] as shown in Figure 4.6. Input files for
single-top MC samples with variated top mass were not produced since those samples were not
available and their effect on the calibration was estimated to be negligible anyway.
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Sample informations Process Simulated events

Powheg+Pythia 8 FS, Nominal

tt non all-hadronic 468 M

tt non all-hadronic pT (W ) ∈ [100, 200) GeV 62 M

tt non all-hadronic pT (W ) > 200 GeV 39 M

tt dilepton 319 M

Single top Wt 78 M

Powheg+Pythia 8, AFII, Nominal
tt non all-hadronic 231 M

Single top Wt 39 M

Powheg+Pythia 8, AFII, mt = 172 GeV
tt lepton+jets 154 M

tt dilepton 75 M

Powheg+Pythia 8, AFII, mt = 173 GeV
tt lepton+jets 155 M

tt dilepton 75 M

Powheg+Pythia 8, AFII, ISR Variation Up

tt lepton+jets 232 M

tt dilepton 78 M

Single top Wt 39 M

aMC@NLO+Pythia 8, AFII

tt lepton+jets 210 M

tt dilepton 70 M

Single top Wt 35 M

Powheg+Herwig 7, AFII

tt lepton+jets 191 M

tt dilepton 98 M

Single top Wt 39 M

Table 4.1: Characteristics of samples.

4.3 Event selection

The object selection (leptons, jets, missing transverse energy) follows closely that of the V H ,H →
bb̄ analysis described in Chapter 5. The general physics objects selection criteria, identifications,
isolations and calibrations in ATLAS are presented in Chapter 3.

The event selection is inspired by the tt semi-leptonic event topology illustrated in Figure 4.7 and
largely mutuated by the study of the b-tagging efficiency calibration using the same final state [258].
Some additional requirements are introduced as a consequence of the preselection applied in the
derivations under study. The following selection criteria are applied:

exactly 4 jets

exactly 

2 b-tagged jets

exactly 1 lepton

Figure 4.7: tt → lepton+jets events
ℓ = e, µ, U = u, c and D = d, s.

➢ primary vertex: at least one collision vertex candidate with at least two associated tracks is
expected. Collision vertex candidates are identified from charged particle tracks with pT >
0.5 GeV reconstructed in the inner detector [170]. Among the vertex candidates, the one with
the largest scalar sum of the squared pT of the associated tracks is considered as the primary
(hard-scattering) vertex of the event.

➢ Lepton selection: exactly one Tight lepton (electron or muon) matched to the single-lepton
trigger and have plepton

T ≥ 40 GeV is required. Electron and muon candidates are required to
satisfy impact parameter requirements both along the z direction (impact parameter < 0.5 mm)
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and in the transverse plane (significance of the impact parameter < 5 for electrons and < 3
for muons). Events with additional Loose leptons are rejected i.e. leptons with pT > 7 GeV,
passing LHLoose (electrons) or Loose (muons) identification requirements and FCLoose or
FixedCutLoose isolation requirements respectively.
● Electron candidates are required to satisfy |η| < 2.47, excluding the small transition region

between the barrel and the endcap of the electromagnetic calorimeter, 1.37 < |η| < 1.52.
To suppress background from semi-leptonic decays of hadrons or misidentification of other
particles, electron candidates should pass an identification requirement using a likelihood-
based method exploiting the properties of the reconstructed track and of the energy deposit
in the calorimeter, and the quality of their matching. Tight electron candidates should have
pT > 40 GeV and pass the LHTight identification requirements and tight calorimeter-based
FixedCutHighPtCaloOnly isolation criteria. Loose electron candidates are required to have
pT > 7 GeV and to pass the LHLoose identification criteria and a looser calorimeter-based
FCLoose isolation requirement.

● Muon candidates are required to satisfy |η| < 2.7 and to pass identification and isolation re-
quirements. Tight muon candidates should have pT > 40 GeV and pass the Medium identifi-
cation requirements and tight track-based FixedCutHighPtTrackOnly isolation criteria. Loose
muons candidates are required to have pT > 7 GeV and to pass the Loose identification
criteria and a looser track-based FixedCutLoose isolation requirement.

➢ Missing transverse energy and leptonic W boson reconstruction:
● Emiss

T ≥ 30 GeV, arising from the neutrino in the final state.

● mW
T + Emiss

T ≥ 60 GeV. With mW
T :=

√
2pl

TE
miss
T [1 − cos(∆ϕ(l,ν))] being the transverse

mass of the W boson and ∆ϕ(l,ν) the angle between the lepton and the neutrino in the
transverse plane. Since electron fakes are more sensitive to Emiss

T and muon fakes are more
sensitive to mW

T , both types of fake lepton candidates can be suppressed with this single
selection requirement.

● pW
T ≥ 75 GeV. This requirement was inherited from the analysis of the WH , H → bb̄

production [65], for which the simulated samples were produced. The loss in signal efficiency
does not induce a decrease in the sensitivity of the measurement, which is limited by the
systematic uncertainties.

➢ Jet selection: jets are reconstructed using the anti-kt clustering algorithm [189] (AntiKt4EMTopoJets)
with a radius parameter R = 0.4 from topological three-dimensional noise-suppressed clusters
of calorimeter cells calibrated at the electromagnetic scale. Jets are required to have pT >
20 GeV and |η| < 4.5. Jet cleaning requirements [259] are applied to veto events with jet candi-
dates arising from calorimeter noisy cells. To suppress jet candidates originating from pile-up,
a jet-vertex-tagger [219] requirement is applied for jets with |η| < 2.5 and pT < 120 GeV,
while the jet minimum pT requirement is increased to 30 GeV for |η| > 2.5.

The jet selection is the following:
● Exactly 4 jets. In principle semileptonic tt events might have additional jets from ISR or FSR

events. However, the samples used to produce the input files for the b-JES measurement were
produced already including a 4 jets requirement. Moreover, allowing events with more jets
can in principle accept also more background events such as hadronic tt events with a jet
faking a lepton and misreconstructed jet energy leading to fake Emiss

T .
● Exactly two b-tagged jets. In the central region (|η| < 2.5) within the inner-detector accep-

tance, jets are identified as b-jets (b-tagged) with the MV2c10 tagging algorithm at the 70%
efficiency working point with a selection tuned to achieve an average efficiency of 70% for
b-jets in simulated tt events [207] which has a c-jet (light-jet) rejection respectively of 8.9
(300). Among the two b-tagged jets, the assignment to the hadronically- and leptonically-
decaying top quarks is performed in the following way: the b-tagged jet that forms with the
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two untagged jets the three-jet system with invariant mass mqqb closer to the top-quark nomi-
nal mass are considered the product of the t → Wb → qqb decay chain, while the remaining
b-tagged jet is considered to originate from the decay chain t → Wb → ℓνb of the other top
quark in the event. The b-tagged jets went through the exact same full calibration (shown in
Figure 3.14) procedure as for light jets: light jets are fully calibrated. As a result the b-JES
correction that is determined by this study is therefore a residual energy scale correction to
be applied on top of the default JES calibration.

● Invariant mass of the two untagged jets close to theW boson mass, 60GeV ≤ mqq ≤ 110GeV.
● Invariant mass of the reconstructed hadronic top quark in the interval 130 GeV ≤ mqqb ≤

210 GeV.

The number of events selected in data is 212 000 and the expected fractions of signal and back-
ground from the simulation are approximately 93% and 7% (4% from tt dilepton events and 3%
from Wt production). According to the simulation, 97% of the selected b-tagged jets are produced
by the hadronization of a b quark.

The Figure 4.8 shows a comparison of the data and the nominal FS POWHEG+PYTHIA 8 MC sam-
ple for different distributions. Events are required to pass all selections and to have an invariant
mass differencemqqb−mqq ∈ [65, 110]GeV. In other words, all events that contributed to those his-
tograms are taken into account when performing the b-JES scan using the mqqb −mqq distribution.
The uncertainty band around the MC prediction includes the theoretical and experimental uncer-
tainty sources described in Section 4.4.3. Data and simulation are in agreement. A small trend as a
function of the b-tagged jet kinematic variables and of the invariant mass difference mqqb −mqq is
observed, but it is within the uncertainties in the prediction.
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Figure 4.8: Data-simulation comparison for the following distributions: (a) pseudorapidity (η
b
) and (b)

transverse momentum (pb

T) of the selected b-jet, and (c) mqqb
− mqq distributions. Data is compared to the

nominal simulated event samples generated with Powheg+Pythia8 and passed through a detailed
simulation of the response of the ATLAS detector. Events are required to satisfy all selections and

mqqb
− mqq ∈ [65, 110] GeV. The sum of signal and background in the simulation is scaled so that the data

and simulation distributions have the same integral. The uncertainty band around the MC prediction
includes the theoretical and experimental uncertainty sources described in Section 4.4.3. The MC

distributions are scaled to data with the scale factor being extracted from the mqqb
− mqq distribution such

as the integrals for data and MC for that distribution are equal (see Equation (4.4.2)).

4.4 In situ b-JES measurement with a template method

In this section the details of the b-JES measurement are provided, including how the χ2 curves as
a function of α are determined (Section 4.4.1), and how statistical (Section 4.4.2) and systematic
(Section 4.4.3) uncertainties are derived.

As a reminder of the technique, several MC template distributions are generated by shifting the four
momentum components of the b-tagged jets by a factor (1+αi) (Equation (4.1.3)), αi being called
the energy scale factor. Shifting the b-tagged four-momentum induces a shift of the mqqb − mqq
distribution as shown in Figure 4.9: the position of the peak is moving towards higher masses
as the b-jet energy scale factor increases. The χ2(α) curve, obtained by computing the different
values χ2(αi) between the shifted MC templates and the data, has a minimum denoted αmin which
corresponds to the correction to apply in data given in Equation (4.1.1).
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Figure 4.9: Example of templates for mqqb
− mqq distribution for α ∈ {−10%, −5%, 0%, +5%, +10%}

(Nominal FS, not actual step used for the χ
2 scans).

4.4.1 χ2(α) curves determination

The χ2(α) curves are constructed by building MC templates of themqqb−mqq variable for different
values of α, normalizing those templates to the same integral as the data distribution, and then
calculating the χ2 between the MC and data templates:

χ2(αi) =
∑

k∈Bins

(Observedk − Normalized Expectedk(αi))2

Observedk

=
∑

k∈Bins

(NData
k −N ′

k
MC(αi))2

NData
k

.

(4.4.1)
The χ2 is computed without taking into account underflow and overflow bins. N ′

k
MC(αi) is the nor-

malized content of the kth bin of the MC distribution, obtained from the original content NMC
k (αi)

of the distribution by:

N ′
k

MC(αi) = Factor ×NMC
k (αi) =

∑
j∈Bins

NData
j∑

j∈Bins

NMC
j (αi)

×NMC
k (αi). (4.4.2)

The templates are built and the χ2 is evaluated for various values of α separated by a step of 0.1%
over the interval [−10%,+10%], hence a total of 201 MC templates are generated for the nominal
simulation and for every variation corresponding to a systematic uncertainty source, as described
later in Section 4.4.3. The step and bounds of the scan have been chosen to have a relatively precise
scan for all variations and such that scans are performed over a large enough interval to exclude the
possibility to miss the minimum of the χ2 curve. For the inclusive measurement 25 bins are used
withmqqb−mqq ∈ [65, 110]GeV as bounds for the distribution. For the differential measurement of
the b-JES correction as a function of the b-tagged jet transverse momentum pb

T, the templates and
the χ2 curve are computed separately for events with values of pb

T belonging to different intervals.
The templates created from simulated events are normalized to that of data separately in each pb

T
interval. The number of bins and bounds of the mqqb − mqq templates for the measurement of the
b-jet energy scale factor in each pb

T interval are summarized in Table 4.3.

The χ2 values obtained at fixed values of α are then interpolated to obtain a continuous curve in
the following way. Let (xi, yi)i∈[1,n] be a set of n points with x1 < x2 < · · · < xn−1 < xn and
f a function that would describe that dataset. An interpolation is (strict definition) a curve f that
passes throughout all the points of the dataset (xi, yi) i.e. such that f(xi) = yi: an interpolation can
be smooth (e.g. cubic spline) or not (e.g. linear interpolation). A more general set of curves called
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regression curves refers to functions that are smooth and close to dataset points f(xi) ≈ yi while at
the same time less sensitive to outliers. Regression curves enable to describe the trends of a dataset
and are less dependent to random fluctuations in the dataset (example a fit is a regression). Often
the word interpolation refers to regression curves, but in this subsection interpolation will refer to
its strict definition.

For smoothing the χ2 curves, three methods have been considered:

➢ Fit: the problem is some χ2(α) curves do not exhibit a close to parabolic shape so fitting with a
second order polynomial is not adequate, and it would be difficult to find an analytical function
that would describe all χ2 curves obtained.

➢ Cubic splines interpolation: A spline is a continuous interpolation over the whole dataset with
the particularity of being piecewisely defined by polynomials. For a cubic spline, third order
polynomials are used, and the curve obtained is C2([x1, xn],R). A good property of splines is
that if a point is removed from the dataset or added to it then the new spline obtained only
differs from the original one in the vicinity of the point. So cubic splines are stable curves and
in addition they are easy and fast to compute. On the other hand, cubic splines are interpola-
tion curves, so they would induce an overfitting of the data and hence a strong sensitivity to
fluctuations in the χ2(α) curves.

➢ Penalized spline (P-spline): it is a set of non-parametric regression models which depend only
on a smoothing parameter λ ≥ 0. Penalized splines are spline regression curves with penaliza-
tion of their curvature which enables to reduce sensitivity to outlier points and fluctuations in
the dataset. Once a value for the smoothing parameter λ is chosen, a dedicated algorithm finds
the spline curve fλ minimizing the penalized least-squares criterion or penalized residual sum
of squares (PRSS) [260, 261]:

PRSS(fλ) =
n∑

i=1
(yi − fλ(xi))2

︸ ︷︷ ︸
Least squares

+ λ
∫ xn

x1

[
f ′′

λ (x)
]2
dx︸ ︷︷ ︸

Penalize curvature

. (4.4.3)

● The least squares term: ensures closeness between data and the regression curve: yi ≈ fλ(xi).
● The penalizing curvature term: reduces sensitivity to data fluctuations. There are two extreme

cases for the smoothing parameter:
■ λ = 0: there is no restriction on the curvature of f0, hence f0 interpolates the dataset (as a

cubic spline would do).
■ λ = +∞: the curvature becomes impossible so f ′′

+∞ = 0 hence f+∞ is a linear regression
of the dataset.

As a result, λ is the trade-off between closeness to dataset and roughness of the curve (see
Figure 4.11). For that reason it has been chosen to use a penalized spline to smooth the χ2

curves (more precisely cubic penalized splines i.e. composed by third order polynomials as
piecewise function).

To determine such penalized spline curves the open-source C++ Splinter (SPLine INTERpola-
tion) library [262] has been used. Further details can be found in Appendix A.

An interesting feature of the penalized spline approach is that a generalization to multivariate
functions is possible and already implemented in the Splinter library, thus making it possible in
the future to use the template method to perform a two-dimensional simultaneous determination
of the b-JES and b-JER corrections.

As explained previously, the smoothing parameter has to be chosen by the user, introducing some
arbitrariness (a bit like one would have to choose a function to use before performing a fit). The
smoothing parameter is called a hyper-parameter and it can be optimized instead of fixing that
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parameter arbitrarily by “hand”.

The question is how to determine the “best” smoothing parameter that would enable to prevent the
penalized spline curve fλ from overfitting or underfitting the original χ2 curve. In the following
that optimal smoothing parameter will be denoted λopt..

A method exists the cross-validated residual sum of squares (CVRSS) (detailed in Appendix A) but
was unsuccessful because the penalized curves obtained are overfitting the original χ2 curves. It
consists in minimizing a loss function CVRSS(λ) (Equation (A.1)) that depends on the smoothing
parameter: the optimal parameter λopt. being the value associated to the minimum.

A new and more adequate loss function CV(λ) had to be found. No solutions to this problem
were proposed in the literature or after asking on different forums (see Appendix A) leading to
an empirical search of a more general loss function. It was decided to focus the searches to the
following form:

CV(λ) =
n∑

i=1

[
ρ1

(
yi − f

(−i)
λ (xi)

)
+ ρ2

(
fλ(xi) − f

(−i)
λ (xi)

)]
, (4.4.4)

where f (−i)
λ is the penalized spline obtained when removing the ith point (xi, yi) of the dataset.

And ρ1, ρ2 are two even, positive and convex functions (to be chosen) since the loss function to
minimize should be convex [261]. The minimum of the two functions x 7→ ρ1,2(x) has to be in
x = 0 and they must tend to infinity for x → ±∞: lim

x→±∞
ρ1,2(x) = +∞.

In Equation (4.4.4):

➢ ρ1 ensures the closeness of the penalized spline to the data even when removing a point.
➢ ρ2 ensures the stability of the penalized spline obtained when removing a point with respect

to the original penalized spline. Hence ρ2 plays a key role because it determines how stable
the spline curve is to itself when a dataset point is removed: it ensures the smoothness of the
penalized spline. This was the missing term in the CVRSS loss function Equation (A.1) which
only compares closeness to the data.

As a result:

➢ For small values of λ, the spline will drastically change when removing a point: both ρ1 and ρ2
will have large values and CV(λ) will be large

➢ For intermediate values of λ, both ρ1 and ρ2 will be small because at the same time the spline
is close enough to the data and the curve is smooth enough when removing a point CV(λ) is
small.

➢ For large values of λ, the curve is stable when removing a point so ρ2 is rather small but the
curve does not fit anymore the data so ρ1 is large hence CV(λ) is large.

As a consequence CV(λ) has a minimum λopt. which should give a penalized spline curve with
expected properties.

It remains therefore to choose the functions ρ1 and ρ2. The function ρ2 must have faster variations
than ρ1 since the spline stability to outliers and its smoothness is more important than closeness
to the data. As a result ρ1 and ρ2 (see Figure 4.10) are defined thanks to a modified Huber loss
function (ρ) as follows:

ρ(x, c) =
(x/c)2 if |x| ≤ c

2(|x/c| − 0.5) if |x| > c
(4.4.5)

c1 = 1 , c2 = c1/20 , ρ1(x) = ρ(x, c1) , ρ2(x) = ρ(x, c2) (4.4.6)
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The Huber loss function is commonly used as a loss function [261]. Here ρ is “modified” because
it is normalized such that ρ(c, c) = 1. The function x 7→ ρ(x, c) is continuous and its derivative is
continuous (even for x = c). Basically, c determines the interval for which x 7→ ρ(x, c) is smaller
or equal to 1. For |x| > c then ρ starts to have large values.

For each χ2 curves, the Migrad algorithm of the Minuit 2 [263, 264] library was used to find the
minimum λopt. of the loss function CV(λ) defined in Equation (4.4.4), with ρ1 and ρ2 defined in
Equation (4.4.6). This method will be called optimized penalized spline or OP-spline method. This
empirical loss function has been tested and works both for already smooth and non-smooth original
χ2 curves. Hence, all results derived in Section 4.5 rely on the OP-spline method.

−2 −1 0 1 2 x
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ρ1 and ρ2

ρ1
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Figure 4.10: Modified Huber loss functions ρ1 and ρ2 defined in Equation (4.4.6).
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Figure 4.11: Comparison of the original versus smoothed χ
2 curve with penalized spline (P-spline) and

different smoothing values(a) λ = 0, (b) λ = 3000, (c) λ = 5 × 105 and (d) λ = 1 × 108 or (e) optimized
penalized spline method (OP-Spline) with the optimal smoothing value found to be λopt. = 1584 for a χ

2

curve associated to the Powheg+Pythia 8 m
t

= 173 GeV sample for p
b

T ∈ [250, 500) GeV.



Chapter 4 Energy scale calibration of b-tagged jets using tt lepton+jets events 138

4.4.2 b-JES statistical uncertainty

Let’s define χ2
min := χ2(αmin), once the value αmin that minimizes the χ2(α) curve has been

determined.

As a consequence of Wilks’theorem, the statistical uncertainty (δαstat.) on the value αmin can be
determined by looking at the point on the left and right of αmin such that ∆χ2 = 1 i.e. such that
the χ2 is increased by 1 with respect to χ2

min as shown in Figure 4.12.

By taking as statistical uncertainty δαstat. = max(δαl, δαr) one obtains the so called 68.3%
confidence-level interval on α (or in other word the ±1σ uncertainty on αmin). The value of the

α

χ2

αmin

χ2
min

χ2
min + 1

∆χ2 = 1

δαstat. = max(δαl, δαr)

δαl δαr

Figure 4.12: Scheme of χ
2 curve and statistical error determination.

χ2 differences above the minimum (∆χ2) is indeed coming from the fact the χ2 scan is performed
with a unique parameter: the energy scale factor α. So χ2 = χ2(α) depends on one parameter
only. The ∆χ2 value to use to determine the 68.3% CL depends on the number of parameters used
for the χ2 scan. In case for instance of a χ2 scan with two parameters such as the b-JES (α) and
b-JER (a) is performed, then one would obtain a two-dimensional paraboloid χ2 = χ2(α, a) (see
Ref. [224] for an example) and the 68.3% CL 2D contour in the (α, a) plane would be the locus of
points for which ∆χ2 = 2.30.

It can be generalized to several parameters by computing the ∆χ2 value needed depending on
the wanted confidence interval β and the number n of parameters of the χ2 function using the
following formula:

∆χ2(n) = F−1
χ

2
n

(β) (4.4.7)

Where F−1
χ

2
n

is called the chi-square quantile and corresponds to the inverse of the cumulative χ2

distribution for n degrees of freedom [265, 266].

4.4.3 b-JES systematic uncertainties and total uncertainty

Various sources of systematic uncertainties have been taken into account. For most of the sources
of uncertainties, positive and negative variations are considered. Others are estimated as two-point
systematic uncertainties from the comparison between the nominal and alternative results. In total,
286 variations have been considered, as listed below.

➢ Experimental systematic uncertainties. They consist of uncertainties in the detector response
that can affect the shape and position of the mqqb − mqq distribution. The main sources of
uncertainties are related to the jet reconstruction and selection. Additional uncertainties are
related to the b-tagging efficiency. Uncertainties on electrons, muons and Emiss

T are not taken
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into account since they do not affect the mqqb − mqq distribution and have a negligible effect
on the templates since the MC templates are normalized to the data distribution and therefore
uncertainties in the efficiencies do not modify the extracted energy scales.

Concerning the uncertainties related to the jet reconstruction, selection and calibration, the so-
called jet category reduction (CR) is used. It is a decomposition of uncertainties into 36 eigen-
vectors assumed to be uncorrelated [196] which are listed in Table 4.2. For each eigenvector a
positive and a negative variation are considered. For each variation, the nominal full-simulation

Uncertainty type Type Contributions

Detector NPs Up/Down JET_CR_JET_EffectiveNP_Detector1, JET_CR_JET_EffectiveNP_Detector2

Mixed NPs Up/Down JET_CR_JET_EffectiveNP_Mixed1, JET_CR_JET_EffectiveNP_Mixed2,
JET_CR_JET_EffectiveNP_Mixed3

Modelling NPs Up/Down JET_CR_JET_EffectiveNP_Modelling1, JET_CR_JET_EffectiveNP_Modelling2,
JET_CR_JET_EffectiveNP_Modelling3, JET_CR_JET_EffectiveNP_Modelling4

Statistical NPs Up/Down
JET_CR_JET_EffectiveNP_Statistical1, JET_CR_JET_EffectiveNP_Statistical2,
JET_CR_JET_EffectiveNP_Statistical3, JET_CR_JET_EffectiveNP_Statistical4,
JET_CR_JET_EffectiveNP_Statistical5, JET_CR_JET_EffectiveNP_Statistical6

η-Intercalibration (Modelling, NonClosure and TotalStat) Up/Down
JET_CR_JET_EtaIntercalibration_Modelling, JET_CR_JET_EtaIntercalibration_NonClosure_highE,
JET_CR_JET_EtaIntercalibration_NonClosure_negEta, JET_CR_JET_EtaIntercalibration_NonClosure_posEta,
JET_CR_JET_EtaIntercalibration_TotalStat

Flavor uncertainty (Composition and Response) Up/Down JET_CR_JET_Flavor_Composition, JET_CR_JET_Flavor_Response

JER Up/Down

JET_CR_JET_JER_DataVsMC, JET_CR_JET_JER_EffectiveNP_1,
JET_CR_JET_JER_EffectiveNP_2, JET_CR_JET_JER_EffectiveNP_3,
JET_CR_JET_JER_EffectiveNP_4, JET_CR_JET_JER_EffectiveNP_5,
JET_CR_JET_JER_EffectiveNP_6, JET_CR_JET_JER_EffectiveNP_7restTerm

Pile-up (OffsetMu, OffsetNPV, PtTerm and RhoTopology) Up/Down JET_CR_JET_Pileup_OffsetMu, JET_CR_JET_Pileup_OffsetNPV,
JET_CR_JET_Pileup_PtTerm, JET_CR_JET_Pileup_RhoTopology

PunchThrough Up/Down JET_CR_JET_PunchThrough_MC16

SingleParticleHighPt Up/Down JET_CR_JET_SingleParticle_HighPt

Table 4.2: List of jet-related sources of systematic uncertainties.

MC samples include alternative event weights or alternative events corresponding to the modi-
fied kinematic properties of the various particle candidates, associated to ±1σ variations of each
eigenvector. Such alternative weights or events are used to calculate the alternative mqqb −mqq
templates, while the reference ones are those from the full-simulation MC samples with the
nominal event weights. The eigenvectors can be summarized as follows [193, 196, 225]:
● Jet energy scale effective uncertainties: the multijet pT-balance (MJB) technique is used

to calibrate in-situ the jet energy. This calibration uses momentum conservation in dijet (or
multijet) events and related uncertainties are derived as a function of η and pT to account for
mis-modelling of physics, detector and event topology effects on the momentum balance of
the multijet system. Those uncertainties are divided in several components:
■ Detector nuisance parameters: uncertainties related to the response of the detector with

respect to the jet energy.
■ Mixed nuisance parameters: uncertainties coming from various modelling sources such as

the JES uncertainty due to close-by jets in the recoil system or the jet fragmentation mod-
elling uncertainty.

■ Modelling nuisance parameters: physics modelling of events uncertainty such as the mod-
elling of the angle between the leading jet and the recoil system.

■ Statistical nuisance parameters: statistical uncertainties related to the MJB in-situ calibra-
tion.

● η-intercalibration: well-measured jets in the central region of the detector (|ηdet| < 0.8) are
used to derive a residual calibration for jets in the forward region (0.8 < |ηdet| < 4.5) again
with the MJB method.
■ Modelling: physics mismodelling of the envelope of the MC, pile-up and event topology

variations.
■ Non-closure: this uncertainty covers the observed non-closure of the calibration method in
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the 2.0 < |ηdet| < 2.6 region when comparing the response in data with that in MC samples
(POWHEG+PYTHIA 8) after applying the derived η-intercalibration.

■ TotalStat: covers the statistical uncertainties of the MC-to-data response ratio.
● Flavor uncertainties (flavor response and flavor composition): account for uncertainties in

the jet response and simulated jet composition of light-quark, b-quark, and gluon-initiated
jets.

● Jet energy resolution uncertainties (denoted JER), it includes DataVsMC and EffectiveNP
components. Quantify the uncertainty in the resolution of the jet energy calibration.

● Pile-up related uncertainties:
■ µ offset (OffsetMu): uncertainty on the modelling of the number of collisions (µ) per bunch

crossing in MC simulation.
■ NP V offset (OffsetNPV): uncertainty on the modelling of the number of reconstructed pri-

mary vertices (NP V ) in MC simulation.
■ pT dependence (PtTerm): pT dependence uncertainty on the jet variables that are sensitive

to pileup.
■ ρ topology (RhoTopology). Per event, the pileup contribution is calculated and subtracted

using a median pT density (ρ) of jets in the η-ϕ-plane. The ρ topology systematics cover the
uncertainty on the per-event pT density (ρ) in MC simulation.

● Punch-through: uncertainty in the global sequential calibration (GSC) punch-through cor-
rection. The punch-through correction, also called nsegments correction, reduces the tails of the
response distribution caused by high-pT jets that are not fully contained in the calorimeter.
This correction is derived as a function of the jet energy because it is more correlated with
the energy escaping the calorimeter.

● Single-particle response (SingleParticleHighPt): high-pT jet uncertainty on the calorimeter
response for single-particle (i.e. single isolated particles) and test-beam measurements.

Following the recommendations of the JET/ETmiss group, JER-related systematic uncertain-
ties are applied to all jet candidates, including b-jet ones (true flavor), while JES-related uncer-
tainties are applied to all jets but the b-jets, since the calibration is designed with the purpose
of replacing those uncertainties for b-jets (see Figure 4.13). For similar reasons the dedicated

All experimental jet related uncertainties

except JER related ones
JER related ones

Nominal event (N) Variation event (V) Variation event (V)

Event Processed:

Figure 4.13: Replacement of b-jets for experimental jet systematic uncertainties.

b-JES-response related uncertainties are not included in the list of the experimental systematic
uncertainties.

The additional experimental uncertainties that were considered are:
● b-tagging efficiency uncertainties [267, 268]. Flavour-tagging efficiencies for b-jets and

mistag rates for light and c-jets depend on jet momentum and pseudorapidity. A total of 170
variations, corresponding to up and down variations of 85 independent eigenvectors, were con-
sidered to estimate those uncertainties (FT_EFF_Eigen: 90 variations for b-jets, 40 for c-jets
and 40 for light-jets. No reduction of the number of those NPs has been performed). Those b-
tagging efficiencies and mistag rates uncertainties are determined from measurements in data
and are propagated to the b-JES measurement. The alternative templates are built using alter-
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native event weights corresponding to b-tagging data/MC efficiency scale factors changed by
±1σ.

➢ Theoretical and modelling uncertainties. Various sources of uncertainties have been evalu-
ated following the recommendations of References [230, 245]:
● Initial (ISR) and final (FSR) state radiation of quarks or gluons (see Figure 4.14). There

are 4 variations in total. Alternative templates have been determined using either alternative
event weights in the nominal full-simulation samples or alternative AFII samples correspond-
ing to increased or decreased ISR or FSR. For increased ISR (1 variation), the hdamp parameter
was doubled (from 1.5 to 3 times the top-quark mass) while simultaneously dividing by a fac-
tor of two the renormalization and factorization scales, and increasing by 1σ the showering
parameter Var3c [250, 269] that corresponds to the value of αs used for ISR. For decreased
ISR (1 variation), the renormalization and factorization scales were multiplied by a factor 2
and the showering parameter Var3c was decreased by 1σ. For increased or decreased FSR (2
variations), the showering parameter Var2 [250, 269], corresponding to the value of αs used
for FSR, was varied by ±1σ.
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Figure 4.14: Scheme of initial state (ISR) and final state radiations (FSR).

● Uncertainties on the hard process renormalization µR and factorization µF scales (4
variations). Alternative templates have been determined using, in the nominal samples, alter-
native event weights corresponding to scales µR = µ0/2 or µR = 2µ0 (and similarly for µF ),
where µ0 is the nominal value of the renormalization and factorization scales.

● PDFs uncertainties (30 variations). The nominal FS samples include alternative weights cor-
responding to the PDF set PDF4LHC15_nlo_30 (ID = 90900) and to 30 alternative PDF sets
(IDs between 90901 and 90930) [270, 271] representing its uncertainties. Reference templates
are built with the nominal PDF4LHC15_nlo_30 set and alternative templates are built using
the 30 alternative PDF sets.

● Uncertainties in the matrix element computations (1 variation). The b-JES uncertainty was
estimated by comparing the values obtained using templates from AFII MC samples produced
either with the nominal (POWHEG) or alternative matrix-element generators
(MADGRAPH5_AMC@NLO), both interfaced to the same program (PYTHIA 8) for parton
showering.

● Uncertainties in the modelling of the parton shower (1 variation). The b-JES uncertainty
was estimated by comparing the values obtained using templates from AFII MC samples
produced the nominal matrix-element generator (POWHEG) interfaced either to the nominal
(PYTHIA 8) or to an alternative (HERWIG 7.0) generator for parton shower simulation.

● Uncertainties in the top quark mass (2 variations). Reference templates are built with the
nominal AFII samples generated with a nominal top quark mass mNominal

t = 172.5 GeV while
alternative templates are built with AFII samples generated assuming a top quark mass of
172.0 or 173.0 GeV.
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● Other background uncertainties (2 variations). Neglected contributions, mainly fromW+jet
and multi-jet processes, arising from random combinations of jets in the event, should have a
non-peaking mqqb −mqq distribution and a yield similar to or smaller than that of tt dilepton
events [272]. Therefore, to account for a possible inaccurate estimation of the non-peaking
background, the b-JES was measured using alternative templates that were created removing
or doubling the contribution from tt dilepton events, which have a relatively flat mqqb −mqq
distribution in the range under study, as shown in Figure 4.8c. Such uncertainty was found to
be small.

The table 4.1 summarizes the characteristics of the samples used for evaluating the different sys-
tematic uncertainties.

For each uncorrelated source of uncertainty, alternative mqqb −mqq templates have been produced
after varying the corresponding parameter (e.g. the top-quark mass) by ±1σ, where σ is its uncer-
tainty. The new templates are normalized to the data and used to calculate new χ2 curves χ2

±1σ(α),
and the minima of the new curves, αmin,±1σ, are found. The assigned uncertainty is then:

δαsyst.
± = αmin,±1σ − αmin. (4.4.8)

A few uncertainties, such as the two-point generator systematic uncertainties for which there are
no ±1σ variations available, are fully symmetrized. They are estimated by repeating the b-JES
measurement using an alternative ensemble of templates obtained with an alternative set of simu-
lations (e.g. corresponding to a different parton shower model). Few other uncertainties found to
be asymmetric are as well fully symmetrized. In such cases the systematic uncertainty is obtained
from the alternative value of the b-JES parameter αmin,alt and the nominal one:

δαsyst.
± = ±

∣∣∣αmin,alt − αmin

∣∣∣ . (4.4.9)

As all individual systematic uncertainties are assumed to be uncorrelated, the total systematic un-
certainties (δαtot. syst.

± ) are obtained as the quadratic sum of individual positive and negative system-
atic errors:

δαtot. syst.
+ = +

√√√√√
∑

v∈Variations
δα

syst.(v)>0

δαsyst.(v)2, δαtot. syst.
− = −

√√√√√
∑

v∈Variations
δα

syst.(v)<0

δαsyst.(v)2. (4.4.10)

Finally, to obtain the total error the usual quadrature sum is applied:

δαtot.
± = ±

√
(δαstat.)2 + (δαtot. syst.

± )2, (4.4.11)

δαstat. being the statistical error measured for the full simulated nominal sample and δαtot. syst.
± being

the total positive and negative systematic errors defined in Equation (4.4.10).

4.5 Results of the b-JES measurement

This section contains all b-JES results obtained with the template method.

As the template method has never been used to calibrate b-jets, tests of the procedure have been
performed generating pseudo-data, i.e. using the nominal full simulated MC sample and shifting
the b-jets energy scale with a known value αtrue to test if one could retrieve it accurately using the
template method. These studies are presented in Section 4.5.1. Then, inclusive and pb

T-differential
b-JES measurements in data have been performed. They are shown in Sections 4.5.2 and 4.5.3,
respectively. All χ2 curves presented in the pseudo-data test and data measurements are obtained
using the optimized penalized spline (OP-spline) regression.
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4.5.1 Template method validation with pseudo-data

To test the accuracy of the template method, a shifted MC mqqb − mqq distribution is generated
using the nominal POWHEG+PYTHIA 8 sample with a known b-JES value (denoted αtrue). This
αtrue-shifted mqqb −mqq MC distribution will be called pseudo-data in the following.

For the mqqb −mqq distribution, the histograms used in the χ2 scan have 25 bins between 65 GeV
and 110GeV. The number of bins is reasonably low in order to suppress large statistical fluctuations
in each bin, which is of high importance for the template method since it relies on shifting events
from one bin to another when changing the energy of the b-tagged jets. The bounds of the mqqb −
mqq distribution have been chosen such that the expected value mt − mW is approximately in the
middle of the distribution and such that the first and last bin of the distribution have roughly the
same number of events so that the left and right part of the peak are “balanced”.

In order to not bias the test, the value αtrue has been purposely chosen to be equal to αtrue = 0.55%
so that αtrue is not a point of the χ2(α) scan. Indeed, αtrue is right in the middle of two successive
points (α = 0.5% and α = 0.6%) of the scan since it is performed between [−10%,+10%] with a
step of 0.1%.

Once the pseudo-data distribution is obtained, statistically equivalent distributions are generated
as explained below. In total Nseeds = 30 seeds are used, which results in 30 statistically equiva-
lent mqqb − mqq distributions. Examples of the statistically equivalent distributions are shown in
Figure 4.15. The generation of the distributions is as follows. Let N original

i be the content of ith bin
of the original pseudo-data distribution and Ni(s) be the bin content of the statistically equivalent
distribution obtained using a random generator that requires a seed: s. Each bin content N original

i

follows a Poisson distribution whose mean value µ is equal to µ = N original
i . As a result Ni(s) can

be computed from N original
i using a random number obtained from the Poisson distribution of mean

N original
i :

Ni(s) = Poisson(N original
i , s). (4.5.1)

Since several mqqb − mqq statistically equivalent distributions are generated, there are several χ2
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Figure 4.15: Original pseudo-data distribution and two statistically equivalent distributions (αtrue = 0.55%)
for the (a) seed = 3 and (b) seed = 25.

curves, each one being the comparison between the MC templates and the pseudo-data distribution
associated to one of the seed s. The minimum of such χ2 curve and the statistical uncertainty
associated to that minimum are respectively denoted αmin(s) and δαstat.(s).
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The average result αmin is deduced from the individual values αmin(s) by computing the mean:

αmin = 1
Nseeds

∑
s∈Seeds

αmin(s). (4.5.2)

Moreover since all the statistically equivalent pseudo-data distributions are created from the same
MC shifted distribution, the values αmin(s) are assumed to be fully correlated in order to not
underestimate the statistical uncertainty. With such an assumption, the statistical uncertainty δαstat.

on αmin is also the mean of the individual δαstat.(s):

δαstat. = 1
Nseeds

∑
s∈Seeds

δαstat.(s). (4.5.3)

The equation (4.5.3) comes from the fact that if a variable X is the average of several measure-
ments Xi with uncertainties denoted σXi

:

X := 1
N

N∑
i=1

Xi. (4.5.4)

Then, as explained in the section “2.4.3 Linear functions of random variables” in reference [273],
the uncertainty (σX) on the variable X is given by:

σ2
X = V (X) = 1

N2

N∑
i=1

σ2
Xi

+ 2
N

N∑
i=1

N∑
j=i+1

ρ(Xi, Xj)σXi
σXj

, (4.5.5)

where ρ(Xi, Xj) is the correlation between the measurementsXi andXj . Assuming full correlation
between all measurements (i.e. ρ(Xi, Xj) = 1), then the equation (4.5.5) can be rewritten as
follows:

σX = 1
N

N∑
i=1

σXi
, (4.5.6)

which is exactly the formula (4.5.3) where X = αmin, Xi = αmin(i) and σXi
= δαstat.(i).

The Figure 4.16 presents the χ2 curves, the b-JES value found and its statistical and systematic
uncertainties for the pseudo-data test. In Figure 4.16b the individual values αmin(s) (blue points)
associated to each minimum of the χ2 curves are plotted with their statistical uncertainty δαstat.(s)
(blue error bars). There is also the average value αmin (red line) defined in Equation (4.5.2) and
its statistical uncertainty δαstat. (gray band) from Equation (4.5.3). Finally, the expected value
αtrue = 0.55% (green line) is also shown on that figure. For the Figure 4.16c, the systematic
uncertainties are ranked from the highest one to the lowest one, they are grouped and summed in
quadrature by categories such as for example PDF set uncertainties. The measured value for this
test is αmin ± δαstat. ± δαsyst. = 0.57% ± 0.08%+2.50%

−2.49% which is compatible with the expected value
αtrue = 0.55%. This result shows that the b-JES measurement will be dominated by the systematic
uncertainties, with an expected sensitivity around 2.5%. The three leading systematic uncertainties
as expected are those related to the theoretical modelling of the parton shower and of the matrix
element calculation (POWHEG+HERWIG 7 and AMC@NLO+PYTHIA 8) and to the uncertainty in
the top mass as they affect the shape and position of the mqqb −mqq distribution.

It has been checked that even for the leading systematic uncertainties the χ2 curves are well-
behaved. Such χ2 curves will be shown for the data measurement in the coming sections.

A potential bias from the method was investigated by performing closure tests using pseudo-
datasets obtained from the nominal simulation with different value αtrue ranging from −4% to 4%.
For the ten tests performed the difference between the measured and generated values of α was
below 0.03%, smaller than the expected statistical precision of the measurement (around 0.08%
for the inclusive measurement with a generated value of αtrue = 0.55%) and significantly smaller
than the expected systematic uncertainty (2.5%).
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Figure 4.16: Inclusive b-tagged jet energy scale measurement in pseudo-data for αtrue = 0.55%: (a) χ
2

curves for the 30 replica of the data (shown in different colors), (b) best-fit value and statistical error
αmin ± δα

stat. (blue points with error bars) for each replica, as well as their average (red line with grey error
band) and the expected value αtrue (green line), (c) impact δα

syst. of the systematic uncertainties on the
measured value of αmin.
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4.5.2 Inclusive measurement in data

For the inclusive b-JES measurement in data, the same binning and the same distribution bounds
are used as for the pseudo-data test presented in Section 4.5.1.

Here the data distribution is computed using the nominal b-jet energy. As for the pseudo-data
test, statistically equivalent distributions to data are generated and αmin and δαstat. are obtained
by averaging over the results corresponding to the individual seeds as described in the previous
section.

The reason to use several statistically equivalent distributions even for a measurement in data is be-
cause, as explained in Equations (4.4.1) and (4.4.2), the MC templates are normalized to data when
computing the χ2 values. It enables to only take into account differences in shapes and positions
between the data and MC templates. However, there is a statistical uncertainty on that normaliza-
tion and unwanted fluctuation in bins of the data distribution could bias the results. In order to
increase the robustness with respect to that normalization uncertainty and the fluctuations in the
bins, αmin and δαstat. are obtained by averaging the statistically equivalent distributions results as
described in Equations (4.5.2) and (4.5.3).

The results of the b-JES inclusive measurement in data are presented in Figure 4.17. The energy
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Figure 4.17: Inclusive b-tagged jet energy scale measurement in data: (a) χ
2 curves for the 30 replica of the

data (shown in different colors), (b) best-fit value and statistical error αmin ± δα
stat. (blue points with error

bars) for each replica, as well as their average (red line with grey error band), (c) impact δα
syst. of the

systematic uncertainties on the measured value of αmin.
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scale factor measured in data is αmin ± δαstat. ± δαsyst. = 0.70% ± 0.08%+2.54%
−2.53%.

The first thing to notice is that the statistical and systematic uncertainties are close to the expected
ones obtained with the pseudo-data test. Moreover, the ranking of the systematic uncertainties is
similar to that obtained with pseudo-data, with the two modelling uncertainties and the top mass
uncertainty being the three leading ones.

Referring to Equation (4.1.1), a value of αmin > 0 implies that the measured energy and transverse
momentum of b-tagged jet in data are higher than predicted by the simulation. Therefore, the b-JES
correction in data will decrease those quantities. Equation (4.1.1) can be written in a simpler way:

EData corrected
b = (1 + αcorrection)EData

b pT
Data corrected
b = (1 + αcorrection)pT

Data
b , (4.5.7)

with αcorrection being linked to αmin by identification in Equations (4.1.1) and (4.5.7):

αcorrection = 1
1 + αmin

− 1. (4.5.8)

The Figure 4.18 shows a comparison of the mqqb − mqq distribution in data versus the nominal
FS POWHEG+PYTHIA 8 before and after the b-JES correction is applied to data. Before correction
in Figure 4.18a, a lack (respectively an excess) of events in data at low (respectively at high)
mqqb −mqq values is observed though this difference is compatible within uncertainties. Hence, to
correct the data the b-JES correction needs to shift events towards lower values which is coherent
with a positive value of αmin.
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Figure 4.18: Distribution of mqqb
− mqq in data (black dots with error bars) compared to the nominal

simulated event samples generated with Powheg+Pythia 8 and passed through a detailed simulation of the
response of the ATLAS detector, (a) before and (b) after applying b-JES correction to the data. The

uncertainty band around the MC prediction includes the theoretical and experimental uncertainty sources
described in Section 4.4.2.

Figure 4.19 shows the measured b-JES between the data and the nominal full or the fast POWHEG+PYTHIA 8
simulations.

Using templates built with the nominal FS POWHEG+PYTHIA 8 gives αmin(FS)±δαstat. = 0.70%±
0.08%, while with the templates built from the AFII POWHEG+PYTHIA 8 samples αmin(AFII) ±
δαstat. = −0.17% ± 0.08%. This difference was also observed in pseudo-data, and is the result of
differences for the nominal mqqb −mqq distributions between the full and fast detector simulations.
Looking at the value of the minimum χ2

min of each individual χ2 curve, the nominal FS sample has
better agreement with data (χ2

reduced(FS) ≈ 2.0) than the AFII nominal sample (χ2
reduced(AFII) ≈

2.2), as expected from a more realistic simulation of the detector response. It should be noted that
the systematic uncertainty on αmin largely covers this difference.
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Figure 4.19: Comparison of the nominal (Powheg+Pythia 8) (a), (c) and (e) full simulated versus (b), (d)
and (f) fast simulated results: (a) and (b) χ

2 curves, (c) and (d) αmin and δα
stat. and (e) and (f) χ

2
min values.
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4.5.3 Differential pT measurement in data

The same procedure described in the previous Sections has been applied to perform a differential
b-JES measurement. Since the size of the selected sample is not enough for a two-dimensional dif-
ferential measurement of the b-JES factor α(pb

T, η
b) as a function of the transverse momentum (pb

T)
and pseudorapidity (ηb) of the b-tagged jet, a simpler one-dimensional differential measurement
α(pb

T) as a function only of pb
T was performed.

The range pb
T ∈ [20 GeV, 30 GeV) was excluded from the measurement because for those values

of transverse momentum the mqqb − mqq distribution is not narrow enough and tends to be “flat”
resulting in the template method not being precise enough to have reasonable uncertainties. More-
over, it was tested that for pb

T > 500 GeV no tt lepton+jets events would pass the selection. As a
result the phase space was divided in pb

T-bins covering the range between 30 GeV and 500 GeV.

As pb
T increases, it was observed that the position of the mqqb −mqq peak is shifted towards higher

values both in data and MC. A reason that could explain such behaviour is that at low pb
T, some

particles emitted inside the b-jet are not contained in the R = 0.4 cone around the jet axis so not all
energy deposits are taken into account for the reconstructed jet which would lead to b-jet having a
lower reconstructed energy and transverse momentum than the original b-hadron that initiated the
jet. Hence, the reconstructed mqqb mass would be lower than it should be. On the contrary as pb

T
increases, emitted particles inside the b-jet tend to be more and more collimated resulting in the
reconstructed mqqb mass to have higher values than at low pb

T. As a result as pb
T increases it would

cause the reconstructed mqqb −mqq value to increase as well.

In addition, as pb
T increases the number of selected event decreases rapidly. To tackle this reduction

in statistics and shift of the mqqb −mqq distribution it was decided to use a variable number of bins
and different bounds for the mqqb −mqq histograms. The Table 4.3 details the bounds and number
of bins used depending on the pb

T-region under study. The phase space was divided in eight pb
T-

regions:

pbT regions
Number of bins for the
mqqb −mqq distribution

Bounds for the
mqqb −mqq distribution

[30, 50) GeV 25 [65, 110] GeV

[50, 75) GeV 25 [65, 110] GeV

[75, 100) GeV 20 [70, 110] GeV

[100, 130) GeV 20 [75, 110] GeV

[130, 160) GeV 20 [75, 110] GeV

[160, 200) GeV 20 [80, 110] GeV

[200, 250) GeV 15 [80, 110] GeV

[250, 500) GeV 10 [80, 110] GeV

Table 4.3: mqqb
− mqq distribution: number of bins and bounds depending on the p

b

T-region.

The results obtained in the different pb
T-regions are shown in Figures 4.20 and 4.21. In particular

the Figure 4.20a summarizes the measurement in data of αmin(pb
T) with the total systematic uncer-

tainty and the total uncertainty. The results in this figure show values of the b-JES in agreement
with the inclusive value of the order of 0.7%, with a trend that seems to imply a decrease of the
b-JES with pT, from around 1.8% to 0.5%. The total uncertainty also decreases as a function of
pb

T from 4% to 2%. A comparison to the currently assigned b-JES uncertainty prediction derived
from MC simulation in ATLAS is shown. In order to reduce the b-JES measurement uncertainty,
one would need improvement for the theoretical uncertainties concerning the modelling of events
(especially parton showering and matrix element computation) and as well an increased precision
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on the top-quark mass measurement. It is worth mentioning the matrix element uncertainty is quite
conservative. The samples are known to overestimate that uncertainty [230] but they were recom-
mended by the Physics Modelling group to be used for the ATLAS Run 2 results. Moreover, there
are possible circular dependencies taking into account both top mass uncertainties and tt process
modelling uncertainties that could result in some overestimation. That interplay could be improved
in the future. The Figure 4.20b presents the contribution to the b-JES uncertainty, as a function of
pb

T, of the various sources of systematic uncertainties, grouped in seven categories: matrix element,
parton showering, top-quark mass, other modelling uncertainties (ISR and FSR, hard process renor-
malization and factorization scales, PDFs), background normalization, JER uncertainties and the
other experimental uncertainties. The matrix element and parton showering uncertainties dominate
at low pb

T (≈ 2 − 3%) and then rapidly decrease with increasing pb
T, while the JER uncertainties

follow the opposite trend. The uncertainty from top-quark mass is approximately constant around
1.5%. The other modelling uncertainties, the other experimental uncertainties and the background
uncertainty are small (below 0.8%) everywhere. Finally, Figure 4.22 demonstrates the impact of
the b-JES correction once applied on data. Obviously as the correction is less important in high
pb

T-regions, the improvement is less visible but in general an improvement is obtained especially
in low pb

T-regions.
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Figure 4.20: (a) Measured b-tagged jet energy scale as a function of the jet transverse momentum. The
black dots correspond to the best-fit value of the b-JES while the hatched (solid) red (gray) area corresponds
to the systematic (total) uncertainty. The blue histogram shows the sum in quadrature of the b-jet specific
uncertainties derived from the comparison of the response in different generators, and all other jet energy
scale uncertainties including those from the in situ calibration of light jets. (b) Contribution to the b-JES

uncertainty as a function of p
b

T from the systematic uncertainties, grouped in seven categories.
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Figure 4.21: Impact δα
syst. of the systematic uncertainties on the measured value of αmin for the differential

p
b

T-measurement in data for 3 p
b

T-regions: (a) [30, 50) GeV, (b) [100, 130) GeV and (c) [250, 500) GeV.
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4.6 Conclusion

The b-JES is an in situ correction that shifts the transverse momentum and the energy of b-jets
in data in order to compensate the imperfect calibration of the ATLAS detector and the full jet
calibration procedure.

This chapter presents a novel method in ATLAS to determine this correction with lepton+jets
events from tt → ℓνqq̄bq̄ by reconstructing the invariant mass difference mqqb − mqq of the top
hadronic decay (t → Wb → qqb). Templates of this variable for different values of the b-JES are
built using MC simulations, and χ2 curves between the mqqb − mqq data distribution and the MC
templates ones are then calculated. A smoothing technique of the χ2 curves relying on penalized
splines is used and results are averaged over individual χ2 curves obtained from the comparison of
MC templates and statistically equivalent distributions generated from the original data distribution.
This approach enables reducing the sensitivity of the results with respect to statistical fluctuations
in the original distribution.

The results are obtained for jets reconstructed with the anti-kt clustering algorithm (AntiKt4EMTopoJets)
with a radius parameter R = 0.4 from topological three-dimensional noise-suppressed clusters of
calorimeter cells.

Prior to the measurement in data, tests using pseudo-data have been carried out to check that the
method yields unbiased and accurate results.

The inclusive measurement in data found the b-JES correction is of the order of 0.7% with a
total uncertainty of the order of 2.5%. A one-dimensional differential measurement of the b-JES
correction with respect to the jet transverse momentum was also performed, in 8 bins of variable
width between 30 and 500 GeV. The measurement is consistent with the inclusive measurement
and seems to indicate a decrease of the b-JES with pT.

After the b-JES correction is applied in data, the agreement between mqqb − mqq corrected data
distribution and the nominal fully simulated MC prediction is improved, as expected.

For the future, the b-JES measurement presented in this chapter could benefit from several improve-
ments and developments.

The study could be repeated with the latest ATLAS recommendations in terms of b-tagging and jet
reconstruction algorithms using the DL1r tagger and PFlow jets instead of the MV2c10 tagger and
EMTopo jets. Thanks to the higher c- and light-jet rejections of the DL1r tagger, the event selection
would be even purer in tt lepton+jets events. Moreover, the PFlow jets have several improvements
compared to EMTopo jets, in particular in terms of energy resolution which should reflect on the
mqqb − mqq template distributions used in this measurement by reducing the peak width hence
increasing the precision on the energy scale factor measured.

The measurement could also be performed in 2-dimension as a function of the transverse momen-
tum and the pseudorapidity of b-jets dividing phase space with a decreasing number of bins and
increasing bin width in high pT- and high |η|-regions.

The measurement relies on the top quark mass and associated top quark mass uncertainties. It is
one of the leading uncertainty in all pb

T-regions, instead a simultaneous b-JES and top quark mass
measurement, along the lines of the two following studies [226, 227], could be performed in order
to discard top quark mass uncertainties.

The matrix element uncertainties are known to have been overestimated due to a quite conservative
approach that was recommended for the results of Run 2. This uncertainty could be reduced in
the future. There is also a possible interplay between top quark uncertainties and matrix element
uncertainties in the sample used.
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Another possibility would be to apply the b-JES factor to simulation in order to match data instead
of applying the correction to data. In that case, the b-JES values derived for each type of simulation
(parton showering, matrix element computation uncertainty. . . ) could be considered as MC-to-MC
corrections rather than uncertainties.

Finally, such b-JES measurement could be, one day, potentially performed again with the latest
ATLAS recommendations at that time and integrated in the ATLAS workflow. It would be of
interest for instance for the V H,H → bb analysis (described in Chapter 5) as it would reduce
discrepancies between data and simulations, and the b-JES uncertainties would be obtained from
data rather than estimated in simulations.
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As highlighted in the Introduction of this thesis, I have been deeply involved in the ATLAS
V H,H → bb/cc analysis team. The group is targeting a Legacy Run 2 publication for early 2023
and aims, for the first time, for a combination of the three following analyses: the V H,H → bb
resolved, the V H,H → bb boosted and the V H,H → cc (resolved) one. As a consequence, the
analysis is currently still blinded, so only the expected results for the Legacy publication can be pro-
vided in this thesis. The current chapter and the next Chapter 6 are both dedicated to this analysis.
I would like to emphasize that both of them have been mostly written before any internal docu-
mentation had even started. It was a major challenge to summarize everything in a comprehensive
way, produce all the content (tables, schemes, figures) needed given how complex this analysis is
and considering the number of significant changes that occured with respect to the previous publi-
cations. I also needed to take into account the constant changes over time of the analysis to keep
this thesis up-to-date based on the progress and decisions of the group.

The current chapter provides a general presentation of the V H,H → bb/cc analysis. Since my
work has been focused on V H,H → bb studies, a greater importance is given to the V H,H → bb
related part of the analysis compared to V H,H → cc which is more briefly described. A study
that I have performed on the jet mass scale calibration is also presented in this chapter, more
details are provided hereafter. On the other hand the next chapter is focusing on multivariate studies
that I performed in the V H,H → bb 0- and 1-lepton channels. The multivariate approach is
an essential part of the analysis as it enhances signal from background discrimination and thus
increases sensitivity to H → bb/cc decays which is the ultimate goal to probe the SM predictions
and perform for instance STXS measurements and EFT interpretations.

In addition to the physics related studies that I performed, I was also strongly involved from a
technical point of view in the analysis. As a result of my work, since a bit more that one year
now (October 2021), I have been appointed to by the ATLAS V H(bb/cc) group as responsible for
the analysis framework. That code plays a leading role in our workflow since it is producing the
inputs needed for fits and multivariate analysis studies: it is thus used on a daily basis by several
persons. In that context, I was part of the V H(bb/cc) coordination team that takes the important
decisions concerning the analysis. I have been one of the main developer and code reviewer of the
analysis during the 2 last years of my PhD. I also took care of the documentation of the code both
for beginners but also for advance usage of the framework. I developed several important features
such as the submission of jobs to the grid (recent development) which should allow our group
getting more quickly results. I also provided in many occasion advice to other persons of the group
for coding features, debugging and so on. More details about this important contribution can be
found in the Introduction of this thesis.

This chapter is organized as follows. First an introduction to the general context of the Legacy
Run 2 V H,H → bb/cc analysis is provided in Section 5.1 and previous publication results are
briefly highlighted. Signal and background events to be considered are introduced as well as the re-
solved and boosted Higgs decay topologies. The Section 5.2 details the dataset, and corresponding
signal and background simulation samples used for such measurements emphasizing the settings
for the generation of the nominal Monte Carlo event simulations. The Section 5.3 fully describes
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the event reconstructions and selections for the V H,H → bb resolved and boosted analyses as well
as the V H,H → cc analysis. In Section 5.4 is presented a study that I carried out about the jet mass
scale calibration (JMS) of small-radius jets. ATLAS had, for the first time, provided such mass cal-
ibration for small-R jets so the V H,H → bb/cc analysis team had to test and decide whether
or not to include such jet corrections for the Legacy Run 2 publication. In Section 5.5, flavour
tagging techniques to avoid reducing the amount of simulated background events with mistagged
light and c-jets (respectively b-jets) after b-tagging (c-tagging) requirements is discussed. The Sec-
tion 5.6 is dedicated to the overall presentation of the multivariate approach developed for the
V H,H → bb/cc analysis which results in a significant increase in sensitivity to H → bb and
H → cc decays with respect to the previous ATLAS publications. The following Section 5.7 in-
troduces the fit formalism and the fit model of the V H,H → bb/cc analysis while the Section 5.8
documents all the systematic uncertainties taken into account for the future publication and as well
how the normalization of backgrounds are derived in the different regions of phase space. The Sec-
tion 5.9 summarizes all important recent and past results obtained by the ATLAS V H,H → bb/cc
analysis team and, when relevant, a comparison to the CMS corresponding latest results is shown.
On the other hand, the expected results for the incoming Legacy Run 2 publication are provided
in Section 5.10. The Section 5.11 goes beyond the scope of the Legacy Run 2 analysis and of this
thesis by shedding light on future possible and expected improvements that could or should be
achievable for different timescales: at the end of the Run 3 of the LHC, for the high-luminosity
phase of the LHC and with a possible Future Circular Collider. Finally, the Section 5.12 contains
some concluding remarks.

5.1 Introduction to V H → bb/cc events and Higgs decay topolo-
gies

Although the Higgs boson decays mainly to a pair of b-quarks, the measurement of the H → bb
decay properties with ggF, VBF, ttH and bbH production modes is experimentally challenging
due to large contamination of QCD multi-jet background. Indeed, that decay was observed in
2018 by ATLAS and CMS [3, 4] thanks to the so-called V H mechanism which allows to partially
circumvent those difficulties by targeting an associated production of the Higgs boson with an
electroweak vector boson V = W or Z [274]. For the leptonic decays of the vector bosons, the
multi-jet background can be significantly suppressed and the lepton signature, especially in decays
to electrons or muons, allows for efficient triggering. The V H leptonic decays provide the best
inclusive sensitivity to H → bb and H → cc decays, and V H production mode to date. Such
V H,H → bb/cc decays are classified in three categories based on the number (0, 1, 2) of charged
leptons (l = e, µ), as illustrated in Figure 5.1, corresponding respectively to the following vector
boson decays: Z → νν̄, W → lν and Z → l+l−. Taus are not considered as they quickly de-
cay before reaching the ATLAS detector as explained in Section 3.4. All the measurements are
performed as a function of the transverse momentum of the vector boson (pV

T ) which, for signal
events, is correlated with the Higgs boson transverse momentum (pH

T ) and is reconstructed with a
better resolution.



Chapter 5 Higgs decay to a pair of b- or c-quarks in association with a vector boson 158

q

q

Z

Z

ν`

ν `

H b

b

(a)

q

q ′
W−

W−
`−

ν `

H b

b

(b)

q

q

Z

Z

`−

`+

H b

b

(c)

g q

q

g q

q

Z

H

g

q

g

q

q

Z

Z

H

g

q

g

q

q

H

Z

H

(d)

Figure 5.1: Leading order Feynman diagrams of the V H production followed by a H → bb decay for the (a)
0-lepton, (b) 1-lepton and (c) 2-lepton channels (l = e, µ). For the ZH production, the gluon initiated

(gg → ZH, (d)) process is also contributing, its cross-section is approximately a factor 6 times smaller than
the quark initiated (qq → ZH, (a) and (c)) one [53, 65, 90].

As a result, the first observation of H → bb decays was reported in 2018 using pp collisions of the
Run 1 data set collected at 7 TeV and 8 TeV, combined with a partial Run 2 data set collected at
13 TeV both by the ATLAS [3] and CMS collaborations [4].

Since the observation of H → bb decay and V H mechanism, the experimental focus has shifted
towards precision measurements of the Higgs boson production kinematics. In its latest results, the
ATLAS collaboration has performed inclusive and differential cross-section measurements both
with the simplified template cross-section (STXS) [65, 275] and the fiducial [276] approaches.
The results have also been interpreted in terms of the Wilson coefficients of BSM operators of
an effective field theory Lagrangian [5, 65, 275]. Another important milestone has been achieved
combining the V H,H → bb and V H,H → cc analyses [6] which confirmed with a 95% confi-
dence level that the Higgs-charm coupling is weaker than the Higgs-bottom coupling. Finally, a
combination for different regimes of the transverse momentum of the vector boson (pV

T ) was per-
formed [5] in order to reconstruct the Higgs boson candidate (targeting H → bb decays) either as
two individual jets (referred to as resolved topology) or as a single large-radius jet (referred to as
boosted topology) as schematized in Figure 5.2. All the results mentioned above will be discussed
extensively in this chapter.

The ATLAS V H(bb/cc) analysis team is now working on a Legacy Run 2 publication in which I
have been deeply involved (as already highlighted at the beginning of this chapter), aiming at com-
bining for the first time the V H,H → bb resolved, the V H,H → bb boosted and the V H,H → cc
analyses. This paper will serve as a reference measurement for the coming years. It includes all the
latest ATLAS developments, updates and recommendations in terms of reconstruction, identifica-
tion and isolation of objects, modelling of events and recommended sources of uncertainties. The
updates and development with respect to the previous papers will be emphasized in this chapter.

For H → bb/cc decays, the angular distance between the two b-hadrons (or c-hadrons) [190, 191],
as explained in Section 3.6.1, can be approximated by:

∆R(b, b) ≈ 2mH

pH
T
. (5.1.1)

The Equation (5.1.1) implies that the H → bb/cc decays can be reconstructed in ATLAS with
the boosted topology for Higgs transverse momentum (pH

T ) of the order of few hundreds of giga
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electron-volts. For instance for pH
T = 250, 300 and 400 GeV the angular distances between the

two b-jets (or c-jets) are respectively ∆R(b, b) ≈ 1, 0.83 and 0.63. The Figure 5.3 presents events
display of candidate V H,H → bb decays reconstructed with the resolved or boosted topologies
for the three lepton channels.
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Figure 5.2: V H, H → bb (a) resolved and (b) boosted topologies. For the resolved topology, events are
reconstructed with the anti-k

t
R = 0.4 clustering algorithm, and the b-tagging criteria are required for those

small-R jets. While for the boosted topology, events are reconstructed with the anti-k
t

R = 1.0 algorithm,
and b-tagging criteria are required for the VR track-jets that are ghost-associated to the large-R jet.

Finally, the background processes to take into account for the three channels are presented in
Figure 5.4, they can be divided in six categories: tt, single top, W + jets, Z + jets, diboson and
multi-jet events. Depending on the channel, their relative contributions can vary. Those background
sources can be split in two categories:

➢ the non-resonant backgrounds: for example tt events are a non-resonant background when
the two b-jets are correctly identified. Since each b-jet is emitted by one of the top quark, their
invariant mass distribution (mbb) is not expected to peak around a certain value and their kine-
matic properties (∆R(b, b), pT. . . ) are not expected to mimic the H → bb two body disintegra-
tion. Those non-resonant background sources are hence reducible by means of event selections.
Moreover, the machine learning algorithms used in these analyses can further discriminate
those events from signal ones taking into account correlations between event kinematic prop-
erties. However, those events can still reduce sensitivity to signal mimicking its signature (i.e.
its characteristics) due to stochastic effects or due to particle mis-identifications hence they can
fulfil event selections and may be wrongly considered as signal-like by machine learning algo-
rithms. As a result, the tt events which have a large cross-section are still one of the dominant
background in the 1-lepton channel.

➢ The resonant backgrounds: the two b-jets in that case are produced by the decay of a particle
such as Z → bb. A fraction of those events is an “irreducible” background because intrinsically
they share several kinematic characteristics with H → bb decays and are hence signal-like
disintegrations. For Z → bb decays, the upper tail of invariant mass distribution of the b-jet
system (mbb) can mimic the H → bb signal. Event selections and machine learning algorithms
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(a) (b)

(c)

Figure 5.3: ATLAS event display of (a) ZH → ννbb and (b) ZH → ℓℓbb (l = e) candidate events
reconstructed with the resolved topology. The b-jets (blue cones) are reconstructed with small-R jets

(R = 0.4), their associated energy deposition in the electromagnetic and hadronic calorimeter are respectively
schematized by the green and yellow bars. For the ZH → ννbb candidate event, the neutrinos leave the

detector unseen, and are reconstructed through the missing transverse energy (dashed line). For the
ZH → ℓℓbb candidate event, the 2 electrons produced by the Z boson are represented by the blue tracks

with a large energy deposit in the electromagnetic calorimeter. (c) A boosted WH → ℓνbb candidate event is
reconstructed with a single large-R jet (R = 1.0). A two-prong structure is visible within the large-R jet with
energy deposits in both the electromagnetic and hadronic calorimeters. In addition, a so-called muon-in-jet
(upper red track), which created hits in the barrel muon chambers, can be found within the large-R jet. It
comes from a semi-leptonic decay of one of the two b-hadrons contained in the large-R jet. On the other

hand, the isolated muon (lower red track) produced by the W boson decay, created hits in the endcap-muon
chambers. The associated neutrino is reconstructed through the missing transverse energy (taken from

Refs. [275, 277]).
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can of course reduce their contribution, but their discrimination from signal is in general more
complicated.
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Figure 5.4: Main V H, H → bb/cc background processes: respectively (a) gluon and quark induced tt
events, (b) s-channel, t-channel and Wt single top events, (c) gluon and quark induced W+jets
events, (d) gluon and quark induced Z+jets events and (e) gluon and quark induced diboson

events. Multi-jet background is not shown. It is reduced to the percent level for the 1-lepton channel while its
impact was found to be negligible for the 0- and 2-lepton channel as described in References [3, 65].

5.2 Data and simulation samples

The data were collected in pp collisions at
√
s = 13 TeV during the Run 2 of the LHC. The data

sample corresponds to an integrated luminosity of 139 fb−1, reported per year in Table 5.1, after re-
quiring that all detector subsystems were operating normally and recording high-quality data [123].
The uncertainty in the combined 2015-2018 integrated luminosity is 1.7% [278], obtained using
the LUCID-2 detector [279] for the primary luminosity measurements.

Collision events considered were recorded with a combination of triggers selecting events with
high missing transverse momentum or with a high-pT lepton(s), depending on the channel. More
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details about the trigger selections are provided in Section 5.3.

Year LHC delivered ATLAS recorded ATLAS good quality
2015 4.2 fb−1 3.9 fb−1 3.2 fb−1

2016 38.5 fb−1 35.6 fb−1 32.9 fb−1

2017 50.2 fb−1 46.9 fb−1 44.3 fb−1

2018 63.3 fb−1 60.6 fb−1 58.5 fb−1

Total 156.2 fb−1 147.0 fb−1 138.9 fb−1

Table 5.1: Integrated luminosity per year of data-taking (numbers reported come from Refs. [280, 281]).

The properties of signal and background processes are studied with Monte Carlo event simulation
relying on the ATLAS detector simulation [82] which is based on GEANT4 [83]. A summary of
all the signal and background processes with the corresponding generators used for the nominal
samples is shown in Table 5.2. The associated leading Feynman diagrams for those processes
can be found in Figures 5.1 and 5.4. They are all normalized using the most precise theoretical
predictions currently available of their cross-sections. In addition to the hard scatter simulated
process, each event is overlaid with pile-up collisions generated with PYTHIA8.1 [73] using the
ATLAS A3 set of tuned parameters [256] and the NNPDF23LO [257] parton distribution function
(PDF) set. Those additional pp collisions are generated following the average profile of the number
of interactions (µ) per bunch crossing measured in data. Data and simulated events go through the
exact same set of algorithms.

Process ME generator ME PDF PS and UE model Cross-section
Hadronisation tune order

Signal (mH = 125 GeV, bb and cc branching fraction set to 58.2% and 2.89%)

qq → W (→ ℓν)H(→ bb/cc) Powheg Box v2 [79] + NNPDF3.0NLO(⋆) [252] Pythia 8.212 [74] AZNLO [282] NNLO(QCD)+
GoSam [283] + MiNLO [284, 285] NLO(EW) [286–292]

qq → Z(→ νν/ℓℓ)H(→ bb/cc) Powheg Box v2 + NNPDF3.0NLO(⋆) Pythia 8.212 AZNLO NNLO(QCD)(†)+
GoSam + MiNLO NLO(EW)

gg → Z(→ νν/ℓℓ)H(→ bb/cc) Powheg Box v2 NNPDF3.0NLO(⋆) Pythia 8.212 AZNLO NLO+
NLL [293–297]

Top quark (mt = 172.5 GeV)

tt̄ Powheg Box v2 [79, 246] NNPDF3.0NLO Pythia 8.230 A14 [269] NNLO+NNLL [298]
s-channel Powheg Box v2 [79, 247] NNPDF3.0NLO Pythia 8.230 A14 NLO [299]
t-channel Powheg Box v2 [79, 247] NNPDF3.0NLO Pythia 8.230 A14 NLO [300]
W t Powheg Box v2 [79, 248] NNPDF3.0NLO Pythia 8.230 A14 Approximate NNLO [301]

Vector boson + jets

W → ℓν Sherpa 2.2.1 [75, 76, 302, 303] NNPDF3.0NNLO Sherpa 2.2.1 [304, 305] Default NNLO [306]
Z/γ

∗ → ℓℓ Sherpa 2.2.1 NNPDF3.0NNLO Sherpa 2.2.1 Default NNLO
Z → νν Sherpa 2.2.1 NNPDF3.0NNLO Sherpa 2.2.1 Default NNLO

Diboson

qq → W W Sherpa 2.2.1 NNPDF3.0NNLO Sherpa 2.2.1 Default NLO
qq → W Z Sherpa 2.2.1 NNPDF3.0NNLO Sherpa 2.2.1 Default NLO
qq → ZZ Sherpa 2.2.1 NNPDF3.0NNLO Sherpa 2.2.1 Default NLO
gg → V V Sherpa 2.2.2 NNPDF3.0NNLO Sherpa 2.2.2 Default NLO

Table 5.2: Signal and background processes with the corresponding generators used for the nominal samples.
If not specified, the order of the cross-section calculation refers to the expansion in the strong coupling

constant (αs). (⋆) The events were generated using the first PDF in the NNPDF3.0NLO set and
subsequently reweighted to the PDF4LHC15NLO set [271] using the internal algorithm in Powheg Box v2.
(†) The NNLO(QCD)+NLO(EW) cross-section calculation for the pp → ZH process already includes the

gg → ZH contribution. The qq → ZH process is normalized using the cross-section for the pp → ZH
process, after subtracting the gg → ZH contribution. An additional scale factor is applied to the qq → V H
processes as a function of the transverse momentum of the vector boson, to account for electroweak (EW)
corrections at NLO. This makes use of the V H differential cross-section computed with Hawk [307, 308]

(slightly changed table taken from Ref. [65]).

The simulation of the different nominal samples is performed with the settings described below.
For all samples, except those generated with SHERPA , the EVTGEN V1.2.0 program [309] was



163 5.2 Data and simulation samples

used to describe the decays of b- and c-hadrons.

➢ The signal samples: are generated assuming a mass of the Higgs boson of mH = 125 GeV.
The difference between the generated value of the mass and the measured value from ATLAS
and CMS combination measurement (125.09 ± 0.24 GeV) [88] has a negligible impact on the
acceptance and the reconstructed distributions given the experimental resolution of the ATLAS
detector.
● The qq-initiated processes are simulated with up to one additional parton at next-to-leading-

order (NLO) accuracy in QCD using the POWHEG BOX v2 [79] and the GOSAM [283] matrix
element (ME) generator with the MiNLO (Multiscale Improved NLO) [284, 285] procedure
applied.

● The gg-initiated processes are simulated at leading order (LO) in QCD with POWHEG BOX v2.
The cross-section for those processes was calculated at NLO in QCD including soft gluon re-
summation up to next-to-leading logarithms (NLL) [293–297].

For all signal processes (WH and ZH), the matrix element (ME) computations are performed
with the NNPDF3.0NLO PDF set and are afterwards reweighted to the PDF4LHC15NLO PDF
set [271]. Events are then interfaced to PYTHIA 8.212 [74] for the parton showering (PS) and
hadronization with the AZNLO [282] set of tune for the underlying events (UE). The total
inclusive cross-sections were calculated at next-to-next-to-leading-order (NNLO) QCD and
NLO electroweak (EW) [286–292] accuracy, including photon contributions calculated with
HAWK [307, 308].

➢ The top samples (top pair and single top samples): are generated with the POWHEG BOX v2,
assuming a top mass mt = 172.5 GeV, and interfaced with PYTHIA 8.230 [73] for PS with the
ATLAS A14 [269] set of tune for the UE. The NNPDF3.0NLO [252] PDF set is used for the
ME computations. The top background is one of the leading background of this analysis and
samples have the following characteristics:
● for tt samples, the event generator uses matrix elements derived at NLO accuracy, and the

inclusive process cross-section is obtained from resummation at NNLO and next-to-next-to-
leading logarithm (NNLL) computations [298]. The tt samples as mentioned in the Chapter 4
are split into non-all hadronic and dilepton samples in order to increase the number of simu-
lated events available using dedicated event filtering to have a coherent combination. Several
pV

T -slices are combined for the non-all hadronic sample to enhance statistics especially in
high-pT regions. Finally, in addition to the sample used in Chapter 4, new sliced samples as a
function of Emiss

T have been produced and are used in the 0- and 1-lepton channels.
● For the single top s- and t-channels, the cross-section normalization are estimated from

resummed calculations at NLO [299, 300].
● The single top W t channel normalization is estimated from approximate NNLO calcula-

tions of the cross-section [301]. At higher QCD orders, the single top Wt events can overlap
with the leading order tt events. In order to account for those ambiguities and avoid inter-
ferences effects, the diagram subtraction (DS) scheme [249] is used: the Wt cross-section
is corrected with a subtraction term in order to remove the double counting of some events
when summing tt and single top Wt contributions. As that correction is only performed at
cross-section level, an interference term between those two samples remains. In the previous
rounds of the analysis, the diagram removal (DR) scheme [249] was used instead: this proce-
dure consists in removing doubly resonant diagrams for the Wt amplitude computations. The
DS samples are now preferred because a better agreement between the data and the simula-
tions was found compared to the DR samples. Emiss

T -filtered Wt samples have been produced
and are currently used in the 0- and 1-lepton channels to increase MC statistics. For the 2-
lepton channel, a specific Wt dilepton sample has been produced and is combined with the
inclusive Wt sample.

➢ The V + jets samples (V = W, Z): are simulated with the SHERPA 2.2.1 [75, 76, 302, 303]
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ME generator using OPENLOOPS [75, 302, 303] with NLO accuracy corrections up to two ad-
ditional jets, and at LO for up to four additional jets. The SHERPA 2.2.1 PS model is used with
its default set of tune for the UE. The NNPDF3.0NNLO [252] PDF set is used for ME com-
putations. The cross-section for those backgrounds are obtained from an NNLO fixed-order
estimate [306]. Since V + jets background is also one of the leading contamination, those sam-
ples are also composed of pV

T -extensions and are in addition completed with different slices in
max(HT, p

V
T), HT being the scalar pT-sum of all parton-level jets with pT > 20 GeV. On top of

that, those samples have been generated with flavour filters in order to ensure statistics for heavy
flavour components. As a result b-filtered, b-vetoed+c-filtered and b-vetoed+c-vetoed samples
are available selecting events which respectively have at least one b-hadron, no b-hadron and at
least one c-hadron, and no b-hadron and c-hadron in the event.

➢ The diboson samples: event generation, parton showering and underlying event modelling
are all performed with SHERPA 2.2.1 or 2.2.2 with their default set of tune for the UE. The
NNPDF3.0NNLO PDF set is used for ME computations. The dominant qq-initiated processes
containing zero or one additional parton are calculated at NLO accuracy in QCD in the ME,
while two or three additional partons are included at LO accuracy in QCD. For the subdominant
gg-initiated processes zero or one additional parton are calculated at LO accuracy in QCD in
the ME.

➢ The QCD multi-jet (MJ) background: despite not being a source of genuine missing trans-
verse momentum, misreconstruction of this background can lead in a small fraction of events
to have a significantly large, fake, missing transverse momentum when the energy of some of
the reconstructed objects is not well calibrated. Since this background has a large cross-section,
it needs to be taken into account. Thanks to angular event selections, this background is neg-
ligible for the 0- and 2-lepton channels while it is reduced to the percent level in the 1-lepton
channel [3, 65], and it is furthermore greatly reduced in high-pV

T regions. The multi-jet events
passing the selections are involving fake leptons that are either jets wrongly identified as elec-
tromagnetic showers or electrons/muons produced in non-prompt weak decays in jets. In both
cases the fake-lepton or lepton-in-jet is expected to be non-isolated. Indeed, the number of MJ
events passing the selection criteria is very limited resulting in a lack of statistics. Modelling
this background with simulations is hence impossible: its contribution needs to be estimated
using a data-driven technique.

The MJ background is estimated using an enriched control region of phase space (denoted
MJ CR) inverting the isolation criterion usually required for the analysis (criterion detailed
in Section 5.3). The b-tagging requirement is also loosened to increase statistics accepting as
well events with only 1 b-tagged jet. The MJ CR is orthogonal to the signal region (SR) i.e.
there is no overlap between them, and still enables to select kinematically similar events as for
the SR. It is assumed that the MJ shape is not changing between the MJ CR and SR and shape
uncertainties are considered for the MJ background as described in Section 5.8.1. A template fit
of the transverse mass of the W boson (mW

T , quantity defined in Section 4.3) is then performed
in order to obtain the MJ yield in the SR:
● in the MJ CR, the shape of the mW

T MJ background is obtained from a fit of that distribution
subtracting from data the shape of the other backgrounds (top, diboson and V +jets) templates
which are referred to as the EW component.

● Then the mW
T MJ shape obtained in the MJ CR is used in the SR and the template fit of mW

T
is repeated in the SR with the EW and MJ components shapes: it enables to obtain the MJ
yield.

The mW
T mass for MJ yield extraction, as shown in Figure 5.5, is used because it was found

to be the most discriminating variable between the MJ and EW components. Then the shape
of the MJ background for any desired distributions (including the ones of interest for which
the significance is extracted) are obtained similarly using the shape of the distribution from the
MJ CR in the SR, and the yield obtained previously thanks to the mW

T template fit. The fits are
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performed simultaneously dividing the phase space according to the lepton flavour (e/µ), the
jet multiplicity (2/3-jets regions) and the pV

T -regions.
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Figure 5.5: Multi-jet (MJ) estimate in the 1-lepton 2 b-tagged 2-jets category with the template fit using
the m
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T distribution in the electron sub-channel in the signal region for 2015+2016 ATLAS data-taking
(taken from Ref. [310]).

SHERPA 2.2.11 samples are currently under study by the ATLAS V H(bb/cc) analysis team and
could be used for the Legacy Run 2 publication as a replacement for the SHERPA 2.2.1 and 2.2.2
samples. These new samples come with an increased number of simulated events and updated
modelling tunes.

As a result compared to the previous published results, an increase of the number of simulated
events is obtained thanks to further extensions into sliced or filtered samples1 which should al-
low obtaining smoother distributions and reduce statistical MC uncertainties in particular for low-
statistic regions of phase space such as high-pT and/or heavy-flavour regions.

5.3 V H, H → bb/cc event reconstructions and selections

The reconstruction and the identification of objects, the definition of electron and muon quality cri-
teria and isolation working points, the flavour tagging of jets and so on is detailed in the Chapter 3.
Below is a quick summary of the object characteristics used for the V H,H → bb/cc analyses.

➢ Primary vertex (PV) and tracks reconstruction (Section 3.1): the primary vertices are recon-
structed with a 3D imaging technique. The PV of interest is selected as the one with the highest∑

p2
T of all associated tracks. Tracks are reconstructed by means of a pattern search and fitting

procedure.
➢ Electrons (Section 3.2): are reconstructed from topological clusters of energy deposits in the

electromagnetic calorimeter and matched to a track in the inner detector. Quality and isolation
criteria provided by ATLAS can be chosen depending on the events and signal-to-background
ratio targeted by an analysis.

➢ Muons (Section 3.3): are reconstructed thanks to measurements from the muon spectrometer.
Quality and isolation criteria provided by ATLAS can be chosen depending on the events and
signal-to-background ratio targeted by an analysis.

1. In the previous rounds of the analysis, sliced samples were already used. For the Legacy Run 2 publication more extensions
have been requested which should be beneficial to reduce statistic uncertainties.
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➢ Taus (Section 3.4): decay quickly either leptonically or hadronically. In the former case, the
visible decay products are reconstructed as electron or muon candidates. In the latter, hadrons
can be clustered into jets that are then identified as hadronically-decaying tau leptons by a
RNN algorithm which comes with increased performances in identification and rejection of
fake tau-jets compared to the previous BDT algorithm.

➢ Jets (Section 3.6): small-R jets are built from topo-clusters calibrated at the electromagnetic
scale and are reconstructed with the anti-kt R = 0.4 clustering algorithm while large-R jets
are reconstructed with R = 1.0 from topo-clusters calibrated at the local hadronic scale. The
VR track-jets used in this analysis, whose radius R can vary between 0.02 < R < 0.4 and
have ρ = 30 GeV (see Equation (3.6.12)), are ghost-associated to the large-R jets. The large-R
jets are b-tagged thanks to the VR track-jets which are preferred to small-R jets because of
the better spatial resolution of tracks with respect to the calorimeter clusters. Moreover, the
VR track-jet minimal and maximal radius, and ρ parameters have been optimized for H → bb
double b-tagging in boosted decays over a large pH

T -spectrum as shown in Figure 3.26.
● For small-R jets, a new algorithm called Particle Flow (PFlow) exploiting both information

from the calorimeter and tracker has been developed by ATLAS compared to the former
EMTopo jet reconstruction algorithm which only takes into account information from the
calorimeter. The PFlow jets have several improvements in particular a better reconstruction
efficiency, jet energy and angular resolutions are expected with as well a higher suppression
of pile-up contamination compared to EMTopo-jets.

● The large-R jets are reconstructed from the EM topological clusters using only calorimeter
information. New reconstruction algorithms similar to the PFlow algorithm but for large-R
jets, such as Track-CaloClusters (TCC, [311]) or Unified Flow Objects (UFO, [312]) jets have
been developed by ATLAS but for TCC jets a significant decrease of signal yields was found
while the main background yields remained unchanged, and the UFO jet could be used for
analysis at the moment since their calibrations is not yet finalized.

● A new ANN flavour tagging algorithm, called DL1r, has been developed and comes with
an increased rejection for light- and c-jets for b-tagging compared to the former MV2c10
BDT algorithm both when tagging small-R jets and VR track-jets as shown in Figure 3.29.
The increase in performance is obtained thanks to the use, by the DL1r tagger, of the low
level RNNIP tagger output variables which exploits correlations between tracks leading to an
increased discrimination between b-, c- and light-jets. To be noted that flavour tagging can
only be performed within the tracker acceptance i.e. for jets with |η| < 2.5 as track related
information are primordial for discrimination.

● A jet cleaning procedure is applied to each event to avoid local pile-up fluctuations that can in-
duce spurious jets that would appear when applying pile-up corrections. This further decrease
of pile-up noise is obtained using a jet vertex tagger (JVT).

➢ Missing transverse energy (Section 3.8): the Emiss
T is reconstructed from the negative sum

of all objects hard and soft ones measured in the calorimeter. It accounts for undetected parti-
cles in the ATLAS detector such as neutrinos exploiting the conservation of momentum in the
transverse plane. The Emiss

T resolution is expected to be improved thanks to the PFlow jets. The
track-based pmiss

T corresponds to the transverse missing momentum which is based on the same
principle but only using charged particle tracks momenta measured in the tracker.

An overlap removal procedure (Section 3.7) is applied before applying event selections in order to
lift ambiguities between reconstructed objects associated to the same signal in the detector.

The Section 5.3.1 provides a quick overview of the combination of V H,H → bb and V H,H → cc
events while other sections are presenting the different selections. Since the V H,H → bb resolved
and V H,H → cc analyses have been harmonized as much as possible a comparison of the resolved
and boosted selections is first presented while the V H,H → cc specific selections are discussed
in a dedicated section highlighting the differences in selection with respect to the V H,H → bb
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resolved case.

Table 5.3 summarizes the selections applied to the resolved and boosted topologies for the V H,H →
bb analyses. Some selections discussed in the Sections below may not be the final ones for the
Legacy Run 2 publication as the analysis is still being optimized.
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Selection Topology
0-lepton 1-lepton 2-lepton

e sub-channel µ sub-channel e sub-channel µ sub-channel
Trigger R & B E

miss
T Single lepton E

miss
T Single lepton E

miss
T

Leptons R & B 0 loose leptons

Exactly 1 tight lepton Exactly 2 loose leptons
0 additional loose leptons Same flavour for both leptons

pT > 27 GeV pT > 25 GeV
pT > 27 GeV for the leading lepton

– Opposite charges

m
ℓℓ

R – – – 81 GeV < m
ℓℓ

< 101 GeV
B – – – 66 GeV < m

ℓℓ
< 116 GeV

E
miss
T

R > 150 GeV > 30 GeV – –
B > 400 GeV > 50 GeV – –

p
V

T

R > 150 GeV > 75 GeV
B > 400 GeV

Small-R jets
R

pT > 20 GeV for |η| < 2.5
pT > 30 GeV for 2.5 < |η| < 4.5

B pT > 30 GeV
Large-R jets B pT > 250 GeV and |η| < 2.0
Track-jets B At least 2 track-jets with pT > 10 GeV, |η| < 2.5 matched to the leading large-R jet

b-tagging
R

Exactly 2 b-tagged small-R jets (DL1r, 70% WP)
and pT > 45 GeV for the leading b-tagged jet

B
Exactly 2 b-tagged track-jets (DL1r, 85% WP)

out of the 3 leading track-jets matched to the leading large-R jet
m

bb
R > 50 GeV

m
J

B > 50 GeV

Jet categories
R 2 categories: exactly 2 or 3 small-R jets 2 categories: 2 or ≥ 3 small-R jets

B
2 categories: at least 1 large-R jet and

0 or ≥ 1 b-tagged track-jet not matched to the leading large-R jet

min[∆ϕ(Emiss
T , small-R jets)]

R > 20◦ (2-jets), > 30◦ (3-jets) –
B > 30◦ –

∆ϕ(Emiss
T , Hcand) R & B > 120◦ –

∆ϕ(Emiss
T , p

miss
T ) R & B < 90◦ –

∆ϕ(b1, b2) R < 140◦ –
HT R > 120 GeV (2-jets), > 150 GeV (3-jets) –

Signal regions
R

2 regions (2 b-tagged): 2-jets and 3-jets regions 2 regions (2 b-tagged): 2-jets and ≥ 3-jets regions
passing the ∆R(b, b)-signal selection passing the ∆R(b, b)-signal selection

B
2 regions (2 b-tagged no add. b-tagged track-jet): 1 region (2 b-tagged ≥ 0 add. b-tagged track-jet):

0 (HP-region) and ≥ 1 add. small-R jets (LP-region) ≥ 0 add. small-R jets region (no split)

Table 5.3: Summary of the V H, H → bb event selection and categorization in the 0-, 1- and 2-lepton channels for the resolved and boosted topologies respectively
denoted by R and B in the table. The 2 small-R jets (bb) system or the large-R jet (J) Higgs candidate is sometimes denoted Hcand.
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5.3.1 Overview of the V H, H → bb/cc event combination

This section provides a brief overview of the combination of the V H,H → bb and V H,H →
cc events. In the next sections, the details will be provided about the event selections, the strict
definition of the signal (SR) and control (CR) regions, b- and c-tagging working points.

The aim of the Legacy Run 2 publication is to combine the V H,H → bb resolved, the V H,H →
bb boosted and the V H,H → cc (resolved) events: the phase space needs to be divided in 3
orthogonal (i.e. non overlapping) regions for those measurements. This division is possible thanks
to the use of b- and c-taggers and based on event topology criterions so that events can only be
selected by a single analysis and are not double counted. The V H,H → cc signal and control
regions phase space has significantly changed, compared to the previous published paper [6], and
is now harmonized with the V H,H → bb resolved definitions.

As explained in Section 3.6.5, the DL1r b- and c-taggers output 3 probabilities pb, pc and plight for
jets corresponding to their respective probabilities to be a b-, c- and light-jet. The discriminants
used for b- and c-tagging can afterwards be computed as:

DDL1rb
= log

(
pb

fc × pc + (1 − fc) × plight

)
(5.3.1)

DDL1rc
= log

(
pc

fb × pb + (1 − fb) × plight

)
, (5.3.2)

with fc = 0.018 (respectively fb = 0.3) the fraction of c-jets (b-jets) in the background sample
used for the DL1r b-tagger (c-tagger) training.

For the V H,H → bb/cc analysis, a 2D pseudo-continuous b/c-tagging strategy, represented in
Figure 5.6, is used in order to ensure that each small-R jet falls into a unique category either being
a b-tagged or a c-tagged or an untagged jet. Jets whose DDL1rb

discriminant passes the 70% or 60%
b-tagging efficiency discriminant threshold are respectively classified as loose and tight b-tagged
jets or referred to as 70% b-tagged and 60% b-tagged jets and are denoted “B”. Non b-tagged jets
are similarly checked to be loose (denoted “L”) or tight (denoted “T”) c-tagged. The remaining
jets are untagged (also referred to as non-tagged and are denoted “N”). Scale factors are derived
for each bin using tt reference samples to correct for differences in tagging efficiencies between
data and simulation.
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Figure 5.6: Small-R jets pseudo-continuous 2D b/c-tagger implementation to obtain an orthogonal division
of phase space. Jets passing the 60% or the 70% efficiency b-tagging requirements are b-tagged (denoted B)

and are respectively referred to as 60% (or tight) and 70% (or loose) b-tagged jets. Jets failing b-tagging
requirements are tested to be c-tagged with tight and loose requirements and, if so, are respectively denoted
T and L. The remaining jets are untagged jets, they are also referred to as non-tagged jets and are denoted N.
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Both for the resolved and boosted V H,H → bb analyses, exactly 2 b-tagged jets in the event are
required:

➢ for the resolved topology, the only 2 b-tagged requirement concerns all small-R jets in the
event. Control regions are defined by means of continuous low and high ∆R versus pV

T cuts
while the signal region is the central region between those 2 side-bands. The signal and control
regions are split into 2 categories: the 2-jets and 3-jets events (≥ 3-jets events in the 2-lepton
channel), the 3-jets (or (≥ 3-jets) category allowing to recover V H decays with initial (ISR) or
final (FSR) state radiations. The two b-tagged jets are constituting the Higgs candidate system.
In the 3-jets category, events with a third tight c-tagged jet are vetoed in the 0- and 1-lepton
channels as a “BBT” top control region (i.e. 2 b-tagged jets and 1 tight c-tagged jet) which is
highly pure in tt events is foreseen to be used for the V H,H → cc analysis. Such c-veto has a
minimal impact on the V H,H → bb signal yields.

➢ For the boosted topology, the leading large-R jet of the event i.e. the one with the highest
transverse momentum is required to have exactly 2 of its 3 leading ghost-associated VR track-
jets to be b-tagged. If such criterion is satisfied then the leading large-R jet constitutes the
Higgs candidate otherwise the event is rejected. If an additional track-jet (i.e. a track not ghost-
associated to the leading large-R jet) passes b-tagging requirements, then the event is classified
in the top control region otherwise the event enters the signal region. The signal region is
further split in two categories, the high purity (HP SR) and low purity (LP SR) signal regions
corresponding respectively to events having no additional small-R jet or at least one additional
small-R jet, the additional small-R jets being jets not matched to the leading large-R jet i.e.
∆R(small-R jet, leading large-R jet) > 1.0.

The V H,H → cc analysis only exploits the resolved topology and is requiring that at least two
small-R jets in the event are c-tagged, with at least one of them being tightly c-tagged. The signal
and control regions are defined with the same ∆R cut as for the V H,H → bb resolved topology
and events are classified as well in the 2- and 3-jets categories. As a result the Higgs candidate
system can either be composed of 2 tightly c-tagged jets (TT signal region), or one tightly c-tagged
and one loosely c-tagged jet (TL signal region) as shown in Figure 5.7a: the TT and TL categories
are kept separated and are not merged. For the 3-jets category, jets are first ordered by their tagging
priority (T > N > B) i.e. tight c-tagged jets have the highest priority while b-tagged ones have the
lowest priority. Jets within the same tagging priority category are then pT-ordered i.e. the leading
jet in that category has the highest priority. The two jets in the event with the highest overall
priority are forming the Higgs-candidate system. As a consequence, in the 3-jets category the
TT (respectively TL) regions gather events corresponding to the following flavour tagging triplets
TTT, TTL and TTN (respectively TLL and TLN). The TTB and TLB flavour tagging triplets are
not considered because a b-veto is applied in signal regions for the additional jet. Extending the
signal region to the tight-untagged (TN) region is currently under study as it gives a 7% sensitivity
increase when performing statistic only fits (i.e. taking only into account statistical uncertainties
in the fit). In the 3-jets category, the TNB region (abusively referred to as CNB) is used as a top
control region which is shared also with the V H,H → bb analysis in order to constrain in particular
the top(lq) component with lq being the true flavour of the 2 c-tagged jets with q standing for c- or
light-jet and l for light-jet. Finally, the untagged regions (NN) for the 2-jets and 3-jets categories are
enriched in V + ll components and are used as control regions to normalize the V + ll contribution.

In the previous V H,H → cc publication [6], for the 3-jets category, the Higgs candidate system
was chosen as the two leading jets of the events (i.e. jets with the highest pT) and then only those
two jets were required to satisfy the c-tagging requirements without any consideration for the third
jet. The selection of jets as the Higgs candidate system has changed because previously the c-
tagging efficiency was relatively low and mistag rates was high while the improved performances
of the 2D b/c-tagger allow now for prioritizing jet flavour tagging over their transverse momentum.
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The orthogonality between the 3 analyses is ensured in the following way:

➢ V H, H → bb resolved and boosted orthogonality: following two similar studies per-
formed respectively in the 0- and 1-lepton channels concerning the combination of resolved
and boosted events (study presented in Section 6.2), it was decided to keep the strategy used
for the previous combination of those topologies [5]: events are reconstructed with the resolved
topology if the reconstructed transverse momentum of the vector boson pV

T < 400 GeV while
they are reconstructed with the boosted topology if pV

T > 400 GeV. This simple to imple-
ment combination strategy provides a sensitivity close to that of significantly more complex
approaches.

➢ Resolved V H, H → bb and V H, H → cc orthogonality: the Figure 5.7a presents the
regions of interest for the V H,H → bb and V H,H → cc analyses: the 2 b-tagged (BB)
events are used for the V H,H → bb analysis while the 1 and 2 c-tagged regions are used for
V H,H → cc: the 2 analyses are by construction fully orthogonal.

➢ Boosted V H, H → bb and resolved V H, H → cc orthogonality: a remaining over-
lap, shown in Figure 5.7b exists between the boosted V H,H → bb analysis and the resolved
V H,H → cc analysis as VR track-jets are used for b-tagging for the boosted analysis instead of
small-R jets. The orthogonal division of the phase space has not yet been decided, there are sev-
eral options such as either vetoing events with the leading large-R jet passing the V H,H → bb
b-tagging requirements or a more “drastic” solution would be to only perform the V H,H → cc
measurement below 400GeV as for pV

T > 400GeV not much V H,H → cc signal events are ex-
pected, and the sensitivity is expected to be low especially because the Higgs candidate is only
reconstructed with the resolved topology for that analysis. The latest option is thus foreseen to
be selected.
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Figure 5.7: Combination of the V H, H → bb resolved, V H, H → bb boosted and V H, H → cc
analyses. (a) Resolved V H, H → bb and V H, H → cc Higgs jet candidates tagging requirements, their
respective signal region are represented in solid black lines. Exactly two b-tagged jets (BB region) are

required for the V H, H → bb resolved analysis. While the V H, H → cc analysis is requiring at least two
small-R jets in the event to be c-tagged, with at least one of them being tightly c-tagged. The TT and TL
regions are considered separately as signal regions for V H, H → cc, and an extension of the signal region to

the 1 c-tagged TN region (represented by dashed line) is currently under study. (b) Presentation of the
region of phase space of the 3 analyses. By construction of the resolved V H, H → bb and V H, H → cc signal

and control regions and the use of the 2D b/c-tagger, the resolved V H, H → bb and V H, H → cc
measurements are orthogonal. Thanks to the kinematic division of phase space, the V H, H → bb resolved

and boosted measurements are orthogonal as the former is performed for p
V

T < 400 GeV while the latter for
p

V

T > 400 GeV. The remaining overlap between the boosted V H, H → bb and the V H, H → cc measurement
needs to be lifted but at the moment the strategy has not been finalized yet.
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5.3.2 Common selections for the resolved and boosted topologies

Electrons should fulfill a loose selection, they are required:

➢ to have pT > 7 GeV and |η| < 2.47,
➢ to have a small longitudinal impact parameter |∆z0| sin(θ) < 0.5 mm and a transverse impact

parameter significance (d0/σ(d0))BL < 5 (evaluated considering information of the B-Layer
(IBL)) in order to reject contamination from pile-up.

➢ To meet the LooseLH electron identification criteria.
➢ To fulfill a recently developed loose isolation working point (WP): Loose_VarRad [313] (simi-

lar to the Loose isolation WP in Table 3.1) requiringEcone20
T /pT < 0.20 and pcone30

T,TTVA/pT < 0.15,
with “TTVA” standing for track-to-vertex association indicating that the track was used in the
vertex fit.

In the 1-lepton channel, tight electrons are selected using the TightLH electron identification cri-
terion and the HighPtCaloOnly calorimeter-based isolation (presented in Table 3.1) in addition to
the Loose_VarRad isolation.

Muons are also required to pass a loose selection, they should:

➢ be within the acceptance of the muon spectrometer |η| < 2.7,
➢ have pT > 7 GeV,
➢ have a small longitudinal impact parameter |∆z0| sin(θ) < 0.5 mm and a transverse impact

parameter significance (d0/σ(d0))BL < 3 is required in order to reject contamination from
pile-up and cosmic rays.

➢ Satisfy the Loose quality criterion.
➢ Pass the Loose_VarRad isolation requirement.

In the 1-lepton channel, tight muons fulfill the Medium quality criterion have |η| < 2.5, and the
stricter HighPtTrackOnly track isolation requirement in addition to the Loose_VarRad isolation.

Hadronically decaying τ -leptons are required to:

➢ have a pT > 20 GeV, |η| < 2.5, and be outside of the transition region between the barrel and
endcap electromagnetic calorimeters 1.37 < |η| < 1.52.

➢ Meet the Loose RNN tau identification quality criterion which has approximately a 10% τ -
identification efficiency increase and a similar jet misidentification with respect to the previ-
ously used Medium BDT quality criterion. The reconstructed τ -leptons are not directly used in
the event selection (they are not considered as jets), but they are taken into account in the miss-
ing transverse momentum computation and are also used to avoid double-counting hadronic
τ -leptons as other objects. As a result τ -jets are better identified and are less misidentified as
jets, events will have less extra jets leading to their migration to lower multiplicity jet regions
especially in the 0- and 1- lepton-channels where semileptonic tt events are expected to be
affected by that change as shown in Figure 5.8. Due to that switch, either a veto of events
containing at least one τ -jet or using the number of τ -jets as input variable of the multivariate
discriminant used in the analysis is being studied to mitigate the increase of tt background. On
the other hand, the WH,H → bb signal contribution in the 0-lepton channel is found to be
slightly increased by 5% as presented in Figure 5.9. Indeed, the WH events represent around
15% to 20% of signal events in the 0-lepton channel because the lepton from the W -decay can
be misidentified as a jet (in particular τ -leptons) or be undetected due to transition regions in
the detector for instance. Moreover, with a better τ -identification such WH → τνbb events are
reconstructed with less extra-jets and thus mimic the ZH → ννbb signature.
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Figure 5.8: Comparison of the RNN Loose WP (blue (“33-24”) histograms) versus the BDT Medium WP
(red (“33-05”) histograms) on the reconstructed invariant mass (m

bb
) of the two b-tagged small-R jets

misidentified as Higgs candidate for the tt background in the 1-lepton channel as predicted by the nominal
simulation. The Figures (a) and (c) present the m

bb
distribution for the 2 b-tagged 2-jets SR while (b)

and (d) present the 2 b-tagged 3-jets SR. The distributions are plotted (a) and (b) for the [150, 250] GeV
p

V

T -region, and (c) and (d) [250, 400] GeV p
V

T -region. In the bottom panel the ratio of the RNN over the BDT
distributions is shown.
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Figure 5.9: Comparison of the RNN Loose WP (blue (“33-24”) histograms) versus the BDT Medium WP
(red (“33-05”) histograms) on the reconstructed invariant mass (m

bb
or m

J
) of the two small-R jets or the

leading large-R jet Higgs candidate system for the WH, H → bb events in the 0-lepton channel as predicted
by the nominal simulation. (a) The m

bb
distribution for the 2 b-tagged 2-jets SR in the [150, 250] GeV

p
V

T -region is shown while (b) presents the m
J

distribution in the high purity SR in the [400, 600] GeV
p

V

T -region. In the bottom panel the ratio of the RNN over the BDT distributions is shown.

Small-R jets are divided in two categories: the signal jets which are central jets (|η| < 2.5), with
pT > 20 GeV (respectively pT > 30 GeV) for the resolved topology (for the boosted topology) and
forward jets emitted in forward regions (2.5 < |η| < 4.5) of the ATLAS detector, outside of the
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inner detector acceptance and are required to have pT > 30 GeV. Small-R jets should pass the jet
cleaning procedure: the jet vertex tagger is used to remove small-R jets with pT < 120 GeV and
|η| < 2.5 that are identified as not being associated with the primary vertex of the hard interaction.

Large-R jets are required to have |η| < 2.0 and pT > 250 GeV as it corresponds to the lowest
possible pT-threshold for being able to capture the two b-hadrons from H → bb decays within
a single large-R jet of radius R = 0.1 according to the Equation (5.1.1). Track-jets are selected
requiring pT > 10 GeV and |η| < 2.5.

In addition to the standard jet calibration described in Section 3.6, small-R jets and large-R jet
Higgs candidates receive residual corrections to improve their energy measurement (scale and
resolution): if any muons are found within a pT-dependent cone around the jet axis, the four-
momentum of the closest muon is added to that of the jet, it is called the OneMu correction to
account for heavy flavour semi-leptonic decays. Indeed, the leptonic and semi-leptonic b-quark
branching ratio is of the order of 42% including electron and muon contributions: therefore, b-jets
are expected to contain a muon approximately 20% of the times. Afterwards, a residual correction,
referred to as PtReco correction, is applied to small-R jets to equalize the response to jets with
leptonic or hadronic decays of heavy-flavour hadrons and to correct for resolution effects. Such
corrections improve the resolution of the dijet mass by up to 17% for the resolved and the boosted
topologies [65, 275, 310]. In the 2-lepton channel, instead of the PtReco correction, a kinematic
likelihood fit, detailed in Section 5.3.7, is used both for small-R jets or the leading large-R jet
(depending on the topology) exploiting the complete reconstruction of all final-state objects. Such
correction is much more precise and largely improves the estimate of the energy of the Higgs jet
candidates both for the resolved and boosted topologies as shown in Figure 5.12.

5.3.3 Specific selections for the resolved topology

For the resolved V H,H → bb analysis, events are required to have exactly two b-tagged small-
R jets which constitute the Higgs boson candidate with at least one of them having a pT greater
than 45 GeV. They are identified with the 70% b-tagging efficiency DL1r algorithm (efficiency
measured in tt reference sample). For that same reference sample and b-tagging efficiency, the
DL1r and MV2c10 taggers are found to have a c-jet rejection respectively of 10.6 and 8.6 while
the light-jet rejection is measured to be equal to 441 and 258 [209]. As a consequence an increase
of the rejection of c- and especially of light-jets is expected for Legacy Run 2 analysis in the
resolved V H,H → bb regime.

In the 0- and 1-lepton channels, only events with at most one additional un-tagged jet are allowed
in order to suppress the tt background contribution and are classified in two separate event re-
gions: the 2 b-tagged 2-jets and 2 b-tagged 3-jets categories. A study for a possible extension to a
4-jets category is currently ongoing especially for the 0-lepton channel where a 2σ significance is
obtained from statistic only fit as the tt contamination for that channel and category is still reason-
ably small. In those two channels, the phase space is divided in two pV

T -regions: the [150, 250] and
[250, 400]GeV pV

T -bins. Due to the limited amount of data available in the 2-lepton channel, events
are categorized in the 2-jets and ≥ 3-jets categories. The extension from the 3-jets to the ≥ 3-jet
category is possible because the 2-lepton channel is relatively pure in signal and the signal accep-
tance is increased in this category by 100% [65]. The phase space in the 2-lepton channel is divided
in that case in 3 bins: the [75, 150], the [150, 250] and [250, 400] GeV pV

T -regions. The pV
T -bound

is lowered only for the 2-lepton channel because for pV
T < 150 GeV the multi-jet contamination is

significantly increasing in the 0- and 1-lepton channels.

Since the angular distance (∆R(b, b) or ∆R(c, c)) between b-jets (or c-jets) is expected to decrease
with the Higgs transverse momentum (Equation (5.1.1)) equivalently with pV

T , lower and upper
bounds ∆R(b, b) as a function of pV

T are defined and delimit the central signal region (SR) from
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the two control regions (CRs) called low and high ∆R CRs as shown in Figure 5.10 which are
respectively enriched in V + jets and tt events for the V H,H → bb analysis as top quarks are
emitted “back to back” in tt events i.e. top-quarks are produced in opposite directions: hence the
angular separation between the two b-jets is expected to be large. For the V H,H → cc analysis,
the high ∆R region is enriched in V + cc and V + cl events respectively for the TT and TL
tagged regions. The lower and upper bounds are derived separately for each n-jet region from the

150 200 250 300 350 400 450 500
 [GeV]

T
Vp

0

0.5

1

1.5

2

2.5

3) 2
,b 1

 R
(b

∆

0

0.2

0.4

0.6

0.8

Y
ie

ldSimulation ATLAS
-1 = 13 TeV, 139 fbs

1 lepton, 2 jet, 2 b-tags
bbν l→ WH →qq 

R CR∆Low 

SR

R CR∆High 

Figure 5.10: WH, H → bb signal yield distribution of the angular distance (∆R(b, b)) as a function of p
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T in
the 1-lepton channel for the 2 b-tagged 2-jets events. The black lines delimit the continuous lower and upper
selection on ∆R(b, b) used to categorize the events into the signal and control regions (taken from Ref. [65]).

V H,H → bb analysis, and the side-band found are also adopted in the V H,H → cc analysis:

➢ the high ∆R bound is defined thanks to the 2-lepton channel such that the high ∆R CR contains
5% (respectively 15%) of the signal for the 2-jets (respectively 3-jets or 4-jets or ≥ 5-jets)
regions.

➢ The low ∆R bound is defined such that the low ∆R CR contains 10% of the diboson events
in the 1-lepton channel, to ensure that a sufficient number of these events remain in the signal
region when conducting the diboson validation analysis.

The ∆R selections derived in the 1-lepton and 2-lepton channels are applied in the other channels.
The high ∆R cut is tighter in the 3-jets category than for the 2-jets in order to remove more tt
events from the signal region especially in the 1-lepton channel. For the Run 2 Legacy publication
it was decided that the low ∆R CR will be only kept in the 1-lepton channel for V H,H → bbwhile
it will be merged in all other channels with the signal region: it enables to control the normalization
of the V + bb (especially W + bb) contribution which is dominant in that region. The high ∆R
regions are kept in all channels. For V H,H → cc the low ∆R CR is always merged with the SR.

The fit-function used to define those two continuous boundaries is expressed as:

f(pV
T) = a× exp(b+ c× pV

T), (5.3.3)

with the coefficients (a, b, c) for each jet-category associated to the low and high ∆R regions being
reported in Table 5.4. Additional selections to enhance signal from background discrimination are
described in Table 5.3. The invariant mass of the two b-tagged or c-tagged jets constituting the
Higgs candidate is respectively denoted mbb or mcc. The invariant mass cut mbb > 50 GeV was
introduced to avoid a known mismodelling in the simulation below 50 GeV.
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a b c [GeV−1]

Low ∆R

2-jets 0.410 0.818 -0.0106
3-jets 0.430 0.399 -0.00931
4-jets 0.411 0.347 -0.00774

≥ 5-jets (2L only) 0.501 -0.119 -0.00753

High ∆R

2-jets 0.787 1.387 -0.00700
3-jets 0.684 1.204 -0.00600
4-jets 0.863 0.984 -0.00408

≥ 5-jets (2L only) 1.667 0.519 -0.00504

Table 5.4: Coefficient a, b and c that determines the low and high ∆R regions as a function of p
V

T for the
3-channels in the resolved V H, H → bb and V H, H → cc analyses. The fit-function used to define those two

boundaries is the following: f(pV

T ) = a × exp(b + c × p
V

T ). The ≥ 5-jets coefficients are only used for the
2-lepton channel, while the 4-jets ones may be used in other channels in case a 4-jets region is introduced for

V H, H → bb (on-going study).

5.3.4 Specific selections for the boosted topology

In the boosted analysis, events are required to have at least one large-radius jet with the leading
large-R jet of the event (denoted J) being taken as the Higgs candidate. The leading large-R jet is
required to have at least two ghost associated track-jets, and should pass the b-tagging 85% WP
leading 3 requirement meaning that it should contain exactly 2 b-tagged track-jets among its 3
leading matched track-jets (or 2 leading ones if it contains only 2 track-jets) using the 85% WP
DL1r tagging algorithm. In previous analysis rounds [5, 275], the 70% WP leading 2 strategy was
used (with the MV2c10 tagger): the 2 leading track-jet were required to be b-tagged with the 70%
MV2c10 WP. To avoid the ambiguous cases of concentric jets, events where the b-tagged VR track-
jets overlap with other VR track-jets are removed. The overlapping VR track-jet being defined as
∆R/Rs < 1 (where ∆R corresponds to the distance among any pair of VR track-jets and Rs
corresponds to the smaller radius of the considered pair).

A study with the multivariate discriminant used in the V H,H → bb boosted analysis has been
conducted to optimize the tagging strategy (either the leading 2 or leading 3 strategies) and the
b-tagging working point (out of the 70%, the 77% or the 85% WPs). It led to the choice of the
85%WP leading 3 strategy as optimal setting because the significance is increased with respect
to the 70% WP leading 2 one and the amount of data available in distributions both for signal
and background is increased which is needed for fits in order to reduce statistical fluctuations and
to properly normalize backgrounds by means of control regions. When comparing significances
obtained with the leading 3 and leading 2 strategy for a same WP, they are similar in the 0- and
1-lepton channels while it is 5% lower in the 2-lepton channel for the leading 3 strategy compared
to the leading 2 one. However, the leading 3 strategy was found to increase by around 15% the
signal yields in the 0- and 1-lepton channels while it remains constant for the 2-lepton channel
compared to the leading 2 strategy. As a result the leading 3 strategy was chosen. Concerning the
b-tagging working point for the leading 3 strategy, the 85% WP is of course increasing statistics
compared to the tighter 70% and 77% WPs, it was found that the significances are 3 to 5% higher
than for the 70% and 77% WPs. Hence, the 85% WP was adopted.

For a tt reference sample, the DL1r and MV2c10 85% b-tagging WP are found to have a similar
c-jet rejection of 3, while the light-jet rejections is respectively found to be of 56 against 31 [210].
As a result an increase of the rejection of light-jets is expected for Legacy Run 2 analysis in the
boosted V H,H → bb regime.

In the 0- and 1-lepton channels events are categorized according to the number of additional small-
R jets with pT > 30 GeV in the event not matched to the large-R jet (matching performed with
∆R < 1 requirement). If no additional small-R jet is present, the event falls into the so-called “high
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purity signal region” (HP SR) otherwise it falls into the “low purity signal region” (LP SR). For
the 2-lepton channel the HP SR, LP SR and the tt control regions are indeed merged together into
a single signal region due to the limited number of data events available and the subdominant role
of the tt background in this channel. In addition, in the 0- and 1-lepton channels a high purity tt
control region is defined if there is at least one additional b-tagged track-jet, which is not associated
to the Higgs candidate jet: this region targets events where the large-R jet is reconstructed from
one of the top quark and the additional b-tagged track-jet comes from the other top quark since top
quarks are emitted back to back in the transverse plane in tt events. In the three channels, events
are categorized according to the reconstructed pV

T in 2 bins: the [400, 600] and pV
T > 600 GeV

regions. Finally, the choice of pV
T = 400 GeV is motivated by the ability to capture the two b-jets

from the Higgs boson decay inside the large-radius jet as their angular separation decreases with
increasing pV

T .

Additional selections to improve signal from background discrimination are described in Table 5.3.
The Higgs candidate invariant mass is denotedmJ . As for the resolved topology, the invariant mass
cut mJ > 50 GeV was introduced to avoid a known mismodelling in the simulation below 50 GeV.

5.3.5 Specific selections for the 0-lepton channel

For the 0-lepton channel, events with any loose lepton are rejected.

The Emiss
T triggers [314] are used for the online selections with thresholds that varied from 70 GeV

to 110 GeV between 2015 and 2018. Their efficiency is measured in W + jets, Z + jets and
tt events using single-muon triggered data as at trigger level the muons are not included for the
trigger Emiss

T calculation. Such triggers allow to efficiently select events with large trigger-level
Emiss

T values. The resulting trigger correction factors applied to the simulated events are ranging
from 0.95 for the offline Emiss

T around 150 GeV and are close to unity for Emiss
T values above

200 GeV.

High Emiss
T multi-jet events which comes from mismeasured jets in the calorimeters are efficiently

removed thanks to requirements on the angular separation of the Emiss
T , jets, and pmiss

T as for
example the cut min[∆ϕ(Emiss

T , small-R jets)] > 20° (2-jets), > 30° (3-jets) which removes a
large fraction of the multi-jet background as shown in Figure 5.11. The reason for that angular
selection is that, fake Emiss

T can be due to a miscalibrated jet in a multijet event: in that case the
Emiss

T will be aligned with the miscalibrated jet since it will correspond to the difference between
the true and the miscalibrated reconstructed jet energy. The selection ∆ϕ(Emiss

T ,pmiss
T ) < 90°

is applied because the angular distance between Emiss
T and pmiss

T , is expected to be randomly
distributed for fake Emiss

T , while for true Emiss
T from non-interacting particles Emiss

T and pmiss
T which

are respectively reconstructed with calorimeter- and track-based information should be close to
each other. Some of these variables are also used as input for the multivariate discriminant as
described in Section 5.6.

Finally, for the resolved topology, a requirement on the scalar sum of the transverse momenta of
the jets (HT) removes a small part of events (less than 1%) to avoid a region of phase space where
the trigger efficiency depends on the number of jets in the event.
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T , small-R jets)]) between E

miss
T

and the small-R jets in the 0-lepton 2 b-tagged 3-jets category for 2015+2016 only ATLAS data-taking. The
min[∆ϕ(Emiss

T , small-R jets)] > 30° cut applied to the 3-jets category enables to remove most of the
multi-jet events as after that cut the multi-jet background represents only 0.18% ± 0.01% of the total yield

compared to 9.7% ± 0.4% before (taken from Ref. [310]).

5.3.6 Specific selections for the 1-lepton channel

For the 1-lepton channel, events are required to have exactly one tight lepton and no additional
loose leptons.

In the electron sub-channel, the tight electron is required to have pT > 27GeV. Events are required
to satisfy a logical OR of single-electron triggers [236] with pT thresholds that started at 24 GeV
in 2015 and increased to 26 GeV in 2016-20182. In addition, the Emiss

T > 30 GeV cut is required in
order to reduce the multi-jet background.

For the muon sub-channel, the tight muon is required to have pT > 25 GeV. The same Emiss
T trig-

gers [314] and correction factors as for the 0-lepton channel are used. As muons are not included
in the Emiss

T computation at trigger level, these triggers efficiently selects the WH → µνbb signal
events. Furthermore, they achieve higher performances than the single-muon triggers [237] which
have a lower efficiency because of the more limited coverage of the muon trigger system in the
central region.

5.3.7 Specific selections for the 2-lepton channel

For the 2-lepton channel, events are required to have exactly two loose leptons. The leptons should
have the same flavour, the leading lepton should satisfy pT > 27 GeV and the invariant mass of the
pair must be close to the expected Z boson mass.

For the muon sub-channel, the muons are required to have opposite charges. An overlap removal
of single-muon triggers [237] is used, with lowest pT thresholds increasing from 2016–2018 and
ranging from 20 GeV to 26 GeV.

For the electron sub-channel, the opposite charges condition is not required because of the non-
negligible electron charge misidentification rate. The trigger selection in that sub-channel is the

2. Additional identification and isolation requirements are applied to the trigger object to allow a low pT-threshold to be
maintained throughout Run 2.
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same as in the 1-lepton channel.

For the resolved topology, a high purity top-eµ control region containing 99% of tt and single top
Wt events is obtained by requiring exactly one electron and one muon instead of the same flavour
condition. This eµ-CR contains top events with two leptonically decaying W bosons: the CR is
used to directly model the shape and normalization of the same flavour top background event using
data which enables to eliminate all the experimental and theoretical uncertainties concerning top
background thanks to this data-driven method.

For the resolved and boosted topologies, the Higgs candidate jets or large-R jet are corrected
with a kinematic fit (KF) [315, 316] which exploits the conservation of the transverse momentum.
Typically, the resolution of small-R jets or large-R jet is of the order of 10% while the energy
resolution for the leptons is of the order of 1%. By means of a fit which constrains the ZH →
l+l−bb candidate system to be balanced (considering also the third jet for ≥ 3 jets events), taking
into account constraints on the dilepton invariant mass, the transverse momentum, angular position
(and their uncertainties) of the lepton and jets (for jets, transverse momenta are constrained by
transfer functions predicting the true jet transverse momenta based on their reconstructed values),
the four-momentum of each jet is corrected. The kinematic fit is applied after the OneMu correction
which is accounting for muon in jets. Combining the muon in jet and kinematic fit corrections
improves by approximately 40% the invariant mass resolution of the Higg candidate system both
for the resolved and boosted topologies as illustrated in Figure 5.12.
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Figure 5.12: (a) m
bb

and (b) m
J

invariant masses distributions before and after additional corrections are
applied in the resolved and boosted topologies for qq → ZH → l

+
l
−

bb events for the 2-lepton channel. The
distributions are fit with a Bukin function [317] and the resolution values (σ) reported correspond to the

width of the fitted function. Both for the resolved and boosted topologies, the kinematic fit (KF) correction
is applied on b-tagged small-R and large-R jets after the OneMu correction. For the resolved topology, the
PtReco correction is shown in Figure (a) simply for comparison with the KF corrections. Indeed, the PtReco
correction (which is applied after the OneMu correction) is not used in the 2-lepton channel: this correction

is only applied in the 0- and 1- lepton whereas in the 2-lepton channel it is replaced by the kinematic fit
(taken from Refs. [65, 275]).

5.3.8 Specific V H, H → cc selections

With the 2D b/c-tagger implementation presented in Figure 5.6, an inclusive c-tagging efficiency
of 40% is achieved combining the loose and tight c-tagging WPs (estimated in tt reference sample),
while the mistagging efficiencies are found to be of 10% for b-jets and 6.6% for light-jets. In the
previous round of the V H,H → cc analysis (the DL1r c-tagger was used against the MV2c10
b-tagger) the c-taggging efficiency, and c- and light-jet mistagging efficiencies were respectively
equal to 27%, 8% and 1.6% [6]. As a higher c-tagging efficiency is expected for the Legacy Run 2
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analysis and since the increase of the mistagging efficiency for b- and light-jets remains reasonable,
it implies that an improvement of the sensitivity to H → cc decays is expected.

The V H,H → cc event selection is pretty similar to the V H,H → bb resolved event selection
replacing the b-tagging condition by the c-tagging condition, the signal and control regions of the
V H,H → bb resolved analysis are also used in the V H,H → cc analysis but there is no low ∆R
CR as it is always merged to the SR for the V H,H → cc analysis. However, this analysis differs
from V H,H → bb for three points:

➢ the V H,H → cc tagging requirement is not the exact equivalent as for the V H,H → bb
analysis. For the resolved V H,H → bb analysis, exactly 2 b-tagged jets are required, while for
V H,H → cc, at least 2 c-tagged jets are required to be found in the event with at least one of
them being tightly c-tagged. The signal regions are further divided in the tight-tight (TT) and
tight-loose (TL) categories.

➢ For the 3-jets category, jets are first ordered by their tagging priority (T > N > B) then ranked
by pTwithin each tagging priority categories. The two jets in the event with the highest over-
all priority are forming the Higgs-candidate system. The TT (respectively TL) regions gather
events corresponding to the following flavour tagging triplets TTT, TTL and TTN (respectively
TLL and TLN).

➢ The V H,H → cc measurement is performed inclusively for pV
T > 150 GeV in the 0-lepton and

1-lepton channels and in two pV
T -regions for the 2-lepton channel: [75, 150] and pV

T > 150 GeV
regions.

For the 0- and 1-lepton channels, in the 2-jets and 3-jets categories, respectively the CB and CNB
regions (more precisely the TB and TNB regions) are used as a top control regions which are shared
also with the V H,H → bb analysis in order to constrain the top(lq) and the top(bq) components
with q (respectively l) standing for c- or light-jet (respectively for light-jet) true flavour as shown
in Figure 5.13. Indeed, the top(bc) component is one of the major background and is signal-like for
both analyses: it is thus important to control it with data. Typically, the top(lq) events corresponds
to c-tagging the two jets from the top hadronicW decay (t → Wb → qqb) while the top(bq) events
corresponds to c-tagging the b-jet and a light- or c-jet coming from the top hadronic decay. Hence,
the invariant mass for top(lq) events is expected to peak around the W mass while the top(bq)
invariant mass is expected to be larger. Finally, in all channels, the NN-region for the 2-jets and
3-jets categories are enriched in V + ll components and are used as control regions to normalize
the V + ll contribution.

An extension of the signal region to the 1 c-tagged tight-untagged (TN) region is currently under
study.
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Figure 5.13: Top TNB control region (abusively called CNB CR) in the (a) 0- and (b) 1-lepton channels for
p

V

T > 150 GeV. The mixed flavour (mf) components refer to bc, bl and cl true flavour of the two jets
constituting the Higgs candidate system. The ratios of the data to the sum of the fitted signal and

background are shown in the lower panels.

5.4 Jet mass scale calibration for small-R jets

Recently, ATLAS developed a jet mass scale calibration for small-R jets similarly to the JMS
calibration applied for large-R jets as described in Section 3.6.3.2. This calibration is advantageous
as it corrects for discrepancies between the particle-level mass and the reconstructed jet mass hence
reducing biases due to jet reconstruction algorithms and detector effects.

When applying the JMS calibration to small-R jets, a non-negligible shift of the mbb invariant
mass distribution toward lower values was observed for signal events in all leptonic channels in
the V H,H → bb resolved topology. The impact of the JMS calibration is shown for the 1-lepton
channel in the Figure 5.14. Such differences have been further investigated as the variations in-
duced by the JMS calibration were much larger than expected. A comparison of the leading and
sub-leading b-jet characteristics (mass, energy and transverse momentum) at GSC calibration level
has been performed in order to avoid the additional OneMu and PtReco corrections. The associated
distributions are presented in Figure 5.15. Only the mass of jets is affected by the JMS calibration
as expected, and applying the JMS reduces the invariant mass of the jets hence the lower mbb val-
ues obtained in that case. The impact on the reconstructed mass mbb of the JMS is though smaller
than the discrepancy observed for the individual jet mass mb1 and mb2 because

mbb = m2
b1 +m2

b2 + 2(Eb1Eb2 − pb1
· pb2

), (5.4.1)

and
∣∣∣pb1,2

∣∣∣ ≈ 100-150 GeV > mb1,2 ≈ 10-15 GeV.

To determine if the JMS calibration should be used for small-R jets in the V H,H → bb/cc anal-
yses, a comparison between truth and reconstructed small-R jet invariant mass has been studied
in the 1-lepton channel. The truth jet invariant mass distributions of the leading and sub-leading
b-jets are compared in Figure 5.16 to the reconstructed distributions with and without JMS ap-
plied for the different jet calibration level: GSC level, after muon in jet (OneMu) correction and
after the full correction (OneMu+PtReco). As a result, a better agreement between truth and recon-
structed invariant mass is obtained without applying the JMS with the truth WZ jets being the jets
reconstructed from truth level particles with the anti-kt R = 0.4 algorithm taking into account all
final state particles including the products of the semi-leptonic decays in hadrons i.e. leptons and
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Figure 5.14: Comparison of the invariant mass (m
bb

) distribution obtained with (blue histogram) and
without (red histogram) the JMS calibration applied as predicted by the nominal simulation for the

2015+2016 recorded data for WH, H → bb signal events for the 2 b-tagged 2-jets, (a) 150 < p
V

T < 250 GeV
and (b) 250 < p

V

T < 400 GeV regions in the 1-lepton channel.
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Figure 5.15: Comparison of the mass, the transverse momentum and the energy of the (a), (c) and (e)
leading (b1), and (b), (d) and (f) sub-leading (b2) calibrated at GSC level b-jets, with (blue histogram) and
without (red histogram) JMS calibration applied as predicted by the nominal simulation for the 2015+2016

recorded data for WH, H → bb signal events for the 2 b-tagged 2-jets, 150 < p
V

T < 250 GeV region in the
1-lepton channel. GSC level jet (a) and (b) invariant mass, (c) and (d) transverse momentum, and (e) and (f)

energy.
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Figure 5.16: Comparison between the truth level (truth WZ) jet invariant mass and the reconstructed
distributions corresponding to different level of jet calibration: GSC level, after muon-in-jet corrections

(OneMu) and after applying the full correction (OneMu+PtReco). Invariant mass distributions (m
b1

) of the
leading b-tagged jet (a) without and (c) with JMS applied, and invariant mass distributions (m

b2
) of the

sub-leading b-tagged jet (b) without and (d) with JMS applied. The bottom panel shows the ratio between
the reconstructed and truth invariant mass distributions. The distributions are derived for WH, H → bb

signal events in the 1-lepton channel for p
V

T > 150 GeV region combining the 2 b-tagged 2- and 3-jets
categories, and are predicted by the nominal simulation for the 2015+2016 data taking period.

Finally, a comparison of the data versus Monte-Carlo agreement has been performed in the three
channels in order to test if a better data to simulation agreement could be achieved with the JMS
calibration. The comparison is presented in Figure 5.17, the distribution are obtained without CR
normalization scale factors applied. No improvement was obtained with the JMS both for mbb

or individual jet invariant masses mb1 and mb2 . This new JMS calibration has been developed and
validated mainly in events using more massive jets (m > 40GeV) than the targeted region of phase
space of our analysis as mb ≈ 10-15 GeV. Moreover, unlike large-R JMS, the small-R JMS does
not include an in-situ JMS calibration hence no improvement of the data to simulation agreement
is indeed expected. The impact of such calibration has been investigated, and it was decided to not
apply the JMS calibration as it was found to be not appropriate for the V H,H → bb/cc analyses.
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Figure 5.17: Comparison of the data-to-simulation agreement for the m
bb

invariant mass distributions in
the (a) and (d) 0-lepton, (b) and (e) 1-lepton, and (c) and (f) 2-lepton channels obtained (a), (b) and (c)

without JMS and (d), (e) and (f) with JMS applied as predicted by the nominal simulation in the 2 b-tagged
2-jets signal regions. The normalization scale factors from control regions are not applied for those

distributions.

5.5 Flavour tagging methods

For the V H,H → bb analyses, the DL1r b-tagging algorithms for the resolved and boosted topolo-
gies have a high rejection of c- and light-jets resulting, after b-tagging requirements, in a lack of
simulated background events whose final state is involving one or several c- and/or light-jets. The
same reasoning applies for the V H,H → cc analysis in terms of any background whose final
states is not only involving c-jets. Such tagging method is referred to as direct tagging as only
events satisfying flavour tagging requirements are taken into account.

For the V H,H → bb analyses, to circumvent the lack of statistics for c- and light-component
background events in simulations and avoid statistical fluctuations in the distributions of interest,
several methods have been developed to accept simulated events which would have failed the b-
tagging requirements otherwise. The same c-tagging techniques as listed below are used for the
V H,H → cc analysis.

➢ The truth tagging method: the idea behind this approach is to assign to each jet in simulated
events a probability of passing the b-tagging requirements. All events are considered as passing
b-tagging criteria and events are then simply reweighted based on their probability of satisfying
such requirement. The reweighting is performed using the true flavour of each jet and ensures
that the sum of all events weights remains consistent, and preserves the normalizations and
shapes of the distributions of interest when comparing the ones obtained with direct tagging to
the ones with truth tagging.

The truth tag weight of an event is computed as the product of the b-tagging efficiencies (εb) of
the b-tagged jets, times the b-tagging inefficiencies (1−εb) of the non b-tagged jets. The tagging
efficiencies are determined for each true flavour (b, c and light) component as a function of pT
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and |η| thanks to a calibration performed in tt simulated events as shown in Figure 5.18. In
case the number of jets in the event is greater than the number of required b-tagged jets, then all
possible combinations of b-tagged and non b-tagged jets are considered, and the truth tag weight
is the sum of those combinations. For example, for an event with three jets (with respective b-
tagging efficiencies denoted εi) where 2 b-tagged jets are required then the truth tag weight (w)
of the event is calculated as:

w = ε1ε2(1 − ε3) + ε1(1 − ε2)ε3 + (1 − ε1)ε2ε3. (5.5.1)

Moreover, in that case the two jets considered as “b-tagged” among the three jets of the event
are obtained by randomly selecting a combination of those jets among all possible pairs. The
probability of a given pair to be chosen is based on the truth tag weight of the combination e.g.
the probability (ptagged

1,2 ) of the two leading jets to be chosen as the b-tagged pair is equal to:

ptagged
1,2 = ε1ε2(1 − ε3)

w
. (5.5.2)

More details about truth tagging and the generalization to higher jet multiplicities can be found
in Reference [268].

The truth tagging allows for a large increase in the statistics of simulated events available in
particular for c- and light-component background events. However, this approach relies on a
precise knowledge of the b-tagging efficiencies for b-, c- and light-jets as a function of pT and
|η| as otherwise an incorrect reweighting of events would be applied and would result in intro-
ducing mismodelling i.e. discrepancies between direct tagging and truth tagging distributions.
Furthermore, the efficiency of a jet is only determined based on its pT and |η| which might
not be a perfect assumption in some cases as it could depend on other criteria such as the jet
being close-by to another jet and so on. For instance, for the previous V H,H → bb boosted
publications, such method was not used because the agreement between distributions obtained
with the direct and the truth tagging methods was not enough satisfying.
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Figure 5.18: Efficiency map determined for true b-flavoured track-jets with simulated tt events using the
77% WP of the DL1r tagger (taken from Ref. [318]).

➢ The hybrid tagging method: is a mix between the direct tagging and the truth tagging ap-
proaches. For the true b-jets, direct tagging is used while the other jets (true c- and light-jets)
are truth tagged. This technique avoid having to deal with true b-jets efficiency estimations
hence should reduce mismodelling while still benefiting from the increase of statistics for the
other components.

➢ The GNN truth tagging method [318]: this recently developed technique aims to tackle the
drawbacks of the truth tagging. Indeed, for truth tagging technique, the weight are assigned to
each jet solely based on the 2-dimensional information (pT,|η|) of the jet and without taking into
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possible correlations between the jets of the event. The GNN truth tagging is taking into account
more characteristics of the events that are listed in Table 5.5 for track-jets and predicts the
flavour-tagging efficiency for each considered track-jet. Moreover, this prediction is performed
simultaneously for all jets in the event hence correlations between neighbour jets are considered
by the GNN whereas the truth tagging method assigns probabilities individually to each jet: b-
tagging efficiencies could be affected by close to each other jets which is the case in particular
for the track-jets used in the V H,H → bb boosted analysis. A similar GNN truth tagging
algorithm is trained for small-R jets for the resolved topology.

Track-jet variables
Track-jet pT
Track-jet η
Track-jet φ
Track-jet flavour label
Mass of the pT-leading b- or c-hadron in the track-jet
pT of the pT-leading b- or c-hadron in the track-jet
η of the pT-leading b- or c-hadron in the track-jet
φ of the pT-leading b- or c-hadron in the track-jet
Event variables
Average number of interactions per event, 〈µ〉
Jet-pair variables
Angular separation between two track-jets, ∆R

Table 5.5: List of input variables used by the GNN truth tagging for track-jets (taken from Ref. [318]).

As shown in Figure 5.19, a better agreement between the GNN truth tagging and direct tagging
distributions is achieved compared to truth tagging.

The GNN truth tagging is hence foreseen to be used both for the V H,H → bb/cc analyses as it
allies the benefits from the truth tagging method while solving mismodelling issues.
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Figure 5.19: Distributions comparison of (a) and (b) the large-R jet mass, and (c) and (d) the angular
distance between its two leading ghost-associated track-jets. The distributions are obtained with direct
tagging (blue histogram), truth tagging (2-dimensional map, grey), and GNN truth tagging (red), in tt

events selecting large-R jets with pT > 250 GeV requiring the two leading track-jets to pass the b-tagged 77%
WP requirement of the DL1r tagger. The Figures (a) and (c) correspond to a selection of a pair of true

b-flavoured track-jets while (b) and (d) a pair of true c-flavoured track-jets. The black error bands represent
the statistical error in direct tagging. The bottom panel shows the ratio with respect to the direct tagging

distribution (taken from Ref. [318]).
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5.6 Multivariate discriminants in the V H, H → bb/cc analyses

The V H,H → bb/cc analyses are using multivariate analysis (abbreviated MVA) algorithms to dis-
criminate signal from background in order to increase the overall sensitivity to signal. The novelty
for the Legacy Run 2 publication is that the MVA was previously only used for the V H,H → bb
resolved analysis while the V H,H → bb boosted and V H,H → cc were “cut-based” analyses
i.e. only based on orthogonal selections on simple object-level or event-level quantities: the signal
yield in that case was extracted from the invariant mass mJ or mcc of the Higgs candidate sys-
tem which is the most discriminating variable. The MVA approach has now been extended to the
V H,H → bb boosted and the V H,H → cc analyses. Specific machine learning (ML) algorithms
have been trained and optimized for each analysis and lepton channel for a total of 9 MVAs. Typi-
cally, it has been observed a 30% to 200% improvement in sensitivity per SR in each channel when
using MVA algorithms compared to the mass-based analysis both for V H,H → bb boosted and
V H,H → cc. This increase can be explained by the fact that an MVA algorithm is provided sev-
eral relevant input variables, it exploits correlations between them, and it is learning characteristics
specific to different regions of phase space hence being more efficient than simple cut selections.
Basically a machine learning algorithm decision is based on multidimensional information while
individual cut selections are usually not exceeding 2 or 3 dimensions unless analytic formula exist
which is pretty rare.

Machine learning for signal/background discrimination is divided in two steps:

➢ first the training of the ML algorithm: a training sample containing simulated events is provided
to the MVA algorithm which is informed for each event if they belong to the signal or the
background category. In this phase the ML is learning how to recognize them.

➢ Then there is the evaluation of the MVA performances: an evaluation sample (also called test
sample), orthogonal to the training sample, is used to assess the performances of the algo-
rithm for instance computing the obtained significance or other functions to be optimized (e.g.
loss-functions). Another commonly looked at feature when assessing performances of an MVA
algorithm is its receiver operating characteristic (ROC) curve in particular the area under the
curve (AUC) of the ROC curve. The background inefficiency (1 − εb) is plotted as a function
of the signal efficiency (εs), the curve obtained is referred to as the ROC curve, the area en-
closed between that curve and the x-y axis is the AUC: it can vary between 0 and 1. The larger
the AUC is, the better the algorithm is at discriminating signal from background as for large
signal efficiencies the background efficiency (respectively background rejection) remains small
(large).

The key points for machine learning algorithms to achieve better performances than cut based
selections is:

➢ first to provide them a set of relevant variables that the algorithm can learn from in order to
discriminate events. It is important to mention that some input variables provided may not
appear at first glance useful when looking at their inclusive distributions. However, one has
to keep in mind that the ML decisions are optimized in different regions of phase space and
in multidimensional spaces: those variables may become relevant and could be discriminating
variables in some specific regions.

➢ The second aspect is the optimization of the so-called hyperparameters of the algorithm. Those
parameters which needs to be set before the training are influencing how it learns from the
training sample, how efficient and robust its discrimination will be. The risk with ML is the
phenomenon of overtraining which corresponds basically to the ML algorithm learning to dis-
criminate signal from background based on the peculiarities of the training sample instead of
the general features and characteristics of events. As a result performances of the algorithm
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in that case in the evaluation phase worsen because the algorithm was not able to learn the
general features and, in principle, the evaluation sample does not have the same peculiarities
as the training sample. The overtraining is usually assessed by comparing the ROC curves and
AUC obtained from the evaluation in the training and test samples. If large differences are ob-
served for the ROC curves and their AUC it implies overtraining which should be avoided. On
the other hand, a ML algorithm can underfit the training sample i.e. its learning and decisions
are based on too conservative information: it is not managing to grasp the characteristics that
distinguish signal from background resulting in poor performances in terms of discrimination
reflected by obtaining a low AUC and a not optimal ROC curve. As a consequence, a careful
tuning of the hyperparameters is crucial for optimizing the discriminating power of a machine
learning algorithm.

The optimization of the hyperparameters and input variables set should be performed at the same
time, because the optimal hyperparameters for a given set of variables may differ if the set is
changed and vice-versa.

The MVA algorithm used by the V H,H → bb/cc analyses are boosted decisions trees (BDT) [205]
(BDTs are introduced in Section 3.6.5 and schematized in Figure 3.27). A decision tree is a classi-
fier performing repeated left/right (yes/no) decisions dividing phase space based on input variables
until a stop criterion is fulfilled. Events are hence classified either as signal or background: a prob-
ability of being a signal event is assigned to them by the tree. Boosted decision trees is simply
the extension from one to several decision trees which form a forest. The trees are derived from
the same training ensemble by reweighting events (especially misclassified ones), and are finally
combined into a single classifier which is given by a weighted average of the individual decision
trees. Boosting enables to reduce overfitting peculiarities and prevents sensitivity to fluctuations
in the training sample hence it enhances performances with respect to a single tree and avoids
overtraining.

In terms of BDTs training in the 0- and 1-lepton channels:

➢ for the resolved topology, 2 BDTs are trained per lepton channel corresponding to the 2- and
3-jets categories for pV

T > 150 GeV both for V H,H → bb and V H,H → cc.
➢ For the boosted topology, 1 BDT is trained per lepton channel corresponding to pV

T > 400 GeV.

For the 2-lepton channel:

➢ for the resolved topology, 4 BDTs are trained per lepton channel corresponding to the 2- and
≥ 3-jets categories for pV

T ∈ [75, 150] GeV and pV
T > 150 GeV both for V H,H → bb and

V H,H → cc.
➢ For the boosted topology, 1 BDT is trained corresponding to pV

T > 400 GeV.

For the V H,H → bb/cc analyses, 2 different boosting algorithms described below are used:

➢ the adaptive boost (AdaBoost) algorithm [205]: the first tree (also called first classifier) starts
with the original event weights and classify events into several regions containing either a ma-
jority of signal or background events. For the nth classifier (with n > 1), the misclassified
events from the n − 1th tree are assigned higher weights by multiplying them by a common
boost weight αn obtained as:

αn = 1 − errn

errn

, (5.6.1)

with errn being the misclassification rate computed as

errn =
∑

i wn−1,iMn−1(i)∑
i wn,i

, (5.6.2)
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wn−1,i being the weight assigned to the ith event in the training sample for the n− 1th tree. And
Mn−1(i) = 1 or 0 whether if the event was misclassified or not by the n − 1th tree. As a result
the event weights at the nth step can always be expressed as:

wn,i = α
Mn−1(i)
n · wn−1,i. (5.6.3)

Assuming that a tree selection is better than random guessing, then the misclassification fraction
satisfies errn ≤ 0.5 implying that αn ≥ 1. Once all weights have been recomputed for the nth

tree, they are all renormalized such that the sum of weights remains constant.

A generalization of the reweighting of events can be obtained by using a parameter β such that:

αn =
(

1 − errn

errn

)β

. (5.6.4)

This parameter β is called the learning rate because it controls how large is the reweighting of
misclassified events. High values of β will result in higher overtraining as a higher importance
is given to misclassified events, in that case the algorithm could focus on a subset of hard to
discriminate events or could learn specific features of the training sample. On the other hand
low values of β could decrease the performances of the AdaBoost algorithm by not giving
enough importance to the misclassified events.

The final output of the BDT classifier is a score between -1 and 1 obtained from each individual
classifier:

y(x) = 1
N

N∑
n=1

ln(αn)hn(x) (5.6.5)

with x the set of input variables, hn(x) = 1 or −1 whether the event is classified as signal or
background by the nth classifier and N being the total number of classifiers (also referred to as
the number of trees).

Another way to understand the AdaBoost algorithm, is to define the function F which corre-
sponds to the classifier output score i.e. classifier prediction for an event:

F (x) = 1
N

N∑
n=1

ln(αn)hn(x). (5.6.6)

Then this algorithm is minimizing for every event the exponential loss function:

L(F, y,x) = exp (−yF (x)) , (5.6.7)
with y the expected value which is equal to 1 for a signal event and -1 for a background event.
The total loss function to minimize is simply:

E(F ; {xi, yi}) =
∑

i∈{events}

L(F, yi,xi) =
∑

i∈{events}

exp (−yiF (xi)) . (5.6.8)

➢ The gradient boost algorithm [205]: the AdaBoost algorithm is lacking robustness with re-
spect to outliers points in a training data set which can decrease performances. The gradient
boost algorithm tries to circumvent this drawback by allowing for more robust loss functions
while still keeping the good performances of AdaBoost: in principle it should be less suscepti-
ble to overtraining. The function used in that case is the binomial log-likelihood loss function:

L(F, y,x) = ln [1 + exp (−2yF (x))] . (5.6.9)
The classifier algorithm and its output function F associated to that loss function cannot be
obtained in a straightforward manner as for AdaBoost. The minimization is performed with
a steepest method by computing iteratively the gradient of the loss function which provides
information about how the algorithm should be modified to reduce the current loss function
value.
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The resolved V H,H → bb analysis uses the gradient boost algorithm. Despite that the gradient
boost algorithm is expected to achieve better performances than AdaBoost, the V H,H → bb
boosted and V H,H → cc analyses are using the adaptive algorithm because a larger overtrain-
ing was observed for the gradient boost algorithm. This could perhaps be explained by the lower
amount of signal events and larger background contamination for those two analyses compared to
the V H,H → bb resolved one, which could result in instabilities in the gradient descent procedure:
hence the gradient boost method in that case would be more sensitive to fluctuations. The BDTs hy-
perparameters have been optimized in order to improve ROC curves and the statistical significance
defined in Equation (5.7.27) while at the same time avoiding overtraining. For the V H,H → cc
analysis, some further studies are needed to optimize the set of input variables. The Table 5.6
summarizes all the input variables used by the BDTs. Some comparison of the signal versus back-
ground MVA input variables distributions can be found in Section 6.1.1 for the resolved topology
MVA training of the 0-lepton channel. The variables not already introduced or that require some
clarifications are described below.

➢ Resolved topology specific variables (V H, H → bb/cc):
● The leading and sub-leading small-R jets chosen as the Higgs candidate system by means of
b- or c-tagging requirements are respectively denoted j1 and j2.

● mj1j2 is the invariant mass of the Higgs candidate system.
● ∆R(j1, j2),∆ϕ(j1, j2) and ∆η(j1, j2) are respectively the angular, the azimuthal and the pseu-

dorapidity distances between the two jets forming the Higgs candidate system.
● In the 3- and 4-jets categories, the third leading (untagged) jet of the event is denoted j3.

The invariant mass mj1j2j3 of the triplet is used as well as the transverse momentum of the
third jet (pjet3

T ). mj1j2j3 is for instance useful to reject events involving top quarks as if that
reconstructed jet triplet comes from a top hadronic decay, its invariant mass should be close
to the top quark mass mtop = 172.5 GeV.

● The binDL1r corresponds to the tagged-bin a jet belongs to (5 possible bins): the untagged, the
loose (70% WP) and the tight (60% WP) b-tagged, and the loose and the tight c-tagged bins.

➢ Boosted topology specific variables (V H, H → bb only):
● j1,trk and j2,trk are the leading and sub-leading b-tagged track-jets ghost associated to the

leading large-R jet.
● ∆R(j1,trk, j2,trk) is the angular distance between the two b-tagged track-jets.
● If the leading large-R jet contains at least 3 ghost-associated track-jets, the untagged track-

jet among the three leading ones is denoted j3,trk and p
jet3,trk
T correspond to its transverse

momentum.
● N(track-jets in J) is the number of track-jets that are ghost-associated to the leading large-R

jet.
● N(add. small-R jets) is the number of additional small-R jets that are not matched to the

leading large-R jet.
● The binDL1r corresponds to the tagged-bin the track-jet belongs to (4 possible bins): the 85%,

the 77%, the 70% and 60% b-tagging efficiency bins.
➢ 0-lepton channel specific variables:

● the meff is the scalar sum of Emiss
T and the pT of the small-R jets in the event.

● pmiss,st
T is the track based soft Emiss

T term, it corresponds to the vectorial sum of the pT of all
tracks in the event that are not associated to any reconstructed object in the event.

● ∆ϕ(V ,Hcand) is the azimuthal distance between the reconstructed Emiss
T and the Higgs

boson candidate.
➢ 1-lepton channel specific variables:

● mW
T is the transverse mass of the W boson candidate defined as
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mW
T =

√
2pl

TE
miss
T (1 − cos(∆ϕ(l,Emiss

T ))).
● min [∆ϕ(l, b)] (or min [∆ϕ(l, c)] for the V H,H → cc analysis) is the distance in ϕ between

the lepton and the closest b-tagged (c-tagged) jet.
● mtop is the reconstructed mass of the leptonically decaying top quark. The reconstruction of
mtop requires to determine the longitudinal momentum of the neutrino (pν

z ) using the mass of
the W boson:

pν
z = 1

2(pl
T)2

[
pl

zX ± El

√
X2 − 4(pl

T)2(Emiss
T )2

]
, (5.6.10)

with X computed as
X = m2

W + 2(pl
xE

miss
x + pl

yE
miss
y ). (5.6.11)

Thenmtop is obtained by selecting the jet from the Higgs candidate 2-jets system and solution
for pν

z that minimize mtop. In case X2 − 4(pl
T)2(Emiss

T )2 < 0 then Emiss
T is corrected such that

X2 − 4(pl
T)2(Emiss

T )2 = 0
● ∆y(V ,Hcand) is the rapidity difference between the W boson and the Higgs boson candi-

dates. It also requires to determine the longitudinal momentum of the neutrino (pν
z ).

● ∆ϕ(V ,Hcand) is the azimuthal distance between the reconstructed W boson and the Higgs
boson candidates.

➢ 2-lepton channel specific variables:
● (pl1

T −pl2
T)/pZ

T is the lepton pT-asymmetry with pl1
T and pl2

T being the transverse momenta of the
leading and sub-leading leptons, and pZ

T the transverse momentum of the Z boson candidate
formed by the two leptons.

● cos θ(ℓ−,Z) is the Z boson polarization. It is the cosine of the angular distance between the
direction of the negatively charged lepton in the Z boson rest frame and the flight direction
of the Z boson in the laboratory frame. The polarization for the ZH process is expected to be
different from the dominant Z + jets background [319]. This variable was found to increase
the sensitivity by 7% for the resolved topology [65].

● Emiss
T /

√
ST is the quasi-significance of the Emiss

T with ST the scalar sum of the pT of the
leptons and jets in the event.

● ∆η(V ,Hcand) is the pseudorapidity distance between the reconstructed Z-boson and Higgs
boson candidates.

Some variables that were previously used in cut selections, as for instance the pT-imbalance for
the 2-lepton channel, have now been added to the list of input variables of the MVA algorithms
and related cuts have been removed. Due to the switch to the MVA approach for the V H,H → bb
boosted and V H,H → cc analyses, it is preferable to use them for the MVA which takes into
account correlations between variables rather than using simple cuts.
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V H, H → bb V H, H → cc
(Resolved only)

Variable Topology 0-lepton 1-lepton 2-lepton 0-lepton 1-lepton 2-lepton
m

j1j2
R × × × × × ×

m
J

B × × ×
m

j1j2j3
R

(3-jets only)
× × × × × ×

p
j1
T R × × × × × ×

p
j1,trk
T B × × ×
p

j2
T R × × × × × ×

p
j2,trk
T B × × ×
p

j3
T R

(3-jets only)
× × × × × ×

p
j3,trk
T B × × ×

∆R(j1, j2) R × × × × × ×
∆R(j1,trk, j2,trk) B × × ×

|∆η(j1, j2)| R × ×∣∣∆ϕ(j1, j2)
∣∣ R ×

binDL1r(j1) R × × × ×
binDL1r(j1,trk) B × × ×

binDL1r(j2) R × × × ×
binDL1r(j2,trk) B × × ×

p
V

T R & B ≡ E
miss
T × × ≡ E

miss
T × ×

E
miss
T R × × × ×

E
miss
T B ×

E
miss
T /

√
ST R × ×

|∆y(V , Hcand)| R & B × ×
|∆ϕ(V , Hcand)| R & B × × × ×
|∆η(V , Hcand)| R × ×

min[∆ϕ(ℓ, b or c)] R × ×
meff R × ×

p
miss,st
T R × ×
m

W

T R × ×
mtop R × ×
m

ℓℓ
R × ×

cos θ(ℓ−
, Z) R × ×

(pl1
T − p

l2
T )/p

Z

T R & B × ×
N(track-jets in J) B × × ×

N(add. small-R jets) B × × ×

Table 5.6: MVA variables used for the 0-, 1- and 2-lepton channels in the resolved (denoted R) and boosted
(denoted B) topologies for the V H, H → bb and V H, H → cc analyses. The V H, H → cc analysis only probes
the resolved topology. The Higgs candidate system, composed of the 2 small-R jets (bb or cc) for the resolved
regime or of the leading large-R jet (J) of the event for the boosted regime, is sometimes denoted Hcand.
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5.7 Fit formalism

The signal and background yields are determined through maximum likelihood fits to the distribu-
tions of the boosted decision tree output in data for each topology, channel and signal region that
were presented in the previous Section 5.6. Background contributions are normalized thanks to the
control regions defined in Section 5.3, the procedure will be emphasized in the next Section 5.8.

This section describes the fit formalism in detail. First, Section 5.7.1 explains the hypothesis testing
procedure, defines the p-value and its relation with the so-called significance. Then in Section 5.7.2,
the likelihood function and the different types of nuisance parameters used in the analysis are pre-
sented. The determination, thanks to the minimization of the likelihood function, of the observed
significance and of the parameters of interest such as the signal strength are also explained. On
the other hand, Section 5.7.3 focuses on the computation of the expected significance by means
of an Asimov dataset. The Sections 5.7.4 and 5.7.5 are highlighting the different and important
cross-checks that allow to understand how the nuisance parameters affect the result of a fit in par-
ticular by looking at the pulls and the impact of the nuisance parameters, the correlation matrix
between them, and the breakdown of uncertainties. The Section 5.7.6 is explaining how the Asi-
mov significance can be computed from a distribution. Finally, the transformation D which is a
rebinning applied to the BDT output distributions in order to enhance the signal from background
discrimination is presented in Section 5.7.7.

5.7.1 Hypothesis testing, p-value and significance

In the context of searches for a signal process, the null hypothesis (H0) corresponds to the assump-
tion that the observed experimental data can be fully described with background only processes
while the alternative hypothesis (H1) includes both background and the sought signal. On the other
hand, for setting limits, the signal-plus-background model is taken as the H0 hypothesis and is
tested against the background-only hypothesis H1.

The p-value of a hypothesis (H) corresponds to the probability of finding data sets with equal
or greater incompatibility than the observed data assuming the hypothesis H . Hence, the p-value
quantifies the level of agreement of the measured data for a given hypothesis. In other word, for
signal searches, when testing the background only hypothesis H0, the associated probability (p)
found can be interpreted as the chances that the discrepancies observed in data are only due to
statistical fluctuations in the measurements: the lower is p the less likely such discrepancies can be
explained only by fluctuations.

In particle physics, the significance3 (S, expressed in standard deviation denoted σ) is usually
preferred and is computed with the p-value as [320]

S = Φ−1(1 − p) ⇔ p =
∫ +∞

S

e−x
2
/2

√
2π

dx = 1 − Φ(S), (5.7.1)

with Φ−1 the quantile of the standard normal (Gaussian) distribution i.e. the inverse of the cumu-
lative distribution function (CDF) of the standard Gaussian. For a significance exceeding 3 σ it
is commonly referred to as the evidence of the corresponding signal process while above 5 σ it
is the observation i.e. the official discovery of a new signal process as the p-value in that case is
p < 3 × 10−7. Hence, the background only hypothesis can be rejected in favor of the signal-plus-
background assumption. For a signal hypothesis rejection, a threshold p-value greater than 0.05
corresponding to a 95% confidence level is often used. The Table 5.7 summarizes some character-
istic values for the significances, the p-values and the confidence levels.
3. The significance is usually denoted Z instead of S. This choice of different notation was made to avoid confusion with

another unrelated notion called the transformation D which is detailed in Section 5.7.7.
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S p-value CL

1 σ 15.9% 84.1%
1.645 σ 5% 95%

2 σ 2.28% 97.7%
2.326 σ 1% 99%

3 σ 0.135% 99.9%
4 σ 3.16 × 10−5 99.997%
5 σ 2.87 × 10−7 99.99997%

Table 5.7: Significances (S), p-values and confidence levels (CL = 1 − p).

5.7.2 Likelihood function, signal strength and observed significance

For a given distribution of interest, with N bins containing respectively n = (n1, . . . , nN) events,
of a variable x (e.g. the BDT output distribution or the invariant mass etc) which has been experi-
mentally measured in data, then the expectation value (E[ni]) for the content (ni) of the ith bin in
the context of the signal-plus-background hypothesis can be expressed as

E[ni] = µsi + bi, (5.7.2)

with si and bi the number of signal and background events expected for that bin which can be cal-
culated from the respective probability density function (PDF) fs and fb for signal and background
as

si = stot

∫
bin i

fs(x; θs)dx bi = btot

∫
bin i

fb(x; θb)dx, (5.7.3)

stot and btot being the total number of signal and background events as predicted by the simulation
and θs and θb are the set of parameters controlling the shapes of the PDFs. The parameter µ is the
so-called signal strength as µ = 0 corresponds to the background only hypothesis, while µ = 1 is
for the nominal signal-plus-background hypothesis. The signal strength can be defined as the ratio

µ := σ · BR
σSM · BRSM

(5.7.4)

of the product of the cross-section and the branching ratio of the searched signal process measured
in data over the same product but predicted by the Standard Model.

Let θ = (θs,θb, btot) be the set of all nuisance parameters (NPs) i.e. the set of parameters which
must be accounted for in the hypothesis testing but which are not of interest. The parameter µ is
the only parameter of interest (POI) in this context while stot is kept constant and computed thanks
to the simulation.

For the V H,H → bb/cc analyses, a binned likelihood function is used to measure the signal
strength thanks to the BDT output distributions. It can be decomposed in the product of 3 different
likelihoods

L(µ,θ) = LEML(µ,α,γ, τ ) · Lsyst(α) · Lstat(γ), (5.7.5)
with:

➢ µ the parameter of interest,
➢ θ = (α,γ, τ ) the nuisance parameters which are respectively:

● α the NPs for the experimental and modelling uncertainties. By convention αj = 0 is for the
nominal prediction while αj = ±1 are associated to the ±1σ variations related to a given
uncertainty, uncertainty which can affect one or several processes.
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● γ are the NPs for the MC statistical uncertainty on the sum of background processes in each
bin (one NP per bin) [321]: the normalization of the sum of backgrounds (bi) in each bin is
modified with a multiplicative factor γi such that γibi is allowed to vary within the background
MC statistical uncertainty of the bin i considered. Hence, if γi = 1 the normalization of the
background is unchanged.

● τ are the floating normalizations for the different background processes which are free pa-
rameters determined during the fit without any prior.

➢ LEML is the extended maximum likelihood. The signal-plus-background events are assumed
to follow a Poisson distribution as events are occurring independently and the average rate at
which they occur is independent of any occurrences. Moreover, the content of each bin of the
distribution of interest is independent from the other bins, hence the likelihood is simply the
product of the Poisson distributions in each bin (considering all SRs and CRs)

LEML(µ,α,γ, τ ) =
Nbins∏
i=1

(µsi(α) + bi(α,γ, τ ))ni

ni!
· e−(µsi(α)+bi(α,γ,τ )). (5.7.6)

➢ Lsyst is the likelihood associated to the experimental and modelling uncertainties. Under the
assumption that the systematic uncertainties are not correlated, it is computed as the product of
Gaussian distributions

Lsyst(α) =
Nsyst∏
j=1

e
−α2

j

2
√

2π
. (5.7.7)

➢ Lstat is the likelihood associated to the MC statistical uncertainty on the sum of all backgrounds
and is obtained from the products of the (3-dimensional) Γ functions over all bins

Lstat(γ) =
Nbins∏
i=1

Γ(γibi, bi + 1, 1) =
Nbins∏
i=1

(γibi)bi

Γ(bi + 1) · e−γibi , (5.7.8)

with

Γ(µ, α, β) = βαµα−1

Γ(α) · e−βµ, (5.7.9)

and the so called (1-dimensional) Γ function

Γ(α) =
∫ +∞

0
tα−1e−tdt. (5.7.10)

The terms in the product of the Equation (5.7.8) are the probabilities for each bin i to have bi

background events predicted when the true number of events is γibi. Moreover, those terms are
indeed “Poisson terms” as Γ(n+ 1) = n! for any positive integer n. Since bi is not necessarily
an integer, the Γ function is needed in the denominator instead of the factorial term.

The best agreement between data and simulation is found when maximizing the likelihood function
defined in Equation (5.7.5) or equivalently minimizing the negative log-likelihood (−2 ln(L)). Two
different types of fits can be distinguished:

➢ the conditional fits: the likelihood is maximized for a particular (fixed) value of the signal
strength and only the NPs are allowed to vary.

➢ The unconditional fit: the likelihood is maximized without fixing any POIs and NPs, allowing
to measure the signal strength in data.

The profile likelihood ratio to test a hypothesized value of µ can be defined as:

λ(µ) = L(µ, ˆ̂
θ(µ))

L(µ̂, θ̂(µ̂))
(5.7.11)
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where ˆ̂
θ(µ), in the numerator, is referred to as the conditional maximum likelihood estimator and

corresponds to the value of θ obtained from the conditional fit with the specific signal strength
value µ, while µ̂ and θ̂(µ̂) correspond to the unconditional maximum likelihood estimators i.e. the
parameters for which the likelihood is maximal and are derived with the unconditional fit. λ(µ)
can be equivalently replaced by:

tµ = −2 ln(λ(µ)). (5.7.12)
Based on its definition, 0 ≤ λ(µ) ≤ 1 and λ close to 1 (respectively tµ close to 0) indicates a
good agreement between data and the hypothesized value of µ while if λ is near 0 (respectively tµ
tends to +∞) it implies an incompatibility. As a result tµ quantifies the level of disagreement with
data, level which can be assessed for the hypothesized value µ computing the p-value hence the
significance as

pµ =
∫ +∞

tµobs

f(tµ|µ)dtµ, (5.7.13)

with µobs the signal strength value observed in data and f(tµ|µ) the PDF for tµ under the assump-
tion of the signal strength µ. In particular, for a positive signal test discovery, one can define the
test statistic for the null hypothesis i.e. for µ = 0 as

q0 =
−2 ln(λ(0)) if µ̂ ≥ 0

0 if µ̂ < 0
, (5.7.14)

with λ(0) the profile likelihood ratio for µ = 0 as defined in Equation (5.7.11). Then the p-value
quantifying the disagreement between the data and the background only hypothesis is

p0 =
∫ +∞

q0obs

f(q0|0)dq0, (5.7.15)

where f(q0|0) is the PDF of the statistic q0 assuming the background only hypothesis.

Most of the time determining analytically the PDF f(q0|0) is difficult if not impossible leading to
the use of estimation techniques to deduce that PDF as for instance the Monte Carlo method [322].
Indeed, a simpler and less computational expensive solution exists, as if the background only hy-
pothesis is true, then the Wilks’ theorem [323, 324], ensures that t0 is asymptotically following a
χ2 distribution with a number of degree of freedom being equal to the difference in dimensions
between the numerator and denominator in the Equation (5.7.11). Since in that equation, µ is a
fixed parameter only in the numerator, q0 is distributed as a χ2 with one degree of freedom and so
the significance (S0) for the background hypothesis can simply be computed as [320]:

S0 = Φ−1(1 − p0) = √
q0. (5.7.16)

Indeed, the Wilks’ theorem is valid for any test value µ: tµ follows a χ2 distribution of degree 1 (as
here only one POI is considered). As for the ∆χ2 = 1 criterion to find the statistical uncertainty for
the parameter of interest in a χ2 context as presented in Section 4.4.2, the statistical uncertainties

σ±
µ for the signal strength µ̂+σ

+
µ

−σ
−
µ

that maximizes the likelihood, can be obtained finding the two
value µ± such that [323, 324]

tµ±
− tµ̂ = tµ±

= −2 ln
L(µ±,

ˆ̂
θ(µ±))

L(µ̂, θ̂(µ̂))

 = 1, (5.7.17)

as shown in Figure 5.20, and then σ±
µ = |µ± − µ̂|.
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µ

−2 ln(L(µ, θ̂(µ)))

µ̂

−2 ln(Lmax)

−2 ln(Lmax) + 1
∆(−2 ln(L)) = 1

µ̂− σ−
µ µ̂+ σ+

µ

σ−
µ σ+

µ

Figure 5.20: Scheme of the determination of the statistical uncertainties σ
±
µ

on the signal strength µ̂ that
minimizes the negative log-likelihood and Lmax = L(µ̂, θ̂(µ̂)) being the maximum likelihood value.

5.7.3 Asimov dataset and expected significance

For a test of the signal strength parameter µ, either µ = 0 for a discovery or µ ̸= 0 for an upper
limit, and for a dataset distributed according to a signal strength parameter µ′ then Wald [320, 325]
proved that for a single POI:

−2 ln(λ(µ)) = (µ− µ̂)2

σ2 + O(1/
√
N), (5.7.18)

with µ̂ following a Gaussian distribution with a mean µ′ and standard deviation σ, N being the
data sample size. The standard deviation (σ) of µ̂ can be computed thanks to the covariance matrix
of the estimators of all parameters (POI and NPs) Vij = cov(ϑ̂i, ϑ̂j) with ϑ = (µ,θ) i.e. ϑi can be
the POI or an NP. In the large sample limit, the bias of the maximum likelihood estimators (MLEs)
tends to zero and O(1/

√
N) can be neglected leading to the formula

V −1
ij = cov(ϑ̂i, ϑ̂j)−1 = −E

[
∂2 ln(L(ϑ))
∂ϑi∂ϑj

]
, (5.7.19)

that allows for an estimation of σ since ϑ0 = µ implying that σ2 = V00.

An Asimov dataset is an artificial representative (simulated) distribution (or sample) used to calcu-
late the expected sensitivities and which is generated for a given signal strength µ′ e.g. µ′ = 1. An
Asimov dataset is defined by the fact that the true parameter values used to generate that dataset
should be obtained when estimating all the ML parameters. Such dataset is found by imposing the
derivatives of the log-likelihood, with respect to each parameter, to be equal to 0 [320]:

∂ ln(L(ϑ))
∂ϑi

∣∣∣∣∣
µ=µ

′
= 0, (5.7.20)

hence all MLEs ϑi are determined which allows to generate the Asimov dataset.

To characterize the sensitivity of an experiment to a potential signal discovery, the expected (me-
dian) significance should be determined as indeed one is not interested in the significance for a
single dataset but rather in the significance for which one would be able to reject several µ values.
In particular, in the context of a discovery one would like to estimate the median significance under
the nominal signal hypothesis (µ = 1) and reject the background only hypothesis (µ = 0). Two
possible methods exist: either generating a large quantity of MC datasets which is computationally
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expensive and time-consuming or use approximation formula (approach described below) which
is much simpler and faster.

The expected probability (p0exp) value for a given signal strength µ′ can be expressed as

p0exp =
∫ +∞

t0exp

f(t0|µ′)dt0, (5.7.21)

with t0exp = med[t0|µ′] the median value of t0 for an assumed signal strength µ′ which could be
determined with f(t0|µ′) but indeed would require estimating the PDF f(t0|µ′). For the Asimov
dataset, from Equation (5.7.18), follows that:

σ2
A ≈ (µ− µ′)2

tµ,A

=
for a discovery,

test µ=0

µ′2

t0,A

⇔ t0,A = µ′2

σ2
A

(5.7.22)

with σ2
A = V00 being the standard deviation i.e. the uncertainty on the estimation of the signal

strength µ′ of the Asimov dataset providing the expected sensitivity to µ′ and tµ,A = −2 ln(λA(µ)).
Therefore, t0,A can be deduced from Equation (5.7.22) and the expected significance follows as
one can show that it is equal to:

med[S0|µ′] =
√
t0,A. (5.7.23)

5.7.4 Pulls, impacts of nuisance parameters and correlations in fit

The results of a fit can be visualized and checked with some useful quantities and plots to under-
stand the impact of the nuisance parameters on the fit.

For each NP θi, its so-called pull can be defined as [326]

pull(θi) = θ̂i − θexp
i

σθ
exp
i

, (5.7.24)

with θ̂i the NP value obtained from the maximum likelihood fit, θexp
i the value expected for that NP

and σθ
exp
i

the uncertainty expected for that parameter. θ̂i and θexp
i are also referred to as post-fit and

pre-fit NP values and σθ
exp
i

as the pre-fit uncertainty. For instance in the case of the V H,H → bb/cc

fits, the NPs defined in Equation (5.7.5) are expected to be equal to αexp
i = 0 for the experimental

and modelling uncertainties, and for the normalization related NPs γexp
i = 1 and τ exp

i = 1. As a
result the pull of a NP quantifies how far is the NP from the expected value and in case the pull is
not compatible with zero the reason should be investigated. Moreover, if the size of the error on the
pull (δpull(θi)) is smaller (respectively larger) than unity it means that the NP is more (respectively
less) constrained by the data than expected which should be understood.

The impact of a NP for a given POI, such as the signal strength µ, is defined as [326]

impact(θi) = ∆µ±(θi) = ˆ̂µθi±σθi
− µ̂, (5.7.25)

with ˆ̂µθi±σθi
the maximum likelihood estimator for the signal strength where all parameters are

allowed to vary except θi which is fixed at its most extreme values θi ±σθi
. The impact of a NP can

be assessed using the pre-fit or post-fit values of θi ± σθi
, they are hence respectively called pre-fit

and post-fit impact of the NP. The impact of a NP allows assessing by how much the NP can affect
the determination of the signal strength as not all the NPs are equally important.

The correlations between the fit parameters (POIs and NPs), which can be derived thanks to the
Equation (5.7.19) in the large sample limit, are by definition contained in the interval −1 ≤
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cov(ϑ̂i, ϑ̂j) ≤ 1. Two parameters with a correlation close to 1 are referred to as fully correlated im-
plying that if the value of a parameter is increased (respectively decreased) then the other parameter
value will increase (respectively decrease) as well. If the correlation is close to −1, the parameters
are anti-correlated their value changes in opposite directions an increase of one of them will de-
crease the value of the other. Finally, for a correlation close to 0 the parameters are said to be
uncorrelated meaning that a variation of one of them will not affect the other parameter. Usually
some NPs are expected to be correlated but most of them should be uncorrelated, if non-expected
correlations are observed this could indicate a problem in the fit procedure or fit model. In addition,
the covariance matrix obtained helps to understand why some NPs are constrained or pulled.

5.7.5 Breakdown of uncertainties

Some uncertainties are usually grouped together as they are associated to a same type of systematic
as for instance jet energy scale (JES) uncertainties or the b-tagging efficiency uncertainties and so
on. In order to study the effect of a group of uncertainties, their impact is computed as:

impact(group) =
√
σ2

ˆ̂µ − σ2
µ̂group (5.7.26)

with σ ˆ̂µ being the uncertainty on the signal strength obtained for the maximum likelihood fit when
all POIs and NPs are allowed to float, while σµ̂group corresponds to the uncertainty when the fit is
performed fixing all the NPs of the group to their best fit values.

5.7.6 Asimov significance

An asymptotic formula for the significance from Equation (5.7.1) is provided by the Asimov sig-
nificance (here assuming µ = 1) which is computed from the BDT output distribution (or other
distributions such as the mass) as follows [320, 326]:

S =

√√√√∑
i

2
[
(si + bi) ln

(
1 + si

bi

)
− si

]
, (5.7.27)

with si and bi being the total number of signal and background events contained in the ith bin of
the distribution of interest. The Asimov significance is in particular useful for studies which are
carried out without relying on a fitting procedure. The associated statistical uncertainty (δS) on the
Asimov significance by propagation of errors is equal to:

δS =

√√√√∑
i

(
∂S

∂si

δsi

)2

+
(
∂S

∂bi

δbi

)2

, (5.7.28)

where
∂S

∂si

= 1
S

ln
(

1 + si

bi

)
∂S

∂bi

= 1
S

[
ln
(

1 + si

bi

)
− si

bi

]
, (5.7.29)

and δsi and δbi are the statistical uncertainties for signal and background events associated to the
ith bin which are calculated as

δsi =
√∑

j∈Si

w2
j , δbi =

√∑
j∈Bi

w2
j , (5.7.30)

with Si and Bi being respectively the set of all signal and background events contributing to the ith
bin and wj is the weight of such individual events.
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5.7.7 Transformation D

For the BDT output distributions, prior to the computation of the significance, a transformation,
called transformation D, is applied to the bins of that distribution in order to maximize the separa-
tion of signal from background events while requiring a minimum number of data and simulation
events in each bin. The bins of the original distribution are merged together as the low BDT scores
bins are almost only populated by background events while for the high BDT score bins the signal
to background ratio is the highest. In this merging procedure, the statistical uncertainties are taken
into account. The aim of the transformation D is to obtain a smoother distribution both for the
background and the signal while having a fine enough binning for the bins with the largest signal
contribution and keeping the statistical uncertainty under a certain threshold for each bin.

A general formula describing such merging, also referred to as remapping, is given by

Zi(j, k) = Z(zs, zb, Ns, Nb, ns(j, k), nb(j, k)), (5.7.31)

where:

➢ Zi(j, k) is the ith bin of the transformed distribution and is obtained by merging all bins from
the original distribution between the j th and the kth bins included.

➢ zs and zb are parameters used to tune the merging.
➢ Ns and Nb are respectively the total number of signal and background events.
➢ ns(j, k) and nb(j, k) are respectively the total number of signal and background events con-

tained between the j th and kth bins of the original distribution.

The Equation (5.7.31) is a general formula, several possible ways to remap a distribution exist, the
transformation D is one of them and is defined by

Zi(j, klast) = zs

ns(j, klast)
Ns

+ zb

nb(j, klast)
Nb

. (5.7.32)

The original BDT distributions have 500 equidistant bins. For the transformation D, the bins are
merged with the following steps below:

➢ starting from the highest bin (klast), i.e. the last bin on the right of the original distribution. The
range of the interval is increased by adding, one after the other, the bins on the left of the klast
bin.

➢ The value Z(j, klast) is computed at each step until both Z(j, klast) > 1 and the statistical uncer-
tainty obtained merging all bins between j and klast is smaller than 20%. Once those criterions
are reached for a given bin j, all the bins between j and klast included are merged into a single
one.

➢ The process is repeated starting this time from the new last bin klast = j − 1. It stops when
reaching the first bin i.e. the bin on the left of the original distribution.

The bins of the distribution after transformation D have variable widths. For aesthetic reasons, the
width of the bins is usually simply modified so that the transformed distribution is plotted with the
same width for each bin.

Due to its definition in Equation (5.7.32) and its implementation, when using the transformation D,
the sum zs+zb of the two hyperparameters of the transformation D is equal to the number of bins of
the transformed distribution. In extreme cases if zs = 0 and zb > 0 then Nbin = zb the background
would be equally distributed among bins (same for signal if zs > 0 and zb = 0). Hence, zs and
zb control the shape of the signal and background transformed BDT distributions, shapes which
are not of interest for the physical interpretations but which are important for signal-background
discrimination.
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The hyperparameters are tuned such that the number of bins remains reasonable to have enough
statistics while at the same time ensuring sensitivity to signal. Their optimization is still under
study but typically for the V H,H → bb analysis, for the resolved topology (zs, zb) = (10, 5) while
for the boosted topology (zs, zb) = (3, 2) as statistics decreases in the high-pV

T regions. For the
V H,H → cc analysis they are set to (zs, zb) = (5, 5).

5.8 Background normalizations and systematic uncertainties

The current section describes the background normalization procedure and the uncertainties to
be taken into account in the likelihood fit model. Such uncertainties can indeed be split in two
categories: the modelling and the experimental uncertainties detailed hereafter.

The ultimate goal of the V H,H → bb/cc analysis is to perform a simultaneous V H,H → bb and
V H,H → cc fit in order to jointly determine the corresponding signal strengths (µH→bb

V H , µH→cc
V H ). It

requires to build a single likelihood model that takes into account all the analysis regions. However,
as I am writing this section, the V H,H → bb and V H,H → cc combination in a unique likelihood
fit has not yet been implemented, and the V H(bb/cc) analysis team has just started the modelling
studies. As a result, the current description of the fit and modelling uncertainties is heavily based on
the previous publications [5, 6, 65, 275] and may not perfectly reflect the final choices concerning
the incoming Legacy Run 2 publication.

Moreover, this section mainly focuses on the V H,H → bb analysis. The reader is referred to the
former ATLAS V H,H → cc publication [6] for more details about the fit model in particular the
background normalization which is different for some aspects from the V H,H → bb analysis. A
brief description of the control regions that differ from the V H,H → bb analysis has been provided
in Section 5.3.

5.8.1 Background normalizations and modelling uncertainties

The fits follow the division of phase space of the V H,H → bb and V H,H → cc analyses, in the
0- and 1-lepton channels, the event reconstruction starts for pV

T > 150 GeV, while the 2-lepton
channel also exploits the [75, 150] GeV pV

T -region. In total for the resolved topology 3 pV
T -region

are defined: the [75, 150] GeV (2-lepton channel only), the [150, 250] GeV and the [250, 400] GeV
pV

T -bins splitting events in the 2- and 3-jets (≥ 3-jets in the 2-lepton channel).

For the V H,H → bb boosted topology, the phase space is split in 2 regions: the [400, 600]GeV and
the pV

T > 600 GeV pV
T -bins. The pV

T > 600 GeV is a new region introduced for the Legacy Run 2
analysis as previously the measurement was performed inclusively for pV

T > 400GeV. The boosted
signal region is divided in two categories the high purity (no additional small-R jet) and the low
purity (at least one additional small-R jet) for the 0- and 1-lepton channels. In the pV

T > 600 GeV-
region, to address the decrease in the number of events the HP and LP are merged into a single
signal region. For the same reasons, the 2-lepton channel only consist in a 1 signal region without
even a top control region.

For the V H,H → bb analysis, the V + jets simulated events are categorized based on the true
flavour of the two b-tagged small-R jets (or track-jets) as bb, bc, bl, cc, cl and l components. The
heavy flavour (HF) component is referring to the sum of bb+bc+bl+cc contributions. The leading
backgrounds normalizations in each channel, i.e. tt, W + HF and Z + HF, are floating parameters
of the fit and are determined from data by means of dedicated control regions: normalizations are
obtained from the regions with the highest background purity and propagated to the other chan-
nels. The normalizations are furthermore determined independently per pV

T -regions and categories
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(2-jets, 3-jets for the resolved regime and the HP and LP for the boosted regime) as shown in
Figure 5.21.

For the resolved topology, for the V H,H → bb analysis all the normalizations are obtained simply
from the yields in CRs. The tt and the W + HF normalizations are respectively obtained from the
yields of the high ∆R and the low ∆R CRs in the 1-lepton channel and are extrapolated to the
0-lepton channel (the tt contribution being determined with a data-driven technique in the 2-lepton
channel). Moreover, for the V H,H → bb/cc simultaneous fit, the addition of the common top CNB
control region (discussed in Section 5.3.8) will allow constraining in particular the top(lq) (q = c, l)
component both for the V H,H → bb and V H,H → cc analyses. The Z + HF normalization is
computed from the yields of the high ∆R CR of the 2-lepton channel and is extrapolated to the
0-lepton channel. The V H,H → cc analysis also relies on the shape of the mcc distribution in
CRs.

The boosted topology only has a top control region defined in the 0- and 1-lepton channels. The
tt normalization is obtained from the invariant mass distribution of the leading large-R jet (mJ ) in
that top CR. On the other hand, the normalizations of the W + HF and Z + HF background are
extrapolated from the resolved [250, 400] GeV pV

T -region and uncertainties related to that extrapo-
lation (both for the extrapolation of the normalization and the modelling on the relative acceptance
between the boosted and resolved regimes) are taken into account in the likelihood fit model.

Figure 4: Illustration of the floating normalisation factors implemented in the analysis for the 𝑍+hf background in the
0- and 2-lepton channels (top),𝑊+hf in the 0- and 1-lepton channels (middle) and 𝑡𝑡 in the 0- and 1-lepton channels
(bottom). The main categorisation of events in multiple 𝑝𝑉T regions and different jet multiplicity requirements is
shown. Regions isolated by solid lines receive independent normalisation factors. Regions separated by dashed lines
share a common normalisation factor and dedicated extrapolation uncertainties are implemented among them.

corresponding to an observed (expected) significance of 6.4 (6.3) standard deviations over the background-
only predictions. Figure 5 shows the post-fit BDT𝑉𝐻 distributions in the 250 GeV < 𝑝𝑉T < 400 GeV signal
regions of the resolved regime, which are the only signal regions where the event selection was modified
for the combination, as obtained from the inclusive 𝜇𝑏𝑏

𝑉𝐻
fit.

The results of the combined fit when measuring signal strengths separately for the𝑊𝐻 and 𝑍𝐻 production
processes are:

𝜇𝑏𝑏𝑊𝐻 = 1.03+0.28
−0.27 = 1.03 ± 0.19 (stat.)+0.21

−0.19 (syst.)
𝜇𝑏𝑏𝑍𝐻 = 0.97+0.25

−0.23 = 0.97 ± 0.17 (stat.)+0.18
−0.15 (syst.).

The background-only hypothesis is rejected with observed (expected) significances of 4.1 (3.9) and 4.6
(5.0) standard deviations for the𝑊𝐻 and 𝑍𝐻 production modes, respectively.

The analysis model is also validated on the𝑊𝑍 and 𝑍𝑍 signal (𝑉𝑍) by fitting in the resolved analysis regions
an alternative BDT discriminant (BDT𝑉𝑍 ) trained to these processes and simultaneously constraining

11

Figure 5.21: Division of phase space for the determination of the floating normalization factors for the
Z + HF background in the 0- and 2-lepton channels (top), the W + HF background in the 0- and 1-lepton
channels (middle) and the tt background in the 0- and 1-lepton channels (bottom). The main categorization
of events in multiple p

V

T regions and different jet multiplicity requirements is shown. Regions isolated by solid
lines receive independent normalization factors. Regions separated by dashed lines share a common

normalization factor and dedicated extrapolation uncertainties are implemented among them (taken from
Ref. [5]).

Only the uncertainties related to the flavour composition of the V + jets background are treated
as correlated between the resolved and boosted regimes. The remaining tt and V + HF nuisance
parameters dedicated to the description of those backgrounds are considered uncorrelated between
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the resolved and the boosted analysis regions due to the difference in kinematic regimes covered
by the two selections. It concerns in particular all the background modelling uncertainties affecting
the shape of the fitted distributions.

The modelling uncertainties cover three different effects: uncertainties for the normalization of
the samples, and/or the impact of the relative acceptance between the categories defined for the
fit model and/or uncertainties on the shapes of the main discriminant variables (in the V H,H →
bb/cc analysis BDT output distribution, the mass of the Higgs candidate and the transverse mo-
mentum of the vector boson). All those uncertainties are estimated by comparing the nominal MC
prediction to an alternative set of predictions that are obtained under different hypotheses. For
instance the uncertainties can originate from different choices for the renormalization and factor-
ization scales (µR, µF ), for the strong coupling constant αs or for the parton distribution function
used. It also concerns the effects of matrix element and parton showering models chosen.

➢ The normalization uncertainties are calculated as an overall uncertainty on the yield of the
process considered for one or several regions. These uncertainties are derived in the region with
the highest purity, usually a control region, and are extrapolated to the other regions: additional
uncertainties are added to account for these extrapolations.

➢ The acceptance uncertainties account for possible changes in the relative fractions of events
of events within the phase space considered by the analysis. The repartition of events could be
affected for instance by the choice of the event generator. Those differences induce migration of
events between regions and more generally results in a change of the ratio between the number
of events across the regions as predicted by the nominal simulation and an alternative one. To
assess and take into account such acceptance differences the following double-ratios between
event categories are computed:

δA,B =
(
NA

NB

)
Alternative

/(
NA

NB

)
Nominal

, (5.8.1)

where A is the region with the highest purity (e.g. a control region) and B is the other region
considered (e.g. a signal region), NA and NB being the number of events found respectively in
those regions. For such acceptance uncertainties, the samples are normalized to the same cross-
section because the yields differences are already accounted for by dedicated normalization
uncertainties.

➢ The shape uncertainties are evaluating the possible effects on the shape of the most impor-
tant variables of the analysis when comparing the nominal prediction to alternative simulations.
They are computed using truth level quantities for the most discriminating variables of the BDT
input variables (mHcand and pV

T ) for different event generators including the nominal generator.
Such uncertainties have been tested to be sufficiently large to cover the shape uncertainties of
the other BDT input variables. To reduce statistical fluctuations the maximal difference between
the nominal and alternative generators is fitted with a function (that can be different across
different regions of phase space, channels. . . ) and nominal events are reweighted with that fit-
ting function to predict the shape of the alternative distribution. Another solution is to predict
the shape of the alternative distribution with a machine learning reweighting technique [327]
such as the BDT reweighting (denoted BDTr) or the newly developed neural network CARL
which comes with improved performances and which is for technical reasons easier to use.
The reweighting algorithms are trained to predict the shape of an alternative event generator
distribution using the nominal prediction based on the characteristics of the nominal event
(pb1

T , p
b2
T ,mbb, p

V
T , . . .). Basically they are able to transform the probability density function from

one event generator to another by means of a reweighting of events. In both cases, either us-
ing a simple fit or a multidimensional algorithm, the usually low amount of simulated event in
alternative samples is avoided, and thus it reduces statistical uncertainties as all distributions
(the nominal and alternatives ones) are obtained only based on the nominal prediction (once the
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reweighting of events has been determined). In any case, after reweighting each event an alter-
native BDT output distribution close to the prediction of the original alternative generators is
obtained. Those alternative distributions are thus accounting for a shape uncertainty systematic
and are less suffering from a lack of the amount of data compared to the original alternative
samples.

The modelling uncertainties considered for the signal and background processes are described
below.

➢ Signal: the systematic uncertainties affecting the calculations of the V H production cross-
sections and the H → bb branching fraction are assigned based on the recommendations of the
LHC Higgs Cross-Section Working Group [57]. The acceptance and shape uncertainties are de-
rived to account for missing higher-order QCD and EW corrections, for PDF+αS uncertainties,
and for variations of the ME, PS and UE models. The ME uncertainty is evaluated comparing
the nominal (POWHEG) and alternative matrix-element generators (MADGRAPH5_AMC@NLO),
both interfaced to the same program (PYTHIA 8) for parton showering. The PS and UE un-
certainty is evaluated by comparing the nominal POWHEG BOX signal samples showered by
PYTHIA 8 with alternative samples showered by HERWIG 7. Factorization and renormalization
scales are varied by factors of 0.5 and 2. PDF-related uncertainties are derived using alternative
PDF sets. The effects of the uncertainties from missing higher-order EW corrections, PDF+αS
and QCD scale variations on the jet mass shape are negligible.

➢ tt background: the ME and PS uncertainty in the 0- and 1-lepton channels (for the 2-lepton
the tt contribution is data-driven) are estimated comparing POWHEG+PYTHIA 8 respectively
to MADGRAPH5_AMC@NLO+PYTHIA 8 and POWHEG+HERWIG 7. The dominant flavour
component in tt events is bb. However, there is a non-negligible bc component which has a more
signal-like topology. The relative composition uncertainties of the three flavour components (bb,
bc, and other) are estimated from the difference in the ratio of the bc or other components with
respect to the bb yield between the nominal sample and the alternative ME and PS uncertainty
samples. Shape uncertainties are obtained by comparison of the nominal sample with the ME
and PS samples in the 0+1 channels. Factorization and renormalization scales are varied by
factors of 0.5 and 2. ISR and FSR uncertainties are also taken into account through special tune
of PYTHIA 8.

➢ Single top quark background: for the Wt- and t-channels, uncertainties are derived for the
normalization, relative acceptance and shapes of the mbb (or mJ ) and pV

T distributions. Normal-
ization uncertainties are obtained summing in quadrature the scale variations due to renormal-
ization and factorization, the uncertainties on αS and the PDF uncertainties. For the dominant
Wt-channel, ISR/FSR uncertainties as well as a comparison to MADGRAPH5_AMC@NLO
and HERWIG7 are taken into account. Differences between the diagram subtraction and the
diagram removal schemes is considered to account for possible ambiguities and interferences
between tt and Wt processes. The estimated modelling uncertainties are applied independently
according to the flavour of the candidate system, due to the different regions of phase space
being probed for the bb, bc and other flavour components. Only a normalization uncertainty is
derived for the s-channel, since its contribution is very low.

➢ W + jets background: the W + HF is the dominant background component in the 1-lepton
channel. An extrapolation uncertainty is considered in the 0-lepton channel for the extrapolation
from the 1-lepton to the 0-lepton channel. The remaining flavour components (W + cl and W +
ll) are strongly suppressed: only normalization uncertainties are included and are correlated
across all regions. Flavour composition relative uncertainties for the bc, bl and cc components
with respect to the dominant bb component are considered for the W + HF normalization and
are estimated separately in each lepton channel. Relative acceptance uncertainties are estimated
for the ratio of the event yield in the SR to that in the CRs. Shape uncertainties are derived for
pV

T and using the reweighting method from comparisons of the nominal sample (SHERPA) with
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an alternative sample (MADGRAPH5_AMC@NLO+PYTHIA 8).
➢ Z + jets background: the Z + HF process is the dominant background component in the 0-

and 2-lepton channels. The remaining flavour components (Z + cl and Z + ll) constitute a very
small fraction of the total background yield thus only normalization uncertainties are included.
Flavour composition relative uncertainties for the bc, bl and cc components with respect to the
dominant bb component are considered for the Z + HF normalization and are estimated sepa-
rately in each lepton channel. For the Z + HF background a relative acceptance uncertainty in
the ratio of the event yield in the 0-lepton channel to that in the 2-lepton channel is considered.
Relative acceptance uncertainties are estimated for the ratio of the event yield in the SR to that
in the CRs. Shape uncertainties are derived from comparisons of the nominal sample (SHERPA)
with an alternative sample (MADGRAPH5_AMC@NLO+PYTHIA 8). For the resolved topol-
ogy, shape uncertainties are derived for mbb and pV

T , and are evaluated from comparisons with
data in the mbb distribution side-bands (mbb < 80 GeV or mbb > 140 GeV), after subtraction of
the backgrounds other than Z + jets. For the boosted topology, shape uncertainties are derived
for the mJ distribution.

➢ Diboson background: is composed of three production modes (WZ,WW and ZZ). TheWW
process has a very low contribution to the total background yields, thus only a normalization
uncertainty is considered. The WZ and ZZ backgrounds, that have a more important contri-
bution, are assigned the following uncertainties: normalization, relative acceptance between
regions and the mbb (or mJ ) and pV

T shapes. Those uncertainties are derived from compari-
son of the nominal simulation (SHERPA) with alternative samples (POWHEG+PYTHIA 8 and
POWHEG+HERWIG++).

➢ Multijet background: its contribution is negligible and thus ignored in the 0- and 2-lepton
channels. The MJ background is estimated in the 1-lepton channel with a data-driven proce-
dure. Normalization and shape uncertainties are taken into account for the MJ background. The
normalization uncertainty is estimated summing in quadrature several contributions. The low-
est pT lepton trigger instead of the usual OR combination is used. It enables to quantify the
impact of the trigger choice. The impact of the extrapolation from the inverted isolation region
is evaluated by tightening the isolation requirement. This results in the selection of events with
a signature closer to that of the signal thus with a lower extrapolation uncertainty. The shape
difference between the two selections is considered as uncertainty. The impact of the EW back-
ground normalization is obtained by extracting the MJ template with and without the normal-
ization corrections applied to the EW components. The difference between the two templates is
taken as an uncertainty. The shape uncertainties are obtained normalizing the template distribu-
tions to the nominal MJ template and are considered as uncorrelated between the electron and
muon sub-channels.

5.8.2 Experimental uncertainties

The experimental uncertainties can be divided in the categories listed below. It concerns uncertain-
ties affecting objects used by the analysis such as their calibrations, reconstruction or identification
efficiencies and the experimental setup, i.e. luminosity or pile-up uncertainties. Those uncertain-
ties are usually derived, by dedicated ATLAS working groups, in reference control samples with
external measurements and are propagated to physics analyses.

➢ Small-R jets. All the systematic uncertainties concerning the small-R jets (b-tagging efficiency
uncertainties, jet energy scale and energy resolution, η-intercalibration, flavor uncertainties,
pile-up related uncertainties, punch through and single particle response uncertainties), have
already been presented for the b-JES calibration in Chapter 4 in Section 4.4.3.

➢ VR track-jets. In this analysis VR track-jets are only used for testing the b-tagging requirement
of large-R jets for the boosted V H,H → bb analysis. The only uncertainty associated to them
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is thus the b-tagging efficiency uncertainties.
➢ Large-R jets. The large-R jet uncertainties include the jet energy scale, jet energy resolution

and jet mass scale uncertainties. Those uncertainties arise from the large-R jet calibration chain
described in Section 3.6.3. The JES and JMS uncertainties are treated as correlated in the
V H,H → bb boosted analysis.

➢ Triggers. Efficiency (statistical and systematic) uncertainties for single lepton and Emiss
T trig-

gers need to be accounted for. Scale factors are applied to simulation to correct for data-
simulation triggering efficiency discrepancies. Sources of uncertainties corresponding to those
scale factors are thus considered. For the Emiss

T trigger uncertainties, variations are directly de-
rived by the V H(bb/cc) group with W (µ, ν)+jets events. The statistical error to derive those
SFs is taken into account, and in addition uncertainties accounting for differences in SFs ob-
served for tt, Z + jets processes are also included. Finally, the kinematic dependencies of the
sum of transverse momenta used to compute the Emiss

T are considered for the Emiss
T trigger

uncertainty.
➢ Leptons (l = e, µ). Electron and muon calibration (energy scale and energy resolution) as

well as their identification, reconstruction and isolation efficiency uncertainties are taken into
account. For muons the track-to-vertex association, the muon momentum (inner detector and
muon spectrometer components) resolution and the identification of muons with low transverse
momenta (pT < 15 GeV) are also included as sources of uncertainty.

➢ Taus. Systematic uncertainties associated to the reconstruction, the tau-identification efficiency,
the tau identification against electron and the tau energy scale are taken into account.

➢ Emiss
T . Uncertainties on the energy calibration and resolution of the soft transverse missing

momentum (pmiss,st
T ) are considered. Moreover, the uncertainties on the lepton and jet energy

scales are propagated for the Emiss
T uncertainty.

➢ Luminosity. The luminosity of LHC is determined thanks to van der Meer scans4. The uncer-
tainty on the integrated luminosity associated to that measurement for the full ATLAS Run 2 is
1.7% [278].

➢ Pile-up reweighting. In simulations, only the best-guess of the data pile-up conditions is con-
sidered. Once the data has been collected, the pile-up conditions are corrected in the simulation
to match the conditions observed in data: this procedure is referred to as pile-up reweighting.
As a result, the distribution of the average number of interactions per bunch crossing in the sim-
ulated samples is corrected. A systematic uncertainty to account for that rescaling procedure is
considered.

The experimental uncertainties related to the online event selection (i.e. affecting the recording of
events), the luminosity, the leptons reconstruction and identification, and missing transverse mo-
mentum are considered as correlated between the resolved and boosted analyses in the likelihood
fit. The uncertainties related to the small-R jets energy calibration, are also treated as correlated be-
tween the two regimes since small-R jets are used as Higgs boson candidate in the resolved regime,
and are defining the HP SR and LP SR in the boosted regime. On the other hand, the uncertainties
of small-R and large-R jets are treated as uncorrelated due to the differences in reconstruction and
calibration procedures. In the same way, the uncertainties related to the b-tagging efficiency cor-
rection factors for small-R and large-R jets are treated as uncorrelated because the identification of
b-jets relies on inputs from jet reconstruction which differ between the two regimes as the tagging
relies on calorimeter-based information for the resolved topology and track-based information for
the boosted topology.

4. The van der Meer scan allows to determine the luminosity of the LHC. Beams of protons are transversely separated with an
increasing distance. A scan of the number of interactions as function of the transverse distance between the beams allows for
a determination of the shape of proton bunches at the interaction point. This information once fitted with dedicated models
allows deriving the luminosity of ATLAS for nominal conditions when beams are perfectly aligned.
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5.9 Results from the previous publications

In this section the latest ATLAS V H(bb/cc) public results are presented. When relevant a com-
parison with the latest results of CMS is also provided and the main differences between the two
analyses are briefly emphasized. The theoretical notions and frameworks used i.e. STXS cross-
section measurement, coupling strength modifiers definition and EFT interpretations have been
introduced in Chapter 1 respectively in Sections 1.4.4, 1.4.6 and 1.4.5.

Below is a quick summary of the Run 2 related ATLAS results concerning the V H,H → bb/cc
analyses.

➢ In 2018 was announced the observation of the H → bb decay mode and of the V H production
mode [3] which yielded observed (expected) significances respectively of 5.4 (5.5) and 5.3 (4.8)
standard deviations for those two processes.
● The H → bb decay observation was made possible combining a partial dataset from Run 2

(80 fb−1 of data) with the full dataset collected for the Run 1 (25 fb−1) of the LHC. With this
amount of data, the H → bb observation has required a combination of the V H , ttH , VBF
and ggF Higgs production modes selecting events with a signature compatible with a Higgs
decay to a pair of b-quarks. The V H,H → bb alone measurement was found to reach already
a 4.9 (5.1) observed (expected) significance (combining Run 1 and partial Run 2 results) but
was not enough to claim the observation of the H → bb decay mode.

● On the other hand the observation of the V H production mode was obtained only using
the partial Run 2 dataset (80 fb−1 of data) selecting events compatible with a V H signature
and combining H → bb, H → ZZ∗ → 4l and H → γγ decay mode measurements. The
V H,H → bb alone measurement was found to reach already a 4.9 (4.3) observed (expected)
significance (for the partial Run 2 dataset) but was not enough to claim the observation of the
V H production mode.

➢ In 2019, the first resolved V H,H → bb STXS measurement [328] was performed in 5 bins
with the partial Run 2 dataset (80 fb−1).

➢ In 2020 the resolved 5-STXS bin measurement was updated [65] exploiting the full Run 2
dataset (139 fb−1 of data). It led to the observation of the V H production mode based only on
V H,H → bb measurement. The observed (expected) significances of 4.0 (4.1) and 5.3 (5.1)
were respectively found for the WH and ZH production modes.

➢ The same year, the first boosted V H,H → bb STXS measurement [275] with the full Run 2
was performed with 4 bins and an observed (expected) significance of 2.1 (2.7) was found.

➢ In 2021, a preliminary resolved and boosted combination V H,H → bb STXS measurement
(7 bins) with the full Run 2 [5] was carried out: an observed (expected) significances of 4.1
(3.9) and 4.6 (5.0) standard deviations for the WH and ZH production modes were obtained
respectively.

➢ At the end of 2021, a combination of the V H,H → cc and V H,H → bb resolved analyses has
been performed [6]. The V H,H → cc search yields an observed (expected) upper limit of 26
(31) times the predicted SM σ(V H) × B(H → cc) product. For the first time, the Higgs-charm
coupling was measured to be weaker than the Higgs-bottom coupling with a 95% CL.

➢ In 2022, the first fiducial and differential cross-section measurement [276] was performed in
the 0-lepton channel using the full Run 2 data-taking period.

Only the most general results that provide the largest overview of the analysis are detailed in this
section. Thus, despite being an interesting result, the new fiducial measurement will not be covered
in this thesis. In Section 5.9.1, the resolved and boosted combination V H,H → bb measurement
is detailed, the Section 5.9.2 presents the V H,H → cc measurement and the combination of the
resolved V H,H → bb and V H,H → cc analyses. Finally, the Section 5.9.3 explains two possible
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cross-checks that can be performed to validate the event selection of the V H analysis, and check
that no potential undetected biases have been introduced in the V H measurement.

5.9.1 V H, H → bb resolved and boosted combination

The general concept of an STXS measurement is introduced in Section 1.4.4. Here, the STXS
measurement is performed combining the V H,H → bb resolved and boosted topologies [5] and
follows closely the event selection and the signal and control regions division of phase space de-
scribed in Section 5.3. The background modelling and sources of uncertainties taken into account
are pretty similar to what is presented in Section 5.8. The fits are performed following the fit for-
malism described in Section 5.7.

The main differences for that publication compared to the current analysis are listed below.

➢ The small-R jets are reconstructed with the EMTopo algorithm whereas currently the PFlow
algorithm is used.

➢ For the resolved topology, the MV2c10 b-tagger was used with the 70% WP requirement. For
such regime dedicated BDT algorithms have been trained per leptonic channels.

➢ For the boosted topology, the MV2c10 b-tagger was also used with the 70% WP leading 2 b-
tagging strategy. The significances are obtained with a fit of the invariant mass of the leading
large-R jet of the event as the BDT approach was not yet used at that time for that regime.

5.9.1.1 Combination strategy

An orthogonal division of phase space is required to perform the STXS measurement combining
the resolved and boosted topologies. The Figure 5.22 shows the fraction of events that can be re-
constructed either with only the resolved or with only the boosted or with both topologies (referred
to as overlap events in that case) as a function of the reconstructed pV

T . The fraction of signal events
that are only captured by the boosted analysis increases with pV

T . As for the current analysis, it was
decided to reconstruct events only with the resolved topology if pV

T < 400 GeV and only with the
boosted topology if pV

T > 400 GeV which corresponds to the kinematic properties expected for the
Higgs decay to b-quark in V H events and the ability to capture both of them in a single large-R jet
of radius R = 1.0 instead or two small-R jets of radius R = 0.4 as for pV

T = 400 GeV the angular
distance is expected to be ∆R(b, b) ≈ 0.6. Moreover, that bound for the reconstruction of those
two regimes is further motivated by the boundaries chosen for the STXS categories in ATLAS
for which a bound at 400 GeV is imposed in order to be able to combine STXS measurements of
several Higgs analyses.
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Figure 5.22: Fraction of selected V H, H → bb signal events that can be reconstructed only with the
resolved topology (blue), only with the boosted topology (orange) or with the two topologies (referred to as
overlap events, green) as predicted by the nominal simulation in the 1-lepton channel as a function of the

reconstructed p
V

T . Only events with p
V

T > 250 GeV are shown since the boosted selection is not considered for
lower p

V

T (taken from Ref. [5]).

5.9.1.2 STXS division of phase space

The STXS measurement is using a total of 7 pV
T -bins listed in Figure 5.23 and follows a reduced

stage-1.2 STXS scheme as here the measurement is performed inclusively in terms of jet multi-
plicity i.e. all jet categories are merged both at reconstruction and the truth levels compared to the
original V H stage-1.2 STXS scheme (presented in Figure 1.9a). The measurement is performed
separating the WH (1-lepton channel) and ZH (0- and 2-lepton channels) processes at particle
level.

➢ For the resolved topology two pV
T -bins are defined: the [150, 250] GeV and [250, 400] GeV

pV
T -regions. For the 2-lepton channel the event reconstruction starts at pV

T = 75 GeV hence
there is the additional [75, 150] GeV pV

T -region since that channel is not polluted by the multijet
background compared to the 0- and 1-lepton channels.

➢ For the boosted topology a single pV
T -region is defined: pV

T > 400 GeV

The truth level categories are the same as the reconstructed ones but as a function of the truth pV
T

which is denoted pV,t
T .
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Figure 5.23: Reduced stage-1.2 STXS scheme: the particle level ZH and WH processes are divided into
truth level transverse momentum (pV,t

T ) categories for which cross-sections are extracted in the combination.
The corresponding p

V

T categories at reconstruction level follow the same division of phase space as the truth
level (taken from Ref. [5]).
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The expected signal yields in each reconstructed categories as well as the corresponding fraction
of signal events are reported in Figure 5.24. The block-diagonal matrices obtained prove there is
a good correspondence between the reconstructed pV

T and truth pV,t
T categories. For the 0-lepton

channel, the WH signal event as explained in Section 5.3.2 are indeed representing 13%-20% of
reconstructed events in particular because of WH → τνbb events.
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Figure 5.24: Predicted (a) signal event yields and (b) fraction (expressed in percent) of signal events
passing all selection criteria in every reconstructed event category (y-axis) for each each STXS signal region
(x-axis) and every V H, H → bb processes. Entries with event yield below 0.1 or signal fractions below 0.1%

are not shown (taken from Ref. [5]).

5.9.1.3 Results of the STXS measurement

The results of the combined STXS measurement can be found in Figure 5.25 and are as well re-
ported in Table 5.8. In that figure, a comparison with the previous resolved only [65] and boosted
only [275] STXS measurements is provided. The combined STXS results are compatible with
the Standard Model prediction within uncertainties and are compatible with the previous measure-
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ments. The details of the different sources of uncertainties is presented in Table 5.9. The relative
precision on the signal strengths measured ranges from 30% to 40% in the 150 < pV,t

T < 400 GeV
regions, to 75% in the lowest and up to 300% in the highest pV

T -regions. The largest uncertainty
comes from the ZH pV,t

T > 400 GeV region where an under-fluctuation in data is observed com-
pared to the signal-plus-background SM prediction. The statistical uncertainty includes the floating
normalization factors on the leading background contributions is the single largest uncertainty in
all regions though for the pV,t

T < 250GeV STXS bins systematic uncertainties are also significantly
contributing to the total uncertainty. The largest systematic uncertainties are related to the mod-
elling of background, jet calibration and b-tagging with as well a significant contribution of the
signal uncertainties for the ZH processes because of the limited precision on the gluon initiated
processes theoretical predictions. The observed correlations between the measured cross-sections
for the 7 STXS bins are shown in Figure 5.26 and are of the order of few percent for most of the
phase space up to 10-15% for pV,t

T > 400 GeV.

An inclusive signal strength for the V H,H → bb processes of

µH→bb
V H = 1.00+0.18

−0.17 = 1.00+0.12
−0.11 (stat.)+0.14

−0.13 (syst.)

is found. Moreover, when measured separately, the WHand ZH signal strengths are found to be
equal to:

µH→bb
W H = 1.03+0.28

−0.27 = 1.03+0.19
−0.19 (stat.)+0.21

−0.19 (syst.),

µH→bb
ZH = 0.97+0.25

−0.23 = 0.97+0.17
−0.17 (stat.)+0.18

−0.15 (syst.),

and the background-only hypothesis is rejected with observed (expected) significances of 4.1 (3.9)
and 4.6 (5.0) standard deviations respectively for the WH and ZH production modes. A few
post-fit distributions used for the fit of the BDT outputs for the resolved and boosted topology are
shown in Figure 5.27 and 5.28. The 0-lepton and 2-lepton channels are dominated by the Z + jets
background while the 1-lepton is mainly contaminated by the tt(semi-leptonic) and W + jets
backgrounds. In the 2-lepton channel despite the lack of statistic a high purity is achieved especially
in the resolved regime thanks to the BDT as shown in Figure 5.27c.

This V H,H → bb STXS measurement is cross-validated thanks to the V Z (WZ and ZZ) analysis,
whose principle is detailed in Section 5.9.3, in the resolved regions where an alternative BDT
discriminant (BDTV Z) is trained and simultaneously in the boosted region fitting the mass of the
leading large-R jet of the event. The V H events are considered as background in that analysis
with a NP on its normalization constrained to the SM prediction. The signal strength measured for
those processes is µZ→bb

V Z = 0.96+0.15
−0.13 which is in good agreement with the SM predictions and

compatible with the result already obtained for the published resolved only analysis.
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Figure 5.25: Expected (lines) versus observed (markers) V H (V → lepton) cross-sections times the H → bb
branching fraction in the reduced 1.2 STXS scheme (a) for the combination (green) compared to the resolved
only [65] (blue) and boosted only [275] (orange) analyses results. The horizontal dashed lines indicate the

expected values in the p
V,t

T > 250 GeV category since the published resolved analysis did not include a split
at a p

V,t

T of 400 GeV. (b) Signal strength measurement for the 7 STXS bins. The grey shaded area shows the
theoretical uncertainty on the SM prediction (taken from Ref. [5]).
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Figure 5.26: Observed correlations between the measured reduced stage-1.2 STXS for V H(V → leptons,
H → bb processes, including both the statistical and systematic uncertainties (taken from Ref. [5]).

STXS region SM prediction Measurement Stat. unc. Syst. unc. [fb]

Process pV , t
T interval [fb] [fb] [fb] Th. sig. Th. bkg. Exp.

W (`ν)H 150–250 GeV 24.0 ± 1.1 16.9 ± 12.4 8.1 0.8 7.3 5.7
W (`ν)H 250–400 GeV 5.8 ± 0.3 6.4 ± 2.3 2.0 0.3 0.9 0.6
W (`ν)H > 400 GeV 1.3 ± 0.1 1.9 ± 1.1 0.9 0.2 0.4 0.3
Z(``/νν)H 75–150 GeV 50.6 ± 4.1 49.5 ± 36.9 25.9 6.3 18.5 20.6
Z(``/νν)H 150–250 GeV 18.8 ± 2.4 20.0 ± 6.4 5.1 1.8 2.5 2.2
Z(``/νν)H 250–400 GeV 4.1 ± 0.5 4.0 ± 1.6 1.5 0.4 0.4 0.3
Z(``/νν)H > 400 GeV 0.7 ± 0.1 0.2 ± 0.6 0.5 0.1 0.3 0.2

Table 5.8: Best-fit values and uncertainties for the V H (V → leptons) cross-section times the H → bb
branching fraction, in the reduced 1.2 STXS scheme. The SM predictions for each region, computed using

the inclusive cross-section calculations and the event simulations are also reported. The symmetrized
contributions to the total measurement uncertainty from statistical (Stat. unc.) and systematic uncertainties

(Syst. unc.) related to the signal (Th. sig.) and background prediction (Th. bkg.), and the experimental
performance (Exp.) are provided separately. The total systematic uncertainty (difference in quadrature

between the total uncertainty and the statistical uncertainty) differs from the sum in quadrature of the Th.
sig., Th. bkg., and Exp. systematic uncertainties due to correlations. All leptonic decays of the vector bosons

(including those to τ -leptons, l = e, µ, τ) are considered (taken from Ref. [5]).
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Category
WH, WH, WH, ZH, ZH, ZH, ZH,

150–250 GeV 250–400 GeV > 400 GeV 75–150 GeV 150–250 GeV 250–400 GeV > 400 GeV
Total 73% 36% 56% 75% 32% 40% 305%
Statistical 48% 32% 48% 52% 26% 37% 248%
Systematic 56% 17% 29% 53% 19% 16% 177%
Statistical uncertainties
Data stat only 44% 29% 45% 44% 23% 34% 242%
Floating normalisations 26% 9% 14% 21% 11% 10% 57%
tt̄ eµ control region 4% ≤1% ≤1% 23% 4% 8% 3%
Experimental uncertainties
Total experimental 34% 9% 14% 42% 11% 7% 95%
↪→ lepton 4% 2% 3% 3% ≤1% ≤1% 4%

↪→ Emiss
T 24% ≤1% ≤1% 25% 3% ≤1% 9%

↪→ Small-R jets 17% 6% 6% 28% 7% 4% 19%
↪→ Large-R jets ≤1% ≤1% 9% ≤1% ≤1% ≤1% 89%
↪→ Calo b-tagging (b-jets) 8% 2% ≤1% 18% 8% 5% 6%
↪→ Calo b-tagging (c-jets) 14% 6% ≤1% 2% 2% ≤1% 3%
↪→ Calo b-tagging (light-flavour jets) ≤1% ≤1% ≤1% ≤1% ≤1% 2% 2%
↪→ Calo b-tagging (extrap. from charm) ≤1% ≤1% ≤1% ≤1% ≤1% ≤1% ≤1%
↪→ VR b-tagging (b-jets) ≤1% ≤1% 7% ≤1% ≤1% ≤1% 15%
↪→ VR b-tagging (c-jets) ≤1% ≤1% 2% ≤1% ≤1% ≤1% 8%
↪→ VR b-tagging (light-flavour jets) ≤1% ≤1% ≤1% ≤1% ≤1% ≤1% 21%
↪→ VR b-tagging (extrap. from charm) ≤1% ≤1% ≤1% ≤1% ≤1% ≤1% 3%
↪→ Pile-up 2% ≤1% ≤1% 5% ≤1% ≤1% ≤1%
↪→ Luminosity 2% 2% 2% ≤1% ≤1% ≤1% 5%
Theoretical and modelling uncertainties
Signal 5% 5% 9% 13% 9% 9% 23%
Backgrounds 43% 13% 23% 37% 12% 11% 145%
↪→ single top 17% 8% 8% 5% ≤1% 2% 4%
↪→ tt̄ 22% 3% 9% 10% 4% 3% 13%
↪→ W+jets 25% 6% 8% 2% ≤1% ≤1% 14%
↪→ Z+jets 7% 2% 5% 29% 9% 6% 115%
↪→ Diboson 6% 3% 3% 9% 4% 4% 27%
↪→ Multi-jet ≤1% ≤1% 3% ≤1% ≤1% ≤1% 3%
↪→ MC statistical 17% 8% 13% 17% 6% 7% 77%

Table 5.9: Breakdown of the relative uncertainty in the cross-section for the WH and ZH STXS measurements in the reduced STXS scheme (taken from Ref. [5]).
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Figure 5.27: (a) 0-lepton, (b) 1-lepton and (c) 2-lepton post-fit distributions of the BDT discriminant in
the resolved regime 2 b-tagged 2-jets signal region for 250 < p

V

T < 400 GeV. The background processes are
normalized thanks to the global likelihood fit, the total pre-fit background distribution is shown as a dashed
blue line. The Higgs boson signal is shown as a filled histogram on top of the fitted backgrounds normalized
to the signal yield extracted from data (µ = 1.00), and unstacked as an unfilled histogram (dashed black line),
scaled by the multiplicative factor indicated in the legend. The size of the combined statistical and systematic
uncertainties for the sum of the fitted signal and background are indicated by the hatched band. The ratios of
the data to the sum of the fitted signal and background are shown in the lower panels (taken from Ref. [5]).
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Figure 5.28: (a) 0-lepton, (b) 1-lepton and (c) 2-lepton post-fit distributions of the invariant mass of the
leading large-R jet in the boosted regime high for p

V

T > 400 GeV in the (a) and (b) high purity signal regions,
and (c) in the signal region as there is indeed no HP SR, LP SR and CR in the 2-lepton channel: all regions
are merged together to circumvent the low statistic available. The contributions of each process are plotted

after the global likelihood fit. The Higgs boson signal is shown as a filled histogram on top of the fitted
backgrounds normalized to the signal yield extracted from data (µ = 1.00), and unstacked as an unfilled

histogram (dashed black line), scaled by the multiplicative factor indicated in the legend. The dashed
histograms show the total pre-fit background. The size of the combined statistical and systematic

uncertainties for the sum of the fitted signal and background are indicated by the hatched band. The ratios of
the data to the sum of the fitted signal and background are shown in the lower panels (taken from Ref. [5]).
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5.9.1.4 EFT interpretation

The V H,H → bb STXS measurement can be interpreted with an effective field theory approach
whose general principle is detailed in Section 1.4.6. It allows constraining potential modifica-
tions of the signal strength and tensor structure of such V H,H → bb processes. The effective
Lagrangian (LSMEFT) is obtained from the SM Lagrangian (LSM) by adding extra terms follow-
ing [60–62] to the Lagrangian only considering dimension-6 operators in the combination paper [5]
(and thus in this section) as odd operators induce a violation of lepton and/or baryon number con-
servation and even operators with dimension D ≥ 8 are suppressed by the energy scale. The
assumed value for new physics energy scale is taken to be equal to Λ = 1 TeV.

Under those hypotheses, the Figure 5.29 shows the expected and observed constraints on the Wil-
son coefficient c(3)

Hq in the context of a one dimensional fit assuming that other coefficients are van-
ishing, and the Figure 5.30 presents the impact of three operators on the predicted V H,H → bb
signal strength as a function of pV,t

T . Hence, non-negligible deviations with respect to the STXS
SM predictions could be expected especially a high pV,t

T in case of EFT related phenomenon. The
Figure 5.31 summarizes the confidence level obtained for one-dimensional fits for 3 different Wil-
son coefficients either using the linear or the linear-plus-quadratic parametrizations. Finally, in the
Figure 5.32 the results of a 2-dimensional fit for the pair of Wilson coefficient c(3)

Hq and cHW are
provided.

In view of the EFT interpretations, the combination of the resolved and boosted topology appears
to be of high interests because it allows lifting some degeneracy on some Wilson coefficients,
and it reduces the ranges of their possible value. The results found are all compatible with the
SM prediction showing no sign of deviation from the SM as the observed value of the Wilson
coefficient are consistent with zero within uncertainties.
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Figure 5.29: One-dimensional fits to constrain the Wilson coefficient c
(3)
Hq

of an effective Lagrangian when
the other coefficients are assumed to vanish. (a) The observed (solid) and expected (dotted)
negative-log-likelihood functions are shown for the case where only the linear (blue) or the

linear-plus-quadratic (orange) terms are considered. (b) The observed negative-log-likelihood functions in the
individual published (resolved only [65] and boosted only [275]) analyses and the combination for the

one-dimensional fits taking into account linear-plus-quadratic terms (taken from Ref. [5]).
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Figure 5.30: Predicted modification of the V H, H → bb signal strength as a function of p
V,t

T in the STXS
regions considered for three different operators of the effective Lagrangian: O(3)

Hq
, O

Hu
and O

HW
. The values

chosen for the Wilson coefficient correspond to the (a) lower and (b) upper end of the expected 95%
confidence interval obtained by the combination analysis [5]. The cross-sections are calculated using the

SMEFTSim package [62] and only considering linear plus quadratic terms for the operators. The solid line
illustrates the case where each STXS bin receives an independent parameterization (7 STXS bins) while for
the dotted line, a common parameterization is computed for the p

V,t

T > 250 GeV regions for WH and ZH,
respectively (5 STXS bins, taken from Ref. [5]).
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Figure 5.31: (a) Expected and (b) observed 68% and 95% CL intervals for three selected Wilson coefficients
associated to dimension-6 operators of the effective Lagrangian when considering the linear and the
linear-plus-quadratic parametrizations for the individual (resolved only [65] and boosted only [275])
published analyses and the combination in a one dimensional fit context i.e. assuming that only the

coefficient considered can be non-zero (taken from Ref. [5]).
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Figure 5.32: (a) and (b) Expected, and (c) and (d) observed 95% confidence intervals for a simultaneous
likelihood fits for the pair c

(3)
Hq

and c
HW

of Wilson coefficients of an effective Lagrangian in (a) and (c) the
linear, and (b) and (d) the linear-plus-quadratic parametrizations for the individual (resolved only [65] and
boosted only [275]) published analyses and the combination. The best-fit point is marked by a cross and the

expected SM value by a star (taken from Ref. [5]).
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5.9.1.5 Comparison with the CMS latest results

In this section the latest CMS results concerning the V H,H → bb STXS measurement are dis-
cussed, only the main differences are highlighted but the details are left apart. The reader can refer
to the references provided for more information.

In 2022, CMS released its first full Run 2 V H,H → bb STXS measurement [329] measuring an
inclusive signal strength of

µH→bb
V H = 0.58+0.19

−0.18 = 0.58 ± 0.15 (stat.) ± 0.12 (syst.),

with an observed (expected) significance of 3.3 σ (5.2 σ). The separately measured STXS signal
strengths for the WH and ZH processes are equal to

µH→bb
W H = 0.97+0.32

−0.32 = 0.97 ± 0.23 (stat.) ± 0.22 (syst.),

µH→bb
ZH = 0.37+0.21

−0.21 = 0.37 ± 0.16 (stat.) ± 0.14 (syst.).

The signal strength is smaller than that found by a previous CMS analysis [4] of a partial Run 2
dataset, corresponding to 77.2 fb−1 of data taken between 2016 and 2017 which led to a measured
signal strength of

µH→bb
V H = 1.06 ± 0.26 = 1.06 ± 0.20 (stat.) ± 0.17 (syst.),

which is in that case compatible with the SM predictions.

The STXS measurements obtained by CMS are presented in Figure 5.33. A reduced STXS stage
1.2 scheme is also used but slightly differs from the reduced STXS scheme of ATLAS as for CMS
the pZ

T category is split into the 0 and ≥ 1 additional jets in the 150 < pZ
T < 250 GeV region

resulting in 8 STXS bins (compared to 7 bins for ATLAS). CMS uses as well a combination
of the resolved and boosted topologies however the reconstruction strategy is different as events
are only reconstructed as resolved for pV

T < 250 GeV while for pV
T > 250 GeV events can be

reconstructed either as resolved or boosted prioritizing the resolved regime. In the Figure 5.33b
deviation from SM are observed both for the WH and ZH processes for pV,t

T < 250 GeV while
deviation from the SM prediction for pV,t

T > 250 GeV are only observed for the WH process.
When performing the STXS measurement decoupling lepton channels, the main disagreement is
coming from the 2-lepton channel as shown in Figure 5.33c which has the lowest uncertainty hence
which must pull the global fit for the 8 STXS bin towards a lower signal strength value. Finally,
CMS performed the cross-check analyses of the dijet invariant mass resulting in a measured signal
strength µH→bb

V H = 0.34 ± 0.34 compatible with the global likelihood fit result and the V Z cross-
check analysis measured µZ→bb

V Z = 1.16 ± 0.13 compatible with the SM prediction.
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Figure 5.33: CMS full Run 2 (a) best-fit values and uncertainties for the V H (V → leptons) cross-section
times the H → bb branching fraction, in the reduced 1.2 STXS scheme. In the bottom panel, the ratio of the

observed results with associated uncertainties to the SM expectations is shown. If the observed signal
strength for a given STXS bin is negative, no value is quoted for σB.STXS signal strengths for (b) the 8

STXS bins of the analysis and (c) for the 0-, 1- and 2-lepton channels, as well as the combined signal
strength (taken from Ref. [329]).
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5.9.2 V H, H → bb/cc combination

The ATLAS collaboration published a combination of the resolved V H,H → bb and (resolved)
V H,H → cc processes in 2022 [6]. To perform such combination an orthogonal b/c-tagging
method was used with the MV2c10 tagger and DL1r tagger respectively for b- and c-tagging jets
following the same principle as presented in Section 5.3.1. The 70% b-tagging efficiency WP is
used for the MV2c10 tagger while the DL1r tagger has been optimized for the V H,H → cc
analysis leading to an average efficiency measured in simulated tt samples of 27% for c-jets, and
misidentification rates of 8% and 1.6% respectively for b- and light-jets. The event categorization
is significantly different from the current division of phase space of the V H,H → cc analysis as
the 1-c tag regions were used as signal region and fixed upper ∆R cuts were defined as a function
of pV

T instead of the now continuous ∆R-pV
T side-bands. Moreover, the global likelihood fits were

performed over the invariantmcc mass distributions whereas for the V H,H → bb/cc Legacy publi-
cation the BDT distributions will be used instead. The reader is referred to the references provided
in this section for further information about the details of the event selections and combination of
events.

5.9.2.1 V H, H → cc only likelihood fit

The global likelihood fit is performed with 3 signal strength corresponding to the V H,H → cc,
VW,W → cq and V Z,Z → cc processes:

µH→cc
V H = −9 ± 16 = −9 ± 10 (stat.) ± 12 (syst.)

µW →cq
V W = 0.83 ± 0.24 = 0.83 ± 0.11 (stat.) ± 0.21 (syst.)
µZ→cc

V Z = 1.16 ± 0.48 = 1.16 ± 0.32 (stat.) ± 0.36 (syst.),

with the observed (expected) significance of the VW,W → cq process being equal 3.8 (4.6), and
2.6 (2.2) for the V Z,Z → cc signal. For the µH→cc

V H signal strength an observed (expected) upper
limit of 26 (31+12

−8 ) at 95% confidence level is obtained with using a modified frequentist CLs
method [330] with the profile-likelihood ratio as the test statistic. The Figure 5.34 summarizes
the results obtained per leptonic channels with as well as the ones derived combining leptonic
channels. The best fit value µH→cc

V H is then interpreted with the kappa framework [53, 57] with
the reparametrization of the likelihood function in terms of the Higgs-charm coupling modifier κc

under the assumption that this coupling only affects the Higgs boson decays. Taking into account
only SM decays, setting all other couplings to their SM predictions values and including effects in
both the partial and full width then:

µH→cc
V H = κ2

c

1 + BSM
H→cc(κ2

c − 1)
, (5.9.1)

with BSM
H→cc the branching ratio of the H → cc decay as predicted by the SM. The combination of

the channels for the profile-likelihood ratio test statistic allows an observed (expected) constraint
for |κc| < 8.5 (12.4) to be set for the 95% CL as shown in Figure 5.34c. The Figure 5.35 presents
the invariant massmcc of the 3 processes of interest: V H,H → cc, VW,W → cq and V Z,Z → cc.
Finally, the Table 5.10 gathers the uncertainty breakdown for the fitted signal strengths.
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Figure 5.34: (a) Fitted signal strengths (µH→cc
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), (b) observed and expected 95% CL upper limits on

µ
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c
.

For the single channel fits, a separate µ
H→cc

V H
parameter for each channel is used in a five POI fit, while the

combined fit (gathering the three leptonic channels) is performed with three POIs the µ
H→cc

V H
parameter

being shared among all channels (taken from Ref. [6]).
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Figure 5.35: The post-fit m
cc

distribution summed over all 1 c-tagged and 2 c-taggged signal regions after
subtracting background contributions. Only the V H, H → cc, V W, W → cq and V Z → cc processes, which
are of interest, are left. The red filled histogram corresponds to the V H, H → cc signal for the fitted value of
µ

H→cc

V H
= −9, while the open red histogram corresponds to the signal expected at the 95% CL upper limit on

µ
H→cc

V H
(µH→cc

V H
= 26). The hatched band shows the uncertainty on the fitted background (taken from

Ref. [6]).

Source of uncertainty µVH (cc̄) µVW (cq) µVZ (cc̄)

Total 15.3 0.24 0.48
Statistical 10.0 0.11 0.32
Systematic 11.5 0.21 0.36

Statistical uncertainties

Signal normalisation 7.8 0.05 0.23
Other normalisations 5.1 0.09 0.22

Theoretical and modelling uncertainties

V H (→ cc̄) 2.1 < 0.01 0.01
Z + jets 7.0 0.05 0.17
Top quark 3.9 0.13 0.09
W+ jets 3.0 0.05 0.11
Diboson 1.0 0.09 0.12
V H (→ bb̄) 0.8 < 0.01 0.01
Multi-jet 1.0 0.03 0.02

Simulation samples size 4.2 0.09 0.13

Experimental uncertainties

Jets 2.8 0.06 0.13
Leptons 0.5 0.01 0.01
Emiss
T 0.2 0.01 0.01

Pile-up and luminosity 0.3 0.01 0.01

Flavour tagging

c-jets 1.6 0.05 0.16
b-jets 1.1 0.01 0.03
light-jets 0.4 0.01 0.06
τ-jets 0.3 0.01 0.04

Truth-flavour tagging ∆R correction 3.3 0.03 0.10
Residual non-closure 1.7 0.03 0.10

Table 5.10: Uncertainties breakdown for the fitted signal strength values µ
H→cc

V H
, µ

W →cq

V W
and µ

Z→cc

V Z
. The

sum in quadrature of uncertainties from different sources may differ from the total due to correlations. In
cases different values are found for the upward and downward systematic variations, the mean of the absolute

values is shown (taken from Ref. [6]).
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5.9.2.2 Combination of V H, H → bb and V H, H → cc

The (resolved) V H,H → cc [6] (described in the previous section) and resolved only V H,H →
bb [65] results have been combined (has the division of phase space is orthogonal between the
two analyses) creating a combined likelihood function from the product of the likelihood of each
analysis. As a result two parameters of interest are used µH→cc

V H and µH→bb
V H for the two Higgs decay

processes. Those 2 signal strengths are included in both of the input likelihood functions which
is important as enlighten in References [331, 332]. The experimental uncertainties shared among
the two analyses are considered as correlated except the flavour tagging ones as the calibration and
taggers used for b- and c-tagging are different. On the other hand, the normalization of background
are considered uncorrelated. The signal strength found are:

µH→cc
V H = −9 ± 15 = −9 ± 10 (stat.) ± 11 (syst.),

µH→bb
V H = 1.06+0.19

−0.18 = 1.06 ± 0.12 (stat.)+0.15
−0.13 (syst.),

with a correlation coefficient of -12%. The expected and observed best-fit values and their confi-
dence level contours are presented in Figure 5.36a. The best fit values µH→cc

V H and µH→bb
V H are then

interpreted with the κ-framework parameterizing (formalism introduced in Section 1.4.5) the com-
bined likelihood function with the coupling modifiers κb and κc while other SM couplings are set
to their expected SM values and considering only SM Higgs decays. The observed ratio |κc/κb|, as
shown in Figure 5.36b, is found to be smaller than 4.5 with a 95% CL (for an expected ratio of 5.1)
which is less than the ratio of the b- and c-quarks massesmb/mc = 4.578±0.008 [333] determined
with lattice QCD computations. It is the first confirmation that the Higgs-charm coupling is weaker
than the Higgs-bottom coupling with a 95% CL.
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c
/κ

b
, where κ

b
is a free parameter. The vertical green lines correspond

to the
∣∣κ

c
/κ

b

∣∣ values for which the Higgs-charm and Higgs-bottom couplings are equal corresponding to the
situation where the charm and bottom coupling strengths to the Higgs are equal with their value being the
ratio m

b
/m

c
:
∣∣κ

c
y

c

∣∣ =
∣∣κ

b
y

b

∣∣ = m
b
/m

c
= 4.578 ± 0.008 [333] with κ

i
y

i
the coupling strength (i = b, c), κ

i
the coupling modifier and y

i
the Yukawa coupling (taken from Ref. [6]).



Chapter 5 Higgs decay to a pair of b- or c-quarks in association with a vector boson 228

5.9.2.3 Comparison with CMS latest results

CMS published in 2022 its V H,H → cc full Run 2 analysis results [334]. Several main differ-
ences exist between ATLAS and CMS. In terms of event reconstruction, CMS exploits both the
resolved and boosted topologies whereas only the resolved topology is used by ATLAS. Events
are reconstructed with the boosted topology if a large-R jet with a pT > 300 GeV is found in the
event. For the resolved topology a BDT classifier is used while in the boosted topology the fits
are performed with the mass of the leading large-R jet of the event. Moreover, unlike ATLAS, the
CMS V H,H → cc analysis is not orthogonal with the V H,H → bb one hence a combination of
the results is not possible. The reader is referred to the references provided in this section for more
details.

The best fit value yields a signal strength µH→cc
V H = 7.7+3.8

−3.5 combining the resolved and boosted
V H,H → cc topologies. Using a CLs criterion, the observed (expected) upper limit on µH→cc

V H

found is 14.4 (7.6+3.4
−2.3) as shown in the Figure 5.37. When reinterpreted with the kappa framework,

the corresponding observed 95% CL interval is 1.1 < |κc| < 5.5 for an expected constraint of
|κc| < 3.4. This measurement is the most stringent constraint to date on |κc|. The constraints found
are comparable to what had previously been expected at the end of the high-luminosity phase of
the LHC.

Moreover, it led to the first observation of the V Z,Z → cc process with a signal strength of
µZ→cc

V Z = 1.01+0.23
−0.21 and an observed (expected) significance of 5.7 σ (5.9 σ).

Such precise measurements were possible in particular thanks a large improvement of the large-R
jet c-tagging performances for the boosted topology as presented in Figure 5.38 where the new
ParticleNet algorithm [335] results in an increase by a factor 4 to 7 of the rejection of non c-jets
compared to the previous DeepAK15 tagger [336, 337].
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Figure 5.37: (a) The 95% CL upper limits on µ
H→cc

V H
. The vertical red line indicates the SM value

µ
H→cc

V H
= 1. (b) Scan of the test statistic q as a function of

∣∣κ
c

∣∣. The dashed horizontal line corresponds to
the 95% confidence level (taken from Ref. [334]).
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5.9.3 V H, H → bb/cc cross-check analyses

To validate the event selection procedure and ensure that no bias or mismodelling is introduced
for the V H,H → bb/cc analyses, two possible cross-checks which serve as reference candles are
usually performed: the dijet invariant mass check for the resolved topology and the diboson (V Z)
check. This section describes those two methods.

5.9.3.1 Dijet invariant mass cross-check

The dijet cross-check is a cut-based analysis where the fits of the BDT output distributions are
replaced by the fits of the invariant mass (mbb) distribution. The structure of the event selections
is the same as for the BDT analysis but some additional selections for the Higgs candidate system
are applied to increase the signal purity. This independent analysis from BDT analysis is thus an
important cross-check to assess the validity of the event selections.

Such cross-check was performed for the resolved only V H,H → bb [65] analysis, the invariant
mass (mbb) distribution obtained is presented in Figure 5.39. A fit with all channels combined leads
to a signal strength measurement of

µH→bb
V H = 1.17+0.25

−0.23 = 1.17 ± 0.16 (stat.)+0.19
−0.16 (syst.),

compatible with the SM and the signal strength found with the BDT distributions. An observed
(expected) significance of 5.5 (4.9) is found.
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Figure 5.39: m
bb

distribution for the dijet mass cross-check of the V H, H → bb analysis obtained from the
weighted sum of all channels, p

V

T -regions and jet categories. The weights are computed as the ratio S/B of
each region with S and B being respectively the total fitted signal and background events in each region.

The expected signal contribution (WH and ZH production modes) is scaled by the measured signal strength
µ = 1.17. (a) The top panel includes all background while the bottom pane is after subtraction of all

backgrounds. (b) Distribution after subtraction of all backgrounds except for the diboson (WZ and ZZ)
processes (taken from Ref. [65]).

5.9.3.2 Diboson cross-check

Another relevant cross-check for the V H,H → bb analysis is the so-called diboson (V Z = ZZ
and WZ) analysis targeting Z → bb decays and leptonic decays of the other vector boson with
minimal event selections changes with respect to the V H,H → bb analysis. The V H signal is
thus considered as background in this cross-check and the diboson V Z is considered as signal: in
that case the signal strength µZ→bb

V Z is measured. Such cross-check is not performed independently
for the V H,H → cc analysis as in the fit the 3 POIs (µH→cc

V H , µW →cq
V W and µZ→cc

V Z ) are determined
simultaneously as explained in Section 5.9.2.1.

The signal strength µZ→bb
V Z was measured for the V H,H → bb combination publication [5] and

results have been provided in Section 5.9.1.3. However, no public plots of the measurement were
made available, so in this section the figures will be taken from the V H,H → bb resolved only [65]
and boosted only analyses [275].

For the resolved topology, a dedicated BDT is trained to discriminate V Z processes from back-
ground. A signal strength of

µZ→bb
V Z = 0.93+0.16

−0.13 = 0.93+0.07
−0.06 (stat.)+0.14

−0.12 (syst.),

is measured and is in good agreement with the SM prediction. Fits have also been performed
separately for the ZZ and WZ productions modes, the results are shown in Figure 5.40. Some of
the BDT fitted distributions are provided in Figure 5.41.

Since the boosted only V H,H → bb analysis was a cut-based analysis relying on the mass mJ

of the large-R jet, the V Z cross-check is performed fitting that mass distribution and the leading
large-R jet of the selected events is taken as the Z → bb candidate. Indeed, the likelihood fits are
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Figure 5.40: Fitted values of the V Z signal strength (µZ→bb

V Z
) for the WZ and ZZ production modes and

their combination obtained from the resolved regime. The individual µ
Z→bb

V Z
values for the WZ and ZZ

processes are obtained from a simultaneous fit with the WZ and ZZ signal strengths floating
independently(taken from Ref. [65]).

performed determining simultaneously the signal strengths µH→bb
V H POIs in each pV

T -region and a
global V Z signal strength POI which is measured to be

µZ→bb
V Z = 0.91+0.29

−0.23 = 0.93 ± 0.15 (stat.)+0.24
−0.17 (syst.),

and is in good agreement with the SM prediction. The corresponding inclusive signal strength
found in that case is equal to

µH→bb
V H = 0.72+0.39

−0.36 = 0.72+0.29
−0.28 (stat.)+0.26

−0.22 (syst.).

Fits have also been performed separately for the ZZ and WZ productions modes, the results are
shown in Figure 5.42. Some of the mass fitted distributions are provided in Figure 5.43.
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Figure 5.41: Resolved BDT
V Z

post-fit distributions for the (a) 0-, (b) 1- and (c) 2-lepton channels. The
V Z signal shown as a filled histogram on top of the fitted backgrounds is normalized with the V Z signal

strength extracted from data (µZ→bb

V Z
= 0.93), and unstacked as an unfilled histogram, scaled by the factor

indicated in the legend. The dashed histogram shows the total pre-fit background. The size of the combined
statistical and systematic uncertainty for the sum of the fitted signal and background is indicated by the

hatched band. The ratio of the data to the sum of the V Z fitted signal and background is shown in the lower
panel (taken from Ref. [65]).
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Figure 5.43: The post-fit large-R jet mass distributions in the (a) high purity SR 0-lepton, (b) high purity
SR 1-lepton and (c) SR 2-lepton channels (the HP SR, LP SR and top CR are merged in the 2-lepton

channel) for the [250, 400] GeV p
V

T -region . The background contributions after the likelihood fit are shown as
filled histograms. The VH signal shown as a filled histogram on top of the fitted backgrounds is normalized

with the signal strength (µH→bb

V H
= 0.72), and unstacked as an unfilled histogram, scaled by the factor

indicated in the legend. The V Z signal shown as a filled histogram is normalized with the V Z signal
strength extracted from data (µZ→bb

V Z
= 0.91). The size of the combined statistical and systematic uncertainty

for the sum of the fitted signal and background is indicated by the hatched band. The highest bin in the
distributions contains the overflow. The ratio of the data to the sum of the fitted signal and background is

shown in the lower panel (taken from Ref. [275]).
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5.10 Expected results for the Legacy Run 2 analysis

For the Legacy Run 2 publication the goal is to perform a simultaneous fit of the V H,H → bb
resolved, V H,H → bb boosted and V H,H → cc datasets. However, as I am writing this chapter
the implementation of the fit is still ongoing. As a consequence the expected results for the two
analyses are presented separately and obtained from two different likelihood fits. Moreover, the
analysis targets for the V H,H → bb measurement a more granular STXS binning than previously
dividing phase space according to the number of extra jets in the event either 0 or ≥ 1 respectively
for the 2-jets and 3-jets (or ≥ 3-jets in the 2-lepton channel) categories for the resolved topology.
The implementation of such feature was not ready, but the expected STXS measurements presented
in this section is anyway more granular, 9-STXS bins against 7 in previous publications, as it
includes the pV

T > 600 GeV region both for the ZH and WH processes.

The results provided are preliminary as some analysis choices are still under investigation. The
analysis is still blinded so either unconditional Asimov dataset fits (no constraint on the POIs) or
data conditional fits (i.e. the signal strength are set to unity) are performed. In addition, since the
modelling studies are still ongoing, the associated uncertainties are estimated based on the previous
publication results i.e. with the “old” BDT reweighting technique or old shape comparisons of key
variables such as mbb and pV

T : it might not be fully accurate for the current results. Hence, the
expected results allow to have an insight of the sensitivity to V H,H → bb/cc processes, but they
might change and be a bit different for the Legacy Run 2 publication.

5.10.1 Expected V H, H → bb results

With the full Run 2 dataset, the expected inclusive sensitivity to V H,H → bb processes is found
to be of 6.9 standard deviations with a conditional dataset fit i.e. using a single POI (µH→bb

V H ) across
all channels. It corresponds to a 10% improvement of the sensitivity compared to the expected
significance, 6.3 standard deviations, of the previous V H,H → bb resolved and boosted topologies
combination [5]. The expected uncertainties on the signal strength performing a likelihood fit either
with a POI per lepton channel (3 POIs in total) or in the 9 STXS bins (i.e. 9 POIs) are reported in
Figure 5.44. The associated cross-section measurements and the correlations between the different
truth level categories are also shown: a relatively low level of correlations of the order of few
percents is expected for most categories up to 20% for consecutive pV

T -regions above 250 GeV.
The theoretical cross-section predictions and associated uncertainties are derived following the
procedure described in Reference [338]. The combination of channels yields an expected signal
strength of

µH→bb
V H = 1.00+0.15

−0.14 = 1.00+0.11
−0.11 (stat.)+0.10

−0.10 (syst.),

hence the precision on the signal strength measurement would be improved by approximately 20%
when compared to the observed signal strength µH→bb

V H = 1.00+0.18
−0.17 from the previous publication.

The impact of group of uncertainties on the inclusive signal strength is summarized in Table 5.11:
dominating sources of uncertainties for this measurement are hence the statistical and the mod-
elling uncertainties. The highest impact of individual nuisance parameters and their pulls is shown
in Figure 5.45. The improvement of the sensitivity is mainly due to the new DL1r b-tagging algo-
rithm and the use of an MVA approach for the boosted topology: both of them increase the purity
in the regions and/or bins with the highest sensitivity to signal.

All the BDT output distributions for signal regions obtained with a conditional data fit for the
resolved and boosted regimes can be found in Figures 5.46, 5.47 and 5.48 respetively for the 0-, 1-
and 2-lepton channels. An overall good agreement between data and simulation is observed for the
non-blinded bins5. Finally, the Figure 5.49 presents the invariant mass of the leading large-R jet in
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the top control regions for the 0- and 1-lepton channels, distribution which is used to normalize the
tt background in the boosted topology.
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Figure 5.44: (a) Expected V H, H → bb signal strength uncertainties for a single (referred to as combined)
or a 3 POIs (one POI per channel) fit. Expected (b) signal strength and (c) cross-section uncertainties, (d)
and correlations for a 9 STXS POIs measurement. The theoretical cross-section predictions and associated

uncertainties for the truth p
V

T -bins above 400 GeV are taken from an inclusive computation for
p

V,t

T > 400 GeV and have not yet been calculated separately for 400 < p
V,t

T < 600 GeV and p
V,t

T > 600 GeV.

5. The V H, H → bb/cc blinding procedure consists in blinding the highest BDT score bins in signal regions until at least 60%
of the signal event yields is excluded for the BDT distribution considered. The invariant mass distribution in SR of the Higgs
candidate is also blinded between 80 and 140 GeV. Finally, for any other distribution, if the ratio of signal over background
yields (S/B) is found to be greater than 10% for a given bin then it is blinded.
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Figure 5.45: Expected nuisance parameters ranking for a single POI fit (µH→bb

V H
) performed over all

channels. The blue (respectively yellow) boxes show the post-fit (respectively pre-fit) impact of systematic
uncertainties on the signal strength µ̂ sorted in decreasing post-fit amplitude order. The boxes correspond to
the variations of µ̂ (top x-axis), when fixing the corresponding individual NP to its post-fit (or pre-fit) value
modified upwards or downwards by its post-fit (or pre-fit) uncertainty (θ

i
± σ

θi
), and repeating the fit. The

impact of post-fit up- and down- variations is respectively symbolized with a dashed and empty blue boxes.
The filled circles show the pull of the nuisance parameters (bottom x-axis) i.e. the deviation of the fitted

value (θ̂) for the NPs from their pre-fit expected value (θ0) normalized with respect to their pre-fit
uncertainty (∆θ). The error bars show the post-fit uncertainties on the NP θ̂ normalized with the pre-fit

uncertainty. The open circles show the fitted values and uncertainties of the normalization parameters that
are freely floating in the fit.
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POI Central Value
Inclusive µ

H→bb

V H
1.00

Set of nuisance parameters
Impact on error

Signed Symmetrized

Total +0.148 −0.144 ±0.146
Data Stat +0.110 −0.108 ±0.109
Full Syst +0.099 −0.094 ±0.097
Data stat only +0.101 −0.100 ±0.100
Top-eµ CR stat +0.012 −0.012 ±0.012
Floating normalizations +0.031 −0.032 ±0.031
Modelling: V H +0.024 −0.018 ±0.021
Modelling: Background +0.070 −0.069 ±0.069
Multijet +0.000 −0.000 ±0.000
Single top +0.007 −0.007 ±0.007
tt +0.021 −0.021 ±0.021
W + jets +0.042 −0.042 ±0.042
Z + jets +0.032 −0.032 ±0.032
Diboson +0.030 −0.029 ±0.029
MC stat +0.025 −0.026 ±0.025
Experimental Syst +0.038 −0.032 ±0.035
Lepton +0.004 −0.004 ±0.004
E

miss
T +0.009 −0.009 ±0.009

Small-R jet +0.029 −0.025 ±0.027
Large-R jet +0.009 −0.009 ±0.009
Small-R jet b-tagging (b-jet) +0.000 −0.000 ±0.000
Small-R jet b-tagging (c-jet) +0.000 −0.000 ±0.000
Small-R jet b-tagging (l-jet) +0.000 −0.000 ±0.000
Small-R jet b-tagging (extrap. from charm) +0.000 −0.000 ±0.000
VR track-jet b-tagging (b-jet) +0.003 −0.003 ±0.003
VR track-jet b-tagging (c-jet) +0.004 −0.003 ±0.004
VR track-jet b-tagging (l-jet) +0.001 −0.001 ±0.001
VR track-jet b-tagging (extrap. from charm) +0.000 −0.000 ±0.000
Pile-up +0.007 −0.005 ±0.006
Luminosity +0.017 −0.013 ±0.015

Table 5.11: Breakdown of uncertainties with a single POI fit (µH→bb

V H
) performed over all channels.

Uncertainties are grouped into categories: data statistics (Data Stat), systematic uncertainties together with
MC statistical uncertainties (Full Syst), MC statistics only (MC Stat), and different sub-groups of systematic

uncertainties.
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Figure 5.46: Conditional (µ = 1) post-fit BDT output distribution for the SRs of the
V H, H → bb (a), (b), (c) and (d) resolved, and (e), (f) and (g) boosted topologies for the 0-lepton

channel. (a) and (b) 2-jets and 3-jets SRs for p
V

T ∈ [150, 250] GeV, (c) and (d) 2-jets and 3-jets SRs for
p

V

T ∈ [250, 400] GeV, (e) and (f) HP and LP SRs for p
V

T ∈ [400, 600] GeV, and (g) HP-plus-LP SR for
p

V

T > 600 GeV. The ratios of the data to the sum of the fitted signal and background are shown in the lower
panels.
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Figure 5.47: Conditional (µ = 1) post-fit BDT output distribution for the SRs of the
V H, H → bb (a), (b), (c) and (d) resolved, and (e), (f) and (g) boosted topologies for the 1-lepton

channel. (a) and (b) 2-jets and 3-jets SRs for p
V

T ∈ [150, 250] GeV, (c) and (d) 2-jets and 3-jets SRs for
p

V

T ∈ [250, 400] GeV, (e) and (f) HP and LP SRs for p
V

T ∈ [400, 600] GeV, and (g) HP-plus-LP SR for
p

V

T > 600 GeV. The ratios of the data to the sum of the fitted signal and background are shown in the lower
panels.
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Figure 5.48: Conditional (µ = 1) post-fit BDT output distribution for the SRs of the
V H, H → bb (a), (b), (c), (d), (e) and (f) resolved, and (g) and (h) boosted topologies for the 2-lepton
channel. (a), (b),2-jets and ≥ 3-jets SRs for p

V

T ∈ [75, 150] GeV, (c) and (d) 2-jets and ≥ 3-jets SRs for
p

V

T ∈ [150, 250] GeV, (e) and (f) 2-jets and ≥ 3-jets SRs for p
V

T ∈ [250, 400] GeV, (g) SR for
p

V

T ∈ [400, 600] GeV, and (h) SR for p
V

T > 600 GeV. The ratios of the data to the sum of the fitted signal and
background are shown in the lower panels.
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Figure 5.49: Conditional (µ = 1) post-fit leading large-R jet invariant mass (m
J
) distribution for the

V H, H → bb (a) 0-lepton and (b) 1-lepton channels in the boosted 400 < p
V

T < 600 GeV top CR. The ratios
of the data to the sum of the fitted signal and background are shown in the lower panels.

5.10.2 Expected V H, H → cc results

The expected 95% CL upper limit for the V H,H → cc signal strength (µH→cc
V H ) is shown in Fig-

ure 5.50. The expected constraint of 16 times the SM that is found is almost at the level of the
observed upper limit of 14.4 obtained by CMS [334]. Compared to the previous ATLAS publica-
tion [6] were the expected CL upper limit was 31, the sensitivity to V H,H → cc processes has
been increased by a factor 2 which is a significant improvement. This is mainly due to the new
DL1r b- and c-taggers which allows having a higher purity in signal regions and also thanks to the
MVA approach which enhances signal from background discrimination.

The Figure 5.51, 5.52 and 5.53 present the post-fit conditional BDT output distributions in the tight-
tight and tight-loose signal regions respectively for the 0-, 1- and 2-lepton channels. An overall
good agreement between the data and simulation is found in the non-blinded bins. In those figures,
hf and mf stand for heavy flavour (bb and cc components only) and mixed flavour (bc, bl and cl).

0 10 20 30 40 50 60 70 80 90 100

)cVH(c
µ95% C.L. limit on  
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-1=13 TeV, 139 fbs

c c→VH, H 
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Combination
 SM×Exp.= 16 

Figure 5.50: Expected 95% CL level upper limit for the V H, H → cc signal strength (µH→cc

V H
). For the

single channel fits, a separate µ
H→cc

V H
parameter for each channel is used, while the combined fit (gathering

the three leptonic channels) is performed with the µ
H→cc

V H
parameter being shared among all channels.
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Figure 5.51: Conditional (µ = 1) post-fit BDT output distribution for the (a) 2-jets and (b) 3-jets
tight-tight (TT), and (c) 2-jets and (d) 3-jets loose-tight (LT) SRs in the V H, H → cc 0-lepton channel for
the p

V

T > 150 GeV region. The ratios of the data to the sum of the fitted signal and background are shown in
the lower panels.
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Figure 5.52: Conditional (µ = 1) post-fit BDT output distribution for the (a) 2-jets and (b) 3-jets
tight-tight (TT), and (c) 2-jets and (d) 3-jets loose-tight (LT) SRs in the V H, H → cc 1-lepton channel for
the p

V

T > 150 GeV region. The ratios of the data to the sum of the fitted signal and background are shown in
the lower panels.
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Figure 5.53: Conditional (µ = 1) post-fit BDT output distribution for the (a) and (e) 2-jets, and (b) and (f)
≥ 3-jets tight-tight (TT), and (c) and (g) 2-jets, and (d) and (h) ≥ 3-jets loose-tight (LT) SRs in the

V H, H → cc 2-lepton channel for the (a), (b), (c) and (d) 75 < p
V

T < 150 GeV, and (e), (f), (g) and (h)
p

V

T > 150 GeV regions. The ratios of the data to the sum of the fitted signal and background are shown in
the lower panels.
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5.11 Future improvements and prospects for the V H, H → bb/cc
analysis

An important aspect of any analysis is working for future improvements and performing extrapo-
lation of their results in the future. This section discusses the expected possible ameliorations and
limits that could be reached by the ATLAS V H,H → bb/cc analysis.

5.11.1 Run 3 of the LHC

The key improvements achievable in the coming years, especially that could and/or should be
reached for Run 3 physics analyses, are presented. The possible improvements detailed in this
section are of course also valid beyond the Run 3.

On the 5th July 2022, one day after the 10th birthday of the Higgs discovery announcement, the
Run 3 of the LHC started and will span until 2026. An integrated luminosity of 300 fb−1 is ex-
pected6 to be delivered by the LHC at an unprecedented center-of-mass energy of

√
s = 13.6 TeV.

As a result the amount of data accumulated will increase by approximately a factor 2 with respect
to Run 2 and a factor 3 combining Run 2 and Run 3.

The V H,H → bb/cc analysis can benefit from this increase of collected data as currently the
statistical uncertainty remains one of the leading source of uncertainty and is a limitation for the
boosted V H,H → bb and (resolved) V H,H → cc analyses as reported in Tables 5.9 and 5.10.

Another primordial aspect for the V H,H → bb/cc analysis is the ability to identify b- and c-jets
and discriminate them from other flavour initiated jets. The switch from the BDT (MV2c10) tagger
to the ANN (DL1r) tagger had a non-negligible impact as it increased for instance by around 10%
the significance for each channel in the V H,H → bb resolved regime as reported for example
in the next chapter in Tables 6.1 and 6.2. The flavour tagging algorithm performances are hence
playing a crucial role to enhance the sensitivity to the Higgs-to-bottom and Higgs-to-charm cou-
plings. Their developments and improvements are an active domain both in ATLAS and CMS. For
instance the recent V H,H → cc CMS measurement [334], presented in Section 5.9.2.3, achieved
a sensitivity comparable to what was thought to be only accessible at the end of the high luminos-
ity phase of the LHC according to projection studies [339]. Such impressive results were reached
in particular thanks to a large improvement of the c-tagging performances of CMS using a GNN
based on low level information coming from detector measurements for the V H,H → cc boosted
topology. On the other hand, the ATLAS DL1r c-tagging algorithm is currently designed using the
same input variables as for b-tagging, which is more mature and established within the collabo-
ration. Thus, the c-tagging algorithms need to be improved to match CMS recent improvements.
A newly end-to-end GNN b/c-tagger for small-R jets called GN1 tagger [340] was developed by
ATLAS. Additional improvements to the c-tagging performances by around 40% in b-jet rejections
have been demonstrated for instance thanks to the usage of this GNN algorithm as shown in Fig-
ure 5.54. In addition, information based on semi-leptonic decays to muons from heavy hadrons
have shown a further boost in the performance by around 15%. Additional consideration shall be
to further improve the performances at high energy, performing flavour-tagging for large-R jet sim-
ilarly to the GNN (ParticleNet) tagger of CMS. However, the GNN advancement investigated so
far for tagging small-R jets have not yet been ported to large-R jets. Another algorithm is available
within ATLAS for such purpose the Xbb tagger [212] which aims at identifying large-R jets which
are the product of a particle (X) decaying to a pair of b-quarks (X → bb) such as a Z boson or a
Higgs boson. The Xbb tagger could potentially be extended to c-tagging. The Xbb algorithm is a
6. The CERN accelerator complex activity will be reduced by 20% in 2023 due to the energy crisis Europe is currently facing.

This situation is to some extent the consequence of the war and invasion conducted by the Russian government against
Ukraine. I want here to express my full support to the Ukrainian people, I deeply regret and condemn the actions of the
Russian government and of any person supporting those decisions.
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feed-forward neural network algorithm trained to discriminate X → bb decays from multijet and
top processes. The performances of that tagger are compared to the default DL1r tagger and old
MV2 tagger in Figure 5.55 and show a significant improvement. However, the V H(bb/cc) group
tested the Xbb tagger and performances for the analysis were found to be similar to the DL1r algo-
rithm possibly because of the other sources of backgroundW+jets, Z+jets, diboson. . . Moreover,
the timeline for the calibration of the Xbb tagger was not matching with the V H,H → bb/cc anal-
ysis one, so it was decided not to use this new tagger. Possibly in the future and with improvements,
the Xbb tagger could become a key ingredient of the analysis and could enhance the sensitivity of
the V H,H → bb boosted analysis.
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Figure 5.54: GN1 b/c-tagger performances compared to the current ATLAS default tagger (DL1r)
evaluated in tt reference samples for small-R jets with 20 < pT < 250 GeV. (a) The c-jet (left) and light-jet

(right) rejections as a function of the b-jet tagging efficiency. (b) The b-jet (left) and light-jet (right)
rejections as a function of the c-jet tagging efficiency. The bottom panels show the ratio of the performances

with respect to the DL1r tagger (taken from Ref. [340]).

The role of machine learning algorithms to discriminate signal from background is also essential. A
30% improvement is obtained by using BDTs instead of a cut-based analysis for the V H,H → bb
resolved and boosted topology, and V H,H → cc as for instance shown in Figure 6.14 of the
next chapter. More sophisticated and more performant machine learning classifiers, compared to
boosted decisions trees, such as graph neural network or deep neural network exist and could
also increase the sensitivity to signal thanks to a better discrimination of signal from background
processes. The main limitation for the V H,H → bb/cc analysis in that case would be finding a
trade-off between the gain brought by those more efficient ML classifiers and the computational
time lost. GNN and DNN are more complex algorithms than BDTs and thus their use is more
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Figure 5.55: (a) Multijet and (b) top jet rejection as a function of the H → bb tagging efficiency, for
large-R jets with pT > 250 GeV. Performance of the Xbb algorithm are compared to the DL1r and to two
variants of the MV2 tagger, one evaluated on variable-radius (VR, ρ = 30 GeV) track-jets, the other on

fixed-radius (FR, R = 0.2) track-jets. The efficiency and rejection are calculated with respect to jets that
have already passed the pT, η, and mass preselection requirements reported in the legend. The bottom panels

show the ratio of the performances with respect to the MV2 tagger (taken from Ref. [212]).

time-consuming. For instance, even though it is not a signal-background classifier, the GNN truth
tagging algorithm described in Section 5.5 was found to be a factor 2 times slower than direct
tagging, and this was a significant issue for our analysis. It was one of the main reason for the
implementation of the submission of jobs to the grid that I carried out for the group.

Improvement of the theoretical and modelling uncertainties are also a must for ATLAS and its
V H(bb/cc) group. As explained for instance in Section 4.5.3 of the chapter about the b-JES mea-
surement, some comparison between event generators, that are used for the modelling uncertain-
ties, are known to be overestimated (e.g. the matrix element uncertainty). More refined and realistic
comparison are available (despite not being recommended for Run 2 analyses at the moment) and
could in the future reduce associated uncertainties. Moreover, a recent ATLAS study [341] found
that the observed difference in the hadronic jet response, i.e. the ratio of the reconstructed jet
energy to the true jet energy, which varies by about 1-2% depending on the hadronization model,
strongly depends on baryon (and kaon) energy fractions and their production rate for the generators.
With a careful tuning of those parameters (based on experimental measurements) the discrepancies
between different event generators could be reduced: it would induce a reduction of modelling un-
certainties for physics analyses. Finally, for the Run 3 ATLAS will make significantly larger use
of fast simulations. This could enable to generate alternative samples with more events and hence
would reduce statistical fluctuations when estimating modelling uncertainties.

Improvement on the jet calibration and reconstruction algorithms could potentially contribute to
an increase of the sensitivity of the analysis. For instance, for small-R jets, the switch from a
EMTopo to PFlow reconstruction algorithm was found to slightly improve the mbb invariant mass
distribution for V H,H → bb signal events by 1 to 3%, mbb being the most discriminating variable
used by the BDT. For large-R jets, a similar to PFlow reconstruction algorithm, referred to as
Unified Flow Objects (UFO), is available. It exploits both tracker-based and calorimeter-based
information contrarily to the LCTopo (default) reconstruction algorithm which is only based on
calorimeter measurements. The UFO algorithm could not be used for the Legacy Run 2 publication
because the calibration timeline was not compatible with the analysis. However, the group studied
the potential improvements that could be expected by using such UFO large-R jets in the V H,H →
bb boosted 0-lepton channel. It was found that it increases by 20% the signal yield (mostly more
events pass the pJ

T > 250 GeV cut for UFO jets), a better JMS and JES but a worse JER with
respect to the default LCTopo large-R jets were obtained. Also, ATLAS is developing machine
learning algorithms to perform calibration of jets or of the energy clusters composing the jets
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which should improve for example pile-up corrections, pile-up dependence and should reduce the
energy resolution hence allowing for more precise measurements.

5.11.2 High luminosity phase of the LHC

The high luminosity phase of the LHC (HL-LHC) will occur after the Run 3 and the long-shut down
of the LHC which will enable to upgrade the detectors. This high luminosity phase is scheduled
to last from 2028 to 2040 and will accumulate 3000 fb−1 of data from pp collisions at a center-of-
mass-energy

√
s = 14TeV i.e. around 10 times more data will be collected than for the Run 3. The

instantaneous luminosity will be a factor 5 to 7 times larger than the LHC nominal value hence
requiring several parts of the detectors to be changed and replaced with materials able to sustain
the increased radiation rate conditions. The granularity of the detectors will also be increased
to overcome the large increase of pile-up collisions. During this phase the number of inelastic
collisions per bunch crossing is expected to be ranging between 100 and 200.

Based on the V H,H → bb/cc measurements already performed for Run 2 in particular the com-
bination of the resolved only V H,H → bb topology [65] and the V H,H → bb and V H,H → cc
resolved combination [6], results of the V H,H → bb/cc analysis can be extrapolated to the HL-
LHC phase. The experimental and theory uncertainties are included in the extrapolation, but the
size of the uncertainties are scaled to account for reductions in their statistical components and
potential improvements in the analysis techniques associated with the larger available dataset. The
different rescaling of uncertainties are reported in Table 5.12. The extrapolated results for the HL-
LHC can be compared to the ones obtained for Run 2 in Section 5.9. Flavour-tagging improvements
are assumed for the HL-LHC scenario.

Uncertainties Scale Factor

E
miss
T 0.5

Lepton 1
Jet 1

Flavour tagging c-, b- and τ -jets 0.5
Flavour tagging light-jets (MV2c10 in V H(bb)) 0.5
Flavour tagging light-jets (DL1 in V H(cc)) 1.0

Luminosity 0.58

Signal modelling 0.5
Background modelling 0.5

MC statistics 0
Truth-tagging uncertainties ( V H,H → cc̄ only) 0

Table 5.12: Scale factors applied to systematic uncertainties in the extrapolation. The luminosity
uncertainty is reduced from 1.7% to 1.0%, resulting in a scale factor of 0.58 (taken from Ref. [339]).

The signal strengths, of the WH and ZH production modes, extrapolated to the HL-LHC for the
V H,H → bb resolved measurement are found to be [339]:

µH→bb
W H = 1.00 ± 0.08 = 1.00 ± 0.04 (stat.) ± 0.07 (syst.),

µH→bb
ZH = 1.00 ± 0.07 = 1.00 ± 0.03 (stat.) ± 0.06 (syst.),

to be compared with the Run 2 measurement [65]

µH→bb
W H = 0.95+0.27

−0.25 = 0.95 ± 0.18 (stat.) ±+0.19
−0.18 (syst.),

µH→bb
ZH = 1.08+0.25

−0.24 = 1.08 ± 0.17 (stat.) ±+0.18
−0.15 (syst.).

The associated STXS signal strength measurement is provided in Figure 5.56.
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Figure 5.56: Signal strength for the resolved V H, H → bb signal in the reduced 1.2 STXS scheme as
extrapolated to the HL-LHC conditions. The theory uncertainties are shown as a grey band and reduced by

a factor 1/2 with respect to the Run 2 analysis (taken from Ref. [339]).

For the V H,H → cc measurement, the extrapolation for the inclusive signal strength is:

µH→cc
V H = 1.0 ± 3.2 = 1.0 ± 2.0 (stat.) ± +2.6

−2.5 (syst.),

to be compared with the Run 2 inclusive signal strength [6]

µH→cc
V H = −9 ± 16 = −9 ± 10 (stat.) ± 12 (syst.).

The expected upper limit on µH→cc
V H is equal to 6.4 times the SM prediction at a 95% CL for the HL-

LHC, as shown in Figure 5.57, against 31 for the Run 2. This HL-LHC extrapolation is comparable
to the CMS expected limit (7.6 and observed 14.4) for the Run 2 as shown in Figure 5.37. When

0 5 10 15 20

)cVH(c
µ95% C.L. limit on 

σ 1±
σ 2±

Expected

ATLAS Preliminary

-1=14 TeV, 3000 fbs
Projection from Run 2 data

c c→VH, H 

0 lepton
 SM×Exp.= 8.1 

1 lepton
 SM×Exp.= 11.2 

2 lepton
 SM×Exp.= 10.5 

Combination
 SM×Exp.= 6.4 

Figure 5.57: V H, H → cc signal strength limits in the different lepton channels from a fit to an Asimov
dataset extrapolated to the HL-LHC conditions. The per-channel results are obtained using a 5-POI fit, in

which each channel has a separate V H, H → cc parameter of interest (taken from Ref. [339]).

reinterpreted with the coupling strength modifier it leads to an expected constraint of |κc| < 3.0
with a 95% CL while for Run 2 the expected constraints was |κc| < 12.4.

Finally, the combination of the resolved V H,H → bb and V H,H → cc analyses is extrapolated
and yields an expected constraint of |κc/κb| < 2.7 for HL-LHC against 5.1 expected (observed
4.5) for Run 2. The corresponding likelihood scan is reported in Figure 5.58 for the HL-LHC
extrapolation which can be compared to the Figure 5.36a for the Run 2.



251 5.11 Future improvements and prospects for the V H, H → bb/cc analysis

8− 6− 4− 2− 0 2 4 6 8 10
cc
VH

µ

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

bb V
H

µ

Expected 68% CL 
Expected 95% CL
SM

ATLAS Preliminary

-1 = 14 TeV, 3000 fbs

Projection from Run 2 data

)c,cb b→VH(
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HL-LHC conditions (taken from Ref. [339]).

5.11.3 Future Circular Collider

In a more distant future, the Future Circular Collider (FCC) is a project is a proposed project to
build at CERN a circular accelerator of 100 km of circumference to reach higher energies (of the
order of 100 TeV) and higher integrated luminosities for hadron collisions for instance FCC-hh
(hadron-hadron collisions) or be able to collide electrons-positrons for example with the FCC-ee
project, or mixed collisions hadrons-electrons FCC-he. This circular collider would follow the HL-
LHC phase after 2040 and take over the LHC as main accelerator of the CERN. The large-radius
of the FCC is a key feature as collisions with electrons could not be performed with the LHC (or
higher energies could not be reached for hadrons at the LHC) because of the large energy loss due
to synchrotron radiation as reported in Equation (2.1.6). Ions collisions are also foreseen.

In this section the FCC-ee project from a point of view of V H studies [342] is briefly described.
One of the main advantages of lepton colliders with respect to hadron colliders is to not have to
deal with the composite nature of hadrons. Lepton colliders allow to fully exploit the conservation
of momentum before and after the collision in 3-dimensions i.e. not only in the transverse plane
but also along the longitudinal axis contrarily to hadron colliders where the momentum fraction
carried out by partons inside hadrons is unknown which prevents using conservation of momentum
along the beam axis. It would also allow reducing significantly the hadronic QCD pileup which is
a limitation for several LHC analyses and is not well modelled in simulations.

For the FCC-ee the main V H production would be ZH events whose leading Feynman diagram
is shown in Figure 5.59. For this project e+e− collision would occur with a center-of-mass-energy√
s = 240 GeV. Targeting the ZH,Z → µ+µ− decays would lead to the distributions presented

in Figure 5.60, where the Higgs recoil mass is easily distinguishable allowing for precision mea-
surement thanks to the high signal to background purity. The recoil mass (mrecoil) being defined
as the particle/system recoiling against the lepton pair and is determined from the total energy-
momentum conservation as

m2
recoil = s+m2

ll − 2
√
s(E

l
+ + E

l
−). (5.11.1)

Determining the recoil mass allows for an inclusive ZH cross-section measurement by only fo-
cusing on the Z → µ+µ− decays and not based on any selection concerning the recoil system
which is here the Higgs boson. This measurement would be expected to achieve a statistical preci-
sion of around 1% on the ZH inclusive cross-section and would determine the Higgs mass with
a precision of 6 MeV i.e. with an increased precision by a factor 20 compared to the current most
precise measurement achieved at the LHC. Finally, in case of ZH,H → bb measurement this
would be much easier than at the LHC as the hadronic background such as multijet production,
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tt pairs would be suppressed. As a result a relative precision of respectively 0.3% and 2.2% for
σZH × BH→bb and σZH × BH→cc would be expected for the FCC-ee project [342]: lepton colliders
truly allow for precision measurements.

e−

e+
Z

Z

H

Figure 5.59: Leading Feynman diagram of the ZH production mode for the FCC-ee project (e+
e

− → ZH).
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Fig. 3 Left: Inclusive mrecoil distribution for events with a Z decaying to μ+μ−, between 40 and 160 GeV
displaying the Z peak from the ZZ background and the H peak from the ZH signal. Right: Expanded scale
showing the mrecoil distribution in the region around mH. The ZH signal is fitted to a double-sided Crystal
Ball function [18,19], and the simulated background to a second-order polynomial

a statistical precision of ∼1% and ∼6 MeV, respectively. The muon momentum resolution
achieved with the CLD Silicon tracker [20] is affected by its larger amount of material,
and therefore of multiple scattering, than in the IDEA drift chamber. The effect on the ZH
cross section determination is marginal (given the large signal-to-background ratio), but it
directly translates to a degraded statistical precision of 9 MeV on the Higgs boson mass. This
observation will need to be included in the requirements on the detector design, if a precision
of O(1)MeV is to be achieved on mH.

Experimental systematic effects are also expected to be relatively larger for the mass than
for the cross section, when compared to the corresponding statistical precision—a fraction of
a per cent for σZH and a few 10−5 for mH. Methods to tackle and calibrate these effects will
therefore need to be carefully designed. First and foremost, the centre-of-mass energy (and
its spread)—which enters directly in the calculation of the recoil mass—must be determined
with a similar or better accuracy. The requirements on the detector design to achieve such
a precision on

√
s, regarding in particular the lepton and jet angular resolution, as well as

systematic detector acceptance and possible hadronic effects, can be studied with a consoli-
dated analysis of the e+e− → Z(γ ) process (Z → 
+
−, qq̄) at

√
s = 240 GeV, as proposed

in Ref. [21], with realistic FCC-ee collision parameters. The feasibility of a calibration of
the method, to reduce systematic uncertainties of various origins, with e+e− → Z(γ ) events
recorded at the WW threshold—where the centre-of-mass energy can be determined with
resonant depolarization with a few 100 keV accuracy as well—will need to be ascertained.
The centre-of-mass energy spread can be inferred and monitored with an analysis of dimuon
events as explained in Ref. [21]. The absolute muon momentum scale—and its stability—is
the second essential input to the determination of mH. The need of calibration data around
the Z pole (

√
s � 91.2 GeV), recorded with a regular frequency, has to be estimated in this

respect, complemented by the (radiative) dimuon final state and the e+e− → ZZ → 
+
−X
process at

√
s = 240 GeV. The latter can also be exploited to check the shape of the ZZ

background and tune the Monte Carlo generators accordingly.
Several avenues should be explored to improve the mH precision to the desired level. The

possibility to increase the experiment magnetic field from 2 to 3 T, which directly improves
the momentum resolution by 30%, will be evaluated. This study includes checking that a
reasonable luminosity can be preserved in this configuration for the Z calibration data, in
spite of a significant beam emittance blow-up at the interaction point. The Z → e+e− decays
might boost the precision to almost 4 MeV with the IDEA drift chamber, but additional work
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a statistical precision of ∼1% and ∼6 MeV, respectively. The muon momentum resolution
achieved with the CLD Silicon tracker [20] is affected by its larger amount of material,
and therefore of multiple scattering, than in the IDEA drift chamber. The effect on the ZH
cross section determination is marginal (given the large signal-to-background ratio), but it
directly translates to a degraded statistical precision of 9 MeV on the Higgs boson mass. This
observation will need to be included in the requirements on the detector design, if a precision
of O(1)MeV is to be achieved on mH.

Experimental systematic effects are also expected to be relatively larger for the mass than
for the cross section, when compared to the corresponding statistical precision—a fraction of
a per cent for σZH and a few 10−5 for mH. Methods to tackle and calibrate these effects will
therefore need to be carefully designed. First and foremost, the centre-of-mass energy (and
its spread)—which enters directly in the calculation of the recoil mass—must be determined
with a similar or better accuracy. The requirements on the detector design to achieve such
a precision on

√
s, regarding in particular the lepton and jet angular resolution, as well as

systematic detector acceptance and possible hadronic effects, can be studied with a consoli-
dated analysis of the e+e− → Z(γ ) process (Z → 
+
−, qq̄) at

√
s = 240 GeV, as proposed

in Ref. [21], with realistic FCC-ee collision parameters. The feasibility of a calibration of
the method, to reduce systematic uncertainties of various origins, with e+e− → Z(γ ) events
recorded at the WW threshold—where the centre-of-mass energy can be determined with
resonant depolarization with a few 100 keV accuracy as well—will need to be ascertained.
The centre-of-mass energy spread can be inferred and monitored with an analysis of dimuon
events as explained in Ref. [21]. The absolute muon momentum scale—and its stability—is
the second essential input to the determination of mH. The need of calibration data around
the Z pole (

√
s � 91.2 GeV), recorded with a regular frequency, has to be estimated in this

respect, complemented by the (radiative) dimuon final state and the e+e− → ZZ → 
+
−X
process at

√
s = 240 GeV. The latter can also be exploited to check the shape of the ZZ

background and tune the Monte Carlo generators accordingly.
Several avenues should be explored to improve the mH precision to the desired level. The

possibility to increase the experiment magnetic field from 2 to 3 T, which directly improves
the momentum resolution by 30%, will be evaluated. This study includes checking that a
reasonable luminosity can be preserved in this configuration for the Z calibration data, in
spite of a significant beam emittance blow-up at the interaction point. The Z → e+e− decays
might boost the precision to almost 4 MeV with the IDEA drift chamber, but additional work
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Figure 5.60: (a) Inclusive mrecoil distribution selecting events with a Z → µ
+

µ
− decay signature requiring

the invariant mass of the di-muon system to be within 40 < m
µ

+
µ

− < 160 GeV.(b) mrecoil mass distribution
in the region around m

H
. The ZH signal is fitted with a double-sided Crystal Ball function [343], and the

simulated background with a second-order polynomia (taken from Ref. [342]).

5.12 Conclusion

Following the JMS study that I performed, it was decided not to apply that calibration to small-R
jets since it was observed that the JMS was shifting the invariant mass of jets towards lower values
and was increasing the level of disagreement with respect to the truth level predictions.

Thanks in particular to the significant improvement of the b/c-tagging performances because of
the new DL1r tagger, and also thanks to the extension of the MVA approach to the V H,H → bb
boosted and V H,H → cc analyses, an increased sensitivity is expected for the V H,H → bb/cc
Legacy Run 2 publication in particular to the H → cc decay mode where the 95% CL upper
limit on the signal strength is expected to be reduced by a factor 2 with respect to the previous
round of the V H,H → cc analysis. If the V H,H → cc expected limit is observed with a same
level of precision, ATLAS would almost compete with the currently most precise observed limit
by CMS which determined that the H → cc signal strength is µH→cc

V H < 14.4. For the V H,H → bb
analysis, a gain of 20% in sensitivity is expected: the expected precision on the signal strength
measurement being equal to µH→bb

V H = 1.00+0.15
−0.14. Moreover, a higher STXS granularity introducing

the pV
T > 600 GeV region and planning to split the STXS bins as a function of the number of

additional jets for pV
T < 400 GeV is foreseen for the STXS measurement. The combination of the

resolved and boosted V H,H → bb topologies has also been proven to be of high interest as more
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stringent constraints are obtained and degeneracies are lifted for some of the Wilson coefficients,
compared to the individual resolved only or boosted only analyses, when the STXS measurements
are reinterpreted in the context of an EFT. The ultimate milestone of the V H,H → bb/cc analyses
for ATLAS and CMS would be now to reach the sensitivity required to measure the Higgs-to-charm
coupling which at the moment is thought to be impossible at the LHC with the current state-of-the-
art performances and their projection in the future. However, the recent outstanding measurement
from CMS which achieved a sensitivity only thought to be reachable at the end of the HL-LHC
phase is a game changer. It shows the importance of the flavour tagging for Higgs to heavy flavour
decays studies and more generally of the crucial role played by machine learning algorithms in
particle physics. The next generation of b- and c-taggers developed are already outperforming the
current default ATLAS taggers which is promising for the future. In the same way the V H,H →
bb/cc analysis could benefit from more complex algorithm than boosted decision trees. Efforts
from the detector, the experimental, the theoretical sides and an increase of the collected dataset
could largely improve such measurement as the statistical uncertainty is still one of the leading
source of uncertainties and systematic uncertainties could still be reduced. Finally, in a more distant
future, the FCC project e.g. FCC-ee could pave the way towards high precision measurements
of the inclusive ZH production mode and dedicated ZH,H → bb/cc processes by offering the
possibility to collect a large amount of data, by largely reducing the QCD background compared
to that of hadron colliders as QCD is to date not well modelled in the low energy limit, and the
QCD background experimentally troublesome and challenging for several Higgs analyses.
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For the V H,H → bb/cc analysis, multivariate analysis techniques play a leading role since it
enhances signal from background discrimination. Moreover, the sensitivity to signal is relying on
the boosted decision trees whose performances are crucial to optimize.

I have been deeply involved in such optimizations efforts in two aspects. First I have trained and
optimized the 0-lepton V H,H → bb BDT for the resolved topology, study which is presented
in Section 6.1. This BDT training is going to be used for the Legacy Run 2 publication and has
already been intensively used by the group for many studies. I have also been investigating possible
improvements of the combination of the V H,H → bb resolved and boosted analyses probing both
the performances of the boosted decisions trees trained for those two regimes and in order to gain
an insight about their discrimination power. In particular this was of high importance since the
boosted V H,H → bb analysis was for the first time using an MVA approach as before the mass of
the leading large-R jet was used instead. Moreover, the b-tagging algorithm has been updated both
for the resolved and boosted topologies and come with significant improvement in terms of c and
light-jet rejections as detailed in Section 5.3.3 and 5.3.4. The b-tagging strategy for the boosted
topology was also re-optimized to increase the signal acceptance and sensitivity as explained in
Section 5.3.4 adopting the 85% WP leading 3 strategy compared to the 70% leading 2 strategy
previously. Following that second study results, the ATLAS V H(bb/cc) analysis team has been
able to decide the strategy to adopt for the Legacy Run 2 publication in order to combine the
two regimes. This second study is described in Section 6.2. Finally, conclusions are provided in
Section 6.3.
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The MVA studies performed for the V H,H → bb/cc analysis are being documented in an internal
ATLAS note, restricted to the members of the ATLAS collaboration, of which I am one of the three
main editors. This note is a major update with respect to the previous round since the MVA is now
used in all regions of the V H,H → bb/cc analysis.

6.1 V H, H → bb resolved MVA study in the 0-lepton channel

This section describes the 0-lepton MVA training for the V H,H → bb resolved topology. The
general principles of multivariate analysis algorithm and important notions about boosted deci-
sions trees have been introduced in Section 5.6. Section 6.1.1 presents the BDT training setup and
how the training performances are evaluated. Section 6.1.2 provides a description of the BDT hy-
perparameters. Overtraining checks are shown in the Section 6.1.3. Section 6.1.4 focuses on the
performances of the BDTs with their optimal hyperparameters. Finally, the Section 6.1.5 summa-
rizes the results obtained.

6.1.1 Training, evaluation and input variables

For the 0-lepton channel V H,H → bb resolved MVA, the nominal samples, presented in Sec-
tion 5.2, are used for the training and for the evaluation of performances of boosted decision trees.
The signal samples are composed of all V H,H → bb processes while background events consist
in all tt, single top, W + jets, Z + jets and diboson samples. Moreover, the list of input variables
used for the MVA training is provided in Table 5.6. Those input variables selected have all been
found to improve the MVA performances.

The BDT training is split with respect to the jet multiplicity resulting in a total of 3 BDTs corre-
sponding to the 2-, 3- and 4-jets categories. The 4-jets BDT training was never performed before,
previous rounds of the resolved analysis were only using the 2- and 3-jets regions. The training
is performed inclusively over the full pV

T spectrum i.e. pV
T > 150 GeV. The resolved events with

pV
T > 400 GeV are hence taken into account in the training though the resolved analysis for the

legacy publication will be limited to the 150 < pV
T < 400 GeV region. This was in particular

useful for the combination strategy study presented (for the 1-lepton) in Section 6.2. The BDTs are
trained over all events from the signal and control regions that are passing the full resolved event
selection described in Section 5.3 and which is summarized in Table 5.3 including the b-tagging
requirements i.e. only the events with exactly 2 b-tagged jets are considered. On the other hand,
for the BDTs performance evaluations only events from signal regions are selected. Events from
control regions are considered because in the 0-lepton channel it was decided to merge the low δR
CR with the SR. This SR+CRs training also allows for more flexibility as for instance the ∆R-
pV

T continuous side-bands, described in Section 5.3.3, have been updated for the Legacy Run 2
publication and so retraining dedicated MVA was not required since the training is inclusive.

For many input variables such as for instance the dijet invariant mass mbb, the associated back-
ground distributions have long upper tails (e.g. high mbb values) compared to the signal distribu-
tions. To prevent the BDTs from exploring selections on regions of phase space that are almost
exclusively populated by background events, upper threshold values are defined for each input
variables concerned by long tails in order to contain 99% of the signal events. Any event with one
input variable above one of those thresholds is simply ignored for the training part.

The Figure 6.1 shows the distributions of the full set of the BDT input variables for the signal
and background events for the 2 b-tagged 2-jets category while Figures 6.2 and 6.3 are presenting
respectively few input variables distributions for the 3- and 4-jets categories.

The correlations between input variables for signal and background events can be found in Fig-
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Figure 6.1: Normalized BDT input variable distributions for signal (solid blue) and background (hatched
red) in the 2 b-tagged 2-jets region as predicted by the nominal simulation using truth tagging. The upper

bin is filled with the overflow content. (a) m
bb

, (b) ∆R(b, b), pT of the (c) leading b-tagged and (d)
subleading b-tagged jets, (e)

∣∣∆η(b1, b2)
∣∣, (f) |∆ϕ(V , Hcand)|, DL1r bin for the (g) leading b-tagged (h)

subleading b-tagged jets, (i) E
miss
T , (j) p

miss,st
T and (k) meff .

0 20 40 60 80 100 120 140 160 180 200

mBB in GeV

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

a.
u.

BDT_0L_3J_150ptv_1of2_TT_33_24

Signal

Background

 

BDT_0L_3J_150ptv_1of2_TT_33_24

(a)

0 200 400 600 800 1000

mBBJ in GeV

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

a.
u.

BDT_0L_3J_150ptv_1of2_TT_33_24

Signal

Background

 

BDT_0L_3J_150ptv_1of2_TT_33_24

(b)

0 0.5 1 1.5 2 2.5

dRBB

0

0.05

0.1

0.15

0.2

0.25

0.3

a.
u.

BDT_0L_3J_150ptv_1of2_TT_33_24

Signal

Background

 

BDT_0L_3J_150ptv_1of2_TT_33_24

(c)

0 20 40 60 80 100 120 140 160 180 200 220

pTJ3 in GeV

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45a.
u.

BDT_0L_3J_150ptv_1of2_TT_33_24

Signal

Background

 

BDT_0L_3J_150ptv_1of2_TT_33_24

(d)

Figure 6.2: Few normalized BDT input variable distributions for signal (solid blue) and background
(hatched red) in the 2 b-tagged 3-jets region as predicted by the nominal simulation using truth tagging. The

upper bin is filled with the overflow content. (a) m
bb

, (b) m
bbj

, (c) ∆R(b, b), (d) pT of the untagged jet.
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(d)

Figure 6.3: Few normalized BDT input variable distributions for signal (solid blue) and background
(hatched red) in the 2 b-tagged 4-jets region as predicted by the nominal simulation using truth tagging. The
upper bin is filled with the overflow content. (a) m

bb
, (b) m

bbj
, (c) ∆R(b, b), (d) pT of the leading untagged

jet.
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ures 6.4, 6.5 and 6.6 respectively for the 2-, 3- and 4-jets categories and are in general similar in
those three regions of phase space. For instance for the 2-jets region, the correlations between mbb

and ∆R(b, b) is of 42% for signal because of the link between the Higgs mass, the pT of the Higgs
and the angular distance between the b-hadrons for a H → bb decay (Equation (5.1.1)) while
for the background the correlation reaches 90%. The corresponding 2-dimensional distribution of
∆R(b, b) displayed as a function of mbb can be found in Figure 6.7. Another example, is the corre-
lation between theEmiss

T and ∆R(b, b) which is of −61% for signal and only −16% for background
again due to kinematic reasons as illustrated in Figure 6.8.
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Figure 6.4: BDT input variables correlation matrices for the (a) signal and (b) background events in the 2
b-tagged 2-jets region as predicted by the nominal simulation using truth tagging.
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Figure 6.5: BDT input variables correlation matrices for the (a) signal and (b) background events in the 2
b-tagged 3-jets region as predicted by the nominal simulation using truth tagging.
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Figure 6.6: BDT input variables correlation matrices for (a) signal and (b) background events in the 2
b-tagged 4-jets region as predicted by the nominal simulation using truth tagging.
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Figure 6.7: ∆R(b, b) as a function of m
bb

for the (a) signal and (b) background events in the 2 b-tagged
2-jets region as predicted by the nominal simulation using truth tagging.
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Figure 6.8: ∆R(b, b) as a function of E
miss
T for the (a) signal and (b) background events in the 2 b-tagged

2-jets region as predicted by the nominal simulation using truth tagging.
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6.1.2 Hyperparameters

The hyperparameters of the BDTs have been optimized per jet category to reduce overtraining and
maximize the Asimov significance (presented in Section 5.7.6) after having applied Transforma-
tion D to the BDT output distributions (described in Section 5.7.7). For the optimization of hyper-
parameters, truth tagging was used in order to increase the amount of simulated events available
for the training in particular to enrich the training samples in light- and c-component background
events. In the near future, a new BDT training using GNN truth tagging instead of truth tagging
will be performed in order to combine the advantage of having an increase of statistics with respect
to direct tagging and in order to reduce mismodelling that is caused by the use of truth tagging as
explained in Section 5.5.

The optimal parameters below were found to be the same for all jet categories. Some of technical
terms related to BDTs are discussed in Section 5.6.

➢ The gradient boost algorithm is used.
➢ The number of trees (also referred to as number of weak learners) is set to 200.
➢ The learning rate is equal to β = 0.5
➢ The maximum cell tree depth is set to 3. It is the maximal number of nodes i.e. successive cuts

that each decision tree is allowed to perform in order to further split phase space into signal and
background dominated subregions.

➢ The number of cuts is set to 100. It corresponds to the number of divisions (also called the
number of grid points) used when scanning over a variable range to find an optimal cut for
a node splitting. The finer the granularity is the better should be the cut at the expense of
computation time.

➢ The minimum node size is fixed to 5%. It is the minimum percentage of training events required
in a leaf node. It avoids having parts of the phase space that are too finely split by the BDT
which could result in potential overtraining due to low statistic.

➢ To optimize the decision cuts the Gini index method is used

Gini = p(1 − p), (6.1.1)

with p the purity of a node: p = S/(S + B), S and B being respectively the weighted sum
of all signal and background events contained in that node during the training. The Gini index
is maximal when the node contains the same number of signal and background events (i.e.
p = 0.5). For each node, the phase space is divided in 2 child nodes by a cut. The maximum
separation is defined as the maximum change in the Gini index between the parent node and
the two child nodes:

∆Gini = Giniparent − Ginichild1 − Ginichild2 . (6.1.2)

The cut corresponding to the highest ∆Gini is applied, and the iteration continues for the daugh-
ter nodes. Once the maximal number of cuts is reached, depending on the purity of the node,
all events reaching the node will all be either classified as signal or as background events.

➢ No pruning is applied. For BDTs with a large maximal depth, the pruning consists in removing
statistically insignificant branches. Since the maximal depth for the 0-lepton training remains
small there is no reason to use a pruning method.

6.1.3 Overtraining checks

The overtraining for the optimized parameters has been checked for each jet categories. A compar-
ison of the ROC curves and ROC AUC obtained when evaluating the BDT on the training and test
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Figure 6.9: Overtraining checks for the 2 b-tagged 2-jet category for BDT trainings performed with (a)
and (b) direct tagging, and (c) and (d) truth tagging inputs. (a) and (c) ROC curves (background

inefficiency as a function of the signal efficiency) obtained evaluating the BDT on the training and test
samples. The ROC AUC are specified inside the parenthesis. (b) and (d) BDT output distributions for signal
and background obtained for the training (line) and test (dots) samples. The bottom panel shows the ratio of

the test over training BDT output distributions for signal and background.

samples as well as a comparison of the BDT output distribution for signal and background for the
test and training samples are shown in Figures 6.9, 6.10 and 6.11 respectively for the 2-, 3- and
4-jets categories. For the ROC curves, differences in ROC AUC between direct and truth tagging
BDTs are “meaningless” because the ROC AUC are respectively computed with direct or truth
tagging samples. It has been checked that when evaluated on the same direct tagging samples, the
BDTs trained on truth tagging inputs achieve similar performances as the direct tagging ones in
terms of ROC AUC and significances. The comparison of the ratio of the test and training BDT
output distributions shows that the BDTs benefit from the increase in statistics of the truth tagging
inputs as reduced discrepancies are observed in high and low BDT score regions compared to di-
rect tagging ratios. For the 4-jets training, an overtraining is observed for low BDT scores only
for signal events (Figure 6.11b) which is however improved as a larger overtraining was observed
for direct tagging BDT training. Overall the overtraining remains limited to that low BDT region
which anyway is not contributing to increase significance and the test and train ROC curves are
pretty consistent. For the reasons mentioned above, the truth tagging inputs will be use for the
MVA training of the Legacy Run 2 publication.



Chapter 6 MVA studies for the V H, H → bb analysis 262

0 0.2 0.4 0.6 0.8 1

signal efficiency

0

0.2

0.4

0.6

0.8

1

1-
(b

ac
kg

ro
un

d 
ef

fic
ie

nc
y)

training data (integral=0.908)

test data (integral=0.906)

 

BDT_0L_3J_150ptv_1of2_DT_33_24

(a)

0

0.1

0.2

0.3

0.4

0.5

a.
u.

BDT_0L_3J_150ptv_1of2_DT_33_24

Signal, training data

Signal, test data

Background, training data

Background, test data

 
KS(signal)=0.96, KS(background)=0.41
Z(train)=1.30, Z(test)=1.29

BDT_0L_3J_150ptv_1of2_DT_33_24

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

BDT output weight

0.8

1

1.2

te
st

/tr
ai

n

(b)

0 0.2 0.4 0.6 0.8 1

signal efficiency

0

0.2

0.4

0.6

0.8

1

1-
(b

ac
kg

ro
un

d 
ef

fic
ie

nc
y)

training data (integral=0.898)

test data (integral=0.897)

 

BDT_0L_3J_150ptv_1of2_TT_33_24

(c)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

a.
u.

BDT_0L_3J_150ptv_1of2_TT_33_24

Signal, training data

Signal, test data

Background, training data

Background, test data

 
KS(signal)=0.04, KS(background)=0.38
Z(train)=1.33, Z(test)=1.33

BDT_0L_3J_150ptv_1of2_TT_33_24

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

BDT output weight

0.8

1

1.2

te
st

/tr
ai

n

(d)

Figure 6.10: Overtraining checks for the 2 b-tagged 3-jet category for BDT trainings performed with (a)
and (b) direct tagging, and (c) and (d) truth tagging inputs. (a) and (c) ROC curves (background

inefficiency as a function of the signal efficiency) obtained evaluating the BDT on the training and test
samples. The ROC AUC are specified inside the parenthesis. (b) and (d) BDT output distributions for signal
and background obtained for the training (line) and test (dots) samples. The bottom panel shows the ratio of

the test over training BDT output distributions for signal and background.
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Figure 6.11: Overtraining checks for the 2 b-tagged 4-jet category for BDT trainings performed with truth
tagging inputs. (a) ROC curves (background inefficiency as a function of the signal efficiency) obtained

evaluating the BDT on the training and test samples. The ROC AUC are specified inside the parenthesis. (b)
BDT output distributions for signal and background obtained for the training (line) and test (dots) samples.

The bottom panel shows the ratio of the test over training BDT output distributions for signal and
background.
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6.1.4 BDT performances

The BDTs performances are assessed by computing the Asimov significance and maximizing the
ROC AUC.

First a comparison of the BDTs performances when using the old ATLAS default recommenda-
tions (MV2c10 tagger and EMTopo jets) versus the new ones (DL1r tagger and PFlow jets) is
presented in Tables 6.1 and 6.2. Two separate BDTs are trained per jet category corresponding
to those two different setups and their performances are evaluated using the same samples ei-
ther the MV2c10+EMTopo setup ones or the DL1r+PFlow setup ones. At that time, the strategy
for the combination of the V H,H → bb resolved and boosted analysis was not yet decided, so
the evaluation is divided in two pV

T -regions over the full pV
T -spectrum: pV

T ∈ [150, 250] GeV and
pV

T > 250 GeV. It appears that the BDTs are robust with respect to the tagging and jet reconstruc-
tion algorithms as similar Asimov significances and ROC AUC are obtained for the two BDTs
when evaluated on the same samples both in the 2-jets and 3-jets categories. Moreover, the in-
crease of the Asimov significance by approximately 10% with the new recommendation setup was
proven to be thanks to the use of the new DL1r tagger which comes with better light- and c-jet
discriminations than the MV2c10 tagger. The correlations matrices between the input variables
were also found, as expected, to be pretty similar both for signal and background events.

Significance ROC AUC
MV2+EMTopo DL1r+PFlow MV2+EMTopo DL1r+PFlow

p
V

T ∈ [150, 250] GeV
2-jets 3.801 3.780 0.907 0.906
3-jets 2.485 2.466 0.897 0.896

p
V

T > 250 GeV
2-jets 3.287 3.243 0.931 0.930
3-jets 2.125 2.093 0.920 0.919

Table 6.1: Comparison of the BDTs performances evaluated on the same samples corresponding to the
MV2c10 tagger and EMTopo jets setup with direct tagging. The Asimov significance and ROC AUC are
computed for the 2-jets and 3-jets SRs. The BDT trained with the MV2c10 tagger and the EMTopo jets

(respectively DL1r tagger and the PFlow jets) sample is denoted MV2+EMTopo (respectively DL1r+PFlow).

Significance ROC AUC
MV2+EMTopo DL1r+PFlow MV2+EMTopo DL1r+PFlow

p
V

T ∈ [150, 250] GeV
2-jets 4.108 4.100 0.911 0.911
3-jets 2.777 2.784 0.901 0.902

p
V

T > 250 GeV
2-jets 3.508 3.542 0.933 0.932
3-jets 2.370 2.371 0.927 0.927

Table 6.2: Comparison of the BDTs performances evaluated on the same samples corresponding to the DL1r
tagger and PFlow jets setup with direct tagging. The Asimov significance and ROC AUC are computed for

the 2-jets and 3-jets SRs. The BDT trained with the MV2c10 tagger and the EMTopo jets (respectively
DL1r tagger and the PFlow jets) sample is denoted MV2+EMTopo (respectively DL1r+PFlow).

An optimization of the BDTs’ hyperparameters, concerning the number of trees, maximal depth
and number of cuts, has been conducted and led to the choice of the hyperparameters provided in
Section 6.1.2 which are achieving good performances and result in negligible overtraining. More
“aggressive” parameters such as an increased number of cuts or maximal depth were not bringing
significant improvements (increase of the significance smaller than 1%) but on the other hand were
increasing the overtraining. The Table 6.3 summarizes the significances achieved with the latest
BDT training (i.e. with the most up-to-date event selection and pV

T -regions for the resolved analysis)
with truth tagging input samples for the 2-, 3- and 4-jets categories when they are evaluated on
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direct tagging input samples in order to avoid any potential mismodelling introduced by truth
tagging. It is important to mention that the 4-jets category, whose BDT training has only been
explored for the Legacy Run 2 publication, could add approximately a 2σ sensitivity (statistic
significance only) according to the Table 6.3 in the 0-lepton channel and is currently under study
to be included for fits.

The Figure 6.12 shows the ranking of the input variables ordered from the most to the least discrim-
inating variable. As expected the invariant mass mbb is the most discriminating quantity, followed
by ∆R(b, b) (ormbbj in the 3- and 4-jets categories) and then the transverse momenta of the second
or third jet of the event. However, one has to keep in mind that this ranking is inclusive and could
be different for some regions of the phase space.

Significance ROC AUC

p
V

T ∈ [150, 250] GeV
2-jets 4.067 0.840
3-jets 2.726 0.850
4-jets 1.456 0.854

p
V

T ∈ [250, 400] GeV
2-jets 3.180 0.863
3-jets 2.167 0.861
4-jets 1.239 0.856

Table 6.3: Latest BDTs performances (Asimov significance and ROC AUC) trained on truth tagging samples
and evaluated on direct tagging samples in the 2-, 3- and 4-jets SRs with the DL1r tagger and PFlow jets.

In addition to the optimization of parameters, other potential discriminating variables have been
investigated. Below is a list of some variables that have been tested:

➢ the pseudorapidity (ηb1) of the leading b-tagged jet.

➢ The pT asymmetry of the two b-tagged jets: either
∣∣∣pb1

T − p
b2
T

∣∣∣ or
∣∣∣pb1

T − p
b2
T

∣∣∣ /pHcand
T were pHcand

T
is the transverse momentum of the two b-tagged jets system constituting the Higgs candidate.

➢ The ratio ∆R(b, b)pHcand
T /mbb which should be approximately equal to 2 for decays such as

H → bb or Z → bb desintegrations according to Equation (5.1.1) and on the other hand whose
distribution is not expected to peak around a given value for non-resonant background.

➢ The ratio Emiss
T /p

Hcand
T which is expected to be around 1 for ZH → ννbb decays.

However, no improvement were found even trying to re-optimize the hyperparameters including
one or several of the variables listed.
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Figure 6.12: Rates at which each input variable is used by nodes of decision trees to perform cuts for each
depth (starting at 0) in the (a) 2-jets, (b) 3-jets and (c) 4-jets BDT trainings with truth tagging input
samples. The overall frequency of each variable is reported (as a percentage) on the right of each figure.

Variables are ranked from the most used variable to the least used one.
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6.1.5 Conclusion of the MVA training

As a conclusion, the BDTs hyperparameters have been re-optimized in each jet category and over-
training was found to be negligible thanks to the larger dataset (especially for the background) pro-
vided by the use of truth tagging, which reduces the chances of the training to optimize the BDT
weights towards a statistical fluctuation in the input samples. For the Legacy Run 2 publications
these BDTs, or updated ones retrained with the most up-to-date event selection and samples ob-
tained after applying truth tagging or the GNN truth tagging technique, will be used. An extension
to the 4-jets category BDT training has been carried out for the first time resulting in a potential
2σ significance. This additional jet category could also benefit for the granular STXS measure-
ments as a function of the number of jets which is foreseen. Including this jet category for fits is
hence currently investigated. An improvement of the signal sensitivity is achieved mainly thanks
to the DL1r tagger and its better c- and light-jet rejections. Finally, searches for new discriminating
variables have been performed, but no significant improvement have been found.

6.2 Combination study of the resolved and boosted topologies in
the 1-lepton channel

For the V H,H → bb analyses, a combination of the resolved and boosted regimes as a function
of the transverse momentum of the vector boson was performed [5] as described in Section 5.9.1.
Such results are of high interest as for example more stringent limits for the EFT interpretation
were obtained in comparison to the individual V H,H → bb analyses: the resolved [65] and the
boosted [275] ones as detailed in Section 5.9.1.4.

Since those published results, many improvements discussed in the previous Chapter 5 have been
developed as also reminded at the beginning of the current chapter.

The current study focuses on optimizing the combination of the two topologies in the 1-lepton
channel by means of different event reconstruction strategies that are presented in Section 6.2.1 ex-
ploiting the important improvement in terms of signal sensitivity compared to the already published
analyses. The Section 6.2.2 emphasizes the details of the study in terms of significance computa-
tion. The 1-lepton combination results are presented in Section 6.2.3. Finally, the conclusions of
this study are provided in Section 6.2.4.

6.2.1 Event selection and combination strategies

The current study uses the nominal samples described in Section 5.2. The only exception is the
multi-jet background which is omitted as it should have a minor impact on the results obtained
since its contribution is reduced to the percent level. The events are required to fulfil the full event
selection described in Section 5.3 when reconstructed with the resolved or the boosted topologies
including the SRs and b-tagging requirements.

6.2.1.1 Combination strategies

There are several strategies in order to (orthogonally) combine the resolved and boosted topologies.
The aim is to optimize the combination of events in order to improve the overall sensitivity to
the signal for the following four pV

T -regions: [150, 250], [250, 400], [400, 600] and > 600 GeV.
Below 400 GeV events are mainly expected to be consistent with the resolved topology. Moreover,
the boundary at 400 GeV align with the fiducial definition of the V H STXS categories in the
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reduced 1.2 STXS scheme and other V H analyses. The strategies are summarized in Figure 6.13
and described below:

➢ the split at 400 GeV strategy (abbreviated split400 or split@400 for simplicity): corresponds
to a split of the 2 topologies depending on the pV

T of the events. For pV
T < 400 GeV, events are

reconstructed with the resolved topology i.e. they are required to pass the full resolved event
selection. For pV

T > 400 GeV, events are reconstructed with the boosted topology i.e. they are
required to pass the full boosted event selection. The split400 strategy was the strategy adopted
for the previous combination paper [5].

➢ The split at 600 GeV strategy (abbreviated split600 or split@600): is the same strategy as
the split400 one but with the separation between the resolved and boosted topology being at
pV

T = 600 GeV.
➢ The resolved priority strategy: gives priority to the resolved topology. Events passing the re-

solved selection without testing the b-tagging related requirements are then tested to pass the
full resolved selection including b-tagging criteria. If they satisfy this latest requirement they
fall in the resolved category otherwise they are rejected. On the other hand, the events not pass-
ing the resolved selection without testing the b-tagging requirements are then tested to pass the
boosted event selection. If they satisfy this latest requirement they fall in the boosted category
otherwise they are rejected.

➢ The boosted priority strategy: it is the exact opposite of the resolved priority strategy inverting
resolved by boosted and vice-versa.

➢ The “ideal” strategy: events only passing the resolved (respectively the boosted) selection fall
in the resolved (respectively the boosted) category. For events passing both the resolved and
boosted selections then the split600 strategy is used. This strategy was motivated by the fact
that for the significances extracted from the Higgs mass distributions, the resolved topology was
outperforming the boosted one in the 0- and 1-lepton channels for pV

T ∈ [400, 600] GeV. Hence,
the split at 600 GeV. Such strategy is called “ideal” because it would indeed require taking
into account correlations between the resolved and boosted tagging strategies as both exploit
information related to the tracker which is not trivial to account for in terms of correlations.
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Figure 6.13: Combination strategies: (a) split at 400 GeV, (b) split at 600 GeV, (c) resolved priority, (d)
boosted priority and (e) ideal strategy.

6.2.1.2 Multivariate discriminants

For the strategies described in the previous section, several BDTs have been trained:

➢ for the resolved topology, two BDTs are trained for pV
T > 150 GeV corresponding to the 2- and

3-jets categories.
➢ For the boosted topology, two BDTs are trained corresponding to the two pV

T -regions: 250 <
pV

T < 400 GeV and pV
T > 400 GeV.

The BDTs hyperparameters have been optimized in order to improve ROC curves and the statistical
significance defined in Equation (5.7.27) while at the same time avoiding overtraining. For the
[150, 250] GeV pV

T -bin, events are only reconstructed in the resolved topology, the reconstruction
for the boosted topology is only starting for pV

T ≥ 250 GeV as almost no boosted signal event are
expected below 250 GeV.

6.2.2 Significances and transformation D

In the current study significances are extracted either from the mass of the Higgs candidate or
the BDTs output distributions by computing the Asimov significance from Equation (5.7.27). For
the MVA distributions, the transformation D presented in Section 5.7.7 is applied before comput-
ing the significance. The significances are obtained by only taking into account the nominal MC
predictions without considering systematics uncertainties. Only the statistical uncertainties on the
significance are taken into account, Equation (5.7.29). Moreover, only the signal regions are ex-
ploited: for the resolved topology the 2 b-tagged 2- and 3-jets SRs and for the boosted topology
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the high and low purity SRs. The distributions used are hence pre-fit ones and simulated processes
are not normalized to data by means of the control regions. Moreover, the b-tagging scale factors
are not applied as events can be reconstructed either as resolved or boosted depending on the strat-
egy used. Those scale factors can differ depending on the topology: the aim here is to have a fair
comparison between the two topologies using the same event weight for both regimes.

In the following the output of the BDT algorithm are respectively denoted MVA(Reso.) and MVA(Boost.)
in figures. Unless specified otherwise, the 70% b-tagging WP is used for the resolved topology and
the 85% WP leading 3 strategy is used for the boosted topology. Moreover, the mass distributions
mbb and mJ have 20 bins between 50 and 250 GeV in order to keep a reasonable number of bins
while still avoiding too large statistical fluctuations due to the decrease of signal and background
events selected for increasing pV

T -regions. For the same reason the transformation D parameters
are set to be equal to:

➢ zs = 10 and zb = 5 for pV
T ∈ [150, 250] GeV.

➢ zs = 5 and zb = 3 for pV
T ∈ [250, 400] GeV.

➢ zs = 3 and zb = 2 for pV
T ∈ [400, 600] GeV and pV

T > 600 GeV.

6.2.3 Combination results

The Section 6.2.3.1 presents the results obtained with the different strategies using both the mass
and BDT output distributions. In the Section 6.2.3.2 the impact on the significance of the hyperpa-
rameters used for the transformation D is discussed. The impact of the b-tagging strategy used for
the boosted regime is shown in Section 6.2.3.3.

6.2.3.1 Results for the different strategies

The Figure 6.14 presents the obtained significances extracted from the mass or BDT output distri-
butions for the 1-lepton channel as a function of pV

T for the different strategies. The Figures 6.15
and 6.16 (respectively 6.17 and 6.18) are showing the massmbb and resolved BDT output (mJ and
boosted regime BDT output) for the reconstructed Higgs candidate using the resolved (boosted)
topology in the different pV

T -regions of interest. The Table 6.4 provides the significance in each
subregion of the phase space: 2-jets, 3-jets, HP and LP signal regions. Finally, the Table 6.5 details
the signal and background yields in the different regions of phase space with as well the signal
efficiency and the signal to background ratio.

Several conclusions can be extracted from the Figure 6.14:

➢ In all pV
T -regions using the BDTs yields a significant improvement of the sensitivity compared

to simply relying on the mass of the Higgs candidate. This means the BDTs benefit from the
other input variables provided and do not only rely on the mass of the Higgs candidate even
though it is the most discriminating variable (as shown for instance in Figure 6.12).

➢ For the [250, 400] GeV pV
T -region, the boosted priority strategy performances are worse both

for the mass and BDT output. This can be explained by kinematic reasons as pV
T ≥ 250 GeV is

the loosest bound for which reconstructing the H → bb decays with a large radius jet starts to
become possible in ATLAS. In the 1-lepton channel, this region is dominated by background
events in particular tt and W + jets events as shown in Figures 6.17 and 6.18. The boosted
topology is not adequate for this region and reconstructing events with the resolved topology
should be preferred.

➢ The [400, 600] GeV pV
T -bin is the most interesting one. For the Higgs mass significance, the

resolved topology (split600 and resolved priority strategies) is outperforming the boosted topol-
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Figure 6.14: Summary of the significances extracted from the mass and BDT output for the different
p

V

T -regions and strategies for the 1-lepton channel. The total combined significance is obtained summing in
quadrature all the significances for the different p

V

T -regions. The error bars are statistical only error bars
computed with the Equation (5.7.28).

ogy (split400 and boosted priority strategies). However, when using the BDT distributions, the
boosted related strategies catch up with the resolved ones as the significances are compatible
within statistical uncertainties. It implies the BDTs trained for the boosted topology are able
to grasp differences between signal and background events based on the internal sub-structure
and characteristics of the Higgs large-R jet candidates (Table 5.6). Moreover, those informa-
tion have a large discriminating power as when only using the mass, the boosted topology is
far from competing with the resolved event reconstruction. For the resolved related strategies,
passing from the mass to the BDT extracted significances yields a relatively small improve-
ment proving that for this pV

T -regime the mass mbb is almost the only discriminating variable.
The angular distance ∆R(b, b) which is one of the most discriminating variable in the inclusive
ranking (Figure 6.12) might not be helpful for this region due to the proximity between the
two b-hadrons. In addition, the signal to background ratio (Table 6.5) is a factor 6 higher for
the resolved topology compared to the boosted one. However, the BDTs significances are simi-
lar proving that the boosted event reconstruction seems more appropriate. Finally, the resolved
event reconstruction acceptance is a factor 2 and 12 lower for signal and background events
in SRs compared to the boosted one in that pV

T -region. In the context of fits, and to reduce
statistical errors it is thus better to use the boosted event reconstruction.

➢ For the pV
T > 600 GeV region, the resolved priority strategy does not improve when passing

from the mass only significance to the BDT significance. This can be explained as only boosted
events are expected in that region of phase space. The statistic is though very limited even when
reconstructing events with the boosted topology.

➢ Finally, in the [250, 400] GeV and [400, 600] GeV pV
T -bins, the ideal combination strategy is

slightly performing better than the other strategies. However, this strategy complicates treat-
ment of events, in particular applying the correct b-tagging scale factors and correlations would
need to be taken into account. For these reasons, despite the small improvement in sensitivity,
the ideal strategy is not considered further.

For all the reason cited above the best strategy for the 1-lepton channel seems hence to be the split
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at 400 GeV which is a simple yet an effective strategy. The division of phase space for this strategy
corresponds to the expected kinematic characteristics of the Higgs decay to a pair of b-hadrons, and
the split400 comes with relatively good performances, a good signal acceptance and background
rejection in the signal regions when relying on the boosted decision trees with respect to more
sophisticated strategies such as the resolved priority or ideal strategies.
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Figure 6.15: Mass for the resolved topology of the Higgs candidate in the (a), (c) and (e) 2 b-tagged 2-jets,
and (b), (d) and (f) and 2 b-tagged 3-jets SRs in the (a) and (b) [150, 250] GeV, (c) and (d) [250, 400] GeV,

and (e) and (f) [400, 600] GeV p
V

T -regions.
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Figure 6.16: BDT output for the resolved topology of the Higgs candidate in the (a), (c) and (e) 2 b-tagged
2-jets, and (b), (d) and (f) and 2 b-tagged 3-jets SRs in the (a) and (b) [150, 250] GeV, (c) and (d)

[250, 400] GeV, and (e) and (f) [400, 600] GeV p
V

T -regions.
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Figure 6.17: Mass for the boosted topology of the Higgs candidate in the (a), (c) and (e) HP and (b), (d)
and (f) LP SRs in the (a) and (b) [250, 400] GeV, (c) and (d) [400, 600] GeV, and (e) and (f) > 600 GeV

p
V

T -regions.
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Figure 6.18: BDT output for the boosted topology of the Higgs candidate in the (a), (c) and (e) HP
and (b), (d) and (f) LP SRs in the (a) and (b) [250, 400] GeV, (c) and (d) [400, 600] GeV, and (e) and (f)

> 600 GeV p
V

T -regions.
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6.2

C
om

bination
study

of
the

resolved
and

boosted
topologies

in
the

1-lepton
channel

Strategies

Split 400 Split 600 Resolved priority Boosted priority Ideal

mass mva mass mva mass mva mass mva mass mva

pVT Region S δS S δS S δS S δS S δS S δS S δS S δS S δS S δS

[150, 250] GeV
2j 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042
3j 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026

[250, 400] GeV

2j 3.273 0.041 4.277 0.091 3.273 0.041 4.277 0.091 3.273 0.041 4.277 0.091 1.639 0.029 2.17 0.071 3.273 0.041 4.277 0.091
3j 1.672 0.013 2.74 0.047 1.672 0.013 2.74 0.047 1.672 0.013 2.74 0.047 0.919 0.01 1.594 0.046 1.672 0.013 2.74 0.047
HP – – – – – – – – 0.054 0.002 0.073 0.006 1.693 0.01 3.4 0.054 0.64 0.005 0.974 0.013
LP – – – – – – – – 0.021 0.001 0.032 0.003 0.705 0.003 1.631 0.023 0.507 0.002 1.014 0.012

[400, 600] GeV

2j – – – – 2.073 0.09 2.395 0.151 2.073 0.09 2.395 0.151 0.648 0.076 0.6 0.05 2.073 0.09 2.395 0.151
3j – – – – 1.089 0.026 1.473 0.056 1.089 0.026 1.473 0.056 0.311 0.017 0.452 0.041 1.089 0.026 1.473 0.056
HP 1.243 0.018 2.262 0.076 – – – – 0.245 0.014 0.404 0.036 1.243 0.018 2.262 0.076 0.58 0.01 0.972 0.032
LP 0.652 0.01 1.398 0.037 – – – – 0.064 0.006 0.119 0.013 0.652 0.01 1.398 0.037 0.504 0.007 0.991 0.023

[600,+∞( GeV

2j – – – – – – – – 0.574 0.098 0.426 0.042 0.297 0.115 0.161 0.026 0.175 0.029 0.144 0.015
3j – – – – – – – – 0.346 0.035 0.347 0.034 0.133 0.018 0.116 0.013 0.139 0.016 0.141 0.015
HP 0.765 0.038 1.358 0.105 0.765 0.038 1.358 0.105 0.604 0.04 0.812 0.073 0.765 0.038 1.358 0.105 0.765 0.038 1.358 0.105
LP 0.475 0.013 0.903 0.06 0.475 0.013 0.903 0.06 0.262 0.093 0.132 0.014 0.475 0.013 0.903 0.06 0.475 0.013 0.903 0.06

[150, 250] GeV all 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038
[250, 400] GeV all 3.675 0.037 5.08 0.08 3.675 0.037 5.08 0.08 3.675 0.037 5.08 0.08 2.626 0.02 4.633 0.055 3.764 0.036 5.271 0.077
[400, 600] GeV all 1.404 0.017 2.66 0.067 2.341 0.081 2.811 0.132 2.355 0.08 2.843 0.13 1.577 0.035 2.764 0.066 2.464 0.077 3.135 0.119
[600,+∞( GeV all 0.901 0.033 1.631 0.094 0.901 0.033 1.631 0.094 0.939 0.072 0.989 0.064 0.958 0.047 1.643 0.093 0.928 0.032 1.643 0.093

[150,+∞( GeV all 4.93 0.029 7.901 0.065 5.275 0.045 7.954 0.076 5.288 0.046 7.859 0.075 4.28 0.021 7.661 0.052 5.397 0.044 8.198 0.074

Table 6.4: Detail of the significances (S) and their statistical uncertainty (δS) extracted in the different signal regions: 2-jets (2j), 3-jets (3j), high purity (HP) and low
purity (LP) for the different strategies and p

V

T -regions.
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Strategies

Split 400 Split 600 Resolved priority Boosted priority Ideal

pVT Region Process yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff.

[150, 250] GeV
2j

sig. 145.89 145.89 145.89 145.89 145.89
bkg. 6393.08

2.28 % 31.77 %
6393.08

2.28 % 31.77 %
6393.08

2.28 % 31.77 %
6393.08

2.28 % 31.77 %
6393.08

2.28 % 31.77 %

3j
sig. 132.72 132.72 132.72 132.72 132.72
bkg. 27490.00

0.48 % 28.91 %
27490.00

0.48 % 28.91 %
27490.00

0.48 % 28.91 %
27490.00

0.48 % 28.91 %
27490.00

0.48 % 28.91 %

[250, 400] GeV

2j
sig. 45.76 45.76 45.76 16.98 45.76
bkg. 480.58

9.52 % 24.10 %
480.58

9.52 % 24.10 %
480.58

9.52 % 24.10 %
265.63

6.39 % 8.94 %
480.58

9.52 % 24.10 %

3j
sig. 40.99 40.99 40.99 17.41 40.99
bkg. 1654.03

2.48 % 21.59 %
1654.03

2.48 % 21.59 %
1654.03

2.48 % 21.59 %
1097.84

1.59 % 9.17 %
1654.03

2.48 % 21.59 %

HP
sig. – – 0.41 59.91 21.66
bkg. –

– –
–

– –
141.02

0.29 % 0.21 %
2792.24

2.15 % 31.56 %
2385.04

0.91 % 11.41 %

LP
sig. – – 0.15 41.88 30.41
bkg. –

– –
–

– –
103.78

0.15 % 0.08 %
8130.55

0.52 % 22.06 %
7961.02

0.38 % 16.02 %

[400, 600] GeV

2j
sig. – 9.04 9.04 1.23 9.04
bkg. –

– –
57.46

15.74 % 20.03 %
57.46

15.74 % 20.03 %
11.70

10.51 % 2.72 %
57.46

15.74 % 20.03 %

3j
sig. – 7.37 7.37 1.00 7.37
bkg. –

– –
152.14

4.84 % 16.32 %
152.14

4.84 % 16.32 %
48.50

2.06 % 2.22 %
152.14

4.84 % 16.32 %

HP
sig. 18.09 – 1.01 18.09 8.12
bkg. 702.99

2.57 % 40.05 %
–

– –
59.62

1.69 % 2.24 %
702.99

2.57 % 40.05 %
621.99

1.31 % 17.98 %

LP
sig. 15.64 – 0.19 15.64 12.24
bkg. 1836.01

0.85 % 34.62 %
–

– –
27.76

0.70 % 0.43 %
1836.01

0.85 % 34.62 %
1802.89

0.68 % 27.10 %

[600,+∞( GeV

2j
sig. – – 0.72 0.17 0.21
bkg. –

– –
–

– –
5.34

13.55 % 7.98 %
1.01

16.51 % 1.83 %
2.17

9.71 % 2.32 %

3j
sig. – – 0.68 0.16 0.22
bkg. –

– –
–

– –
18.57

3.66 % 7.50 %
6.05

2.59 % 1.73 %
11.31

1.95 % 2.44 %

HP
sig. 3.56 3.56 1.52 3.56 3.56
bkg. 89.00

4.00 % 39.32 %
89.00

4.00 % 39.32 %
12.80

11.84 % 16.72 %
89.00

4.00 % 39.32 %
89.00

4.00 % 39.32 %

LP
sig. 3.62 3.62 0.23 3.62 3.62
bkg. 262.67

1.38 % 39.98 %
262.67

1.38 % 39.98 %
3.49

6.70 % 2.58 %
262.67

1.38 % 39.98 %
262.67

1.38 % 39.98 %

[150, 250] GeV all
sig. 278.61 278.61 278.61 278.61 278.61
bkg. 33883.08

0.82 % 60.68 %
33883.08

0.82 % 60.68 %
33883.08

0.82 % 60.68 %
33883.08

0.82 % 60.68 %
33883.08

0.82 % 60.68 %

[250, 400] GeV all
sig. 86.75 86.75 87.31 136.18 138.83
bkg. 2134.62

4.06 % 45.69 %
2134.62

4.06 % 45.69 %
2379.41

3.67 % 45.99 %
12286.25

1.11 % 71.73 %
12480.68

1.11 % 73.12 %

[400, 600] GeV all
sig. 33.72 16.41 17.62 35.95 36.77
bkg. 2539.00

1.33 % 74.67 %
209.60

7.83 % 36.35 %
296.99

5.93 % 39.01 %
2599.20

1.38 % 79.61 %
2634.47

1.40 % 81.42 %

[600,+∞( GeV all
sig. 7.19 7.19 3.15 7.51 7.62
bkg. 351.67

2.04 % 79.30 %
351.67

2.04 % 79.30 %
40.19

7.84 % 34.79 %
358.73

2.09 % 82.87 %
365.15

2.09 % 84.06 %

Table 6.5: Signal and background yields and signal efficiencies for the different strategies in the different signal regions 2-jets (2j), 3-jets (3j), high purity (HP) and low
purity (LP) and p

V

T -regions. The signal efficiencies are computed per p
V

T -region and correspond to the ratio: number of signal events passing all selections for a given
signal region over the total number of events (resolved and boosted combined) passing the kinematic selections (SRs and CRs combined without b-tagging requirement)

described in Table 5.3. In this table sig. and bkg. stand for signal and background.
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6.2.3.2 Impact of the transformation D parameters

As explained in Section 5.7.7, the sum zs +zb of the parameters for the transformation D is equal to
the number of bins of the obtained transformed distribution. Increasing those two hyperparameters
increases the number of bins and should increase the significance since the signal events are mainly
concentrated in the highest bins.

The aim is to focus on the [400, 600] GeV pV
T -bin and assess the impact of those parameters. For

that particular bin, the default parameters are zs = 3 and zb = 2 and the significances obtained
are summarized by the Figure 6.14 and Table 6.4. In the [400, 600] GeV pV

T -region, the statistical
uncertainty of the significance obtained with the resolved topology (split600 strategy) is larger than
the boosted one (split400 strategy). Comparing BDT output distributions in Figure 6.16 and 6.18
for that pV

T -bin, it appears that the number of bins of the transformed distributions for the boosted
topology could be increased as the signal and background acceptance is larger (Table 6.5) than for
the resolved one hence the smaller statistical uncertainty for the split400 strategy.

It was decided to modify the zs, zb hyperparameters only for the split400 strategy (i.e. for the
boosted strategy) in the [400, 600] GeV pV

T -bin, using alternative hyperparameters, (zs = 4, zb = 3)
and (zs = 6, zb = 4), to see how the related significance and its statistical uncertainty evolve with
respect to the significance computed with the default parameters for the split600 strategy (resolved
strategy). For the other strategies and pV

T -regions, he zs and zb hyperparameters are kept to their
default values.

As illustrated in Figure 6.19, with the default parameters, the boosted (split400) significance is
smaller than the resolved (split600) significance. For an increased binning for the boosted topology,
it is the other way around though results are always compatible within statistical uncertainties.
Doubling the number of bins with respect to the default binning has a reasonably small impact on
the significance. This test confirms that the boosted topology event reconstruction is competitive
with the resolved topology one in the [400, 600]GeV pV

T -bin and that the slightly lower significance
with the default hyperparameters for the boosted topology can simply be due to binning effects.

The impact of the zs and zb parameters on the BDT distributions after transformation D is shown in
Figure 6.20 for the boosted topology (split400) which can be compared with the statistics obtained
in Figure 6.21 for the resolved topology (split600).
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Figure 6.19: Evolution of the significance of the split400 strategy in the [400, 600] GeV p
V

T -bin using for the
transformation D: (a) the default hyperparameters (z

s
= 3, z

b
= 2), (b) (z

s
= 4, z

b
= 3) and (c)

(z
s

= 6, z
b

= 4).
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Figure 6.20: Evolution of the boosted BDT distributions in the (a), (c) and (e) HP and (b), (d) and (f) LP
SRs in the [400, 600] GeV p

V

T -bin after applying the transformation D: (a) and (b) with the default
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Figure 6.21: BDT output distributions for the resolved topology in the [400, 600] GeV p
V

T -bin after applying
the transformation D with the default hyperparameters (z

s
= 3, z

b
= 2) in the (a) 2-jets and (a) 3-jets SRs.



Chapter 6 MVA studies for the V H, H → bb analysis 280

6.2.3.3 Impact of the b-tagging strategy for the boosted topology

For the boosted topology, as explained in Section 5.3.4, the new default 85% WP leading 3 strategy
is used as b-tagging requirement whose results have been presented in Figure 6.14 for the signif-
icance summary, and Tables 6.4 and 6.5 respectively for the details of the significances in each
subregion of the phase space and details about the signal and background yields in the different
region with as well the signal efficiency and the signal to background ratio. Instead, the 85% WP
leading 2 strategy or the old default 70% WP leading 2 strategy from the combination paper [5]
could be used.

The Figure 6.22 compares the significances obtained with those three b-tagging strategies for the
boosted topology event selection to see their impact. For each of these boosted b-tagging strategy,
specific BDTs have been trained and optimized (by the V H(bb/cc) analysis team) since the events
selected are affected by the tagging strategy. The Tables 6.6 and 6.7 provide the significance in
each subregion of the phase space for the 85% WP leading 2 and 70% WP leading 2 strategies.
The Tables 6.8 and 6.9 details the signal and background yields in the different region of phase
space with as well the signal efficiency and the signal to background ratio for the 85% WP leading
2 and 70% WP leading 2 strategies.

Three conclusions can be drawn:

➢ The mass related significances are lower for the 85% WP leading 3 strategy than for the 70%
WP leading 2 strategies. This can be explained by the large increase in acceptance especially
the large increase of the tt and W + jets contamination as shown in Figure 6.23. Moreover, the
leading 3 strategy gives lower significances than the leading 2 strategy for the exact same reason.
The 70% WP leading 2 strategy is the tightest selection hence it has the lowest acceptance
for background and signal while the 85% WP leading 3 is the loosest selection. The mass
significances obtained for the tightest b-tagging strategy (70% WP leading 2) is the largest
while the loosest one (85% WP leading 3 strategy) results in the lowest significance for the
pV

T ∈ [400, 600] GeV.
➢ The BDT output significances are pretty much equivalent for the three strategies taking into

account the statistical uncertainties. However, the 85% WP b-tagging efficiency strategy results
in a lower statistical error thanks to the increase in statistics for that strategy both for signal and
background.

➢ Despite the lower signal to background ratio (Tables 6.5, 6.8 and 6.9) for the 85% b-tagging
efficiency strategy compared to the 70% WP there is no difference for the BDT significances
whereas the mass significances are lower for the leading 3 strategies. That switch of tagging
strategy resulted in a large increase of a factor 5.5 for the background against only 1.7 for the
signal between the 70% leading 2 and the 85% leading 3 strategies in the [400, 600]GeV pV

T -bin.
This means that the BDTs trained for the boosted event reconstruction are truly able to discrim-
inate the tt and W + jets events from the signal events as they are the 2 main backgrounds of
the 1-lepton channel (Figure 6.23) based on the sub-structure and internal information related
to the large-R jet.
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Figure 6.22: Summary of the significances extracted from the mass and BDT output for the different
p

V

T -regions and strategies for the 1-lepton channel. Using for the boosted topology (a) the new default
85%WP leading 3 strategy, (b) the 85%WP leading 2 strategy and (c) the old default 70%WP leading 2

strategy.
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Figure 6.23: Mass for the boosted topology of the Higgs candidate in the (a), (c) and (e) HP, and (b), (d)
and (f) LP SRs in the [400, 600] GeV p

V

T -bin for (a) and (b) the new default 85%WP leading 3 strategy, (c)
and (d) the 85%WP leading 2 strategy, and (e) and (f) the 70%WP leading 2 strategy.
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Split 400 Split 600 Resolved priority Boosted priority Ideal

mass mva mass mva mass mva mass mva mass mva

pVT Region S δS S δS S δS S δS S δS S δS S δS S δS S δS S δS

[150, 250] GeV
2j 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042
3j 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026

[250, 400] GeV

2j 3.273 0.041 4.277 0.091 3.273 0.041 4.277 0.091 3.273 0.041 4.277 0.091 1.639 0.029 2.17 0.071 3.273 0.041 4.277 0.091
3j 1.672 0.013 2.74 0.047 1.672 0.013 2.74 0.047 1.672 0.013 2.74 0.047 0.919 0.01 1.593 0.046 1.672 0.013 2.74 0.047
HP – – – – – – – – 0.071 0.003 0.092 0.007 1.908 0.013 3.375 0.054 0.69 0.006 0.955 0.014
LP – – – – – – – – 0.028 0.002 0.044 0.004 0.793 0.004 1.67 0.026 0.559 0.003 1.028 0.014

[400, 600] GeV

2j – – – – 2.073 0.09 2.395 0.151 2.073 0.09 2.395 0.151 0.648 0.076 0.6 0.05 2.073 0.09 2.395 0.151
3j – – – – 1.089 0.026 1.473 0.056 1.089 0.026 1.473 0.056 0.311 0.017 0.452 0.041 1.089 0.026 1.473 0.056
HP 1.465 0.027 2.129 0.073 – – – – 0.264 0.018 0.405 0.037 1.465 0.027 2.129 0.073 0.671 0.015 0.962 0.037
LP 0.752 0.008 1.414 0.039 – – – – 0.075 0.006 0.103 0.011 0.752 0.008 1.414 0.039 0.575 0.007 0.982 0.024

[600,+∞( GeV

2j – – – – – – – – 0.574 0.098 0.426 0.042 0.297 0.115 0.164 0.027 0.288 0.148 0.176 0.018
3j – – – – – – – – 0.346 0.035 0.347 0.034 0.133 0.018 0.121 0.013 0.177 0.024 0.163 0.017
HP 0.988 0.068 1.4 0.113 0.988 0.068 1.4 0.113 0.69 0.053 0.829 0.075 0.988 0.068 1.4 0.113 0.988 0.068 1.4 0.113
LP 0.572 0.023 0.906 0.063 0.572 0.023 0.906 0.063 0.217 0.046 0.13 0.014 0.572 0.023 0.906 0.063 0.572 0.023 0.906 0.063

[150, 250] GeV all 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038
[250, 400] GeV all 3.675 0.037 5.08 0.08 3.675 0.037 5.08 0.08 3.676 0.037 5.081 0.08 2.793 0.02 4.629 0.055 3.78 0.036 5.27 0.077
[400, 600] GeV all 1.647 0.024 2.556 0.064 2.341 0.081 2.811 0.132 2.357 0.08 2.842 0.13 1.797 0.036 2.664 0.063 2.502 0.076 3.13 0.119
[600,+∞( GeV all 1.141 0.06 1.668 0.101 1.141 0.06 1.668 0.101 0.986 0.07 1.003 0.065 1.187 0.064 1.68 0.1 1.19 0.068 1.685 0.1

[150,+∞( GeV all 5.054 0.032 7.875 0.065 5.321 0.046 7.961 0.076 5.297 0.046 7.861 0.075 4.523 0.026 7.631 0.052 5.477 0.045 8.203 0.074

Table 6.6: Detail of the significances (S) and their statistical uncertainty (δS) extracted in the different signal regions using for the boosted topology the 85% WP
leading 2 strategy
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Strategies

Split 400 Split 600 Resolved priority Boosted priority Ideal

mass mva mass mva mass mva mass mva mass mva

pVT Region S δS S δS S δS S δS S δS S δS S δS S δS S δS S δS

[150, 250] GeV
2j 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042 2.593 0.009 4.381 0.042
3j 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026 1.14 0.003 2.774 0.026

[250, 400] GeV

2j 3.273 0.041 4.277 0.091 3.273 0.041 4.277 0.091 3.273 0.041 4.277 0.091 1.639 0.029 2.17 0.071 3.273 0.041 4.277 0.091
3j 1.672 0.013 2.74 0.047 1.672 0.013 2.74 0.047 1.672 0.013 2.74 0.047 0.919 0.01 1.593 0.046 1.672 0.013 2.74 0.047
HP – – – – – – – – 0.091 0.006 0.099 0.009 2.499 0.03 3.298 0.064 0.53 0.01 0.687 0.02
LP – – – – – – – – 0.039 0.002 0.054 0.004 0.995 0.007 1.599 0.026 0.646 0.005 0.935 0.014

[400, 600] GeV

2j – – – – 2.073 0.09 2.395 0.151 2.073 0.09 2.395 0.151 0.648 0.076 0.6 0.05 2.073 0.09 2.395 0.151
3j – – – – 1.089 0.026 1.473 0.056 1.089 0.026 1.473 0.056 0.311 0.017 0.452 0.041 1.089 0.026 1.473 0.056
HP 1.648 0.051 2.231 0.122 – – – – 0.265 0.025 0.313 0.031 1.648 0.051 2.231 0.122 0.524 0.027 0.654 0.045
LP 0.88 0.015 1.36 0.046 – – – – 0.068 0.005 0.103 0.011 0.88 0.015 1.36 0.046 0.632 0.012 0.899 0.032

[600,+∞( GeV

2j – – – – – – – – 0.574 0.098 0.426 0.042 0.297 0.115 0.164 0.027 0.337 0.085 0.249 0.025
3j – – – – – – – – 0.346 0.035 0.347 0.034 0.133 0.018 0.121 0.013 0.219 0.027 0.202 0.02
HP 1.019 0.113 0.94 0.08 1.019 0.113 0.94 0.08 0.642 0.066 0.439 0.051 1.019 0.113 0.94 0.08 1.019 0.113 0.94 0.08
LP 0.644 0.033 0.8 0.064 0.644 0.033 0.8 0.064 0.144 0.027 0.103 0.011 0.644 0.033 0.8 0.064 0.644 0.033 0.8 0.064

[150, 250] GeV all 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038 2.833 0.009 5.186 0.038
[250, 400] GeV all 3.675 0.037 5.08 0.08 3.675 0.037 5.08 0.08 3.676 0.037 5.081 0.08 3.281 0.027 4.547 0.06 3.769 0.036 5.211 0.078
[400, 600] GeV all 1.868 0.045 2.613 0.107 2.341 0.081 2.811 0.132 2.357 0.08 2.831 0.131 2.002 0.049 2.719 0.104 2.481 0.077 3.023 0.123
[600,+∞( GeV all 1.205 0.097 1.234 0.074 1.205 0.097 1.234 0.074 0.94 0.077 0.711 0.043 1.249 0.098 1.251 0.073 1.271 0.095 1.275 0.072

[150,+∞( GeV all 5.145 0.039 7.813 0.069 5.335 0.049 7.882 0.075 5.289 0.046 7.825 0.075 4.935 0.037 7.518 0.06 5.477 0.048 8.05 0.074

Table 6.7: Detail of the significances (S) and their statistical uncertainty (δS) extracted in the different signal regions using for the boosted topology the 70% WP
leading 2 strategy.
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Strategies

Split 400 Split 600 Resolved priority Boosted priority Ideal

pVT Region Process yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff.

[150, 250] GeV
2j

sig. 145.89 145.89 145.89 145.89 145.89
bkg. 6393.08

2.28 % 31.84 %
6393.08

2.28 % 31.84 %
6393.08

2.28 % 31.84 %
6393.08

2.28 % 31.84 %
6393.08

2.28 % 31.84 %

3j
sig. 132.72 132.72 132.72 132.72 132.72
bkg. 27490.00

0.48 % 28.97 %
27490.00

0.48 % 28.97 %
27490.00

0.48 % 28.97 %
27490.00

0.48 % 28.97 %
27490.00

0.48 % 28.97 %

[250, 400] GeV

2j
sig. 45.76 45.76 45.76 16.98 45.76
bkg. 480.58

9.52 % 24.69 %
480.58

9.52 % 24.69 %
480.58

9.52 % 24.69 %
265.57

6.39 % 9.16 %
480.58

9.52 % 24.69 %

3j
sig. 40.99 40.99 40.99 17.41 40.99
bkg. 1654.03

2.48 % 22.11 %
1654.03

2.48 % 22.11 %
1654.03

2.48 % 22.11 %
1097.81

1.59 % 9.39 %
1654.03

2.48 % 22.11 %

HP
sig. – – 0.47 55.35 18.71
bkg. –

– –
–

– –
122.25

0.38 % 0.25 %
1844.90

3.00 % 29.86 %
1520.58

1.23 % 10.09 %

LP
sig. – – 0.19 38.20 26.96
bkg. –

– –
–

– –
75.96

0.25 % 0.10 %
5133.36

0.74 % 20.61 %
4974.28

0.54 % 14.55 %

[400, 600] GeV

2j
sig. – 9.04 9.04 1.23 9.04
bkg. –

– –
57.46

15.74 % 21.00 %
57.46

15.74 % 21.00 %
11.66

10.54 % 2.85 %
57.46

15.74 % 21.00 %

3j
sig. – 7.37 7.37 1.00 7.37
bkg. –

– –
152.14

4.84 % 17.11 %
152.14

4.84 % 17.11 %
48.47

2.07 % 2.32 %
152.14

4.84 % 17.11 %

HP
sig. 16.21 – 0.93 16.21 6.84
bkg. 399.20

4.06 % 37.64 %
–

– –
47.65

1.96 % 2.16 %
399.20

4.06 % 37.64 %
339.66

2.02 % 15.89 %

LP
sig. 14.02 – 0.20 14.02 10.76
bkg. 1044.53

1.34 % 32.56 %
–

– –
18.99

1.03 % 0.46 %
1044.53

1.34 % 32.56 %
1017.34

1.06 % 24.98 %

[600,+∞( GeV

2j
sig. – – 0.72 0.17 0.25
bkg. –

– –
–

– –
5.34

13.55 % 8.54 %
0.98

17.00 % 1.96 %
2.93

8.67 % 3.01 %

3j
sig. – – 0.68 0.16 0.30
bkg. –

– –
–

– –
18.57

3.66 % 8.02 %
6.14

2.54 % 1.84 %
13.91

2.12 % 3.49 %

HP
sig. 3.17 3.17 1.43 3.17 3.17
bkg. 46.87

6.77 % 37.48 %
46.87

6.77 % 37.48 %
9.32

15.34 % 16.88 %
46.87

6.77 % 37.48 %
46.87

6.77 % 37.48 %

LP
sig. 3.20 3.20 0.22 3.20 3.20
bkg. 140.07

2.28 % 37.76 %
140.07

2.28 % 37.76 %
2.89

7.74 % 2.64 %
140.07

2.28 % 37.76 %
140.07

2.28 % 37.76 %

[150, 250] GeV all
sig. 278.61 278.61 278.61 278.61 278.61
bkg. 33883.08

0.82 % 60.81 %
33883.08

0.82 % 60.81 %
33883.08

0.82 % 60.81 %
33883.08

0.82 % 60.81 %
33883.08

0.82 % 60.81 %

[250, 400] GeV all
sig. 86.75 86.75 87.41 127.94 132.42
bkg. 2134.62

4.06 % 46.80 %
2134.62

4.06 % 46.80 %
2332.83

3.75 % 47.15 %
8341.64

1.53 % 69.02 %
8629.47

1.53 % 71.44 %

[400, 600] GeV all
sig. 30.23 16.41 17.54 32.46 34.02
bkg. 1443.73

2.09 % 70.20 %
209.60

7.83 % 38.12 %
276.23

6.35 % 40.73 %
1503.87

2.16 % 75.38 %
1566.60

2.17 % 78.99 %

[600,+∞( GeV all
sig. 6.37 6.37 3.06 6.69 6.92
bkg. 186.94

3.41 % 75.25 %
186.94

3.41 % 75.25 %
36.12

8.46 % 36.09 %
194.06

3.45 % 79.05 %
203.79

3.40 % 81.74 %

Table 6.8: Signal and background yields and signal efficiencies for the different strategies in the different signal regions using for the boosted topology the 85% WP
leading 2 strategy. The signal efficiencies are computed per p

V

T -region and correspond to the ratio: number of signal events passing all selections for a given signal region
over the total number of events (resolved and boosted combined) passing the kinematic selections (SR and CRs combined without b-tagging requirement) described in

Table 5.3. In this table sig. and bkg. stand for signal and background.
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Strategies

Split 400 Split 600 Resolved priority Boosted priority Ideal

pVT Region Process yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff. yield sig./bkg. sig. eff.

[150, 250] GeV
2j

sig. 145.89 145.89 145.89 145.89 145.89
bkg. 6393.08

2.28 % 32.21 %
6393.08

2.28 % 32.21 %
6393.08

2.28 % 32.21 %
6393.08

2.28 % 32.21 %
6393.08

2.28 % 32.21 %

3j
sig. 132.72 132.72 132.72 132.72 132.72
bkg. 27490.00

0.48 % 29.31 %
27490.00

0.48 % 29.31 %
27490.00

0.48 % 29.31 %
27490.00

0.48 % 29.31 %
27490.00

0.48 % 29.31 %

[250, 400] GeV

2j
sig. 45.76 45.76 45.76 16.98 45.76
bkg. 480.58

9.52 % 28.12 %
480.58

9.52 % 28.12 %
480.58

9.52 % 28.12 %
265.57

6.39 % 10.43 %
480.58

9.52 % 28.12 %

3j
sig. 40.99 40.99 40.99 17.41 40.99
bkg. 1654.03

2.48 % 25.19 %
1654.03

2.48 % 25.19 %
1654.03

2.48 % 25.19 %
1097.81

1.59 % 10.70 %
1654.03

2.48 % 25.19 %

HP
sig. – – 0.32 36.75 5.74
bkg. –

– –
–

– –
49.32

0.65 % 0.20 %
523.55

7.02 % 22.59 %
290.18

1.98 % 3.53 %

LP
sig. – – 0.27 26.23 16.56
bkg. –

– –
–

– –
96.17

0.28 % 0.17 %
1631.21

1.61 % 16.12 %
1510.80

1.10 % 10.17 %

[400, 600] GeV

2j
sig. – 9.04 9.04 1.23 9.04
bkg. –

– –
57.46

15.74 % 25.93 %
57.46

15.74 % 25.93 %
11.66

10.54 % 3.52 %
57.46

15.74 % 25.93 %

3j
sig. – 7.37 7.37 1.00 7.37
bkg. –

– –
152.14

4.84 % 21.13 %
152.14

4.84 % 21.13 %
48.47

2.07 % 2.87 %
152.14

4.84 % 21.13 %

HP
sig. 10.25 – 0.55 10.25 2.54
bkg. 119.68

8.57 % 29.39 %
–

– –
20.26

2.73 % 1.59 %
119.68

8.57 % 29.39 %
78.51

3.24 % 7.29 %

LP
sig. 9.28 – 0.17 9.28 6.54
bkg. 345.00

2.69 % 26.60 %
–

– –
18.76

0.92 % 0.50 %
345.00

2.69 % 26.60 %
324.99

2.01 % 18.75 %

[600,+∞( GeV

2j
sig. – – 0.72 0.17 0.36
bkg. –

– –
–

– –
5.34

13.55 % 12.27 %
0.98

17.00 % 2.82 %
3.45

10.50 % 6.14 %

3j
sig. – – 0.68 0.16 0.37
bkg. –

– –
–

– –
18.57

3.66 % 11.52 %
6.14

2.54 % 2.65 %
15.33

2.44 % 6.33 %

HP
sig. 1.80 1.80 0.80 1.80 1.80
bkg. 15.11

11.93 % 30.58 %
15.11

11.93 % 30.58 %
3.03

26.27 % 13.51 %
15.11

11.93 % 30.58 %
15.11

11.93 % 30.58 %

LP
sig. 1.91 1.91 0.14 1.91 1.91
bkg. 49.04

3.90 % 32.44 %
49.04

3.90 % 32.44 %
2.14

6.33 % 2.30 %
49.04

3.90 % 32.44 %
49.04

3.90 % 32.44 %

[150, 250] GeV all
sig. 278.61 278.61 278.61 278.61 278.61
bkg. 33883.08

0.82 % 61.52 %
33883.08

0.82 % 61.52 %
33883.08

0.82 % 61.52 %
33883.08

0.82 % 61.52 %
33883.08

0.82 % 61.52 %

[250, 400] GeV all
sig. 86.75 86.75 87.34 97.37 109.05
bkg. 2134.62

4.06 % 53.31 %
2134.62

4.06 % 53.31 %
2280.10

3.83 % 53.67 %
3518.15

2.77 % 59.83 %
3935.60

2.77 % 67.01 %

[400, 600] GeV all
sig. 19.53 16.41 17.14 21.76 25.50
bkg. 464.68

4.20 % 55.99 %
209.60

7.83 % 47.06 %
248.62

6.89 % 49.14 %
524.81

4.15 % 62.38 %
613.09

4.16 % 73.10 %

[600,+∞( GeV all
sig. 3.72 3.72 2.33 4.04 4.45
bkg. 64.15

5.79 % 63.02 %
64.15

5.79 % 63.02 %
29.08

8.03 % 39.60 %
71.27

5.67 % 68.48 %
82.93

5.37 % 75.49 %

Table 6.9: Signal and background yields and signal efficiencies for the different strategies in the different signal regions using for the boosted topology the 70% WP
leading 2 strategy. The signal efficiencies are computed per p

V

T -region and correspond to the ratio: number of signal events passing all selections for a given signal region
over the total number of events (resolved and boosted combined) passing the kinematic selections (SR and CRs combined without b-tagging requirement) described in

Table 5.3. In this table sig. and bkg. stand for signal and background.
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6.2.4 Conclusion of the combination study

The split at 400 GeV appears to be a simple yet effective strategy for the 1-lepton channel: events
are reconstructed with the resolved topology for pV

T < 400 GeV and boosted topology above. The
expected kinematic properties of the Higgs decay and the obtained sensitivity associated to the
resolved and boosted topologies are in adequacy with that strategy. More complex strategies either
favoring the resolved or boosted regimes based on kinematic criteria have been explored but raised
a negligible increase of the expected significance and are hence not of interest.

A similar combination study in the 0-lepton channel [344] led to similar results. As a consequence,
the ATLAS V H(bb/cc) analysis team decided to adopt the split at 400 GeV strategy for the Legacy
Run 2 publication in the three lepton channels.

That combination study also emphasizes the large improvement obtained when using the multi-
variate approach in the boosted topology compared to the mass approach which was used for that
regime in the previous publications. The boosted decision trees are benefitting from the informa-
tion of the internal structure of the large-R jets to discriminate signal from background events. In
particular in the 1-lepton channel the MVA is able to grasp the differences between V H,H → bb
signal events and the tt and W + jets background events.

It has also been shown that the impact of the transformation D hyperparameters used is minor.
However, they should be kept reasonably low to guarantee having enough statistics in each bin of
the transformed BDT output distribution to reduce statistical uncertainties. Moreover, the switch to
the looser 85% WP leading 3 strategy for the boosted event reconstruction has increased the signal
and background acceptances without a loss of performances in terms of sensitivity with respect to
the old 70% WP leading 2 strategy. Such increase in statistics is of high importance for fits in order
to properly normalize all background processes by means of control regions and reduce statistical
uncertainties.

6.3 Conclusion

The conclusions of the two studies presented in this chapter can be found in Section 6.1.5 for
the resolved 0-lepton MVA training and in Section 6.2.4 for the combination of the resolved and
boosted topologies optimization in the 1-lepton channel. The work that I have performed both
helped the V H(bb/cc) analysis team to decide which combination strategy was going to be used
for the Legacy Run 2 publication and the resolved V H,H → bb 0-lepton BDT training was and is
still currently used by several persons of the analysis as for instance for the combination strategy
that was carried out in the 0-lepton channel.

Here I would like to emphasize one aspect of the MVA that has not been mentioned yet which is
really important. The input variables provided to the MVA should be well modelled in simulation
and agree with data otherwise the response of the BDT in data would be different to simulation and
could bias the results. All the input variables used by the BDTs for the V H,H → bb analysis have
been checked by means of data versus simulation comparison figures to be in good agreement.

Finally, in the future potentially better performances could be achieved using more advanced ma-
chine learning techniques such as deep neural networks.
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General conclusion

In this thesis the physics of b-jets with the full ATLAS Run 2 was studied focusing on two aspects:
the calibration of the energy scale of b-jets and the study of the H → bb decay thanks to the
V H production mode which offers to date the highest sensitivity to the Higgs-to-bottom Yukawa
coupling. In addition to those studies, as highlighted in the Introduction of this thesis, I have been
strongly involved in the V H(bb/cc) analysis team from a technical point of view since I have been
responsible for the analysis framework since a bit more than one year now (October 2021) and
thus was part of the analysis coordination team.

For the b-JES calibration, a feasibility study, fully based on my own work with an analysis tech-
nique and a corresponding software framework that I developed ex nihilo, has been successfully
conducted using tt lepton+jets events and led to an inclusive and, for the first time, a differential
measurement as a function of the transverse momentum of b-tagged jets. The specific b-tagged
jet energy correction in data is found to be consistent with unity, with an uncertainty of 2.5% for
the inclusive measurement, and decreasing from 4% to 1.9% for b-tagged jet transverse momenta
increasing between 30 and 500 GeV for the differential measurement. The results have been pub-
lished in a dedicated ATLAS conference note and presented at the Moriond Electroweak 2022
conference during a YSF talk session. This measurement could in the future be improved thanks
to the better performances of the b-tagger developed within ATLAS, moreover some theoretical
uncertainties such as matrix element and parton showering which are leading systematic uncertain-
ties could be reduced. The measurement could also be performed in 2-dimensions as a function of
the transverse momentum and the pseudorapidity of b-jets. It could also be repeated determining si-
multaneously the top quark mass and the b-JES which would allow not taking into account the top
quark mass uncertainty which is also a dominant uncertainty in all pb

T-regions. Such measurement
paved the way to a future integration of the b-JES calibration to any ATLAS analysis as currently
the jet calibration is measured flavour-inclusively in data and ATLAS only prescribes additional
b-JES response uncertainties to account for potential discrepancies between light-, c-jets and b-jets
energy response. Such dedicated correction of the energy of b-jet would in particular be of interest
to all analyses whose final state involves one or several b-jets as for instance the V H,H → bb
analysis.

The second part of the thesis is about the study of the V H,H → bb process targeting leptonic
decays of the weak vector bosons as it allows for a significant reduction of the QCD multijet back-
ground. The corresponding ATLAS analysis is at an advanced and ambitious stage as it aims for
a combination of 3 analyses the V H,H → bb analysis (resolved and boosted topologies) with
the V H,H → cc analysis. A publication for early 2023 is foreseen, and significant improvement
are expected both for the V H,H → bb and V H,H → cc sensitivities as the inclusive signal
strength precision for the V H,H → bb process is expected to be improved by 20% (expected
result: µH→bb

V H = 1.00+0.15
−0.14) while the 95% CL upper limit for the V H,H → cc signal strength

should be reduced to 16 times the SM predictions which is about a factor 2 lower than the previous
publication and is almost reaching the recent observed limit of 14.4 set by CMS, the expected limit
being 7.6. The main reasons for this increase of sensitivity are the use of b- and c-taggers with
higher performances and of the extension of the MVA approach to the full analysis as previously
only the V H,H → bb resolved analysis was relying on boosted decision trees. My personal work
was focused on the V H,H → bb analysis. In particular, I took part in the multivariate analysis
studies being in charge of the optimization of the multivariate discriminant (hyperparameters of
the training procedure and choice of the input variables) for the V H,H → bb resolved regime in
the 0-lepton channel. The MVA training I performed is going to be used for the incoming pub-
lication. The main improvements found have been proven to be due to the new DL1r b-tagger
algorithm which achieves a better light- and c-jet rejections compared to the MV2c10 algorithm.
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For the 1-lepton channel, I performed an optimization study for the combination of the resolved
and boosted topologies exploring more complex strategies than previously probed in former pub-
lications. This study was of high interest since for the first time the multivariate approach was
extended to the boosted topology. Moreover, a previous publication proved that the combination
of the two topologies is achieving better constraints for EFT interpretations than the standalone
resolved only or boosted only measurements. Based on my work, since the improvement obtained
with more sophisticated strategies was not significant, the analysis team decided to keep a simple
division of phase space reconstructing events only with the resolved topology for pV

T < 400 GeV
and only with the boosted topology for pV

T > 400 GeV. I also studied the impact of the jet mass
scale calibration for small-radius jets as it was affecting the mass distribution of the Higgs can-
didate in the resolved topology. Since the JMS calibration was found to worsen the truth versus
reconstructed level jet invariant mass agreement, it was decided not to apply that calibration for
the Legacy Run 2 publication. Finally, I was one of the three main editors of an ATLAS internal
note which documents all the MVA studies performed for the V H,H → bb/cc Legacy Run 2 pub-
lication. This internal note is a major update with respect to the previous round since the MVA is
now used in all regions of the V H,H → bb/cc analysis.

In the future and for different timescales the V H,H → bb/cc measurements presented could
be further improved. First machine learning algorithms are playing a leading role both at perfor-
mance level (flavour tagging, object identification, rejection of background, calibration. . . ) and at
analysis level for signal to background discrimination for instance. ATLAS is currently develop-
ing new algorithms which will allow for better calibration in particular of jets which are essen-
tial in the V H,H → bb/cc analysis since the invariant mass of the Higgs candidate is found to
be the most discriminating variable. Better identification of objects and particles should also be
achieved in the future with for example the new incoming b- and c-tagging algorithms which are
already outperforming the current default DL1r algorithms. Recent results from CMS concerning
the V H,H → cc process have shown that significant improvements could largely surpass sensi-
tivity projections and have opened the door for potentially reaching the level of precision required
to measure the Higgs-to-charm coupling which would be an outstanding milestone for ATLAS
and CMS as measuring the coupling of the Higgs to the second generation of fermions is very
challenging at the LHC. Moreover, work on the theoretical side is needed and is already ongoing
as the modelling uncertainties have also a large impact on the precision and could be reduced as
mentioned early on. The incoming Run 3 of the LHC and runs of the HL-LHC also should benefit
to the V H,H → bb/cc analysis as the statistical uncertainty is still a dominant source of uncer-
tainty for those measurements. The increase of the amount of data should also allow for more
precise determination of the b-tagging efficiency scale factors, improve the calibration of objects,
and hopefully also tune the simulations which should reduce the modelling uncertainties. In few
decades the FCC project could allow for much higher precision measurements in particular if the
FCC-ee project is approved and built. In that case, an inclusive ZH measurement exploiting the
recoil mass of the Z boson candidate would be possible and dedicated ZH,H → bb/cc processes
measurement would be very precise thanks to the largely reduced QCD background compared to
LHC data-taking conditions and the large amount of data collected, leading to a sub-percent level
determination of the Higgs boson coupling to bottom quarks.
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A Penalized spline: some technical details

As mentionned already in Section 4.4, the open-source C++ Splinter (SPLine INTERpolation)
library [262] has been used in order to compute penalized spline curves.

Other C++ libraries exist such as ALGLIB, but Splinter was chosen for its simplicity to use and
to integrate in a C++ code. An alternative implementation of smoothing splines is available in
Python in the Scipy module [345] with the functions scipy.interpolate.UnivariateSpline
and scipy.interpolate.BivariateSpline functions.

A.1 Cross-validated residual sum of squares tests

The minimization of cross-validated residual sum of squares (CVRSS), also called leave-one out
cross-validation, is a method to find the optimal smoothing parameter λopt. for a penalized spline
as explained in appendix B.3 (titled “Choosing the Smoothing Parameter λ”) of Ref. [260] or in
section 7.10 (“Cross validation”) of Ref. [261]. The CVRSS is computed as follows:

CVRSS(λ) =
n∑

i=1
(yi − f

(−i)
λ (xi))2 (A.1)

where f (−i)
λ is the penalized spline obtained when removing the ith point (xi, yi) of the dataset.

Thus, f (−i)
λ (xi) is the value of f (−i)

λ precisely at the ith point. Basically the function CVRSS(λ)
assesses how stable is the penalized spline when removing points. The CVRSS is called a loss
function, i.e. it is the function to minimize in order to find the optimal parameter λopt..

This method was tested unsuccessfully in the case of the χ2 curves: the penalized curves obtained
are overfitting the original χ2 curves and are sensitive to fluctuations because λopt. found is too
small. This can be explained by the fact that for b-JES scans, a χ2 curve contains 200 points and
the step between dataset points 0.1% is rather small so when removing one point the value f (−i)

λ (xi)
is still very close to yi for small values of λ.

Similarly, the same technique was used removing several points instead of one (“leave k-out cross
validation” or “k-fold cross-validation” method) as explained in Ref. [261], but similar conclusions
were obtained.

To test that obtaining a too small λopt. was not coming from particularities of the Splinter library,
another smoothing technique called LOWESS (for Locally Weighted Scatterplot Smoothing) was
tested using the function statsmodels.nonparametric.smoothers_lowess.lowess of the
Statmodels Python module [346]. That function uses a smoothing parameter s ∈ [0, 1] and the
smoothing is performed using neighbouring points whose weight decreases with their distance to
that position. s determines the percentage of points to use in the dataset to realize the smoothing.
The same conclusions were obtained: the optimal parameter sopt. was too small and the smoothed
curve was overfitting the original χ2 curve and its fluctuations.
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As a conclusion, the CVRSS loss function is not relevant for the χ2 curve smoothing so one has to
find a new loss function denoted CV(λ) that would be more adequate.

No solutions to this problem were found both in literature and on StackExchange even after asking
questions on different forums and on the Splinter library repository:

➢ StackExchange Statistics section:
https://stats.stackexchange.com/questions/485832/hyper-parameter-optimization-for-regression-to-avoid-overfiting-underfiting

➢ StackExchange Mathematic section:
https://math.stackexchange.com/questions/3813122/hyper-parameter-optimization-for-regression-to-avoid-overfiting-underfiting

➢ Splinter library: https://github.com/bgrimstad/splinter/issues/125

Therefore an empirical search of a more general loss function has been performed: see Equa-
tion (4.4.4).

https://stats.stackexchange.com/questions/485832/hyper-parameter-optimization-for-regression-to-avoid-overfiting-underfiting
https://math.stackexchange.com/questions/3813122/hyper-parameter-optimization-for-regression-to-avoid-overfiting-underfiting
https://github.com/bgrimstad/splinter/issues/125
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