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Résumé en Francais

Cette these porte sur I’analyse de problémes paraboliques non linéaires apparaissants dans
des phénomenes biologiques, écologiques et plus généralement de dynamique des popula-
tions. Plus précisément, nous étudions I’existence, la régularité et la stabilité des solutions
d’équations aux dérivées partielles (EDPs) qui décrivent I’évolution de deux especes qui
diffusent dans un environnement homogene et interagissent entre elles. Les EDPs que nous
considérons sont fortement couplées, c’est-a-dire couplées par des termes du second ordre du
point de vue des dérivées, et le systeme qu’elles forment appartient a une classe de systémes
non linéaires de réaction-diffusion, appelés systemes de diffusion croisée.

En 1979, Shigesada, Kawasaki et Teramoto proposent dans [81] un modele de diffusion
croisée décrivant I’interaction entre deux populations. Le systéme s’écrit comme suit,

O — Au(d, + dyju + di2v)) = u(r, — riju — ripv),  sur (0, +00) X Q, SKT

0v — Av(d, + doyu + drpv)) = v(ry — raju — rpv),  sur (0, +00) X Q, ( )
ol dorénavant Q est un domaine ouvert, borné et regulier (classe C 2) de RV,N e N, et les
inconnues u = u(t, x), v = v(t, x) sont deux quantités positives qui modélisent les densités de
deux populations, avec les coefficients de diffusion d,, d,, d;;, i, j = 1,2 et les coeflicients
de réaction ry, ry, r;j, strictement positifs. Plus précisément, r,, r, représentent les taux
de croissance intrinséques lin€aires des deux especes et r;j,i, j = 1,2 représentent les
coefficients de compétition. En particulier, r; est le taux de compétition intra-spécifique,
c’est-a-dire le taux des interactions négatives entre les individus de la méme espece, tandis
que r;j,i # j correspond au taux de compétition inter-spécifique qui gere les interactions
négatives entre les individus d’espéces différentes. Les termes de diffusion non linéaires
dans (SKT) décrivent les mouvements des individus dans I’environnement €. En particulier,
on reconnait les termes de diffusion linéaires A(d,u), A(d,v) qui modélisent la diffusion
intrinséque des individus dans le domain et les termes de diffusion non linéaires A(u(diu +
diav)), A(v(da1u + drpv)) qui quantifient I’effet répulsif de I’interférence mutuelle. Plus
précisément, les termes d; 12, drpv? sont dits d’autodiffusion et les termes non diagonaux
dipuv, dyuv sont dits de diffusion croisée. Un systeme de diffusion croisée (SKT) est dit
triangulaire lorsque d»; = 0, et on remarque que si la matrice de diffusion non linéaire est
nulle, c’est-a-dire d;; = 0, 7, j = 1,2, alors on retrouve un systeme de réaction-diffusion
usuel de type Lotka-Volterra.
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REsumE EN FRANCAIS

Le systeme (SKT) a été introduit pour résoudre un probleme de modélisation lié a
I’instabilité de Turing [85] et a la formation de pattern, par conséquence [5, 15, 46]. Néan-
mois, ce systeme s’est avéré €tre un objet mathématique extrémement riche pour lequel
plusieures questions mathématiques de nature différente se posent. Une liste non exaustive
concerne: existence locale et globale en temps des solutions, régularité (ou borne L™) et
unicité des solutions, stabilité des équilibres et comportement asymptotique.

Dans cette theése, nous nous intéressons a ces questions pour une classe de systemes
de diffusion croisée triangulaires, issus de problemes de modélisation en dynamique des
populations, différents de ceux conduisant a (SKT), et liés a des questions de diversification
de régime alimentaire des individus. Dans les paragraphes qui suivent, nous résumons
brievement le contenu de chaque chapitre, les résultats obtenus et les techniques employées.

o Dans le Chapitre 1, nous étudions I’existence de solutions faibles et la stabilité linéaire
d’un systeéme triangulaire de diffusion croisée avec les conditions de Neumann ho-
mogenes au bord. Pour ce qui concerne le résultat d’existence, on montre de maniére
rigoureuse le passage d’un systeme de réaction-diffusion de type Lotka-Volterra (sys-
téme mésoscopique) vers un systéme de diffusion croisée (systéme macroscopique),
obtenu comme limite de réaction rapide. Le systéme mésoscopique modélise la com-
pétition de deux especes, ol une espece a un régime alimentaire plus diversifié que
I’autre. A la limite, on trouve un systeme de diffusion croisée de type starvation
driven. Les outils principaux utilisés pour passer rigoureusement a la limite incluent
des estimations a priori, données par 1’analyse d’une fonctionnelle d’entropie, et un
argument de compacité. De plus, nous étudions la stabilité linéaire des équilibres
homogenes en espace des systeémes macroscopique et mésoscopique et nous excluons
la possibilité de I’apparition d’une instabilité de Turing et de la formation de patterns.
En particulier, nous étudions la relation a la limite entre la stabilité linéaire de 1’état
d’équilibre de coexistence a 1’échelle mésoscopique et macroscopique. Des simula-
tions numériques sont également réalisées pour compléter les résultats théoriques. Le
contenu du Chapitre 1 est le résultat d’une collaboration avec L. Corrias, H. Dietert
et Y.-J. Kim et il a été publié dans Journal of Mathematical Biology sous le titre de
Evolution of dietary diversity and a starvation driven cross-diffusion system as its
singular limit [12].

e Dans le Chapitre 2, on montre I’existence des solutions faibles pour une vaste classe de
systemes triangulaires de diffusion croisée avec les conditions de Neumann homogenes
au bord, en utilisant la dérivation mésoscopique, de maniere similaire a celle du
Chapitre 1. Nous introduisons la généralisation naturelle du systeéme mésoscopique
étudié dans le Chapitre I et nous obtenons a la limite une classe plus vaste de systemes
de diffusion croisée triangulaires de type starvation driven. L’ingrédient principal
d’analyse est une famille de fonctionnelles d’entropie qui inclut la fonctionnelle
d’entropie utilisée dans le Chapitre 1. Afin d’avoir une compacité suffisante et ensuite
de passer a la limite, il suffit de considérer les premiers éléments de la famille de la
fonctionnelle d’entropie. Cependant, afin d’étudier la régularité de la solution, on peut
étudier I’évolution de I’entropie pour tout élément de la famille, en améliorant ainsi
les estimations a priori, a I’aide d’un argument de type bootstrap. La régularité des
solutions fait I’objet d’un travail a venir pour lequel nous renvoyons au Chapitre 4
pour plus de détails.
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REsumE EN FRANCAIS

e Dans le Chapitre 3, nous étudions I’existence, 1’unicité et la régularité des solutions
fortes pour une classe générale de systemes de diffusion croisée triangulaires avec les
conditions de Neumann homogenes au bord. Le terme solutions fortes signifie que
les équations du systeéme sont satisfaites presque partout. La méthode utilisée pour
montrer le résultat d’existence diftere de celle employée dans les Chapitres 1, 2, ou
le systeme de diffusion croisée a été dérivé par limite mésoscopique. La stratégie
présentée dans le Chapitre 3 est d’introduire un changement de variable approprié,
en utilisant de maniere cruciale les propriétés de la fonction de diffusion du systeéme
de diffusion croisée. Ce changement de variables conduit a un systeme parabolique
sous forme non divergence. Par conséquent, les méthodes analytiques classiques,
telles que les arguments de régularisation et de point fixe, nous permettent de montrer
I’existence d’une solution forte et le caractere borné, L*((0, T) X Q) pour tout 7 > 0,
des solutions si la dimension de I’espace est N < 3. Enfin, nous prouvons I'unicité de
la solution forte, un résultat de stabilité forte-faible et un résultat d’unicité forte-faible,
a condition que N < 2.
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0ij
(a(9))
L(Q)
L¥(Q)
WhP(Q)
HYQ)
LP(0,T; X)
WhP(0,T; X)
LP(Qr)

X4

Notations

spatial dimension,

the Euclidean scalar product in RY between the vectors X,y € RN ,

a bounded, open and sufficiently smooth domain of R,

the closure of Q,

the Lebesgue measure of €,

the set (0,7) x Q, with T > 0,

derivative of first order with respect to the i—th variable,

derivative of second order with respect to the i—th and j—th variables,

set of functions with continuous k—th derivatives on Q, with k € N,

set of functions with p—power Lebesgue integrability in Q, with p € [1, +00),
set of essentially bounded functions on €,

set of functions with the first k—th weak derivatives in L”(Q) and k € N,
Hilbert space Wk’z(Q), with k € N,

set of L? functions on (0, T') with values in X and p € [1, o0],

set of WP functions on (0, T) with values in X, with k € Nand p € [1, oo],
LP(0,T; LP(Q)) with p € [1, 0],

set of functions u € X such that u > 0 almost everywhere.







Introduction

This thesis aims to present some recent results and advances in the analysis of nonlinear
parabolic problems arising in biology and ecology. More precisely, we study the existence,
regularity and stability of solutions to partial differential equations (PDEs), describing the
evolution of two species that diffuse in a homogeneous environment and interact with each
other. The PDEs we consider are strongly coupled, i.e. coupled through second-order
derivative terms, and the system they give rise to belongs to a class of nonlinear reaction-
diffusion systems, called cross-diffusion systems.

Introduction to population dynamics

Mathematical modeling represents an essential support to investigate biological and ecologi-
cal phenomena. By combining experimental data and theoretical analysis, several natural
events may be described. From a modeling point of view, many mathematical models have
been proposed to describe natural processes, in order to predict the outcomes. In particu-
lar, we are interested in population dynamics that focus on interactions of individuals or
concentrations, depending on biological and environmental conditions (cfr. [70, 72]). In
population dynamics, competition among individuals of the same or different species is
fundamental, especially if the ecosystems admit a limited amount of resources. A classical
system describing interactions has been simultaneously formulated by A. J. Lotka and V.
Volterra in 1925, in terms of ordinary differential equations (ODEs). This model describes
the evolution of two populations u = u(t), v = v(f) in competitive interactions and at this
level, spatial movements of individuals are neglected. Hence, the model writes as below,
{8,u =u(ry —riiu—ripv), t>0, V)
0w =v(ry —ru—rypv), t>0,

with the coefficients r,, r,, r;; > 0, i, j = 1,2. More precisely, r,, r, are the linear intrinsic
growth rates whereas r;j,i, j = 1,2 represent the competitive coefficients. In particular,
ri; 1s the intra-specific competition rate, i.e. the rate of the negative interactions between
individuals of the same species, while r;;,i # j corresponds to the inter-specific competition
rate. We point out that the nature of the inter-specific interactions in (LV) changes if the
sign of the inter-specific rates is changed [7]. Indeed, by considering the more general
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INTRODUCTION TO POPULATION DYNAMICS

Lotka-Volterra reaction functions below, for all u,v > 0 and 6,6, € {-1,0, +1}, we get

Jo @, V) = u(ry — riju + 6,r12v),

8o, (U, V) == v(ry + Oyroiu — rapv),

with r, ry,r;j > 0, 1, j = 1,2, so that different kinds of interactions can be modeled.

e 0,60, = 1. This condition includes the case 6, = 8, = —1, giving the reaction functions
in (LV) and modeling the competition between the two species. The fitness of both
species (i.e. the reproductive success) is lowered by the presence of other species.
Conversely, the case 6, = 6, = 1 models a mutualistic relationship, i.e. a reciprocal
altruism where both populations benefit.

e 0,6, = —1. This condition models predator-prey or parasitism interactions, meaning
that only one of the two species gains benefits from the interactions with the other
population. In particular, if 6, = 1,6, = —1 (resp. 6, = —1, 68, = 1) then interactions
are advantageous for u (resp. v) and harmful for v (resp. u).

e 0,6, = 0. This condition includes the case 6, = 6, = 0, describing a neutral relationship,
which means that individuals of different species don’t interact with each other and the
associated equations are uncoupled by the reaction functions. Otherwise, if only one
between 6,, 6, is zero, then one species does not take advantage and is not harmed.

A similar analysis can be performed for the intra-specific interactions, depending on the sign
of the intra-specific rates ryy, r2;.

We conclude the introduction of system (LV) by pointing out that it is possible to predict
the mutual exclusion or the coexistence of the species, depending on the parameter values.
The analysis concerns the nature of the equilibria of (LV) that we list below

(ur,v1) =(0,0), (Mz,vz)=(’:—u],0), (M3,V3)=(0,:7v2), (0.0.1)

(u*,v) = ( (0.0.2)

Tyl — W KWL — Tyl )
, .
F11r2 — Fiafa1 Fi1r2 — Fi2ia)

Thus, system (LV) admits the equilibrium of total extinction (u;,v;), partial extinction

(ui, vi)i=12 and the equilibrim of coexistence (1", v*). We outline that the coexistence equilib-
rium is biologically meaningful (i.e. u* > 0, v* > 0) only in two cases.

o Weak inter-specific competition.

r ry F
Lo (0.0.3)
a2 K T2

Biologically speaking, the inter-specific competition is weaker than the intra-specific

one. In this case, one can prove that all the trivial or semi-trivial equilibria in (0.0.1)

are linearly unstable while the coexistence steady state in (0.0.2) is linearly stable.

e Strong inter-specific competition.

mo_ru _n2 (0.0.4)

1 ry 2
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INTRODUCTION TO POPULATION DYNAMICS

Biologically speaking, the inter-specific competition is stronger than the intra-specific
one. Under this condition, one can prove that all the trivial or semi-trivial equilibria
in (0.0.1) are linearly stable while the coexistence steady state in (0.0.2) is linearly
unstable.

Furthermore, experimental observations show that the mutual interference between
individuals generates internal pressure that can affect the movements of species. Therefore,
it’s natural to consider the motility of individuals, i.e. their capacity to diffuse in space.
Biological observations point out the phenomenon of segregation in population dynamics,
which occurs between species in competition that try to avoid each other. In particular,
spatial segregation has been observed in birds [46], mammals [5], [76], amphibians [15],
[45], fishes and insects. Segregation may lead to pattern formation and is related to linear
stability analysis of spatially homogeneous equilibria of reaction-diffusion systems. In 1952,
Alan Turing first obtained pattern formation [85] in the context of morphogenesis. The
analysis yielded various (and sometimes unexpected) conclusions: firstly, a minimum of two
interacting chemicals are required to create pattern formation. Then, the diffusion effect in a
reactive chemical system can lead to a destabilization effect, unlike the common stabilizing
role of diffusion which reduces the spatial variations of a concentration field. Thus, the
diffusion-induced instability may give rise to structural growth at a particular wavelength.
This provides a possible mechanism for producing patterns like animal stripes. The final
insight concerns the diffusion coefficients (motility) that generally need to be substantially
different to lead to pattern formations.

From now on, we call linear diffusion quantities such as Au;, apprearing in the i-th
equation of a system in the unknowns u;,i = 1,...,m, m € N. Conversely, we call nonlinear
diffusion quantities such as A(u?u?), with i # jand @, > 0 and Au? with @ # 1 and
i,j=1,...,m, appearing in the i—th equation. In order to investigate pattern formation, we
introduce the simplest reaction-diffusion model of two populations in interaction, that is
frequently used to describe experimental situations in evolutionary dynamics. It writes as
follows

{(%u —d,Au= f(u,v), in (0,+00) X Q, (0.0.5)

o —d,Av = g(u,v), in (0,+00) X Q,

where from now on Q is a bounded, smooth and open set Q C RV,N > 1, modeling the
ecosystem. By considering in (0.0.5) the reaction functions f, g as the Lotka-Volterra type

S, v) = u(ry, — riju—ripv),

(0.0.6)
g(u,v) = v(r, — raju — rnv),

we will refer to (0.0.5), (0.0.6) as the Lotka-Volterra reaction-diffusion system. System
(0.0.5), (0.0.6) has been widely studied [28, 61, 77]. It is worth noticing that Turing instability
does not occur, implying no segregation of species. In terms of stability of the spatially
homogeneous steady states: whatever the diffusion and reaction coefficients are, all spatially
homogeneous equilibria, which are linearly stable for the homogeneous system of (0.0.5),
(0.0.6) (that is the system without diffusion), remain linearly stable by considering the linear
diffusion effect in a convex domain [56]. Hence, system (0.0.5), (0.0.6) does not reproduce
natural ecosystems like patches of land in which one population is dominant with respect
to another and viceversa. More generally, it’s not obvious to get Turing instability with
linear diffusion and two reacting populations with quadratic reaction structure as (0.0.6).
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INTRODUCTION TO POPULATION DYNAMICS

In order to have a model with linear diffusion that reproduces pattern formation, one can
consider the Beddington-DeAngelis functional responses for predator-prey model [4, 26] or
cubic reaction terms, than often appear in chemistry models [70] or for chemotactic model
[44, 88].

A cross-diffusion system: the SKT model

In order to get Turing instability, and pattern formation as a consequence, Shigesada,
Kawasaki and Teramoto in 1979 had the intuition to modify the structure of the diffu-
sion terms in (0.0.5), (0.0.6), rather than the reaction functions. Hence, a cross-diffusion
system appeared in literature [81] to solve a modeling issue related to the segregation of
species. It writes as below

(SKT)

O — ANu(d, + dyyu + dipv)) = u(r, — riqu — rpv),  in (0, +00) X Q,
0v — Av(d, + doyu + drpv)) = v(ry — raju — rppv),  in (0, +00) X Q,

where the unknowns u = u(t, x), v = v(t, x) are two nonnegative quantities, modeling the
densities of two populations, and all the coefficients d,, d,, r,, 1, d;j, rij, i, j = 1,2 are
strictly positive. In addition, we endow the system (SKT) with the Neumann boundary
conditions below,

Vu-oc=Vv-o =0, in (0, +00) X 0Q, (0.0.7)

where o = o(x) stands for the outward unit normal vector on the boundary 0Q at point
x. From the biological point of view, the boundary condition (0.0.7) models an isolated
ecosystem. The nonlinear diffusion terms in the 1.h.s. of (SKT) describe the spatial movement
of individuals in the external environment Q. More precisely, the linear terms A(d,u) and
A(d,v) represent the intrinsic diffusion growth with rates d,, d,, while the nonlinear terms
A(u(dy1u + dipv)), A(v(da1u + dapv)) indicate the repulsive effect of the mutual interference.
In particular, we refer to d Lu?, dnv? as the self-diffusion terms and we refer to the non-
diagonal terms diouv, dyjuv as the cross-diffusion terms. We denote by D = (d;}); j=1 the
matrix of the diffusion coefficients,

dy di2
D = .
(d21 dy
Then, if the matrix has a lower or upper triangular structure, i.e. djp = 0 or dp; = 0,

respectively, then we say that system (SKT) is triangular (see the following section for more
details). Moreover, if all the non-diagonal entries are zero, i.e. D = diag{d;;}, then only
self diffusion terms appear in (SKT) and the equations are uncoupled by the diffusion terms.
Finally, if all entries are zero d;; = 0,i, j = 1,2, system (SKT) reduces to the parabolic
reaction-diffusion system with linear diffusion (0.0.5).

System (SKT) describes a typical biological mechanism which lead to Turing instability
so that we refer to this phenomenon as cross-diffusion induced instability [9, 36, 42, 50, 84].
The structure of system (SKT) models the capacity of individuals to measure the density
of the same or of the other species and to increase their diffusion rate if the measured
density is large. Indeed in (SKT), the diffusion rate corresponding to u, i.e. the quantity
(d, + dy1u + dypv), is a function of u, v, depending on dy, d1». The diffusion coefficient dy;
(resp. d12) measures the amount of extra diffusion rate if there are more individuals of species
u (resp. v) around. The same argument holds for the population v with the diffusion function
(d, + dyru + dyv).
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In order to understand the dynamic modelled by the cross-diffusion terms in (SKT), M.
Ida, M. Mimura and H. Ninomiya proposed in [50] an interpretation of the cross-diffusion
terms in the triangular case of (SKT). We will detail this interpretation in the following
section after a bref discussion on the multiscale description for ecological systems.

Multiscale description for ecological models

The hallmarked events in ecology concern the distribution of organisms in the environment
and the natural life processes such as adaptation, reproduction and interactions that can lead
to patterns in ecosystem processes. Moreover, living organisms are organized on a multiple
and interconnected scale. Therefore, multiscale modeling is a fundamental tool to describe
the spatio-temporal complexity, where the term scale refers to the unit of space and time
used to measure the ecological mechanism [47, 67]. The identification of a scale structure
also implies the existence of a hierarchical organization of the system. Therefore in any
complex system, descriptions at different spatial or temporal levels contribute to an overall
understanding of the system’s behavior. In particular, since the primary entities involved in
population dynamics are organisms, then multiscale methods describe the ecosystem from
the level of the single individual’s trajectories to the dynamic of the entire environment. More
precisely, we want to detail the microscopic, mesoscopic and macroscopic approaches. Each
formulation provides different information, depending on the scale at which the ecosystem is
analysed, thus all the different multiscale descriptions are not unrelated.

e The microscopic formulation outlines the dynamic of single components or a finite
number of particles. Both the probabilistic tools and the analytic approach are used
for the microscopic derivation (ex. stochastic processes or mean field limits, lattice
models or reaction-kinetics ODEs).

e The mesoscopic description is the intermediate scale and concerns the dynamic of
groups of individuals. The focus is on the evolution of the density of each group and
it is used not only to understand the macroscopic limit and how it is achieved but to
describe intrinsic phenomena that the macroscopic level does not outline. The typical
modeling approach is by reaction-diffusion equations.

e The macroscopic scale focuses on the total mass of the system or on the average
of variables of the mesoscopic description. It is formulated by reaction-diffusion
equations.

Cross-diffusion systems may be derived at a microscopic scale by random-walk lattice
models [73]. See [40, 52] for probabilistic approach. In the following subsection, we
detail the mesoscopic description of the cross-diffusion system (SKT) in the triangular case,
introduced by M. Ida, M. Mimura and H. Ninomiya in [50]. They formally approximated the
triangular (SKT) system at the mesoscopic scale by a reaction-diffusion system with linear
diffusion.
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MULTISCALE DESCRIPTION FOR ECOLOGICAL MODELS

A mesoscopic model related to the triangular SKT model

In [50], M. Ida, M. Mimura and H. Ninomiya proposed a formal derivation at the mesoscopic
scale of the cross-diffusion system (SKT) in the triangular case below,

) (0.0.8)
0v —dyAv = v(r, — rnju — ranv), in (0, +o0) X Q,

{a,u — A(u(dy + d12v)) = u(r, — riu—ripv),  in (0, +00) X Q,
where u = u(t, x),v = v(t, x) are the species of two populations living in the space domain
Q c RY, N € N. In order to understand the interpretation proposed in [50], we consider the
simpler case of the evolution of a single species n = n(t, x) that diffuse in a heterogeneous
environement. Thus, we consider the following problem,

om=A{d, +uP(x))n), (x)eRixQ,
Vn-o=0, (t,x) e Ry X 0Q, (0.0.9)
n(0, x) = no(x) x €,

where no reaction terms are taken into account. The quantity d,, + ¢P(x) models the motility
of n in a neighborhood of x € Q, with the coefficients d,,u > 0, and P := P(x) in [0, 1]
models the local external pressure. More precisely, we assume that the place x is more
unfavourable for the population of density n where P(x) is larger. By the identity

(dy + pP(x)n = dy(1 = P(x))n + (dy + ) P(x)n,
it is natural to decompose n as below
n(t, x) = ny(t, x) + np(t, x), forall (f, x) in R, X Q,

with
nq(t, x) = (1 — P(x))n(t, x) and np(t, x) == P(x)n(t, x).

For simplicity of notations, we denote n, = n,(t, x) and n, = np(t, x) , therefore the first
equation of (0.0.9) becomes

0 (ng +np) = A(du ng + (d, + /J)nh)'

The above equation suggests that the individuals of density » are divided into two subpopu-
lations n,, np with the low motility d, and the hight motility d,, + i, respectively. In other
words, each individual of density n has two different states: a less active state with motility d,,
and a more stressed state with highter motility d,, + u. Therefore, we now construct a system
for n, and n, according to the previous argument. We fix a small parameter £ > 0, then
locally around x, each individual can switch from the state a to b with probability p,—p(x),
in average time £7,-,;. Conversely, we refer to p,_,,(x) as the probability of the passage
from the state b to a in a transition time £7,_,,. Biologically speaking, if x is an unfavorable
place then p,_,,(x) is higher than p,_,,(x) so that locally around x, individuals of density
n, tend to migrate towards more suitable areas of the space domain. Then, by defining the
following quantities for all x € Q,

pa—>b(~x) and k(X) — pb—)a(-x)7

ETa=b ETph—q

h(x) =
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and assuming that the state transition is much faster than the random diffusion of n, and n,
(i.e. € <« d,), the dynamic becomes

at Ng = duAna + l[k(x)nb - h(x)na],
& (0.0.10)
Ornp = (dy + )Any — p [k(xX)np — h(x)n,].

By conveniently choosing the transition functions % and k, then system (0.0.10) formally
approximates (0.0.9). Indeed, by computing the equation satisfied by n := n, + n;, we end
up with

om = d,An + uAny.

Thus, taking the limit in (0.0.10), as € — 0, formally one can expect,

{h(x)nac ,x) = k(x)my(-, x),

I’l(', )C) = I’la(', X) + nb('a X),

implying
_ k0 __
" o+ kT P T k)

Then, the equation satisfied by n becomes

B h(x)
(9tn— A((du +ﬂm )n),

where the ratio & models the external pressure P(x) at the point x.
h(x) + k(x)

By analogy with the limiting procedure used to approximate the system (0.0.9), we end
up with a formal approximation of (0.0.8). We firstly remark that the environment Q2 of the
reaction diffusion system (0.0.8) is homogeneous and the external pressure P(x) in (0.0.9) is
now depending on the presence of individuals of species v. We assume that the population
u is split into two substates u, and up. Each individual converts its own state to the other
depending on the spatial distribution of the competitor v. We additionally assume that the
density v is bounded, i.e. there exists a constant M > 0 such that

0<v(x) <M, a.e. in (0, +o00) X Q. (0.0.11)

It is worth noticing that since in the triangular cross-diffusion system (0.0.8) the density v
satisfies a heat equation, then the maximum principal gives an L* bound for v (assuming L™
initial data), so that condition (0.0.11) is not restrictive. Then, identity below holds true,

(dy +dyvyu = dy(1 - %)u +(d, + dle)%u = dyuy + (dy, + dpM)ug.

with

g = (1~ %)u wp = %u and  u = ug+ up. (0.0.12)

Using the previous limiting argument, we describe the dynamic of two species, ©#® and v*
where u® in two sub-populations, u;; and uy, associated to two states class: a moderately
mobile type and an highly mobile one, with the corresponding diffusive coeflicients d,, and
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d, + dip M. Therefore, taking into account the interpretation proposed in [50], the natural
approximation of (0.0.8) at the mesoscopic scale is the following

1
0l = dyAul + us(ry, — ri (Ul + ui) —rpV°) + — (h(vg)ui - k(vg)ug) ,
£

1
Oua = (dy + dya M)A + i (r = ra e + 145) = r12v°) = = (RO = ki)

0V = dy AV +Vo(ry — rn (U, + up) — rpv®).

Then, taking € — 0 and using the decomposition u® = uj, + u;, we formally obtain O
k(v) h(v)
TR+ R0 T ) + k0"
and thus
O = A((du + dle% )u) + (ry — riiu —ripv) u,

ov=d,Av+(r,—rju—rnv)yv,
that corresponds to (0.0.8) if & and k satisfy

h(v)
h(v) + k(v)

For example, the following choice is admissible,

h(v) = % k(v) = 1 — % (0.0.14)

Following this interpretation, a certain number of cross-diffusion systems are obtained
as limit of a mesoscopic reaction-diffusion system. For example see [25] for the space
dimension N = 1 and [37]. See also [36] for a class of non triangular cross-diffusion systems
with Beddington—DeAngelis functional response.

State of the art

Reaction cross-diffusion models arise in many different fields of physics, such as respiratory
airways, chemical reactors or gaseous mixtures [8], in subfields of medicine, for that we
refer to [33] for a chemotaxis model of multiple sclerosis and to [51, 53] for tumor growth
models, and in many biological contests such as cell migration in tissues and chemosensitive
movements [74, 75] or population dynamics of multiple species [50] . This class of nonlinear
systems is also involved in various biological processes, such as the transport of ions in cells
[13] (volume filling model) and several applications in population dynamics. As already
mentioned, (SKT) was introduced for a modelling problem linked to the Turing instability.
However, (SKT) proved to be an extremely rich mathematical object from which many
natural questions arise, including existence, uniqueness and regularity of solutions, stability
of equilibria and asymptotic behavior.

The analysis of cross-diffusion systems is delicate and sometimes intricate. One of
the main difficulties is the strongly-coupled structure of the equations so that standard
parabolic theory such as the maximum principle or the classical regularity results generally
fail. Moreover, as previously mentioned, the unknowns of this class of systems represent
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concentrations, population densities or quantities that are typically expected to be nonnegative
or even bounded. Therefore, the nonnegativity and the L™ boundedness of the solutions may
represent a challenging issue.

A fundamental theory for strongly coupled systems was developped by H. Amann in
[2, 3]. He showed the local in time existence of weak solutions in a certain Sobolev space
(W'P) and proposed a criterion for their global in time extension, based on the boundedness
of the L™ and Holder norms. Then, the main difficulty relies in proving the bounds on the
solutions in suitable Sobolev spaces to prevent blowups. In this direction, several different
methods have been employed to get the L boundedness of solutions. We refer to the
Moser-type or Alikakos-type method [1] in which the L* bondedness is obtained as the
limit for p — +oo0 of the p—uniform L”—norms control. We also mention the work of T.
Lepoutre et al in [60], where they obtained the existence of bounded solutions using spatially
regularization arguments and Holder theory.

Concerning the existence result for the specific system (SKT), a certain number of
results are shown under restrictive hypothesis on the space dimension N, on the diffusion
coefficients in the nontriangular case (d}», d»; # 0) or on the initial data. As first, Kim [54]
proved the existence of global solutions assuming N = 1, d,, = d,, and without self-diffusion
(dy1 = dy; =0). For N = 2, Yagi proved in [86, 87] the existence of global solutions under
the assumptions on the cross-diffusion coefficients 0 < dj; < 8d;; and 0 < dp; < 8d»».
This condition was weakened in [49] with di2dp < 64di1dyy or 0 < dipdr; = 64d11da,. For
N = 2, Lou, Ni and Wu published in [64] the existence of global solution for the system
(SKT) with d1 > 0 and d»; = 0. For higher space dimension, we refer to Deuring in [38]
for the existence of global (in time) solutions, provided that dy», d>| are small coefficients
depending on the initial data, and to Choi in [22, 23], assuming smooth initial data.

An important progress for the existence of global in time solutions was made by Chen
and Jiingel in [17] (see also [16]). Indeed, they proved the existence of an entropy functional
for the system (SKT) (that is a Lyapunov functional if the reaction terms are neglected),
without any restrictions on the diffusion coefficients in the nontriangular case (dy2, d>; # 0).
The entropy functional writes as follows for all u,v > 0,

Ju,v) = d21f(ulnu—u+1)dx+d12f(vlnv—v+l)dx. (0.0.15)
Q Q

The analysis of the evolution of J along the solution to (SKT) yields a priori estimates to
construct global in time weak solutions. This entropy structure was shown to be robust
enough to treat a generalization of the (SKT) system in [34]. Afterwards, many other works
deeply investigate the relation between the structure of systems involving cross-diffusion
terms and the existence of an entropy functional [19, 29, 59].

A fundamental tool, coming out of the reaction-diffusion theory and often referred to
in the literature as the Duality Lemma, has been set up by M. Pierre and D. Schmitt in [78],
giving an L?(Q7) a priori estimates on the solution. It is typically used to construct weak
solutions to reaction cross-diffusion systems where the diffusivity function depend on the
species [32]. For example of application, see [14, 34, 37, 59] and [83] for a class of triangular
cross-diffusion systems with possible self-diffusion.

In the following section, we present an overview of our results about existence of weak
and strong solutions, regularity and uniqueness, that enlarge the analysis of the class of
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cross-diffusion systems. However, many questions on this class of nonlinear systems are still
open, some of which are subjects of forthcoming works (see Chapter 4).

Overview

In this section, we present an overview of the thesis by summarizing our main contributions
and outlining the results in the literature that have been more relevant for our work.

o In Chapter 1, we study the existence of weak solutions and the linear stability of
a triangular cross-diffusion system. For the existence result, we rigorously prove
the passage from a Lotka-Volterra reaction-diffusion system (mesoscopic system)
towards a cross-diffusion system (macroscopic system) at the fast reaction limit. The
mesoscopic system models the competition of two species, when one species has a
more diverse diet than the other one. The resulting limit gives a cross-diffusion system
of a so called starvation-driven type. The main tools used to rigorously pass to the
limit consist in a priori estimates, given by the analysis of an entropy functional, and
in compactness arguments. Moreover, we investigate the linear stability of spatially
homogeneous equilibria of the macroscopic system and the mesoscopic one and
we rule out the possibility of Turing instability. In particular, we investigate the
relationship at the limit between the linear stability of the coexistence steady state at
the mesoscopic and macroscopic scale. Numerical simulations are also performed
to complement the abstract results. Chapter I is the result of a collaboration with
L. Corrias, H. Dietert and Y.-J. Kim and was published in Journal of Mathematical
Biology under the title Evolution of dietary diversity and a starvation driven cross-
diffusion system as its singular limit [12].

o In Chapter 2, we prove the existence of weak solutions for a general class of triangular
cross-diffusion systems, using a mesoscopic derivation, similarly as in Chapter 1. We
study a natural generalisation of the mesoscopic system introduced in Chapter I and
we obtain a wider class of triangular cross-diffusion systems of a starvation-driven
type at the fast reaction limit. The main tool used consists in studying a family of
entropy functionals that includes the one used in Chapter 1. In order to have enough
compactness and then to pass to the limit, it is sufficient to consider a subfamily of the
family of the entropy functionals. However, in order to investigate the regularity of the
solution, one can study the evolution of the entropy for all the family, thus improving
the entropy a priori estimates by a bootstrap argument. The regularity of the solutions
is the object of a forthcoming work. We refer to Chapter 4 for more details.

o In Chapter 3, we study the existence, uniqueness and regularity of strong solutions for
a general class of triangular cross-diffusion systems. The term strong means that the
equations of the system are satisfied almost everywhere. The method used to prove the
existence result is different from that employed in Chapter I, 2, where we obtained
the cross-diffusion system as the limit of a mesoscopic system. Here, the main idea
is to introduce an appropriate change of variable that strongly uses the properties of
the diffusity function of the cross-diffusion system and that gives rise to a system in
a non divergence form. Classical analytic methods, such as regularization and fixed
point arguments, allow us to prove the existence of strong solutions. Moreover, the
L*(Qr) boundedness of the solutions is proved if the space dimension N < 3, and
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the uniqueness holds, provided that N < 2. We conclude by showing a weak-strong
stability and a weak-strong uniqueness result.
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CHAPTER

Evolution of dietary diversity and a
starvation driven cross-diffusion
system as its singular limit

1.1 Introduction

We consider a semilinear reaction-diffusion system that models a competition dynamics
when two species have partially different diets. The population densities of the two species
are denoted by u = u(t,x) and v = v(¢, x). The species u has a more diverse diet and is
divided into two substates u, = u,(t, x) and up = up(t, x) so that u = u, + up. The system is
parametrized by a small parameter & > 0 and written as

1
Oy = daAug; + fa(ug) + —O(ug, ug, v°), in (0, +c0) X Q,
&
1
o = dpAu + fi(uy, vé) — EQ(ug, up, v¥), in (0, +00) X €, (1.1.1)
0" = dyAV® + fy(ug, v°), in (0, +o0) X Q,

where Q ¢ RN, N > 1, is a bounded domain with a smooth boundary, and d,;, d and d, are
diffusivities for the three populations. The unknown solutions depend on the parameter &
and we denote it expliciltly if needed. The above system is complemented with nonnegative
initial data

U0, %) = ul(x), uf(0,x) = ul'x), V(0,x) =V"(x), xeQ, (1.1.2)
and zero flux boundary conditions,
d,Vu}, - o =dyVuy -0 =d,Vv -0 =0, on(0,+00)x Q, (1.1.3)

where o denotes the outward unit normal vector on the boundary 9Q.

In this chapter, we want to see the effect of diet diversity in a competition context using
the system and the emergence of cross-diffusion triggered by such a difference through its
singular limit, as € — 0. The competition dynamics is given in the reaction terms. The
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reaction terms of order one are given by

Ug

Ja(ug) = naua(l - ;),

Filuapv) = mpiap(1 ”b; %), (1.1.4)
folapv) = (1 - 22,

where a, b > 0 are carrying capacities supported by two different groups of resources and
N4, M, and i, > 0 are the intrinsic growth rates of u,, up, and v, respectively. The competition
of the two species, u and v, is for the resource b. However, the species u has a diverse diet
and can survive by consuming the other resource a without competition. In order to model
such a competition using a Lotka-Volterra type system, the species u is divided into two
substates u, and up, depending on their diets. In the above reaction terms, u, takes a logistic
equation type reaction, and 1, and v take Lotka-Volterra competition equations type reactions
as given in (1.1.4). Since competition exists only partially for the species u, the competition
is weak to u. However, the species v competes with u for all of its resources and hence the
competition is not weak in general and the competition result may depend on the parameter
€ (see Sections 1.4 and 1.5).

The individuals of the species u may freely change the type of food depending on the
availability, which is modeled by the fast reaction term of order &',

i Olitas p, v) = i [¢(””; =) = v( =) ] £>0. (1.1.5)
up +v

In this reaction term, &' ¢( ) is the conversion rate for individuals in the state u;

which switch to the other state u,, and £ 1//(—“) is the conversion rate in the other direction.
a

The conversion rate ¢(“4™) is assumed as a function of the starvation measure “2™ for the

populations u; and v. If the resource b dwindles or the population u; + v increases, the
resource b becomes scarce relatively, and more individuals of population u; will convert to
u, and consume the other resource a. Hence, we assume that ¢ is an increasing function of
the starvation measure (see [55] for more discussion on the starvation measure). In the same
way, the conversion rate i is a function of the starvation measure % for the population u, and
is assumed to be increasing. For this reason, it makes sense to call the conversion dynamics
given by (1.1.5) a starvation-driven conversion, which eventually results in the starvation-
driven cross-diffusion after taking the limit as € — 0 (see [21, 24]). More specifically, we
assume the following starvation-driven conversion hypothesis

e ¢ and y in (1.1.5) are increasing functions belonging to C'([0, +c0)); in addition, there
exist strictly positive constants oy, 64, My, and My such that, for all x > 0,

Y(x) =26, >0, ¢(x)>26,>0, ¢ (x)<My and y'(x) < My. (HD)

The main result of this chapter is that, as € — 0, the (unique) solution (i, ”167’ v®) of the
initial boundary value problem (1.1.1) — (1.1.5) converges to a limit (u,, up, v) and this limit
is a weak solution to the reaction cross-diffusion system

{atu = A(dytta + dpup) + fa(ua) + fop,v), in (0, +00) X Q, (116)

v = d,Av + f,(up,v), in (0, +o0) X Q,
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where u, and u;, are (uniquely) determined by the nonlinear system

Ug + Up = U, (1.1.7)
Oug, up,v) = 0,
complemented by the initial data,
(0, x) = u™(x) := ul(x) + w(x), v(0,x) =V"(x), xeQ, (1.1.8)

and the zero flux boundary condition,
V({duu, + dpup) -0 =d,Vv-0 =0, in (0, +00) X 0Q2. (1.1.9)

Note that the zero flux boundary conditions in (1.1.3) are equivalent to the homogeneous
Neumann boundary conditions,

Vug, -0 =Vuy -0 =Vv¥-0=0, on(0,+00)X 0Q,

(see [50] for similar diffusion operator for a single species with two phenotypes). However,
after taking the singular limit, we obtain the zero flux boundary conditions (1.1.9), but not
the homogeneous Neumann boundary conditions. Moreover, the initial data (1.1.8) satisfy

ul, i, vt e C3(Q) and Vul' o =Vul oc=VV".0=0, ondQ. (H2)

If d, = dp, the diffusion for the species u given in (1.1.6) is the homogeneous linear
diffusion. However, the diffusivity of a species usually depends on its food (or prey) and
d, # dp in general. In that case (d, # dp), the diffusion for the total population in (1.1.6)
contains cross-diffusion dynamics depending on the distribution of the three populations
groups, Uy, up and v, through the relations in (1.1.7). This explains the starvation-driven
diffusion for the specific case of the chapter, a concept formally introduced by Cho and Kim
[20]. Funaki et al. [41] derived a macroscopic cross-diffusion model from a system of two
phenotypes and a signaling chemical in the context of chemotaxis.

The proof of convergence as € — 0 is rigorously obtained via a priori estimates for
ug, uy, and v*. The main tool is the energy (or entropy) functional

E(ug, up,v) ::fha(ua)dx+fhb(ub,v)dx, (1.1.10)
o) o)
where
Uq Uup +
ha(ua)::f W(2)zdz, and  hy(up,v) :=f o )edz. (1.1.11)
0o \a 0 b

Notice here that the assumption (H1) implies that A, is positive, increasing, and convex,
and that /; is positive, increasing in both variables, and convex with respect to the first
variable. We refer to [27] and [37] for the use of such entropies in the context of triangular
cross-diffusion systems (that is, systems in which only one of the two equations includes
a cross-diffusion term). For more general systems, we refer to [17, 18, 30, 35, 52] among
other works.

Then, by invoking the Aubin-Lions Lemma, we pass to the limit along a subsequence and
conclude that the limit is a very weak solution to (1.1.6) — (1.1.9), in the sense of Theorem
1.2.1.
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Remark 1.1.

The regularity of the initial data (H2) guarantees the existence of classical solutions (ug, uy, v°)
to the system (1.1.1) - (1.1.5), for any fixed £ > 0. Furthermore, (H2) ensures the bound-
edness of & at t = 0 and allows us to get the e—uniform estimates for 6,%, 0;v*, Vv?,i, j =
1,...N, thanks to the parabolic maximal regularity (see Lemma 1.3.1). On the other hand,
the initial data 1", uib“, vi" for the reaction diffusion system (1.1.1) do not satisfy a priori the

a

nonlinear equation Q(uia“, uih“, vi") = 0in (1.1.7). Thus, the appearance of an initial layer is

expected (see also Section 1.5).

We conclude this introduction proposing a formal derivation of (1.1.1) out of a micro-
scopic system.

The rest of the chapter is organised as follows. Section 1.2 is devoted to the statement of
the existence result. In Section 1.3.1, we prove a priori estimates, which are the preliminary
ingredients for the proof of the existence result, obtained in Section 1.3.2. The chapter
concludes with the existence and linear stability analysis of trivial and non-trivial spatially
homogeneous steady states, in Section 1.4 and Appendix A.2, with a particular emphasis put
on the coexistence state. Some numerical tests in Section 1.5 illustrate the linear stability
analysis.

1.1.1 Formal derivation of the reaction-diffusion system with fast switching

We explain here how the mesoscopic scale model (1.1.1) is obtained at a formal level from a
microscopic scale model in which the resources inducing the competition explicitly appear.
Consider

Ors1 = l[rlsl(l -2 ) —P1S1U1],

5 Ay
(9,S2 = %[I’zSz(l - ;—22) - pQSQUz - pstV],
8,U1 = DIAU; +kipisiUy + o222y, 2y A1)
& 52 S

0,Uy = D,AU> + kopasoUs — é[CD(W)UZ - ‘I’(plUl )Ul],

8;V = DvAV + kvpvszv,

where 6 > 0 is the microscopic reaction time scale and ¢ is the mesoscopic one (hence
0 <« & < 1). These equations describe the time evolution of a small ecosystem with two
prey population densities (or vegetal resources), s; and s», and two predator population
densities (or harvesters of the vegetal resources), U and V. Moreover, the population U
is composed of two subpopulations U; and U, depending on the prey they consume, i.e.,
s1 and s, respectively. The prey species s; follows the logistic dynamics with a carrying
capacity A; and an intrinsic growth rate r;. The predator species consume a certain amount
of preys which is proportional to the prey density with proportionality factors p1, p» and py.
The harvested prey mass is converted to the predator mass with conversion rates kg, k> and
ky. The subpopulations U, and U, convert to each other depending on the availability of the
prey. The two functions @ and ¥ are the conversion rates which are respectively increasing
functions of the starvation measures W and pls—(l]l. The other species V consumes
only the second prey s». Hence, the active competition is only between V and U,, while U

4
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competes with V passively (via conversion). Finally, since the dispersal rate of a predator
species usually depends on the nature of its prey, D # D; in general.

Remark 1.2. If the heterogeneity of prey densities s; and s, is considered, one needs to add
diffusion terms in the first two equations of (1.1.12) in order to include random migration of
prey species. However, the lack of the diffusion terms does not affect the formal derivation
of the mesoscopic system since we take 6 — 0 anyway.

Next, we make the asymptotic approximation as ¢ — 0 with fixed & > 0 for the prey (or
resources) densities sy, sp, and formally obtain a mesoscopic scale model. First, we have

risy 11U,
silrn ————-p1U1)=0 = 51 =0 or 51 =A;(l - ,
( A p 1) ! ( . )
and
s U, + pyV
Sz[rz(l - A—zz)—szz—p\/V] =0 = 52 =0 or 52 =A2(1 — %)

Only the nontrivial case, s; # 0 # s7, is meaningful (since s; = 0 and s, = 0 correspond to
unstable equilibria), and we obtain two relations

Uu, n r Uy +pyV rn r
P11_1_13ndP22PV:_22

S1 s1 A 2 s Ay

Therefore, the last three equations in (1.1.12) turn into

1
0,U1 = D1AU, + Atk pi U (1 - B52) + —[@U, - YU,
&

1

8,Us = DyAUs + Agkopa Uy (1 — 22220 — ~[@u; - WU |, (L.1.13)

£

0,V = DyAV + AgkypyV (1 - I,

where the conversion rates ® and W read as
n o n rnoon
O=0P(—=--—= d Y=¥—-—),
(5 -x) = (5 - %)

and the Lotka-Volterra reaction dynamics of competition type naturally appears.

Now we consider the relationship between the variables in (1.1.1) and in (1.1.13). First,
we define
uy = Uy, up, := Up, V" = &V,
P2

and keep the same diffusivity coefficients
d, =Dy, dp :=D», d, :=Dy.

Then, the coefficients in the Lotka-Volterra type competition dynamics, f,, f, and f,, are
given as

r r
e i= prAtkl, M= prAoka, 1y i= pyAcky, ai=—, b= = (1.1.14)
p1 P2
Finally, the mesoscopic conversion rates are given as
roX roXx
=Pl =—), =Y — . 1.1.15
$(x) (Azl_x) Y(x) (All_x) (1.1.15)

After replacing the previous coefficients with the new ones, the system (1.1.13) becomes our
system (1.1.1).
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Remark 1.3.

(i) The conversion rates of the microscopic model, @ and ¥, are functions of the starvation
measures ”ZUZS%VV and pls—?‘, instead of simply UZS—:V and [S]—ll in order to take into account
the difference in the harvesting rates p> and py.

(i) The mesoscopic conversion rates ¢ and ¢ in (1.1.15) are increasing functions, since @
and ¥ are chosen to be increasing functions.

(iii) It is worth noticing that the carrying capacities a and b for the predator species are
proportional to the growth rates r;’s of the prey species and that the prey carrying capacities
A;’s are also involved in deciding ¢ and ¥ (see (1.1.14) and (1.1.15)).

(iv) The macroscopic system reduces to the classical Lotka-Volterra system of competition
type with linear diffusion, whenever the conversion rates ¢ and y are both constant.

1.2 Statement of the main result

Before stating our main result in Theorem 1.2.1 below, we observe that, thanks to hypothesis
(H1), the function

up +v
b

u—up

q(up; u,v) := QU — up, up, v) = ¢( )u;, - w( )(u —up), (1.2.1)

defined for uy, € [0, u], satisfies for given u > 0,v > 0

Ot ) = o) + G0 (=) + o)+ () >0

and foru > 0,v >0

q(O;u,v) <0, q(u;u,v) > 0.

Hence, for any given (u,v) € Ri, there exists a unique u, (u, v) € [0, u] zero of g, and thus a
unique solution to the nonlinear system (1.1.7) is well defined. Furthermore, the implicit
function theorem guarantees the continuity (and even the C' character) of u,, with respect to

(u,v).

Theorem 1.2.1.

Let Q be a smooth bounded domain of RN, N > 1. We assume (H1) and (H2). Then, the
unique positive classical solution (ug, u;,v®) of (1.1.1) - (1.1.5) converges for a.e. (t,x) €
(0, +00) X Q (up to extraction of a subsequence) towards a nonnegative triplet (uy, u,,v), as
& = 0. Moreover, for a.e. (t,x) € (0, +00) X Q, the pair of function (uy,u;) is the unique
solution to the nonlinear system (1.1.7), corresponding to u := uy + u, and v. Furthermore,
(u,v) is a very weak solution to the macroscopic system (1.1.6) — (1.1.9), in the sense that,
for all test functions &1, & € C>([0, +00) X Q), with V€| - o = V& - o = 0 on [0, +00) X L,
it holds

+00 +oo
—f f(c'),fl)u dxdt — f &1(0, Hu™dx —f fAfl(daMZ + dypuy )dxdt
0 Q Q 0 Q

=L Lfl(fa(u2)+fb(uz,v))dxdt, (1.2.2)
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and

—f oof(atfz)vdxdt—ffz(O,-)vi"dx—dvf oof A& vdxdt
0 Q Q 0 Q

_ f ) f & fy(ulv) dudr (12.3)
0 Q

Finally, the following regularity holds true, for all T > 0

(i) ueLq(QT)forq:2+%ifN23,q<3ifN:2andq:3ifN: 1, |Vu| € LX(Qr);

(ii) v € L*(Q7), |Vv| € L*(Qr); ﬁxl.,xjv,c'),v e L1(Qr), i,j = 1,...,N, for the same
previous q.

1.3 Proof of the main Theorem

We first observe that for any & > 0, there exists a unique global strong (for ¢ > 0) solution
(ug, up, v®) to system (1.1.1) — (1.1.3), under the assumption on the initial data of Theorem
1.2.1. We refer to Proposition 2.5.1 in Chapter 2 for the proof (see also [31, 80] for similar
results).

1.3.1 A priori estimates

In this section, we shall obtain a priori estimates on the subpopulation densities u?, ui, on
the total population densities u® := uj + u; and v*, and on Q(ug, uy,v*). More specifically,
we take advantage of the triangular structure of the system that gives us a priori estimates
on the density v* and its derivatives (see Lemma 1.3.1). The reaction functions f, and f} of
competition type allow us to control the total mass fQ u®(t) dx, and to get an L*(Qr) estimate
on u® (see Lemma 1.3.2). The latter will be employed in Lemma 1.3.3 to obtain estimates
on Vug, Vuy and Q(uy, uZ, v?®), through the use of the energy functional (1.1.10), (1.1.11).
In addition, the triplet (u, uy, v*) will be shown to have finite energy &(T') as well, for all
T > 0.

Hereafter, all constants C and Cr are strictly positive and may depend on €, the initial

data u'", uzn, vi", the coefficients in system (1.1.1), the transition functions ¢,y and on T, but

never on £. They may change also from line to line in the computations.

Lemma 1.3.1.

Let (ug, u;, V) be the positive classical solution to (1.1.1) - (1.1.5). Then, the following

statements hold true

(i) there exists a constant C > 0 such that for all € > 0

[VEllz2 0,400y < C's (1.3.1)

(ii) for all g € (1, +0c0) there exists a constant C > 0 depending on q,v"",Q, such that, for
alle >0, T >0andalli,j=1,.,N,

107 lac@r) + 1036,V N1y < CA + lligllzaer)) s (1.3.2)

7



1.3. PROOF OF THE MAIN THEOREM

(iii) for all g € (1, +00) there exists a constant C > 0 depending on q, Vit N, Q, such that,
foralle >0andall T >0,

9911, 0, < C (14 T + 16l ) - (1.3.3)

Remark 1.4.
In the sequel, the value of ¢ in (1.3.2), (1.3.3) will be first chosen equal to 2 (see Lemma 1.3.2),
and then to a different number after Corollary 1.3.4.

Proof.
It is easily seen that

0 <Vv(t,x) < K = max { ||vin||Loo(g) ; b}, forae. (t,x) € (0,400) X Q. (1.3.4)

Indeed, by the existence result of strong solution for (1.1.1), we know that the nonnegativity
of v* is preserved in time. Concerning the upper bound in (1.3.4), it is obtained by multiplying
the equation for v* in (1.1.1) by (v* — K)* := max{0, v* — K} and integrating over Q, to obtain
forall r > O,

f (5(t) — K)? dx < f (V™ — K2 dx=0.
Q Q

Next, by the maximal regularity property of the heat equation (see Section A.1), for all
q € (1, +00) there exists a strictly positive constant C, which depends on ¢, vi" and Q, such
that foralli, j = 1,..,N,

100" |Laar) + Haxnxjvs”Lq(QT) <C(+ ||fv(uia Vg)”L‘?(QT))
< C(1 + llupllzacen)- (1.3.5)

so that estimate (1.3.2) holds. Then, thanks to the Gagliardo-Nirenberg inequality [71], for
all g € (1, +00), there exists a strictly positive constant C, depending on g, N, € such that, for
allt>0andi=1,...N, we have

N
1/2 1/2
105 D20y < C Y 102, Oll gy PO 2 ) + CIV @@ -
=1

Integrating the above inequality over (0, 7) and using (1.3.1) and (1.3.5), we get estimate
(1.3.3). O

Lemma 1.3.2.
Let (ug, uy, v¥) be the positive classical solution to (1.1.1) - (1.1.5). Then, for all T > 0, there
exists Cy > 0 such that for all € > 0 the following estimates hold:

sup f(uz +up)(t)dx < Cr and Il + uille(Q )< Cr. (1.3.6)
1e0,7] JQ ’
Proof.
Adding the first two equations in (1.1.1) and using the positivity of ug, uj, v*, we get
ut u
Oyl + 1f) < dalif + dypAu + auf(1 = =) + mpuf(1 - Z) (1.3.7)
a
1
< dgAug, + dpAuy, + Z(ana + bnp). (1.3.8)
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Then, integrating (1.3.8) over €, the inequality becomes

d
7 fg (u, +up)()dx < C,
implying, for all ¢ in [0, T], that

(0 + uf Ol 1y < e + Uy +C T . (1.3.9)

In order to obtain the L>(Q7) estimate for uf + uy,, we integrate inequality (1.3.7) first
over Q and then over (0, t), for ¢ € (0, T), to obtain

f e+ u)() dx + 12 f W) dxdr + % f ) dxd
Q a Jo, Q

< ”M:ln + MZHHL'(Q) + C”Mz + I/li”Ll(QT) .
The second estimate in (1.3.6) follows, using the first one. O

Lemma 1.3.3.
Let (ug, uy, v®) be the positive classical solution to (1.1.1) - (1.1.5). Then, for all T > 0, there
exists Ct > 0 such that, for all € > 0, the global solution to (1.1.1) satisfies

1
g u, vIT) + CIVUGlip2 q + CIVUlI 2 g, + 210G 1, V) g,y < Cr - (13.10)

Proof.
We shall analyse the evolution of &, along the trajectories of the solution to (1.1.1). Thus,
from the first equation in (1.1.1) and assumption (H1), we have

ha(ul) dx = f(@,ui) u; w(u—z)dx
Q a
==, [ [o(%) + ()i
+L ujfa(ui)w(%z)dx+éLuiw(%Z)Qsdx
< —dudy f IVul|? dx
Q

&

+CL(MZ)2(1—%)]I{MZSQ}dx+ éLugw(b;—Z)Qde. (1.3.11)

dt Jo

Concerning the second term in the energy (1.1.10), we see that

& £
ub+v

d
— f hy (U, v®) dx = f (00145 us o )dx + f @v®)dhp(ul, v dx  (1.3.12)
dt Q Q b Q

= 5L+D.

Using the second equation in (1.1.1), I; rewrites as follows

ué +v% ué ué +v%
I < —d;,f |vu8|2[ (—b )+ L '(—b )

up fup +V°
—dbf—¢ L\ Vil - VP dx (1.3.13)
Qb b

e ui+v8 1 . ui+v8 .
+CL(ub) (1— b )]l{ungSb}dx—gLub(p( b )Q dx.

9
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On the other hand, observing that

0rhp(up,v) = foub £¢’ (H_V) dz = ubqb(ub i v) - j;ub d)(z al V) dz, (1.3.14)

b b b b
by the positivity of ¢, d»hy, is positive as well and

& &
Mb+V

f Orhy(uy, v°) fi(ug,v¥)dx < n, f Orhp(uy, v) v® (1 - )]1{u7;+vsgb} dx
Q Q

+ Ve . ui +v®
<n f b¢ vl - b ]l{u;+vasb} dx.

Therefore, we obtain

L <-d, f Aol (Ul V)YV dx - d, f o1 (Ul Vo)Vl - Ve dx
Q Q

ub +f . ui +f
f ubgb vl - 5 ]l{u;§+v£sb} dx.

Computing from (1.3.14)

(1.3.15)

021 hp(up, v) = ¢ (ub s v) ,

and plugging estimates (1.3.13) and (1.3.15) into (1.3.12), we end up with the estimate

d £ & MZ+V8 MZ ’ ui+v8 g2
E‘th(ub,\/)dxg—dbfg; [0} b +E¢ T |Vl/tb| dx
~d, [ st O d

Q
ué ut +v*¢
—«&+m{f—ﬁw(b
uZ+v
+C [P (1= 5 Luguan d
+v‘E . ub+v
Vfub¢ b viil-= b ]1{u1f+v5£b}dx
Q
1 . up +v° .
- - _ dx.
sLub¢( 5 O°dx

Next, using the positivity of ¢’ again, we estimate the third term in (1.3.16) with a weight
n>0as

—@+mf—¢(
<m+m_[ (

)Vuz -V dx
(1.3.16)

)Vub VvE dx

(9 E E
dy +d, up +v )
Vil dx ¢ Ve~ dx.
)| ) T 2n Lb¢( b )| v

10

b
y +




1.3. PROOF OF THE MAIN THEOREM

Thus, choosing 1 € (0,2d,(d), + d,)™"), gives C(n) := (dp — (dp, + dv)g) > 0, and inequality
(1.3.16) becomes

d
— f (Ul Vo) dx < — dpdy f \Vul|* dx - d, f ool (s, Vo) VVI* dx
dt Jo Q Q
us us +v°
- C() f —b¢'( .
(db+dv) f (
+
b

+C—1 bqﬁ(

)|Vu;|2 dx

b
Finally, by assumption (H1), the derivative

02hp(up,v) = %(b,(uh;-v)_ V(u;,;—v)_qﬁ(g)] = ﬁ”hw [¢'(W)T+v) —¢'(§)] %,

satisfies

(1.3.17)
)le I dx

u
|022hp (up, V)| < 2M¢/gb .

Therefore, adding (1.3.11) and (1.3.17), and using the boundedness of ¢’ again, we arrive at
the following estimate for the time derivative of the energy

d
ES(ui(t), up (0, v(1)) < = dady f IVué|? dx — dpd, f Vil dx
Q
—C(n)f ( )|Vub|2dx (1.3.18)
& &£ & 1 &

Integrating in time over [0, T'] the latter inequality, estimate (1.3.10) is proved by the means
of Lemma 1.3.1 (with g = 2), Lemma 1.3.2 and the boundedness of the initial energy. O

We conclude this section by giving improved estimates from interpolation arguments.

Corollary 1.3.4.
Let (ug, u;, v°) be the positive classical solution to (1.1.1) - (1.1.5). Then, for all T > 0, the
following estimates hold

llutg, + uaz | <Cr, (1.3.19)

12 (0,7; H'(Q))

and
lluz; + upllzor) < Cr s (1.3.20)

where

:{2+2/N ifN>2; (1321)

3, ifN=1,
and g <3, if N=2.

11
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Proof.
The following argument is performed for the subpopulation . It can be applied similarly to
uy and thus to ug + uy.

Lemmas 1.3.2 and 1.3.3 give that «Z is bounded in L%(0,T; H'(Q)). Thus, by the Sobolev
embedding theorem, we have that u. is bounded in LZ(O, T: LN (Q)), with N* = % if N > 2,
N* € [2,+00) if N = 2 and N* = oo if N = 1. Since we also know that u;, is bounded in
L®(0,T; LY (Q)), by interpolation we obtain that ¥ is bounded in L9(Qr), with g as in
(1.3.21). O

Remark 1.5.
At this point, using Lemma 1.3.1 again, we see that 9,v° and VVv? are bounded in L7(Q7).

1.3.2 End of the proof of the main result
End of the proof of Theorem 1.2.1.

The proof is divided in four steps and uses compactness to identify limits along subse-
quences. The first and the second one focus on the identification of the limit (as & — 0) of
the densities v* and u® = uf + ui, a.e. in [0, T'] x Q, respectively. In the third step we obtain
the a.e. convergence of the subpopulation densities ug, u; and we identify the obtained limit
as the unique solution to the nonlinear system (1.1.7). The convergence argument is also
extended globally in time by a diagonal argument. Finally, the proof is concluded in the
fourth step, taking the limit as € tends to zero, in the very weak formulation of the system
satisfied by u® = uy + uy and v*.

First step. Let T > 0 be arbitrarily fixed. Thanks to the control of the density v* given in
Lemma 1.3.1 and to the boundedness of uj; + uj in L*(Qr) obtained in Lemma 1.3.2, we
have that (v¥),, is bounded in L*(0, T; W'*(Q)) and (9,°), is bounded in L*(0, T; L*(Q)).
Therefore, by applying Rellich’s Theorem, there exists a subsequence, still denoted v*, and
v € L*(Qr) such that, as € — 0,

VE(t, x) — v(t, x), a.e.in Qr. (1.3.22)
Moreover,
Vve — Vy in LYQr), (1.3.23)

and due to Lemma 1.3.1 again, v is nonnegative and belongs to L™ (Q7), while Vv lies in
LYQr).

Second step. We rewrite the parabolic equation satisfied by the density u® = ug + uy as

o’ = Adg uj, + dp up) + fa(ug) + fp(up,v°). (1.3.24)

Thanks to Corollary 1.3.4, we see that (1®). is uniformly bounded in L*(0,T; H'(Q))
and in L2+*29(Q7) for some & > 0, so that the reaction term in (1.3.24) is uniformly bounded
in L'*°(Qr). Then (8,(uf + uf)), is uniformly bounded in L'**(0, T; W~"-1*°(Q)). Thus,
Aubin-Lions’ Lemma (cf. [69]) yields a subsequence (still denoted #®), and a function
u >0, ue L*(Qr), such that, as € — 0,

u®(t, x) = ug(t, x) + up(t, x) — u(t, x), a.e. in Qr, (1.3.25)

12
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where the nonnegativity of u follows from that of #®. Furthermore,

Vu® — Vu in L2(Qr), (1.3.26)
and
— : E E
”M ||L2(QT) - ;E}I‘(l) ” u, + u, ||L2(QT) < CT P
.. e
||V”||L2(QT) < 111811)1(1)1f [| Vi ||L2(QT) <Cr.

Third step. The energy estimate (1.3.10) yields the estimate

(i — (o)

< VeCr. (1.3.27)
b a

LXQr)

Therefore, Q(uf, u?, v?) converges to zero in L*(Qr), as € — 0, and (up to extraction of a

b
subsequence)
)ug—l//(f) s — 0, ae.in Qr. (1.3.28)

& &
(ub+v
b

It remains to prove the existence of the a.e. limit of subsequences of (1), (u}). and
to verify that this limit is the unique solution to (1.1.7), a.e.in Qp, corresponding to the
functions u and v obtained in (1.3.25) and (1.3.22), respectively.

Let (u(u®,v®), uy (u®, v¥)) be the unique solution to (1.1.7), corresponding to (1%, v®).
Then, using the function ¢ defined in (1.2.1), we get

Q(MZ, M‘Za Vs) = Q(MZa MZ’ Vg) - Q(MZ(ME’ VE), MZ(MS, vé‘)’ Vg)
= q(up; u®,v%) — q(uy,(u®,v%); u®, v°)

= 0y, q(&5 1, Vo), — up,(u®, V%)),

with £ € (min{ui, uy (u®,v¥)}, max {uy, u; (u®, ve)}). Thus, thanks to hypothesis (H1) we
obtain
|0(ug, uy, Vo) 2 (8¢ + Oy )luy, — uy, (u®, V)]

Thus by (1.3.28), |uj —uy (u®,v¥)| — 0 as & — 0, a.e. in Qr. Finally, the proved convergences
(1.3.22) and (1.3.25) and the continuity of u;, with respect to its arguments, yield the desired
result, i.e.

uy = up(u,v), ul=u®—u; - u,(u,v), £—-0, a.e.in Q7.

To conclude, let us remark that all the a.e. convergence results obtained so far have
been performed on [0, T'], for any arbitrary 7 > 0. Since (12, ui, v®) is defined on [0, +00),
by extracting subsequences, these arguments can be replicated in the time intervals [0, 27],
[0,3T1] and so on. Then by Cantor’s diagonal argument, the convergences (1.3.22), (1.3.25)
and (1.3.28), and the convergence of the pair (ug, u;) towards the solution to (1.1.7) are
verified a.e. in (0, +00) X Q.

Fourth step. We shall prove now that (i, v) is a weak solution to (1.1.6), in the sense of
Theorem 1.2.1. For this purpose, let us consider two test functions &1, &, in C2, satisfying

13
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V& -0 =V& -0 =0, o0n [0,T] X 0Q. Multiplying the equation satisfied by uy + uj by &
and the third equation of (1.1.1) by &, and integrating over (0, +o0) X Q, we get,

_foof(6’51)(“2+”i)dde—ffl(o)(ui,“’8+uib“’€)dx
= Yo (1.3.29)
:f fAfl(dau§+dbuZ)dxdz+f ffl(fa(ui)+fb(uf,,v€))dxdt,
0 Ja 0 Jo
d

an

_fwf(azfz)vgdxdt—fgz(o)vin,sdx
0 Q Q
:dvf fA§2v€dxdt+f f&fv(ui,vs)dxdt_
0 Q 0 0

Concerning the equation (1.3.29), the convergence results obtained in the previous steps
and the estimates in (1.3.6) allow us to pass to the limit as & — 0, in all the terms of the
equation, using Lebesgue’s dominated convergence theorem, thus obtaining (1.2.2).

(1.3.30)

The same conclusion holds for equation (1.3.30). Indeed, the boundedness of v* and its
convergence (1.3.22), together with the estimates in (1.3.6), allow us to pass to the limit in
all terms of (1.3.30), using Lebesgue’s dominated convergence theorem again, thus obtaining
(1.2.3). The proof of Theorem 1.2.1 is now completed. O

1.4 Linear stability analysis

In this section, we investigate the linear stability of spatially homogeneous steady states
of the macroscopic system (1.1.6) — (1.1.9), with reaction and fast reaction functions given
by (1.1.4) and (1.1.5), respectively. We shall also see the relationship between the linear
stability of the coexistence steady state at the mesoscopic and macroscopic scale, as € — 0.

Let ¢ and ¢ be conversion rates satisfying assumption (H1). We introduce the following
few notations for later use,

Y1 = y(1), é1=¢(1),

and the parameter providing a criterion for the linear stability (see Theorem 1.4.1 and

Proposition 1.4.2),
- Ya

=g >0. (1.4.1)

The pair (i1, ) € R2 is a spatially homogeneous steady state of the macroscopic system
if and only if # = @1, + &5, and the triplet (&1, itp, V) satisfy the nonlinear system

fa(ﬁa) + fb(uba ‘_)) = fv(ﬁbv ‘_’) = Q(ﬁav Up, ‘_’) =0. (1'4-2)

Extinction of u. From Q(ii,, i1, v) = 0 and the strict positivity of ¢ and ¢, we see that
i, = 0 if and only if &1, = 0: no extinction of a single subpopulation of the species u is
admitted. Thus, for i, = i1, = 0, we obtain the trivial and semi-trivial steady states

(u1,v1) = (0,0) and (th2,v2) = (0,b), (1.4.3)
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corresponding to the total extinction of the two species in the ecosystem and to a partial
extinction, respectively.

Survival of u and extinction of v. The other steady states with i1, # 0 and i1, # O are
of main interest. The first case is with ¥ = 0. Denoting i, = da and i, = o b, 4,0 > 0,
system (1.4.2) reduces to
(A b
Nga (1 =) +mpbo(l —0)=0, M= -. (1.4.4)
op(o) a
Such a semi-trivial state always exists but the uniqueness is non-trivial. Indeed, the second
equation in (1.4.4) can be written equivalently as

o) _ A
¢ Y1
Due to assumption (H1), the functions A(1) := AY(A)/¢¥1 and Z(0) := o¢(0) /@ are strictly

increasing functions from 0 to +oo. Hence, for every A4 > 0 there exists a unique o(1) > 0
solving (1.4.5) and given by

(1.4.5)

o) = 2 @AW). (1.4.6)

Plugging (1.4.6) into the left hand side equation in (1.4.4), the stationary states correspond
to the zeros of the function F below

F() =140 A1 = ) + npb o(A)(1 — o(Q)). 1.4.7)

Furthermore, by the competition structure, it follows that F is positive for small enough A
and F(1) —» —o0 as A — +oo. Thus, the macroscopic system (1.1.4) — (1.1.7) admits at least
one semi-trivial equilibrium

(43, 3) = (ad + b0, 0), (1.4.8)

solution to system (1.4.4), with o = o(1) uniquely determined by (1.4.6). Moreover, if the
equilibrium is unique, F' is decreasing around the corresponding 4, i.e. F'(1) < O.

In general it is possible to have several semi-trivial states of type (1.4.8). As an example,
take

0.1 ifx<1.6,
a=b=1, 1,=02, m=1, ¢=1, Y= i (1.4.9)
0.3 otherwise.

The corresponding F(4) is shown in Figure 1.1, from where we see that there exist three
semi-trivial states.

0.2 - -

_02 Bl | | | | | | | | \7
0 02 04 06 08 1 12 14 16 18 2
A

Figure 1.1: Reaction term F(A) for the example (1.4.9).

15




1.4. LINEAR STABILITY ANALYSIS

We will discuss the uniqueness issue in Proposition 1.4.2, where a sufficient condition
for uniqueness of (1.4.8) is given, and Proposition 1.4.3, where we exhibit a family of
conversion rates functions ¢, ¢ for which uniqueness of (1.4.8) holds true.

Coexistence of u and v. Finally, if i, # 0, &, # 0, ¥ # 0, from f,(i1p, V) = 0 we get
iy + v = b and thus i1, = a. Then, from Q(i,, iy, V) = 0 and the definition of « it follows
that i, = ba. Therefore, system (1.4.2) has a unique totally nontrivial solution given by

(#14,V4) = (a + ba, b(1 — @), (1.4.10)

provided that @ < 1.

We shall see in the following subsection (see Theorem 1.4.1) that the stationary states
(1.4.3) are unstable, so that the total extinction of the species u never occurs. The species
u always survives and its coexistence with the species v is conditioned by the switching
strategy that the subpopulations u, and u; adopt when both resources run out, quantified
through the parameter . Indeed, the coexistence occurs if the switch from the state u; to the
state u, is faster than the opposite switch, i.e. @ < 1. On the other hand, v goes extinct only
ifa > 1.

The relationship between the linear stability of the mesoscopic and macroscopic coexis-
tence steady states, as € — 0, is seen in Subsection 1.4.3.

1.4.1 Linear stability analysis for the cross-diffusion system

Let us introduce the partial starvation measures

u up
1==>0, o=—
a

v

>0, 0=-¢€{0,1-0},

S

so that each of the above steady states can be identified with the triplet (4, o, ¢) and written
as
P = (i1,7) = (da + ob, 5b). (1.4.11)

Linearizing around P the ODEs system associated to (1.1.4) — (1.1.7), in the sense of
small perturbation 7, |7| < 1, i.e.

Uy =y + T, and wup = iy + Tiip,

U=ug+up =", +iup)+ 7@, +ip) =u+T1Iil, (1.4.12)
V=V+ 1V,
we obtain
? = na(1 = 2Dt + np(1 = 20 = )ity — mpo v + o(1), (1.4.13)
v=-n0ilp +1n,(1 —0—20)v+o0(1).
Moreover, from the linearization of Q(u,, up, v) around (ii,, i1y, V), we have
81Q_ﬁa+82Qﬁb+a3Qﬁ+0(l)=0, (1.4.14)

where 9,0 = 9;Q(ilg, iip, v) and

910 = —y(D) — W' (D) =: () <0,
0,0 = ¢(0 +6) + ¢’ (o + 6) =: y(0,6) >0, (1.4.15)
030 =o' (0 +6) =:6(0,6) > 0.
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1.4. LINEAR STABILITY ANALYSIS

Using i = i, + iip, from (1.4.14) we obtain i, and i1, in terms of i and ¥ as follows
. 1 o1 . . 1 21 -
iy =—vy(0,0)i+—-0(0,0)v+o0(l), ip=—-PBA)ia——-6(0,0)7V+o0(l), (14.16)
r r r r
where r = (A, 0, 8) == 0,0 — 810 = B(1) + y(0, 6) > 0. Thus, system (1.4.13) becomes
w=MWw+o(l), Vv::(

and the matrix M = M(P) has the following entries

My (P) = ”7“<1 —2)y(0,8) + ”Tba — 20— 8)B(A).

Mi(P) = 121 = 20600, 6) - (1 = 20 - 6)0(0r, 6) — o,
) r (1.4.17)
My (P) = —7V5,3(/1),

Man(P) = 2560, 6) + n,(1 — 0 = 26).
r

Next, for u, and u; as in (1.4.12), using (1.4.16) again, the linearization of the cross
diffusion operator in (1.1.6) reads as

va.9) db,@(/l)) 6(c, 6)
r r

A(datty + dyitp) = 7(d, Adi+ 7(dg = dy) =

AV + o(1),
and the linearized cross-diffusion macroscopic system writes
Ow = JAW + M + o(1),
with
- {du@ a2 (da- db)g(Lr’é)}

- 0 d,

Finally, denoting {1, }, the eigenvalues sequence associated to the operator —A with the
Neumann boundary condition (0 = g < 4; < ... £ 4, < ...), the matrix to be analyzed for
the stability of the macroscopic system is N = —4,,J + M, i.e.

“Ydoy+ dB)l + My —L(da = dp)0 A, + Myn

(1.4.18)

M», —dyA, + My

We are now ready to prove the following stability result.

Theorem 1.4.1.
Let Wy and ¢ be conversion rates satisfying assumption (H1) and a > 0 defined as in (1.4.1).
Then, the following holds true.

(i) The trivial and semi-trivial steady states (ii1,v1) = (0,0) and (iiz, V) = (0,b) are
linearly unstable.

17
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(ii) The family of semi-trivial steady states (i13,v3) = (ad + bo, 0) satisfies

c=1=1, ifa=1, (1.4.19)
11 b
O<o<l<d<-+=1+2 o<, (1.4.20)
22 ang

and the swapped relation

1 1
O<d<l<o<—+= |14

. ifa>1. 1.4.21
773 [ ifa> ( )

Furthermore, they are linearly unstable if « < 1, and if @ > 1, they are linearly stable
if and only if the function F in (1.4.7) is strictly decreasing around A, i.e. F'(1) < 0.

(iii) If @ < 1, there exists a unique strictly positive steady state given by (ii4,V4) =
(a + ba,b(1 — @)) and it is linearly stable.

Proof.
(i) From (1.4.17) and (1.4.15), we have
a¢1
- 1u9(0) + npy(0) [ st O }
M(0,0) = diagi———, n,, and M@O,b)=| " s
ST ~pm

implying that the steady states (0, 0) and (0, b) are linearly unstable, both for the macroscopic
system and for the associated diffusion-less one, because of the zero eigenvalue of the
Laplacian.

(ii) In order to proceed with the investigation of the family of steady states (i3, V3) =
(ad + bo, 0), let us observe that from the first equation in (1.4.4), we have

(1-D1-0)<0 or A=c=1. (1.4.22)

Thus, according to the value of @, we get from (1.4.5): if @ > 1,then 1 € (0,1) and o > 1,
ie. ity <aandup > b;ifa<1,thend>1ando € (0,1),1.e. i, >aand i, < b;ifa =1,
then A = o = 1 giving the optimal selection case i, = a, iip = b.

Next, let us rewrite the left equation in (1.4.4) as

Bad A= 1) =: K(1). (1.4.23)
npb

o(l-o0)=

Ifa > 1,as A e (0,1), it follows that K(%) < K(1) < 0 and o is upper bounded by the
positive root of the above equation with A = % Hence, (1.4.21) follows. If @ < 1, swapping
the role between A and o, we obtain (1.4.20).

Furthermore, the entries (1.4.17) of the matrix M(P) = M(ad + bo, 0) are now
M) = a1 =20 41 =202,

_ 0
Mi2(P) = (na(1 = 22) = np(1 - 20’)); Mo,
My (P) =0,

My (P) =ny(1 - 0).

18
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As M»; = 0, the steady state is linearly stable for the diffusionless macroscopic system if and
only if : My; < 0 and M>, < 0. Hence, o > 1 is a necessary condition for the linear stability,
and it holds only if @ > 1.

In the case @ = 1, giving the optimal selection case A = o = 1, M(a + b, 0) has a zero
eigenvalue, so that the equilibrium is a non hyperbolic equilibrium. Adding the contribution
of the cross diffusion term, it does not change the nature of the equilibrium because of the
zero eigenvalue of the Laplacian.

Let @ > 1. The steady states under consideration satisfy Q(Aa, o(1)b, 0) = 0, where o(1)
is defined in (1.4.6). Taking the derivative with respect to A and using (1.4.15), we obtain

ad10(Aa, ()b, 0) + b o’ (1)0,0(Aa, o()b,0) = —B(Da + y(o(1),0)b o’ (1) = 0.
Thus

B

oy @
A ST

Plugging ¢’ (1) into the derivative of F
F' (1) = nga(1 = 22) + npb o’ (D)(1 = 20(Q)), (1.4.24)
we now find

ﬂ(l —20(Q) =

L M (13)
Y((1),0) yo@),0)

F'(2) = naa(l = 22) + mpa

Hence, M, is negative if and only if (1) is negative, which implies (i7) for the diffusionless
macroscopic system and for the cross-diffusion one.

(iii) Let & < 1. Since now (4, 0,9) = (1,a, 1 — ), from (1.4.17), we have

_ o Vnay+meB n.6+mpa(r - 6)
MEsT ==l -ap i -axr-0) (1425

As r— 6 > 0, it holds
trM < 0. (1.4.26)

Byr=p+vyandy -6 = ¢, we have

v 1 -
det M =¥[(7m + mpaB)(r — 6) — a6 — npaf(r — 0)]
ally 1- allv 1 -
T C Oy - 0) - 4] = =D gy 0, (14.27)

i.e. the equilibrium (ii4, V4) is stable for the diffusionless macroscopic system.

The expression form (1.4.25) for M implies for N, by (1.4.18), that
tr N<O,

and
detN = AA2 + BA, + C,
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with
A= de > O,
r
d, —dp)o d, d,
B = %Mﬂ — %BMH — dVM117 (1.4.28)
C:=detM > 0.

Furthermore, using the definition of » and the strict negativity of all the entries of M (ii4, V4),
we find for B in (1.4.28)

yO6(1 — a (r=0)(1 —a
B= o= )™ 1 ey + ™I
v I-
=D 08+ dury - duy + dyrB) — dMi,
;
(1 —a
= y(dtﬂsl +dbﬁ) -d,My; >0,

which implies that det N > 0, for all n € N. Therefore, the equilibrium (ii4, ¥4) remains
linearly stable by adding the cross-diffusion terms. O

1.4.2 Uniqueness semi-trivial states with extinction of v

One possibility to ensure uniqueness of the steady state (it3, V3) = (ad + bo, 0) is to impose,
in the case a > 1, that the net flux of the individuals of the species u goes from the state u;, to
the state u,, when the population u;, reached the capacity of its resource and the population u,
has only halved the capacity of its resource. When « < 1, the opposite switching mechanism
has to be imposed. A precise version is the following.

Proposition 1.4.2.
Consider A1) = WD) /Y and Z(o) = od(o)/P1, with ¢, ¥ satisfying assumption (H1).
Assume that

aA(1/2) <1, if a>1, (1.4.29)

and
a'3(1/2) < 1, if a<l. (1.4.30)

Then, there exists a unique solution to (1.4.4). Furthermore, the corresponding steady state
(1.4.8) is linearly stable if « > 1, and unstable if @ < 1.

Proof.
Let @ > 1. For the proof recall the function 4 — o(1) from (1.4.6). Then, o(0) = 0,
while the increasing behavior of A and X together with condition (1.4.29) imply that, for
1€ (0,1/2],

o) <= eA1/2) <=1 = 1.

Hence, for A € (0, 1/2], the function F from (1.4.7) is strictly positive.

Now, let A be the smallest zero of F, so that (ad + bo(1), 0) is one of the steady states
under consideration. By the above argument A > 1/2, and by Theorem 1.4.1, a > 1 implies
that (1) > 1. Therefore, the monotonicity of A — o(1) again implies that (1) > 1, for any
1> A
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Finally, we find from (1.4.24) that F’(1) < 0, for all 1 > A. Hence there exists a unique
stationary state and the claimed stability follows from Theorem 1.4.1.

The case @ < 1 follows changing the role between the variables A and o and between
the functions A and X, i.e. defining A(c) := A~!(e"'Z(0)) and analyzing the behavior of
G(0) := ngad(o)(1 — A(0)) + npbo(1 — 0), instead of F(A). The claimed instability follows
again by Theorem 1.4.1. O

Conditions (1.4.29) and (1.4.30) can be rephrased in terms of the ratio i—’, respectively as

WG _b_w v _b_
a

<—-< = and —<-<4 -
36(3)

b1 a ¢ 01
They are not necessary necessary conditions. Indeed, we provide below a family of conver-
sion rates ¥, ¢, for which the uniqueness of the stationary states (1.4.8) holds true, whatever
is g For that family of conversion rates, some numerical test are shown in Section 1.5.

Since the population densities u, and u;, are of the same species, it is natural to expect
that the conversion dynamics from u, to up is similar to that from u;, to u,. So, in order to be
consistent with the modelling considerations in Subsection 1.1.1, (see (1.1.15)), we choose

Y(x) = wid(wrx), w;>0,wy >0, (1.431)
and we prove the following.

Proposition 1.4.3.
Consider  as in (1.4.31) and

¢(x) = O1x + 6, 6 >0,6, > 0. (1.4.32)

Then, there exists a unique stationary state (ii3,v3) = (ad + bo, 0). It is linearly stable if
b < w1d(wy)/ 1, and unstable otherwise.

a

Proof.
Let (1) be as in (1.4.6). As observed previously, the stationary states (1.4.8) corresponds to
the zeros of the function F (1) in (1.4.7). Taking the second derivative of F, gives

F'' ) = by’ (1) = 2(0” (D)2 = 20D’ (D] - 2an, . (1.4.33)

By (1.4.32) and (1.4.31), we have

99D G2+ (1B, =
o1 61+ 6
and Wl 0
YD o vi-an, o=-—220_
41 w0 + 6,
Hence, equation (1.4.5) reads as
%) + (1 — ) () = a[@A® + (1 — @)A] =: W), (1.4.34)
and _
==t ! [ - 1)% + 48 W(D)]2
ag = —— — - .
20 20
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Furthermore, differentiating twice (1.4.34) with respect to A, we obtain the identity
’ 2 ’” w 1 1
2(c’ () + 205"’ (V) = 205 +(1- 5)0’ .
Plugging the latter into (1.4.33), we end up with
144 b nb 77 a)
F'(1) = 70’ Q) - (2(1/517 ny +2an,).

Finally, observing that W2 — 2W W”" = o*(1 — @)?, we compute

’

W’ (1) W0 - 1)* + 40 W] — 20W"
[(@—1)2 + 40 W] [(@— 1) +40W]>

O'”(/l) —

2200 - 1)* - 20(W? - 2W W) 2aa)(l - 0)? — af(1 — @)?
(@17 + 40 W]} (@12 +48WD]F

If @(1 — 6)> — af(1 — ®)* < 0, the function F is strictly concave and therefore has a unique
zero. If @(1 — 6)? — aB(1 — @) > 0, then o’ (1) is a strictly positive decreasing function that
converge to 0 as 4 — +o0, and consequently F has at most one inflection point and a unique
zero. Moreover, F is decreasing around its unique zero. So that it gives a stable stationary
point if @ > 1. O

1.4.3 Linear stability analysis for the mesoscopic system
A triple (iig, iy, v°) is a homogeneous stationary solutions to the mesoscopic scale problem
(1.1.1) if and only if

1 1
fa(uZ) + EQ(ﬁz’ ’TZ, ‘_"8) = fb(ui’ ‘_}8) - gQ(ﬁi’ uZ’ ‘_}8) = fv(uie ‘—}8) = 0

If v* = 0, then either iy = @&; = 0, which gives the totally trivial steady state corresponding
to the trivial macroscopic one (i1, 1), or it;; # 0 and i, # 0. In the second case the triplet
(@, ﬁi, 0) satisfies the system

—E 1 ué —&
nafiE(1 = 2y + ~[¢(=2) 7 — p(~2) 7] = 0,
a & b a
=& 17[8 1 128 =& L_tg =&
mit(1 = =2) = —[#(-2) 5 — () iG] = 0,

it can be non unique, as in the macroscopic case, and it converges to a macroscopic equilib-
rium (i3, ¥3), in the limit € — O.

If ¥* # 0, then from f,(up, v) = O we have IZZ + V% = b. Hence, for all £ > 0, fb(ui, V&) =
Q(ug, uy, v°) = 0 and we obtain the two stationary states (iig, it;, v*) = (0,0, b) and

(ug,, iy, v°) = (a, ba, b(1 — @), (1.4.35)

provided that @ < 1. These equilibria do not depend on € > 0, so that we shall drop the
€ exponent in the sequel. In the limit & — 0, they correspond to the linearly unstable
equilibrium (it3, V) and to the positive linearly stable equilibrium (ii4, 4), respectively.
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Hereafter, we focus on the totally nontrivial spatially homogeneous steady (1.4.35),
and we see that, for all € > 0, it is also stable for the mesoscopic system (1.1.1) and the
corresponding ODEs system. Indeed, setting

&
a

~&

u, =iy + Til,, uy, = ity + Tity, Ve =9+ 1%, Tl < 1,

the linearization of (1.1.1) around (iiy, i1}, V) Writes as

0° = diag{dy, dp, dy) AV + MEWE + o(1), W= (@, 18, 1°),
with
—Na+ 10,0 16,0 16;0
M? = —%éhQ —Np — %32Q_ —Np — £33Q_ .
0 -m(l — @) -m(l — @)

Again, we need to analyse the stability of the matrix M? above and N® below

N? = —A,diag{d,, dp, d,} + M?,

ie.
—da/ln —Ng t éal Q %82Q éa}Q
wo| 00 ool ma- 100
0 _T]V(l — a') —dv/ln - T]v(l - a)

For that, we apply the Routh-Hurwitz criterion [66] and we obtain the result below, proved
in Appendix A.2.

Proposition 1.4.4.
Under the assumption @ < 1, for all € > 0 and A,, > 0, the matrices M® and N° are stable,
i.e. all their eigenvalues have negative real part.

To complete the analysis, we shall see below how the previous linear stability property is
preserved in the limit as € — 0. Indeed, two eigenvalues of N® converge to those of N, while
the third one goes to —oo.

Let us denote
D*(u) = N° — puls,
where I3 stands for the 3 X 3 identity matrix. The goal of the computations below is to
compute det D®(u), also denoted by |D?|, (see also [50]).

First, adding the second row of D? to the first one, we get

—(dadp + Mg + 1) —(dpA + Mpax + 1) —pa
|D°| = -10,0 —(dpdn + My + 1) — 10,0 —mpa — 1830
0 _nv(l - Cl) _(dv/ln + nv(l - Cl) +ﬂ)
Then, using the identity
_ _ _ cmﬁ’l
030 + (010 - 32Q)T =0,
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and adding to the third column the difference between the first and the second column, both

multiplied by a%,', we obtain

—(dgdy +1a + ) —(dpAy + mpa + ) Nip
\D?| = -16,0 —~(dpdn + Mo + ) — 10,0 dos |,
0 -l -a) Ny —u

with

’

a
do3 = (dpA, + mpa +M)T] -1 a.

Furthermore, using
010(ad] + ¢1) + 0,08 =0,
and adding the second column, multiplied by g, to the first one, multiplied by a¢’.+¢|’ we get
Nu —p —(dp A + Mpa + ) Ni2
B

(1 =ID?| = |~(dpdn + o + 2 ~(dpd + mp + ) = 120 s
r

Noy -ny(1 -a) Ny —

Finally, subtracting the first column to the second one, multiplied by é, we have

N1 — di2 Ni2
B B £ _ 1849 A
;(1 - ;)lD =] dn —550.0 dy |, (1.4.36)
Noy 0 Ny —

with
dip = ,U(l - é) = (dpdn + Uba)é - N1,
r r
oy =~y + moar+ )

Thus, (1.4.36) rewrites as

B.,_B

Ta-E
r r

1
) detDF () = B(1 = ) dettV - ) + R,

where

Ry = =2(1-E) 4 pi,

with p(u) a polynomial function of degree two that does not depend on &. Consequently

72

B(r=p)

det(D?(u)) = -1 — 2 det(N — u ) + ), (1.4.37)

with
det(N — ubb) = pi* = (trN)u + det N . (1.4.38)
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Let y;, i = 1,2 denote the eigenvalues of N and let u? denote the eigenvalues of N?,
i = 1,2,3. It has been shown that R(y;) < 0 and ‘R(,u;?) < 0. Moreover, observe that i is a
root of (1.4.37) if and only if it is a root of

2
3 r
—gu’ —rdet(N —ub)+¢ p(W). (1.4.39)
B(r—pB)
Plugging in (1.4.39) the simple asymptotic expansion in & of uf = vi + &V + &2V} + -+ the
zero order terms gives —r det(N — vf) I,) = 0. Therefore,
1 =vyi+0(e), i=1,2, (1.4.40)

and

ui + 5 =tr N+ 0(e),
uips =detN + O(e) .

On the other hand, writing det(D®(w)) = —(u — ) — p5)(u — p3), from (1.4.37), (1.4.38),
we deduce the identities below

MY+ 5+ s = —g +0(1),
HHS + 5y + p3) = —gtr N +0(1),
L = —g detN + O(1),
so that, .
M5 = - +0(1).
1.5 Numerical simulations
For the numerical simulations, we consider the linear conversion rates
Px)=x+0 and Y(x)=06x+v, (1.5.1)
with 6 = 0.5, 0 = 5 and y = 1, together with the growth rates
Na=3,  m=2 n=40. (1.5.2)
Depending on the choice of a and b, we consider two cases: the v extinction case
a=15 b=6, =a=1, (1.5.3)

and the coexistence case
a=15 b=8 =>a<l. (1.5.4)

In the case of the ODE system associated to the mesoscopic system (1.1.1) with (1.1.4)
and (1.5.1), the numerical solution is illustrated in Figure 1.2 (@ = 1) and Figure 1.4 (o < 1).
The expected initial layer for the subpopulations u;; and uj can be observed in Figure 1.3
and 1.5 (see Remark 1.1).

25



1.5. NUMERICAL SIMULATIONS

Densities: --- Ug = Up  -ooens U —
e=10""1 e=10"? e=10"3
S S 3 - ——
6 . — 6 — e ( — AN S
4 4 "v 4 A
2
0

0 10 20 30 0 10 20 30 0 10 20 30
time ¢ time ¢ time ¢

Figure 1.2: @ = 1. Solution to the mesoscopic ODE system with parameters given in (1.5.1),(1.5.2)
and (1.5.3), for £ = 107!,1072, 1073 (from left to right), with extinction of v*, and convergence of
u® = uf + uj towards a + b. Here the maximal time is T = 30.

I Densities: === Ug == Up oo (U
e=10"" e=10"? e=10"%
4 .............................. _1 .............................. _1 ..............................
2 <J. o 2 l.‘ 2 \
0 - 0+ 0
0 0.01 0.01 0 0.01 0.01 0 0.01 0.01
time ¢ time ¢ time ¢

Figure 1.3: @ = 1. Zoom of the solution in Figure 1.2 in a right neighbourhood of r = 0 for
g=10"1,1072,1073 (from left to right).

Densities: === g == Up  oeens u —v
e=10"" e=10"2 e=10"%

8 .................... 8 .................... 8 ....................
() ____________ ()' R 6 - o R

4

2

0

0 10 20 30
time ¢ time ¢ time ¢

Figure 1.4: @ < 1. Solution to the mesoscopic ODE system with parameters given in (1.5.1),(1.5.2)
and (1.5.4), for & = 1071,1072, 107 (from left to right), with convergence of (u?, v¥) = (uf + uf, v°)
towards (a + ba, b(1 — @)). Here the maximal time is T = 30.
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1.5. NUMERICAL SIMULATIONS

Densities: - - - Uq
e=10"1 e=10"2
_1 .............................. 4 ..............................
P 2 :J
0 0
0 0.01 0.01 0 0.01 0.01
time ¢ time ¢

Up e u —_—1
e=1073
_1 ..............................
2 -
0
0 0.01 0.01
time

Figure 1.5: @ < 1. Zoom of the solution in Figure 1.4 in a right neighbourhood of # = 0 for

e=10"1,1072, 1073 (from left to right).

The effect of the spatial dispersal of the species by diffusion is shown in Figure 1.6
(e = 1) and Figure 1.7 (@ < 1) below, in the case of the one dimensional spatial domain
[0, 1]. Additionally, we provide a video in the supplements. All the parameters are kept as in

the previous computations and the diffusion coefficients are

da 2, db = 0. 1 5 dv

and the initial conditions has been chosen as

uL“(x) = cos(4nx) + 4,

VI(x) = cos(dmx) + cos(2mx) + 2.5 .

0.1,

Ul (x) = (x — 1) sin(4nx?) + 2,

Densities: === Uq === Up oo U —t
t = 0.000 t = 0.002 t = 0.020 t = 0.200
8 8 8 8
G -
g -
2 e ——
0 0 0 0
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1
1 x x x

Figure 1.6: « = 1. Solution to the mesoscopic PDE system (1.1.1) in the extinction case.
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1.5. NUMERICAL SIMULATIONS

Densities: === Uag == Up oo U —v
t = 0.000 t = 0.002 t = 0.020 t = 0.200
8 - - 8- - 8- - 8- |
R ——
,
———
‘2 .
0 (U - 0 0 |
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1
1 x 1 X

Figure 1.7: o < 1. Solution to the mesoscopic PDE system (1.1.1) in the coexistence case.
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CHAPTER

Triangular cross-diffusion systems
driven by intra-specific survival
strategy

2.1 Introduction

In this chapter we consider the following reaction-diffusion system with fast reaction

Ol — do A = fo(us, us,v*) + L0E, uf,v*), in (0,T)xQ,
Oy — dpAuy = fip(ug, ug, v¥) — éQ(uZ, up,v¥), in (0,T) X Q, (2.1.1)
0pve —d, AV = f,(us, ui, ve), in (0,T) X Q,

where d,;, dp, d, > 0, d, # dp, and the reaction functions are given for all u,, up, v > 0 by
Fultta, ., v) = natta1 = atg = €v) = Yattatt,
Filttay up, v) = mpup(1 = bup — dv) = ypitaup, (2.12)
Fo(ttg, up,v) = n;v(l —au, — cv) + n;'v(l — buy, — dv),
witha,b > 0,¢,d € Ry, na,mp > 0, 17,17 s Vas vb € R, (cnl,, dn)) # (0,0) and
O(ug, up,v) := ¢(buy, + dv) up — Ylaug + cv) u,. (2.1.3)

In addition, Q is a smooth bounded open set of RN, N > 1, and system (2.1.1) - (2.1.3) is
supplemented with homogeneous Neumann boundary conditions

Vug, -0 =Vuy -0 =W -0 =0, on (0,T) x 0Q, (2.1.4)
and the initial conditions
us(0, x) = ugf“(x) = u;“(x) >Cou>0, xeQ, o1s)
up(0,x) = uy™ (x) = u,'(x) = Cop > 0, x€EQ,
with the constants Cy 4, Cpp > 0 not depending on &, and
v9(0,x) = 150 (x) = V() 2 0, x€ Q. (2.1.6)

29




2.1. INTRODUCTION

Remark 2.1.
The strict positivity of u5(0, -), ui(O, -) will be crucial to obtain strict positive dentities u?, ”Z’
for any fixed € > 0, and thus get the a priori energy estimates (see Lemma (2.7.1)).

The mesoscopic system (2.1.1) is the natural generalisation of the mesoscopic system
introduced and analysed in Chapter 1. It is worth noticing that in the model considered in
Chapter 1, only u; was in direct competition with v and no intra-specific competition in the
population u was taken into account. In other words in Chapter I, we considered the reaction
terms (2.1.2) withc =y, =y, =7, =0and b = d.

As we did in Chapter 1, we can interpret u, and u;, as two sub-populations of a population
of density u = u, + up, in competition with the population of density v. The individuals of the
populations of densities u, and u; switch between them. The conversion function is given by
(2.1.3) and £ > 0 is the average time for the sub-populations conversion into each other. In
addition, we consider here the conversion functions ¢, ¥

()= A+2% ¢ =B+0P, x>0, (H1)

and we assume
A>0,B>0 and O<a<p. (H2)

We observe that ¢, ¢ satisfy more general hypothesis than in Chapter 1. Unlike Chapter 1,
we assume only i to be lower bounded by a strictly positive constant and we don’t force
¥, ¢ to have bounded first derivatives.

Remark 2.2. Due to the symmetry of the mesoscopic system (2.1.1) - (2.1.3), i.e. due to
the interchangeable role of ug, u}, it is possible to replace (H2) with

A>0,B>0 and 0<B<a.

The main result of this chapter (see Theorem 2.5.2) is that, as € — 0, the (unique)
solution (ug, uy, v®) of the initial boundary value problem (2.1.1) - (2.1.6) converges to a
limit (ug,, up, v) and this limit is a weak solution to the class of macroscopic cross-diffusion

systems, given by

o — A(A(u,v)) = Fy(u,v), in (0,+00) X Q, 2.1.7)
v — Adyv) = F(u,v), in (0, +00) X Q, o
with
Au, v) = daidy(u, v) + dypuis(u, v), (2.1.8)

and where u,, u}‘; are two positive maps from Ri to R, such that, for all (u,v) € Ri, the pair
(ug(u, v), u;(u,v)) is the unique solution to the nonlinear system

Uy +Up = u,
(2.1.9)
{Q(ua, up,v) = ¢p(bup + dv) up — Ylau, + cv)u, = 0,

with ¢, ¢ as in (H1), (H2) (see Section 2.3 for the uniqueness of (u (u, v), uy (u,v)) and further
properties). Furthermore, the reaction terms F, and F, are
Fu(u, V) = fu(”:(“a V), MZ(M$ V)$ V),

. (2.1.10)
Fo(u,v) = filug(u, v), u,(u, v), v),
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2.2. A FAMILY OF ENERGY FUNCTIONALS

with
fu(ua’ I/lb, V) = fa(”a, ub7 V) + fb(uaa Mb, V), (211 1)

and fg, fp, f, defined in (2.1.2). Finally, system (2.1.7) is supplemented with the no-flux
boundary conditions

VAw,v)-oc=Vv-o =0, on (0,T) X 6Q, (2.1.12)
and the initial data
u(0,x) = u™(x) = u(x) + ul(x) > Coq + Cop > 0, x€Q, eL13)
w0, x) = v(x) > 0, xeQ. o

The proof of convergence as € — 0 is rigorously obtained via a priori estimates for
ug, uy,v®, satisfying (2.1.1) - (2.1.6). The main tool is the family of energy (or entropy)
functionals that we will introduce in the following section (see Lemma 2.7.1 for the a
priori-estimates). Then, by invoking the Aubin-Lions Lemma, we pass to the limit along a
subsequence and we conclude by verifying that the limit is a very weak solution to (2.1.7) —
(2.1.13) (see (2.5.1), (2.5.2)).

The rest of the chapter is organised as follows: in Section 2.2, we introduce a family of
energy functionals, in Section 2.3, we outline some properties of the macroscopic system
(2.1.7) - (2.1.11) and in Section 2.4, we give a formal derivation of (2.1.1) - (2.1.3), out
of a microscopic system. Section 2.5 is devoted to the statement of the existence results:
the existence of solutions to the mesoscopic system (2.1.1) - (2.1.6) and the existence of
solutions to the macroscopic system (2.1.7) - (2.1.13). Sections 2.6, 2.7 aim to prove the
e—uniform a priori estimates. More precisely, in Section 2.6 we show some basic a priori
estimates and in Section 2.7 we prove the energy estimates. We conclude the chapter with
the proof of the existence results: in Section 2.8 we prove the existence to the mesoscopic
system and in Section 2.9 we prove the existence to the macroscopic system.

2.2 A family of energy functionals

We introduce the following family of energy (or entropy) functionals

Ep(utg, up,v) :=fha,p(ua,v)dx+fhb’p(ub,v)dx, p=1, 2.2.1)
Q Q

with the energy densities A, , and Ay, , defined as

ha,p(ttg,v) = f WP N az + ev)Pdz,
0 (2.2.2)

wp
hyp(up, v) = f ¢P_1(bz + dv)zp_ldz.
0

Assumptions (H1), (H2) imply that A, j, hs , are positive and increasing functions which are
convex with respect to the first variable. The evolutionary analysis of the energy functional,
along the solution to the mesoscopic system (2.1.1) - (2.1.6), is fundamental to get the
suitable a priori estimates. In order to do that, we introduce the additional hypothesis

31



2.2. A FAMILY OF ENERGY FUNCTIONALS

concerning the values of @, in (H1), (H2) and the regularity of the initial data (2.1.5),
(2.1.6),

O<a/§ﬁ£min{%,(\/7+2)a+ \/7+1}, (H3)

u, uf, vt e C*(Q)  and  Vul-o=Vu' oc=VW".0=0, ondQ. (H4)

Remark 2.3.

The regularity of the initial data (H4) guarantees to obtain the existence of classical solutions
(ufy, uj,v®) to the system (2.1.1) - (2.1.6), for any fixed & > 0. Furthermore, (H4) allows
us to get the e—uniform estimates for 9,v%, 9;j»*, Vv®,i, j = 1, ... N, thanks to the parabolic
maximal regularity (see Lemma 2.6.2). Finally, it is worth noticing that (H4) ensures the
boundedness of &, at the initial time.

In order to have enough compactness from the energy functional and thus take the
e—limit, it is sufficient to consider the following values of p

1
l+a

p=1, p=1 p=1+ , p =2 (2.2.3)

+—,
1+8
In the sequel, we outline the contribution that each energy &, with p in (2.2.3) gives in
terms of regularity for uj; and uj. Let us denote ¥ := (fa, fp, fi)T and define the total energy

density forall p > 1
hp(ua, up, v) := hg p(g, v) + hp p(up, v). 2.2.4)

The variation of &, along the solutions to (2.1.1) is given by

d E E E d E E E
d—tap(ua,ub,v ) = Eth(ua,ub,v )dx

f(alh,,atug + 02h,04u5, + 03h,0,v°)dx
Q

f (da® 1 hyNE + dpdahyAUE + dyD3hy AV )dx 2.2.5)
Q

1
+ f Vh, - Fdx+ - f((’)lhp — 02h,)Qdx (2.2.6)
Q € Ja
= Igl.ff +17, + I}’ast, (2.2.7)
where for simplicity, we neglect the dependence on u?, uZ, vein hgp, hpp, and hy,.

These entropy functionals are reminiscent of the functionals introduced in [37] to analyse
the triangular SKT system (SKT) without self-diffusion (i.e dj; > Oand d;; = dy = dp; = 0).
The interest in these functionals is twofold: firstly, &, is not the sum of functionals of
the single densities of the system ([17], [52]). Secondly, they allow to easily handle the
contribution from the fast reaction term. Indeed, for all nonnegative ¢ and ¢ and for all
p =1, we have

1

I}jast = ; L(alh!’ - a2hp)Q(u29 M}f’ v, ) dx

-1 f [(p(bus + av*)u)’™ = (laus + cv®us)P ']
Q

£
[p(buy, + dv®)uy, — y(au, + cv¥)u; | dx <0, (2.2.8)
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2.2. A FAMILY OF ENERGY FUNCTIONALS

thanks to the following elementary inequality for p > 1,
(x=@EP =y >0, for all x,y € R,.

Therefore, by (2.2.8) we have from (2.2.7)

d
ES,,(ui(t), up (0, 0) < Iy + Leg

Moreover, according to the values of p in (2.2.3), we obtain the results below.

(i) p = 1. The total energy density h, reads as
hy(ug, up, v) = ug + up.

So that I(lﬁff = I}m = 0 and (2.2.7) reduces to

d
& |t ripas= [ gt as [ fgagd

Then, we get the uniform control on the densities ug, u; in the Lebesgue spaces

L®(0,T; LY(Q)) and L3(Qy), for any T > 0, using the quadratic structure of the
reaction functions in (2.1.2) (see Lemma 2.6.3).

(ii) p=pg =1+ /ﬁ > 1. This case allows us to prove the L*(Q7) boundedness of Vu;

and the L*(Q7) control of uy, thus improving the obtained regularity in the case p = 1.

(iii) p=po =1+ ﬁ > 1. This case allows us to prove the L*(Q7) boundedness of Vu?
and the L*(Qr) control of uZ, thus improving the obtained regularity in the case p = 1.

(iv) p = 2. This case is crucial to get compactness for the fast reaction éQ. Indeed if p = 2,
(2.2.8) reads as

1
IJ%ast = _g f Qz(ufv MZ’ Vo) dx. 2.2.9)
Q

. . . 1 2
The latter identity will allow us to prove that ||Q(ug, uj, v*)|| 12@r)

constant not depending on &, using the obtained regularity in the previous cases (i) -

(iii).

is estimated by a

We outline that assumptions (H2), (H3) are crucially used to get the energy estimates
in Lemma 2.7.1. In particular, A > 0 in (H2) and the upper bounds for @ and § in (H3) are
fundamental to handle the diffusion term 151‘ it in (2.2.7) but not necessary to estimate the
12, term in (2.2.7). More precisely, the upper bound 8 < (V7 + 2)a + V7 + 1 allows us
to handle the diffusion terms when p = p,, whereas @, 8 < 6 (consequence of @, < 6/N)

enables to control the diffusion terms when p = 2.

To conclude, we observe that we can consider all values of p > 1 in (2.2.1) to get
further e-uniform a priori estimates, by performing a bootstrap argument and improving the
regularity of the solution (ug, uy, v®). This is the subject of a forthcoming work (see Chapter
4).
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2.3. PROPERTIES OF THE CROSS-DIFFUSION

2.3 Properties of the cross-diffusion

The aim of this section is to outline the main properties of the cross-diffusion term in (2.1.7)
- (2.1.9). Firstly, we observe that by (H1), (H2), the nonlinear system (2.1.9) admits a unique
nonnegative solution (i, (u, v), uZ(u, v)), for any u,v > 0. Indeed, if u = 0, we have from
(2.1.9), forallv > 0,

O(ug, up,v) =0,

giving the trivial solution u,(u,v) = u,(u,v) = 0. Otherwise, if u > 0, we consider the
function of the u;, variable

{ua +up =0,

q(up; u,v) := Q(u — up, up, v) = ¢ (bup, + dv) up — ¥ (a(u — up) + cv) (u — up). 2.3.1)

Thanks to the strictly increasing character of ¢ and i, the function ¢ is strictly increasing in
up and satisfies
q(O;u,v) <0, q(u; u,v) > 0.

Therefore, for any given v > 0, there exists a unique zero u;, € (0, u) of g(up; u, v) and thus a
unique solution to the nonlinear system (2.1.9).

Furthermore, the solution (u(u, v), u;(u,v)) can be rewritten as
u,(u,v) = r(u,v)u and up,(u,v) = ry(u, v)u, (2.3.2)

with
ro(u,v), r,(u,v) € (0,1), ro(u,v) + ryy(u,v) = 1. (2.3.3)

More precisely, from the nonlinear system (2.1.9) we have

Ug = U — Up,
o(buy, + dv)(u — uy) — Ylau, + cv)u, =0,
which is equivalent to

Ug = U= Up,

B o(buy + dv)
“a = Gbug + dv) + plaug + ov)

thus giving

w*
—u
o+

¢*
u
¢ +yr

u,(u,v) = and up(u,v) = , (2.3.4)

with
U = ylau,(u,v) + cv), and ¢ = ¢p(buy(u,v) + dv).
Therefore, we obtain from (2.3.2), (2.3.4)
¢>k

l//*
oy

ro(u,v) = € (0, 1), r(u,v) = € (0,1), u,v>0. (2.3.5)

We conclude by showing an explicit example of the triangular cross-diffusion system
(2.1.7) - (2.1.12) with the conversion functions ¢, ¢ defined below for all x > 0

#(x) = x, U(x) = A+ x, with A > 0,
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2.4. FORMAL DERIVATION FROM A MICROSCOPIC FAST SWITCHING MECHANISM

corresponding to (H1), (H2) with @ = 8 = 1 and B = 0. Therefore, we compute from the
nonlinear system (2.1.9)

(bup, + dv)up — (A + a(u — up) + cv)(u — up) =0,

i.e.
(b - a)ui +(dv+A+2au+ cvu, — (A +au+ cvyu =0.

In the particular case a = b, the computations above give the unique solution (u(u, v), u; (u, v))

A+au+cv d “(v) au + dv
u an w(u,v) = u.
A+ 2au+ (d +c)v “ A +2au+ (d +c)v

up,(u,v) =

2.4 Formal derivation from a microscopic fast switching
mechanism

This paragraph aims to propose a formal derivation of the mesoscopic scale model (2.1.1) -
(2.1.3), starting from a microscopic scale model where the ressources appear explicitly and
induce the competition. We consider the following system

1
Oys1 = gsl(rl —asy = piug — Pi")’
1
_ ! _ _ 2
0:87 = 6S2(F2 arsy — paun pvv),
1. pous+plv piut + plv
6,1/[1 = dlAul + k1s1p1u1 —Yiuruz + —[(D(—v)uz - T(—v)ul]’
& 52 S1
(quz + P% V)

+ 1
52 _\P(plul b v)ul]’

1
Oy = drAuy + ko sopouy — yaujuy — E[d) 5

u

o =d,Av + késlplv + k%szp%v,

2.4.1)
where 6 > 0 is the microscopic reaction time scale and ¢ is the mesoscopic one (hence
0 < ¢ < 1). Next, we make the asymptotic approximation 6 — 0 with fixed € > 0 for
the prey/ resources densities s1, sp. Since, only the nontrivial case, i.e. s; # 0 # sy, is
meaningful (as the trivial cases s; = 0 and s, = 0 correspond to unstable equilibria), we
obtain at a formal level

o .
si = (ri = piu; — pyv)a; ', i=1,2.
Hence, the last three equations in (2.4.1) turn into

_ kipi 1 1
O = diAuy + ~Prur (ry = prun = pv) = yiunug + 5 Qur, uz, v),

1

k 2
Oty = daAuy + =2 ur(ry — pous — piv) = yauruz — Oy, ua, v),

k K2

2
2l 2
o V(r2 — pauy — pyv),

1,1
v Py 1
o =d,Av + oov(r = prup — pyv) +

where

+ p? + pl
O(uy,up,v) = (I)(az( p2uz + py,v )) 0y —‘I’(a] ( piuy + p,v )) .

ry = (paua + p2v) ri — (prug + plv)
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2.5. STATEMENT OF THE EXISTENCE RESULTS

Finally, renaming the variables u; and u, as u, and u; respectively, the diffusion coefficients
dy and d; as d, and d}, respectively, the intra-specific coefficients y; and y, as y, and vy,
respectively, defining the constants

kipir _n Dy
g (= —, a:=—, c:= ==,
ai r r

k 2

. 20212 D2 Dy
np = , b= ==, d: ==,
a r %)

1 2
77, k pvrl 17 k pvrz
v al > v a2 >

and the conversion rate functions

#0x) = (a2

fx)’ v) :T(allfx)’

we end up with the mesoscopic system (2.1.1) - (2.1.3).

1

2.5 Statement of the existence results

This section is devoted to the statement of the main existence results.

Proposition 2.5.1.

Let Q be a smooth bounded domain of RN, N > 1. We assume (H1) - (H4). Then, for any
fixed € > 0, the mesoscopic system (2.1.1) - (2.1.6) admits a unique classical positive (for
each component) solution (ug, uy, v®).

Theorem 2.5.2.

Let Q be a smooth bounded domain of RN, N > 1. We assume (H1) - (H4). Then, the
unique classical positive solution (ug, u;,v*) of (2.1.1) - (2.1.13) converges for a.e. (1, x) €
(0, +00) X Q (up to extraction of a subsequence) towards a nonnegative triplet (uy, u,,v), as
& — 0. Moreover, for a.e. (t,x) € (0, +00) X €, the pair of function (u,,u;) is the unique
solution to the nonlinear system (2.1.9), corresponding to u := u, + u, and v. Furthermore,
(u,v) is a very weak solution to the macroscopic system (2.1.7) — (2.1.13), in the sense that,
for all test functions &1,&; € CLZ.([O, +00) X Q), with V& - 0 = V& - 0 = 0 on [0, +00) X 0Q,
it holds

_f oof((')tfl)udxdt—ffl(O,-)ui”dx—f oofAfl (dauZ(u,v)+dbul";(u,v))dxdt
0 Q Q 0 Q

:fmfﬁﬂmwwﬁ 2.5.1)
0 Q
and
—f oof(6t§2)vdxdt—ffz(O,-)vi”dx—d‘,f mf A& vdxdt
0 Q Q 0 Q
=f Oof‘ngv(u,v)dxdl‘. (2.5.2)
0 Q

Finally, the following regularity holds true, for all T > 0
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(i) u € L®(0,T; L**(Q)) N L3**(Qr), |Vu| € L*(Qr);

(ii) v e L¥(Qr), [Vv] € L**D(Qp); Oy, v, 0 € LP**(Qr), i, j=1,...,N.

We observe that all terms in (2.5.1), (2.5.2) are well-defined thanks to the regularity of
the solution (&, v). In particular, as the subpopulation densities u,, ”Z satisfy (2.3.2), (2.3.3),
we have that uy, u, belong to L3*%(Qr). Moreover, the logistic structure of the reaction
functions F,,, F, involves at most quadratic nonlinearities, so that the integrals in (2.5.1),
(2.5.2), containing F,, F, are well-defined.

2.6 Basic a priori-estimates

In this section we shall obtain a priori estimates for the subpopulation densities ug, u; and
for the total population densities u® := ug; + u; and v*. More specifically, we take advantage
of the triangular structure of the system that allows us to prove a priori estimates for the
density v® and its derivatives (see Lemmas 2.6.1, 2.6.2). The reaction functions f, and f, of
competition type allow us to control the total mass fQ u®(t) dx, and to get an L*(Qr) estimate
on u® (see Lemma 2.6.3). The basic estimates shown in this section will be crucially used to
get the energy a priori estimates in Section 2.7.

Hereafter, all constants C and Cr are strictly positive and may depend on €, the initial

data u'", ug’, vi", the coefficients in system (2.1.1), the transition functions ¢,y and on T, but

never on €. They may change also from line to line in the computations. However, we can
also introduce strictly positive constant that depends on its explicit argument: for example
C(a, B, p) is a strictly positive constant depending on a, S, p.

In the following proofs, we shall drop the € index for the sake of simplicity and we
denote

7 = max{n., ns}, n = min{an,, bny}, (2.6.1)
=+, ry = cn, +dnf. (2.62)

We observe that the hypothesis on the reaction coefficients imply 7, n, 1., 1, > O.
Lemma 2.6.1.

Let (ug, u;,v®) be the positive classical solution to (2.1.1) - (2.1.6). Then, the following
estimates hold true, for all p € (1, o) and for all € > 0,

. n 1
V]| Lo (0,4 00:Lr(2)) < Max {||Vm||LP(Q), r—v|Q|”} = K, (2.6.3)
v
and
v

i n
IVE]l2((0,+00)xQ) < Max {Ilvmlle(Q), r—v} = Keo. (2.6.4)

Proof.
By multiplying the equation for v in (2.1.1) by (v)?~! with p > I, integrating over Q and
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using ug, up > 0, v > 0, we get
1d

vpdx:dvap_lAvdx+fv”_lfv(ua,u;,,v)dx
pdt Jo Q Q

=—d(p-1) f VP72 Vvdx
Q
+ 17, f V(1 = aug — cv)dx + 1) f vP(1 = buy, — dv)dx
Q Q

4p—1
< g Xp - ) f V0P dx + 1, f W dx—r, f Wldy,  (2.6.5)
P Q Q Q

using the definitions (2.6.2). Neglecting the first intergral in the r.h.s. of (2.6.5) and using in
the last integral the Holder’s inequality below,

T
fvpdxﬁ(fvp“dx) Q|7+,
Q Q

1+1

+1 1 r

—fvp dx < — 1(‘fvpdx) ,
Q |Q[r \Wa

U Pdx— P P d A
_ < —
dt LV X = nvp LV X |Q|1/P Lv X N

which can be rewritten as a differential inequality in the unknown y(¢) := |v(@)||", @ Thus,
we have forall r > 0

1.e.

we end up with

d Ty 1
27O <mpy(®) = —ply(t)”P,
! Q7

that gives by integrating over [0, 7],

1
v < Liqyp O

1 1 1 < max {y’l’(o)’ @|Q|;} = KP’
Ty + (RIQf — yr(0))e "

i.e. forallz >0

- 1
[IVOllLr ) < max {Ilvmlle(g), %lgl”} = Kp, (2.0.6)
v

implying (2.6.3). Taking p — +o0 in (2.6.6) and the supremum in time, we get (2.6.4).

Lemma 2.6.2 (Maximal regularity for v?).
Let (ug, u,,v®) be the positive classical solution to (2.1.1) - (2.1.6). Then, the following
statements hold true

(i) for all p € (1,+c0) there exists a constant C > 0 depending on p,v",Q, such that, for
alle >0, T >0andalli,j=1,.,N,

10:v°llLr@r) + 1052V llLr@ry < C(L + llug + ugllir@q) s (2.6.7)
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(ii) forall p € (1,+00) there exists a constant C > 0 depending on p, Vit N, Q, such that,
foralle >0andall T >0,

||Vv€|| <CA+T+|u + M;,|| (2.6.8)

L2P(Qr) — Lr(Qr ))

For the proof of Lemma 2.6.2 we refer to the proof of Lemma 1.3.1.

Lemma 2.6.3.
Let (ug, u;,v®) be the positive classical solution to (2.1.1) - (2.1.6). Then, the following
estimates hold true for alle > 0 and T > 0,

sup [lu5(0) + uf ()l 1) < max {||u;;” + 1l s 2|Q|ﬁn‘1} =K, (2.6.9)

>0

and

Ak

[l N < 17 Ul + ullipqy + 7 KT (2.6.10)

L2(Qr) 2@ =

Proof.

We integrate over € the equation satisfied by u, + u; in (2.1.1). Then, using the definition
(2.6.1), the boundary condition (2.1.4), the competition structure of the reaction functions
fa» f» and the nonnegativity of u,, up, v, we obtain

d
7 fg;(ua + up)dx

= f (doAugy + dpAuy) dx + f (fa(ug, up, v) + fo(ug, up,v)) dx
Q Q

= f (Maua(l — aug — cv) = yauqup) dx + f (mpup(l — bup, — dv) — ypuqup) dx
Q Q

Sﬁf(ua+ub)dx—njg;(u§+u,%)dx (2.6.11)
< a dx — - d aUpd

nf(u+ub)x 2f(u+ub)x njg;uubx
=7 f (ug + up)dx — = f (g + up)*dx, (2.6.12)

by the inequality 2xy < x% + y* for all x,y € R,. Then, we apply to the second integral in
(2.6.12) the Cauchy-Schwarz inequality below

it + upll71 ) < 1QIta + upll;

L'(Q) L2(Q)’

to get

d — n 2
d_t ‘fg(ua + Mb)dx < 77||ua + ub”Ll(Q) - m”l’ta + ub”Ll(Q)a

that can be rewritten in terms of a differential inequality for y(r) = ||u(?) + up(t)ll11(q)- Thus,
integrating the above inequality over [0, ¢] for all # > 0

() < ) _ < max{ 0), @}
) (0) + (1 - 2|T'7|ﬁy(0))e"l’ n
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giving the uniform estimate (2.6.9).

In order to prove (2.6.10), we integrate (2.6.11) over (0, T) and we obtain

2 2 i i =
7 (lallF 2 + N6l ) < Nl + 131y + 7 L N+ ) Ol
< llug' + 1yl ) + TTK,

where we use in the last inequality the estimate (2.6.9). Thus, we conclude. O

2.7 Energy estimates

In this section, we will obtain the energy a priori estimates by studying the evolution of the
energy functional (2.2.1), (2.2.2) in the following three cases

€(,2), p=pa=1+ €2, p=2 27D

= =1+
p=Ppp 1+8 1+a

with pg < p,, by assumption (H2). The case p = 1 has been analysed in Lemma 2.6.3. For
each value of p in (2.7.1), we will show e—uniform a priori estimates by using the estimates
obtained in the previous step, i.e. in the case p = pg we will use the a priori estimates of
Lemmas 2.6.1 - 2.6.3, the estimates for p = p, are obtained thanks to the estimates shown
for p = pg and finally, in the case p = 2, we will use the obtained estimates in the cases

p =ppgand p = p,.
Before stating the main result of this section (see Energy Lemma 2.7.1 below), we
introduce the following quantities for all p > 1,

gp) =alp—-D+p=1 and rip) =pp-D+p=1, (2.7.2)
so that
+1
app) = ——+1e(1,2] and  r(pp) =2, (2.7.3)
B+1
1
4(pa) = 2 and  rpe) =Pt 150, (2.7.4)
a+1
g2)=a+2 and r2) =B+2, (2.7.5)
and the following relation holds
1
- l=— 2.7.6
9(pp) o) =1 (2.7.6)

Lemma 2.7.1 (Energy Lemma).
Let (ug, uy, v¥) be the positive classical solution to (2.1.1) - (2.1.6). Then, there exists Ct > 0,
such that the global strong solution to (2.1.1) - (2.1.6) satisfies, for all € > 0,

(pg)+1
&y 15, VD) + € (I gy + 1 g + I )

L2(Qr) L3(Qr) LI+ ()
< Epy(ug, uy,v¥)(0) + Cr, (2.7.7)
) +1
Ep, (5, v*)(T) + C (nVuzniz(Q,) + Gl g, + ||uz||;€’f,,3;1(gﬂ)
< Ep, (ug, up, v*)(0) + Cr, (2.7.8)
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and

Ex(uf, uf, vIT) + C (IVG) iy, + V@ )

+ € (I g+ 11T 0 )+ S NOGE )
< Ex(uf, uy,v)(0) + Cr. (2.7.9)
Before starting the proof, we shall point out some comments and introduce some quanti-
ties that will be useful in the sequel. Firstly, we introduce the affine functions
0(z,v) = A+az+cv, w(z,v) = B+ bz + dv. (2.7.10)
By (H1) and (2.7.10), the total energy density (2.2.1) — (2.2.4) reads now as

hy(ug, up, v) = hqp(ug, v) + hp p(up, v)

Uq Up
=f 9(Z,V)“(”_1)zp_1dz+f w(z, VPPVl

0 0
Thus, neglecting A, B, v in (2.7.10) and (2.7.11), we obtain for all p > 1,

Ug Up
hp(tta, U, v) = f (az)" P~V ldz + f (b2y?~ Dz~ ldz
0 0

>C(a,b,p,a,p) (ug(p) + uz(p)).

2.7.11)

Hence, any uniform in time upper bound of the energy &,(¢) over (0, T) implies the bound-
edness of

lletall zoo0.7: 902y + bl oo 0,720 ()
It is worth noticing that, thanks to the choice of ¢ and ¢ in (H1), (H2), the integrals in

(2.7.11), defining the densities A, (i, v) and hy, ,(up, v), are finite for all p > 1. The same
holds true for

Vi (ttas s V) = (9110 pas V), D1y p s V), Dl s v) + Do, (11, ),

where

01 ha p(tig,v) = O, v)* P~ Dyl

e a—l (2.7.12)

O1hp,p(up, v) = w(up, V)ﬁ(p—l)ui ,

and
Uq
O2ha p(tta, v) = calp - 1)f 6(z, v)* P~ D-1 =1 g,

: (2.7.13)

Up
52hb,p(ub, v) =dB(p — ])f w(z, v)ﬁ(p—l)—lzpqu.
0

Concerning the Hessian of h,, we have

611hp 0 813hp
Hess(h,) = 0 0xh,  0x3h,
831hp 832hp 633hp

Orihap 0 012hay 0 0 0
= 0 0 0 +] 0 allhb,p athb,p s

O1hap 0 0nhay 0 0xhyp Oxnhyy
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where

011 hap(tta, v) = aa(p — D6ug, v* Pl 4 (p = 1)0(ug, v)* PVl 2,

_1 (2.7.14)

O12ha p(Uas V) = 021 ha (e, v) = ca(p — DO(ug, v)* P~V 1ul ™,
and

O hpp(up, v) = bB(p — Dy, PP D™ + (p = Dw(up, vPP~Dul 2, 0715

O12hp, (U, v) = Oa1hy, (s, v) = dB(p — Dew(up, vPP D=1l
and finally

Ug
Onha (g, v) = a(p — D(a(p—1) = 1) f 6(z, v)* P~ D2P 71 gy,
0 (2.7.16)

Onhp p(up, v) = d*B(p - HB(p - 1) = 1) f oz P2 g
0

The derivatives 022, 0220y, p in (2.7.16) are well-defined if and only if p > p, and p > pg,
respectively. Therefore, in order to estimate the evolution of the energy &, in (2.2.7), with p
in (2.7.1), along the solution to (2.1.1) — (2.1.6), we will handle separately the first critical
case p = pg, the second critical case p = p, and the super-critical case p = 2 > p,.

For the reader’s convenience, we rewrite here the decomposition (2.2.5) - (2.2.7) of the
evolution equation of the energy functional as following

%SP(ME, uy, V%) = L(daalhpAuz + dpdrh, Auy + d,03h, AV )dx 2.7.17)
+ fg Vh, - F dx (2.7.18)

+ é fg(alhp — 0rh,)Q dx (2.7.19)

= Igiff +15, + I;’ast. (2.7.20)

The following two subsections are devoted to estimate the reaction terms 1%,, and the diffusion
terms Igl. e respectively, depending on the value of p in (2.7.1). For the sake of simplicity,
we will drop the € index.

We conclude with the definitions below, for [,m € R,

Xi(m) 1, ifm>1, 2721)
m) .= .
! 0, ifm<lL

2.7.1 A priori estimate for the reaction terms

This paragraph is devoted to estimate the reaction term 17, := fg Vh, - F dxin (2.7.18) with
pin (2.7.1). In order to do that, we use the competition form of the reaction term ¥ and the
following technical lemma, whose proof is given in Section A.3.

Lemma 2.7.2.
For anyy > 0and 6 € (0, 1), there exists C(y, ) > 0 such that for all A > 0,n > 0, it holds

7A=n) < Cly,) " — o'+, (2.7.22)
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Moreover, the best constant in (2.7.22) is

~ 1 y v+l 1 Y
0= ;(—w) (m) |

Hereafter, we will consider 6 = % when applying Lemma 2.7.2 and we will denote
CL:=C1.3).
Recalling that ¥ := (f,, f5, f,)T, we compute from (2.7.18)

e = [ 90t )t 0+ [ 105,00t )
+ fg 02ha,p(Ua,v) fr (U, up, v) dx + L 02, p(up, v) f(Ug, up, v) dx
=J0+ I+ + T (2.7.23)
By (2.7.12) and recalling the reaction functions defined in (2.1.2), we get
J{) = Lﬁ(ua,v)“(p_l)ug_lfa(ua,ub,v) dx
<N fg 011, )" PVl (14 A = (g, v)) dx
=74 fQ uly (B, v)* V(1 + A = O(uq, v))) dx. (2.7.24)

Applying the inequality (2.7.22) in (2.7.24), using 6(u,, v) > au, and the definition of g(p)
in (2.7.2), we obtain

1
J7 <1 f uly (CL(I + A)ePDH 5 e(ua,v)“("_l)”) dx
Q

< 1aCr(1 +A)* D! f

1
ul dx — =ng a®P~D*1 f ulP* gy, (2.7.25)
o 2 Q

Similarly, we have for Jg

-1). p-1
Jé’ :=fa)(ub,v)ﬁ(p l)ui fo(ug, up, v)dx
Q

< npCr(1 + BPP~DH f

1 - r
\ u, dx — X pPP=D+ f ub(p)+1 dx. (2.7.26)

Q

The terms J and J} in (2.7.23) will be estimated in the critical cases p = pg, p = pa
and in the super-critical case p = 2 in the next three paragraphs, respectively.

43



2.7. ENERGY ESTIMATES

e I, in the critical case p = pg

Using 6(z, v) > az and recalling that n, = 1}, + 17!/, we get

Uq
J§ﬁ = ca(pg — l)f (f 0(z, v)(Y(Pﬁ—l)‘lzPﬁ‘ldz)fv(ua,ub,v)a’x
a\Jo

<@ + ")&fv fuaé( y)p ] 7T dz ) dx
<@+ 41 Jo "\ Z, ZPdz

c a Yooz \ph
_nval—mﬂ_F 1 »[s;v(jo‘ (Zﬂ+1—a) dz)dx

c a +1 atl
=1y = ﬂ ful[;Hde
Q

admmp+rla+l

¢ a [
=1 1_[;110”_1[ u, vdx. (2.7.27)

Then, using the inequality
x’ <1 +x, Vx>0 and O<y<l, (2.7.28)

in (2.7.27) withy = ;%;, we end up with

1< o M1+l ) (2.7.29)

Concerning the term J*, using w(z, v) > bz, we get

Up
1= dpps =) [ ( | w(z,v)ﬁv’ﬁ—“-lzﬂﬂ-ldz)fv(ua,ub,wdx
0

SO+ mO g v fubw(z W LB 47| dx
v 1% ,8+1 $]

d b B L
ST fv(f w(z, V)P 1c«)(z,\/)ﬁlldz)dx
bB+T JQ 0
d
=1 fvubdx
bBT JQ

—Vllz= @l ) (2.7.30)
b

<

Therefore, taking p = pg in (2.7.25), (2.7.26), recalling that r(pg) + 1 = 3 and gathering with
(2.7.29), (2.7.30), we obtain

1 241 9(pp)+1
B+l B
=1y ab*! ||u(l||Lq(p/3)+](Q)

1
o < 1aCL(+ AT gl o = 5

1
+ anL(l + B)ﬂ+l i ”ub“L"ﬁ(Q) Ubbﬁ“ ”Mb“LS(Q)

—Vllz= @l ) (2.7.31)

c
+ T]vﬁ”VHLm(Q)(] + luallpr ) + v
a Pl b1
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e I’ in the critical case p = p,

We estimate JJ* similarly as we did for Jf;/f in (2.7.29), so that we have

g
Jém = ca(py — l)f (f o(z, V)a(p”_l)_lzp”_le) Jolua, up, vydx
Q\JO
a a

U,
fv(f 6(z,v)_wilz<ri'dz)dx
a+1 Q 0

C
< v IVlize@lluall ) (2.7.32)

aa+l

<nc

Concerning J¥*, we get
up
TP = dB(pe — 1) f ( f w(z, V)B(p”_l)_lzp‘fldz) Folttg, up, v)dx
o \Jo

up
Sdnvifv(f a)(z,v)a[il_lzwildz)dx. (2.7.33)
a+1 [e) 0

To continue, we need to distiguish the cases S < 1 +aand 8> 1 + «a, i.e. a’% —1<0and

% — 1> 0, respectively.

Case 8 < 1+ a. Using w(z,v) = bz, we compute

1
Uup B | Uup za+l 1 Up el 1 g1
f w(z, v)at 1zrr+1dz=f‘ —dz < 5 f zori ldz < —uy
0 0 w(z,v)~a a1 Jo bl=aa
Therefore, recalling (2.7.4), Jf" is estimated as follows
dn ady
I < —=Illz=@llupll L,
Tarl La+T1(Q)
T b (2.7.34)

7 M@l -1 )

Ta+l

Case 8 > 1+ a. Using again w(z,v) > bz and recalling (2.7.4), we compute from (2.7.33)

d " Bl _
JPr < ) ldz|d
7 nvballa_kljg;v(jo‘ w(z,V) z) x

d B a+1 el
v . vo(up, v)edx
prara+1B8+1 Jo

a+l

<

a -1
Wlls@lletus, IR

= nvbl+¢

a+l

Since r(py) — 1 > 1, we can apply to [|w(up, V)||rL(,I()Z,); } @ in the above estimate the
inequality
(x+y)P <Cy(x +yP), Y x,yeR" and p>1, (2.7.35)

with C; > 0, to get

, d -1 - -1
< o Mm@ (||B vl o) + P lllubllz(,’(’pj)_l(m)- (2.7.36)

1
a+l
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By gathering (2.7.34), (2.7.36) and using (2.7.21), we estimate Jff" as follows

(3 dT] @ -1
i (= Ko (B) =55 Wllsllusllyhe ) o
a+l
r(pa)-1 (pa)-1 r(pa)—1
+ Xen (B, CrrVlieia) (1B -+ vl o + 0P 0 ) 27.37)

Finally, taking p = p, in (2.7.25), (2.7.26), recalling that g(p,) + 1 = 3 and gathering with
(2.7.32), (2.7.37), we obtain

@ 1 a
o = +1 o4 - +1 3
I}[’)ell S naCL(l + A)(x+1+ ||l'ta||€p¢y(Q) - Enda(”-l_'— ”ua”Ls(Q)
L-{—l Pa 1 L+1 r(Pa)‘*'l
+pCL(L + B)oT ™ lupllyp, () — 51607 ] e
Lra(Q) 9 L (@
C
+ 1y IVliz=@)lluall 1 )
aa+l

dn, r(pa)—1
+ (1 = Xo11(8) pra— IV @ bl 51

a+l

d @ -1 - @ -1
# Kot B Cr Ml (1B + vl 2t o + 0P 0 ) 27.38)

a+l

e [7,, in the super-critical case p = 2

Concerning J2, we get

132 = ca f ( f 0(z, v)“_lzdz)fv(ua,ub,v)dx
a\Jo

SCQUVfV(fag(z,v)"_lzdz)dx. (2.7.39)
Q 0

Thus, similarly as for Jf:“ in (2.7.33), we distiguish the cases @ < 1 and @ > 1.

Case @ < 1. Using 6(z,v) > az, we compute

Uq 1 Ug z 1 Uy 1 ua+1
0(z,v)* 'zdz = dz < Ydz = i
j; (z,v)* ' zdz j(; 80z, v)i=a Z al_af(; z'dz pE—

Therefore, recalling (2.7.5), J% is estimated as follows

) c 1
J3 = al_—(l’nV”v”L""(Q)”“aHZLl(Q)

c 2)-1
= M@l g (2.7.40)

Case @ > 1. Using 6(z,v) > az again, we compute

2 < an, f v( f H(Z,v)"dz)dx
a Q 0

a
< - 0 , a+ld
_cnva+1Lv (Ug, V) X

2)-1
< ez @l6Gua, IR

2)-1 2)-1
< enCollvlm (14 + DL ) + @™ Ml g ) (2.7.41)

where we applied again (2.7.35) in the last estimate.
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By gathering (2.7.40), (2.7.41) and using (2.7.21), we estimate J% as follows,

£ (1= X1@) iVl @lual | g

2)-1 2)-1
+ &(a)cmcjuvnm) (1 -+ g g+ @™l ) (2.7.42)

Concerning J2, we have

Ji =dﬁf(f w(z, v)ﬁ zdz)fv(ua,ub,v)dx

< dBn, f ( f w(z,v)ﬁ_lzdz)dx.
Q 0

By analogy with J% in (2.7.39), we apply to Ji the same tools used to get the estimate
(2.7.42). Distinguishing the cases § < 1 and 8 > 1, we obtain

d
2 )-1
Jy <1 -X1() bl—_ﬂlelvlle(Q)||Mb||2r<2>_|(Q)

2)— 2)-
+ X1y CalvliL=c) (||B AV g * bﬁ+1||ub||;<,(;>_}(m). (2.7.43)

Finally, taking p = 2 in (2.7.25), (2.7.26) and gathering with (2.7.42), (2.7.43), we
obtain

q(2)+1

Fea < MaCLA + At 72 gy = 5700 Mty g

rea —
1
1 2 1 2)+1
+mpCr(1 + BY* ||ub||m) =m0
-1
+(1= X1(@) iVl @llual {0 L

q(2)-1

a+1
L1y T ¢ |

N Xl(a)CUvCJllvlle(Q) (uA ol 42)-1 )

| a”lq(2)*l(£z)

2)- 2)-1
+ X1(B)n, CalvliL=ce) (||B + dvu;(,(;_}(m + P (Q)) . (2.7.44)

2.7.2 A priori estimate for the diffusion terms

The estimate of the diffusion term 15 " in (2.7.17) will be done in such a way that we obtain
the L? control on the gradient of uy, in the case p = pg, and the L? control on the gradient
of u, in the case p = p,. It is worth noticing that we will use the assumption A > 0 to

handle the diffusion term 1 diff? in the case p = pg, more precisely to estimate the term Klp g
in (2.7.47).

o« I .7 in the critical case p = pg
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From (2.7.17), we write 1 dl 7 a

Iy fQ (daO1hpyAutg + dpdrhy, Auy, + d\03hy, Av)dx

= —d, f Ot1hap,|Vual*dx — d, f 012ha,p, Vit - Vvdx
Q Q
—d, f O11h,p,|Vupl*dx — d, f 012hpp, Yy, - Vvdx
Q Q
+dvf62ha,pﬁAvdx
Q

+ d‘, f azhb’pﬁAv dx
Q
=K + Ky + K + K, (2.7.45)

where the derivatives of the energy dentities A, p, hp, ), are defined in (2.7.12) - (2.7.15).

We compute for K}”
Kf’g = —dyaa(pg - 1)jg;(9(ua,v)"‘(pﬁ_l)_lugﬁ_l|Vua|2 dx
~dutpp=1) [ Ol P
— dacalpp — 1) fg g, v)? P15y Wy dx,
and we apply Young’s inequality in the third integral to obtain
K’ < ‘d%aa(pﬁ ) fQ9<ua,v)“@ﬂ—”“ué""HVuaFdx

—da(pg— 1) fg O(11 V)Pl 2V Pdx

2
+da;_aa(l7ﬁ_ 1) f B(utg, v)* P12 TR dx
Q

d,a « o | 74

T2 B+l fgfkua,vw g Vgl dx
dq
apﬁ_2ﬂ+1

C2 a

d —
“2ars B+ 1

f Otg V)P (attg) 71~ [VugPdx

Q

f 0(ug, v)/%_l(aua)lﬁl |Vv|2 dx. (2.7.46)
Q

By neglecting the first and second integral in (2.7.46), observing that % — 1 < 0 and using
the inequality 8(u,,v) > A + au,, we arrive at

1

d, 2 B+l
kP <Sel __ W\ \wiPdx. (2.7.47)
2 a” Jo \(A + aug)p—o+!

Finally, the assumption A > 0 implies

pp _ 9a € 2
K < 2 pﬁC fleI dx, (2.7.48)
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with the constant C4 > 0 depending on A, , 8 > 0.

Concerning K2*, we get
K = —dybB(pg — 1) f W(tty, VPP D1 P
Q
—dp(pg = 1) f W, VYOO U Vi P x
o)
=1 ps-1
— dpdB(ps — 1) fg w(up, VPP P Yy, - Vi,
Proceeding as we did for Klp # in (2.7.46), we obtain
K < <2200 1) [ w1
) S 2,8(Pﬁ_ ) Qw(ub,v u” |Vup|“dx
—dp(ps— 1) f (i, VPP DUV P

+——B(pﬁ 1) f w(up, PP~ D=1y "VvPdx. (2.7.49)

Neglecting the first integral in (2.7.49) and using w(up, v) > buy, in the other two, together
with the identity

B 1
-D+pg—-2= + =0,
Bpg—1)+ pg F+1 B+l
we get

i dy &
K < —da, Ve 2dx + 22 IVv|>dx. (2.7.50)

2 1

B+1Ja 2 plrmr Jo

Now, we estimate the terms Kp # and Kp # defined in (2.7.45). Thus, we compute
= d,ca(pg — l)f (f 0(z, v)“(Pﬁ—l)‘lzPﬁ‘ldz) Avdx

a 1
0(z, v)l”l ol dz) Avdx.
e LU

Similarly as we did to estimate J_fﬁ in (2.7.29), using 6(z, v) > au,, we get

s c a a7 \F
K ey f ( f (—Zﬁﬂ_a) dz)IAvldx
Ua 4 p
= d, l_caﬁflf(f zlmdz)lAVIdx
a B+l

c a 1 atl
=d,——— f BT Av|dx.
G ET B+ 1 atl Jo

,B+1

=d,c

a+1

Using the inequality (2.7.28) with y = %= together with Holder’s inequality, we end up with

Cc
Kgﬁ < dvl_—%nl + l/ta”LZ(Q)”AVHLZ(Q). (2751)
a +
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Concerning K*”, using w(z, v) > bz it holds

Up
KY = d,dB(ps - 1) f ( f w(z,v)ﬁ(pﬁ_l)_lzpﬁ_ldz)Avdx
Q 0

d o _ 1
< B ( f w(z, V)P 1(bz)ﬁildz)|Av|dx
bﬁ+1 ﬁ +1
fublAvldx
bﬁ+l
<d, ||Mb||L2(Q)||Av||L2(Q)-
pA

Finally, by gathering (2.7.48), (2.7.50), (2.7.51), (2.7.52), we end up with

1(, d> pAs
Pp
Idlff =9 (d CA + db )”VVHLZ(Q) dbm

c d
+d, (v + — )(”1 + Uallz2q) + ||ub||L2(Q))”AV“L2(Q)~
a B ppe

IVus 17

p i -
e I, ir in the critical case p = p,

From (2.7.17), we write 15‘} ;

e, =—d, fQ O11ha p, |\ VualPdx — d, fg O12ha p, Vitg - Vvdx

—d, f O11hpp, IVupPdx — (dy + d) f O12hp.p, Vit - Vvdx
Q Q

+dvf82ha,paAvdx
Q

—d, f Oy, p, |VVI* dx
Q

. Pa Pa Pa Pa

= KD + KI" + K" + KD

Concerning K, it holds

K} = ~daa(po = 1) f Outas PNl Vg dx
Q

—dy(pa— 1) f O(utg, V)" P~V y P21y Pdx
Q

—dyca(py — 1) f O(tug, v) P D1~y vy dix.
Q

50

(2.7.52)

(2.7.53)
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Similarly as we did for K2*, we use Young’s inequality to get

d _
K" < =ZCa(po— 1) f 6utas V)"0 Ul Vit
Q

da

5(pa = 1) f 01, v)* P~V (aug )P~ Vug dx
aPa— Q

c?

+ dyz—-a(pa = 1) f O(ttg, v) PO P~ Wyl dx
(03 Q

d,a « o g L
- _ 2 a”fga(ua,v)w Yua T |\ Vugl* dx
d, 1
ale=2a + 1

C2 a

“Dare @ + 1

f O(utg, V)T (aug)” o1 |V, [*dx
Q

f O(11y, )~ (auy) 71|V dx.
Q

Thus, neglecting the first integral and using 8(u,, v) > au, in the second and third integrals,
we obtain

| d, ¢?
K S—daama+1 f [Vug|*dx + 3;7 f IVv[2dx. (2.7.55)
Q “Ja

Now, we estimate the term Ké’” in (2.7.54) by applying Young’s inequality to get
a . —1)= (1_1
KL = =dbppa = 1) [ 0P WP
— dp(pa — 1) f (ttp, VPP DUl VP dx
Q

—(dp + d))dB(pa — 1) f w(up, v)/3<f’a-1>—1u§a‘lvub - Vvdx
Q

_d B
T 2a+1 Jg

d _
b f w(up, v)ﬂ(p"_l)uga 2|Vub|2dx
Q

w(up, v)ﬂ(””_l)_lui"_] \Vuy|>dx

a+1
L d+d)?d p
Zdh ba+1 Q

w(up, v)PPe—b-1 ui"_l [Vv|>dx.
Neglecting the first and the second integral we obtain

(dy +d)* d* B
Zdb ba+1 O

1
Ké"’ < w(ub,v)%_lug“ IVv[>dx. (2.7.56)

Like for Jf:“ in (2.7.33), we estimate Ké’” by distinguishing the cases § < 1 +a and 8 > 1 +«,

i.e. % —-1<0and a% — 1 > 0, respectively.

Case 8 < @ + 1. Using w(up,v) = bup, we compute

dp +d,)> d* fa
Ké)u, S ( b V) 5 fug+llvv|2dx’
2dp -5 Ja

a+l
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and by the inequality (2.7.28) with y = we end up with

a+l’

b o [ +d) &

f(l + up)|Vv]dx

2 - Zdb b2—m
(dp+d,)* _d
ST, pmtt iz IVVIs - (2.7.57)

Case 8 > a + 1. Using buy, < w(up,v), we get from (2.7.56)

dp+d)* d&* B
2, bra+l

p[l’
Kb <

ba o 2
w(up, V)1 |Vy|“dx.
Q

The main tool used in the case 8 < @ + 1 was the inequality (2.7.28) with y < 1.
However, it holds that 'B—O‘ < 1if and only if 8 < 2a + 1. This suggests to distinguish
the following two cases

B<2a+1 and B=2a+1.

Using the inequality (2.7.28) in the case 8 < 2a + 1 and using (2.7.21), we end up
with

y (dp +d))* d* ,8
K} < Xan1(B) (1 = Xoa1 (B) = W b

(dp+d)* &> B
2, brea+1

”1 + (,()(Mb, V)||L2(Q)||VV||L4(Q)

+ X2041(B) w(up, v)f% IVv[2dx. (2.7.58)
Q

By gathering the estimates (2.7.57), (2.7.58), we obtain

5 (db + d )2 d?
Kg < (1 - a+l(ﬁ)) - b2 ”1 + ublle(Q)llvv||L4(Q)

Cz+l

(db +d V)?* d? B
bPe

+Xa+1(ﬁ)(1 XZ(HI(:B))

(dp +dy)* d° /3
2d, bPra+1

||1 + U.)(Mb, v)”LZ(Q)”VVHth(Q)

+ Xoas1(B) ity v)’% VvPdx. (2.7.59)
Q

Now, we estimate the term Ké’ “in (2.7.54).

iha
Kg" =d,ca(py — l)f (f 0(z, v)”(p“_l)_lzp"_ldz) Avdx
Q 0

c a Ua oy e
= dy— 0(z, v)e+1~ (az)eTdz | Avdx
a1 @+ 1 Ja\Jo
iy 1
<d,— f ( f ( it )““dz)mvux
aw1 Ja\Jo 10z v)

c
<d,— fualAvldx
aﬁ Q

= 30_1 (Hu"”LZ(Q) + ”Av”LZ(Q)) (2.7.60)

52



2.7. ENERGY ESTIMATES

Concerning the term K", we have

up
Kf(l = _dvdZﬁ(p(l - 1) (ﬁ(pa - 1) - 1)f (f (,()(Z, v)B(Pa—l)—ZZp(,qu) |Vv|2dx
Q\JO

ip
= —d,d’ B (i - 1) f ( f w(z, v)a’il—zzaildz) [Vv|*dx.
a + 1 a+1 ) 0

Observing that if % — 1> 0, K" is negative, we estimate K" only when 8 < a + 1.
Recalling that r(p,) > 2 and definition (2.7.21), we get

@ 2 ﬁ ﬁ o < ﬁ 2
Kf: < (1 <x+1(ﬂ))dd o+ 1( - @+ I)L[L (W) dZ]IVV| dx

dyd* o

< (1= Xou1 () f ( f 2o~ dz)Wdex
b a/+l Q 0
2 up

= (1 = Xer1(8) dd f ( f z’<1’“>‘3dz)|w|2dx
b (z+| Q 0

dd2 1 (Pa)=2
=(1-X o r(pa) \v/ 2
(1 = Xas1(B) —— 2 —r(pa)_ f P2V d

( f ;" P+ f |Vv|4dx), (2.7.61)
22 \Ja Q

where we used Young’s inequality in the last estimate.

Finally by gathering (2.7.55), (2.7.59), (2.7.60), (2.7.61), we obtain

< (I = Xos+1(8)

Ist}f - daam a+ ||Vua||L2(Q) 2 ||VV”L2(Q)
(db + d )y d
+ ( (l+1(ﬁ)) - b2 ”1 + ublle(Q)llvvllL4(Q)
a/+l

dp +d,)? d?
+Xa+1(,3)(1—X2a+1(ﬁ))(b+ Sa

Tl + i, M@V g,

2d, bre
(db + d ) d? fma
+ X2041(B8) - e af— T s w(up, v) =1 |VvPdx
d,
+ 3@ (||ua||L2(Q) - ||Av||L2(Q))
2(r(pe)—2
+(1- (Il e ey + ||Vv||L4(Q)) (2.7.62)

° 151 " in the super-critical case p = 2

As we are considering now the super-critical case p = 2, the hessian of 4, in (2.7.14),
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(2.7.15) is well defined and we write / d i in (2.7.17) as
Lipp = —da fg 011hanlVugl*dx — (dg + dy) fg 9120V, - Vvdx
—dp fg; 811hb,2|Vub|2dx —(dp +dv) fg; O21hp2Vuy - Vvdx
~d, fg OV dx

—-d, f Onhp 2| VVI* dx
Q

= K7 + K5 + K3 + Kj. (2.7.63)
In order to estimate the term K12 in (2.7.63), we apply Young’s inequality to get
K12 = —dyax L g, V)" g Vugdx - d, L Oy, v)* | Vug|>dx
— (dq + dy)ca fg O(tta, V)" 1y Vity - Vvdx

d
g—Eaaa/fH(ua,v)“_luaWualzdx—dafQ(Ma,v)a|vua|2dx
o Q

d, + d,)?* c?
+(a v)ﬂ

f Otg, V) 1y VY| dx. (2.7.64)
2da a Q

Neglecting the first integral and using 6(u,, v) > au, in the second integral, we obtain

(dy + dP e

2 2
Ki < —daaafg;ugqual dx + >d, p

f g, V) VgV dx. (2.7.65)
Q

Then recalling that ¢(2) = @ + 2, we use the identity below in the first integral of (2.7.65)

a@)-2 2
2

u, > Vu,

2 4 2
Ve = —— v, @7.66)

2
ug|vua| = (a/ + 2)2

427 |
to get

4d,a” 2 (d, + d,)?* a _
2 q(2)/2 a—1 2
Ki < —( 27 f |V(ua )| dx + By - v f&(ua,v) ugl|Vv|=dx. (2.7.67)

Now, we estimate the second intergral in (2.7.67) with the tools used to handle the term
Kg” in (2.7.56). We distinguish the cases @ < 1 and @ > 1.

Case a < 1. Using 0(u,, v) > au, and the inequality (2.7.28) with y = a, we compute

(d, + d,)? czaf Uy 5
LT 2 1 wPda
e a Jo B, T

2
< M fug|vv|2 dx
Q

Zda aZ—a
f (1 + uy)|Vv|>dx

(d +d)2
2d,
(d +d)
a

v (||1 + gl + IVV3a)) -
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Case a > 1. Using 0(u,,v) > au,, we get

(d, + d,)?* Ca

dq +d
a f Ot VP iy < et )
2da a Q a

7 f O(uug, v)*|VV| dx.

Therefore, we end up with the following estimate for K?,

4d,a
K12 < _W” ( q(Z)/z)”LZ(Q)
(d +d)? ¢
M = C,(l = X1(@) (111 + tal72 ) + IV} ai))
d, +d,)?
% —X(@ f B(uy, v)¥|VVI? dx. (2.7.68)

From (2.7.63), we compute K22 similarly as we did for Kf in (2.7.64),

K3 = —dpbp f W(uup, VP up | Vupdx — dy, f W (up, vYP|Vupl*dx
Q Q

—(dp + dv)dﬁf w(up, v)ﬂ_]uqub - Vvdx
Q

s—%bﬁ f W, VP up |V Pdx — d, f w(up, VY|V |2dx (2.7.69)
Q Q
2 52
+ —(db + ) d—ﬂ w(ub,v)ﬁ_lubIVVlzdx
2d), o
dy + d,)* d?
S—dbbﬁfufqublzdx+w—ﬂfw(ub,v)ﬁ_lubwvlzdx,
o 2y, b Jo

where in the last inequality, we neglected the first term in (2.7.69) and we use w(up, v) > buy,
in the second term. Then, by analogy with (2.7.65), (2.7.66) we rewrite the first term in the
last inequality as follows

4dbbﬁ (db + dv) dzﬂ f )6— \v/
2 r(2)/2y,2 1 2
dx wl Up, V u v[dx.
2_ (ﬁ 2)2[' ( )| 2lb E (up, pIVVI

Similarly as we did in (2.7.67), we distinguish the cases 8 < 1 and 8 > 1. Therefore, by
analogy with (2.7.68) we end up with

4dyb” 2)/2
(ﬂ 2)2“ ( ! )/ )“LZ(Q)

(db +d)? &°
Z—dbbz Ig(l - X (ﬁ)) (||1 + ub”U(g) + ||VV|IL4(Q))

L+ d,)? d2ﬁ
2d),

2
K; <~

—X1(B) f w(up, VPV dax. (2.7.70)

Now, we estimate the terms K% and K‘% defined in (2.7.63). We observe that 022h,2, 022hp 2
have a sign which changes depending on the value of a, 8. More precisely, by (2.7.16) it
holds 022k, < O (resp. 0x2hp2 < 0) if and only if @ < 1 (resp. S < 1), so that we need to
estimate K% (resp. Ki) when a < 1 (resp. S < 1), otherwise K? < 0 (resp. K2 <0).
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Using 6(z,v) > az and the inequality (2.7.28) with v = a, we have
K3 = —d,c*a(a - 1) f ( f 0(z,v)" %z dz) IVvIdx
Q 0
2 Uqg
<(1-X 1(@))6%%&(1 - @) f ( f 0(z, )" *(az) dz) IVvI*dx
Q 0
2 Uy
< (1 = X(@)dy = a(l - a) ( f 0(z, v)*"! dz) IVvPdx
a o \Jo
2
< (1= Xi@)d, 5500 - ) [ o P
a Q

2
< (1 - Xi(@)dy (1 - @) f (1 + Outq, V)V VIdx
a Q
o2

< (1 - Xl(al))d (1 - (I)(“l + H(ua’v)HLZ(Q) + ||Vv”L4(Q)) (2771)
Concerning K2, it holds
g
K2 = —d,d*B(B - 1) f ( f w(z,vP 2z dz) \Vvdx
o \Jo
d* " ) 2
=dy—p(1 -p) w(z, vV 2(bz) dz| Vv dx.
b a\Jo
Thus, similarly as we did for K2, we obtain
2
K2 < (1- X, (B))dy s 573 (1= BT+ 0 Vg + 19 ) (2.7.72)
Finally, by gathering (2.7.68), (2.7.70), (2.7.71), (2.7.72), we end up with
4d,a* 4d,bP
2 a q(2)/2 b r(2)/2
(d +dv)
L R a(l = X1@) (I + talZ2 ) + IVl aiq)
d, +d,)?
u Xl(a)f O(ug, v)* |V dx
2d,
(db +d,)? d2 4
2—dbb2 ﬁ(l - Xl(ﬁ)) (”1 + ubHLZ(Q) + ||VV”L4(Q))
dp + d,)* d*
y Dby dP B =X1(8) f w(up, VIV dx
2dy,
2
+ (1= Xi(@)dy5 (1 = )11 + 8t g, + IV} q)
d2
+ (1= XiB)dy 2 (1= B + w(uw, 2 + 1914 )- (2.7.73)

2.7.3 Proof of the energy estimates

Hereafter, we combine the obtained estimates in Subsections 2.7.1, 2.7.2, together with
the basic estimates shown in Section 2.6, in order to control the evolution of the energy
functional &, in (2.7.20) when p = pg, p = p,, p = 2. From now on, we restore the index &.
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e The critical case p = pg

We put into (2.7.20) the estimate for the reaction term I%%, in (2.7.31) and the estimate for
the diffusion term IZ.‘} . in (2.7.53). Thus, recalling that I})‘m < 0 (see (2.2.8)) and renaming
the constants, we obtain for all # € (0,7T)

q(pp)+1

8pﬁ(u2,ub, 8)0) + ”M‘S(f)“ q(pﬁ)+](Q)

d
E + ” b(t)||L3(Q) + ||Vub(t)”L2(Q)
< C(IWEOISy g+ MOS0 + I Ollmi@(1 + 105 + 1O o)

+ C(IVVO)l72(0, + (EDl @) + IOl 2@)IAV Dl 20y )

where the constant C > 0 depends on the diffusion and reaction coefficients, on a, 5 but not
on &. Therefore, recalling that pg < 2, integrating over ¢ € (0, 7) and using the estimates in
Lemmas 2.6.1 - 2.6.3, together with the assumption on the initial data (H4), we end up with
2.7.7).

e The critical case p = p,

Now, we integrate in time over (0, T') the inequality (2.7.62), we use r(py) — 2 = " +1 Y and the
Holder inequality when necessary, to obtain

d
Pa (H Vu & Vv £
j(;) T) Id ffdt < —dga™t a + ” ”LZ(QT) ” HLZ(Q )

(d +d)2 d2
+ (1 = Xor1(B) e I+ @l 2o 191G g,

dp +d,)? d?*

+Xa+1(ﬁ>(1—xza+1<ﬂ>)(”d oL
b

(db+dv>2 & B

bPe @ + 1

S+ w(us, VS)”Lz(Qr)”VVS”L“(Q )

+ X20+1(B)

d
+ 3” (||u8||L2(Q L+ 1AV )
aa+

(s, V) P2V dxdt

+(1 -

(2.7.74)

2(r(pa)-2)
(|| WIEDD e

L'Qr ))

Using in (2.7.74) that 2(r(py) —2) =

(1 - X(Z+1(ﬂ)) ||MZ||L2(V(I’&)*2)(QT) < (1 - Xw.{.](ﬂ)) C””Z”LZ(QT)'

Then, together with the estimates in Lemmas 2.6.1 - 2.6.3, we end up with

o 1
Pa — E 2
f(;)r) Idffdt < —d,a ICY ||V”u”L2(QT) +Cr

(db + dv)2 & B

+ Xog+1(8) e a a1

Wl VY POV P dxdr. (2.7.75)
T
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Similarly, for the reaction term estimate (2.7.38), we have

1
Pa a(pa—1D)+1,,€(|Pa _ - a(poa—D)+1y,,€113
L} | Dt < ,Cul1 + ) 515 ) = 57 (A .

1
—1+1 a pPPa—1)+1 o) +1
+mpCr(1 + B P8 i,,a(QT) — 5 Pa=Lit IIMiHZ(f(Jp‘,);l(QT)

c
+ 17— ||V8||L°°(QT)||M2||L1(QT)
aa+l

+ (1 = Xo+1(8)

dT]v & &7 (Pa)—
Pa)—1
Il @l

a+l

8”"(170)_1

+ Xa+ 1 (,B)chj LrPa)-1(Qy)

Lty VNl @plIB + dv

a+l

B o)1
+ Xt BCobm b lopllgl[ 7

Using that r(p,) — 1 = sl 2,if B < a+ 1, we have

T o+l
(1 - X(l+1(ﬁ)) ||MZ”LT(PU1)*1(QT) < (1 - XQ+1(6)) C”uZ”LZ(QT)

Thus, using that p, < 2 and gathering with the estimates in Lemmas 2.6.1 - 2.6.3, we end up
with

1 1
Pa _ a(po—1D)+1y,,&113 _ - (pa—1)+1,1,, &7 (Pa)+1
f(o | it < =3ma A AP e A A

i— « -1
+ Cr + Xt B Cob# 1 dIV ls@pllif e g - (27.76)

We take p = p, in (2.7.20) and we use the estimates (2.7.75), (2.7.76), together with
I%* <0 (see (2.2.8)). Then, integrating (2.7.20) in time over (0, T), we obtain

fast —

1 _
Ep, 1y uf, V)T + C (VU] Foy )+ EI 5 ) + b DI o,y (2TTT)
< Ep, (ug, up,v¥)(0) + Cr
dp+d)* d* B
Zdb bPe o + 1 Qr

i— @ -1
+ Xt (BInC a1 IV s gl he (2.7.79)

+ Xog+1(B)

(,()(MZ, vb‘)r(p(r)_zlvvglzdxdt (2778)

where the constant C > 0 in (2.7.77) depends on the diffusion and reaction coefficients, on
a, 3 but not on ¢.

It remains to estimate the terms in (2.7.78) and (2.7.79).
In order to handle the term in (2.7.78) where 8 > 2a + 1, we rename the constant as

_dy+d)* d* B
© 2d, bPea+l’

Rl :
For a pair of conjugate exponents (i, m’) to be chosen, we have by Young’s inequality
R f w(uj, VEY P27\ E 12 ot
Qr

1 - :
<— | o))" P Ddxdt + —RY f IVve*™ dxdt. (2.7.80)
m Qr m Qr
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As 8 >2a + 1, we have that r(py) — 2 = ﬁ_Tof > 1. Then, we can choose m and m’ such that

1 <m(r(pe) —2) < r(pa) + 1 and 1 <m <q(pp)+1,

ie usingm’ = %
1+
q(pp) cm< WL
q(pp) r(Pa) =2
It is worth noticing that by assumption (H3), condition (2.7.81) is not empty. Indeed, by

(2.7.6), condition (2.7.81) is not empty if and only if

(2.7.81)

1+ q(pp) 1+ q(pp) 1 1
—— L (r(pa) - 2) = 2 —1) S rpa)+ 1= ———+2,
q(pp) a(pg) ‘q(pp) =1 q(pp) — 1
and the above inequality rewrites as
1+ V7

3¢%(pp) —2q(pg) =22 0 = q(pg) = 3

Therefore, using the definition of g(pg) in (2.7.3), the above condition holds if and only if
(VI-2B<3a+5-VI < B<(VI+2a+ VI+1,
which is guaranteed by (H3).

Hereafter, for the sake of simplicity, we denote r,, := r(p,). Then, in order to estimate
the first term in (2.7.80), we first apply the inequality (2.7.35) and we get

! e eymra=2) Cs mr =2 Cybmre? -2
— « < = & ra—2) e [P m(re=2)
o (U, v°) dxdt < p” 1B+ dvill o2,y + P Nyl a2
(2.7.82)
Furthermore, since 1 < m(r, —2) < r, + 1, we use the inequality
X = XM eey + X sy < C77 M+ €774, (2.7.83)

forall x > 0,C > 0and 1 <y < A. Thus, for any o > 0 to be chosen later as small as nedeed,
there exists a constant C,, not depending on u;, such that

Clbm(ra_Z) m(ro—2)

@ 1
il g < Collifllay) + gl g
Therefore, (2.7.82) becomes
l ( £ S)m(ra—Z)d dt < QHB_’_d allm(ra_Z) +C || 8”
m o w l/lb,v Xi —= m v Lm(mfZ)(QT) a uh LI(QT)
T
gifatl
+ollupll e q,y (2.7.84)

Next, as m" < g(pg) + 1 < 3, we can use Lemma 2.6.2 and the estimates obtained in the
previous step (see (2.7.7)), in order to get, for the second term in (2.7.80),

1 ’ ’ 7 ’ 12
Ly ng Vv dxdt < C(m’, N, Ry) (1 +lus + “Z”'L"m'(gT)) +C(m',R)T

’ eym’ eym’ ’
< C(m',N,R,,T,Q) (1 Il )+ ||ub||Lm,(QT)) +Cm',R)T

< C(m',N, Ry, T, Q) (&,us, uf . v)(0) + Cr). (2.7.85)
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Finally, by gathering (2.7.80), (2.7.84), (2.7.85) and renaming the constants, the term in
(2.7.78) is estimated as below

X2a+1(BR f w(uy, V) 2NV Pdxdt

Qr

< Xow 1 BYCT (Epy (S, 15, v)(0) + 1)

Cy 2
+ oot B) (2B + D+ Colli )

+ Xoar1 Bl g, (2.7.86)
for any o > 0.

Now, we estimate the term in (2.7.79). As the term is positive if and only if 8 > @ + 1

and thatin thiscase 1 <r, — 1 = g%ll < rq + 1, we can proceed as before, i.e.

B & £|fa—1 & £|fat]
Xant @b V=@l o) < Xon B (Collgllap + oIl ).

(2.7.87)

where the constant C,, depends on o, |[v®||z~(q,) but not on ui.

Finally, putting (2.7.86) and (2.7.87) into (2.7.77) - (2.7.79), we end up with
Ep, (W, uf, V)T + C (IIVUE]T o ) + E 2 )

1 _ o
+ (Enbb’“”" D = (X1 (B) + Xaae1 (ﬁ))) g

Lrpa)+1(Q7)
< &, Wl 1, V)O0) + Cr + Xaa1 (BICT (Ep,y (S uf, v)(O) + 1)

CJ m(F(Pa)—Z)
+ X2a/+l (ﬁ)ZHB + vglle(r(pa)—Z)(QT)

+ (Xa+1(8) + X2as1(8))Colluflln -

Therefore, taking o > 0 such that

1
0 < 0(Xas1(B) + X2as1(B)) < Enhbﬁ(pa—l)ﬁ,

and using the estimates of Lemmas 2.6.1 - 2.6.3, we get (2.7.8).

e The super-critical case p = 2

Now, we integrate in time over (0, T') the inequality (2.7.73) and we use @ = ¢(2) — 2 and
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B =r(2) — 2, to obtain

4d,a 4d,bB
£y4(2)/2 £\r(2)/2
f(o s IVt )||L2(QT) s M Al [
+d)* ¢ . .
+(1-Xi(a >)—a (||1+u||L2(Q)+||Vv gy — (27:88)

d d 2.2

+ X1 (@ )—( i )Cf f 0, v IOV ddt
d, a

(dy +d,)* d*
+1= X005 (4 6, + 19 ,)  (27:89)

(dp + dv)2 d’B

+X1(B)——— db b2 w(uZ, VO D2\ W22 dxdt
+(1- VM a0y + IV s,y (27:90)
dval2 " .
+ (1= XB) 55 (1= B + i, Iz, + 1V g,)- - (2791
Using in (2.7.88) - (2.7.91) the estimates in Lemmas 2.6.1 - 2.6.3, we end up with
4d,a 4dyb°
2 — £1q(2)/2 £\r(2)/2
f(;),T) Idiffdt < ( 2)2 |V(( ) )”LZ(QT) (ﬁ 2)2 |V(( ) )”Lz(Q ) +Cr
d, +d,)* c?
+ X1 )u e f 0, V)12V 2 ddt
a a? Qr
(db + dv)2 d*B

+Xi1(B)———— (s, VY @2VVE 2 dxdt. (2.7.92)
Qr

bz

Similarly, for the reaction term estimate in (2.7.44), we use the Holder inequality when
necessary, to obtain

1 1 (2)+1
— 5MNaa a™* ”ugllzq(z)ﬂ(g )

S Pt < o1 0 M, 5

2)+1
+ T]bCL(l + B)ﬁ-'—1 ||ub”L2(QT) UbbBH ”uZ“gr(Z))-:l(QT)

q2)-1

+ (1= X1(@) ——nylv Vi ltall o1,

1(2

q(2)-1

+ Xa@en Colv = (I + 71827,

+ a(y+1 ||u8”q(2)—1 )

allpa-1qy)
d H2)-1
+(1 - X1(B)) bl—_ﬁTlvl|V8||L°°(QT)||ME||L,(2>_1(QT)

-1 1 -1
+ XiBdn, CoV o (18 + IS g+ P I ).

(2.7.93)
Asg2)-l=a+1<2,ifa<1,andr(2)—1=8+1<2,iff < 1, we have
(1 = X1(@) lugll o1,y < (1 = Xi(@) Cllugll 2

and
(1- Xl(ﬂ)) ”“i”Lr(Z)—I(QT) <{- Xl(ﬂ)) C””Z”LZ(QT)'
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2.7. ENERGY ESTIMATES

Thus, using in (2.7.93) the estimates in Lemmas 2.6.1 - 2.6.3 , we end up with

1 1
2 a+tly e d@+1 L s e+
j(;)T) [readt < - 277 ad ||ua”Lq(2)+1(QT) znbbB ”ub”L’(z)”(QT) + CT
2)-1
+ Xi(@ea™ 0 Colv =l 190
2)-1
+ X1 B Colv e 5o - (2.7.94)

We take p = 2 in (2.7.20) and we use the estimates (2.7.92), (2.7.94) and (2.2.9). Then,
integrating (2.7.20) in time over (0, T"), we obtain

Ex(uf, u, vIT) + C (V@)™ ) + 19 2 g, ) (2.7.95)
1
+ — Q2(u2, uy, v)dxdt
& Qr
1 Ly eng@)+1 1 | 2)+1
+ Er]aa(u il o g, * E”bb& [ e @ (2.7.96)

< Ex(ug, up,v¥)(0) + Cr

d dv 2.2
+ Xy )ucza/ f B0V P dxdt (2.7.97)
dq a Qr
dy + d,)* d*
s Xt Ltk v) bf WS VYOV dxdr (2.7.98)
b T
+ Xi@ea™ g Collls@n il g, (2.7.99)
+ X1 B ColV ll=@n gl a g, (2.7.100)

where the constant C > 0 in (2.7.95) depends on the diffusion and reaction coefficients, on
a, 3 but not on ¢.

It remains to estimate the terms (2.7.97) - (2.7.100).

In order to estimate the term in (2.7.97), where « > 1, by analogy with (2.7.78) we first

rename the constant
(d, + d))* a

2d, a®’

Then, for a pair of conjugate exponents (1, m’) to be chosen, we have by Young’s inequality

R2 =

R> f 0(us,v*) D=2 Ve 2 dxdt
Qr
1 1 ,
<— | 0E NP Ddxdt + —RY | VWP dxdt. (2.7.101)
m Jaor m Qr
As a > 1, we have that ¢(2) — 2 = @ > 1. Then, we can choose m and m’ such that
1 <m(g2)-2)<q2)+1 and 1<m <3,

m
m—1

i.e. usingm’ =
a+3
ot

<m£<

[NSRON

(2.7.102)

It is worth noticing that thanks to the assumption @ < ¥ in (H3), condition (2.7.102) is not
empty.
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2.7. ENERGY ESTIMATES

In order to estimate the first integral in (2.7.101), recalling that 1 < m(g(2)-2) < g(2)+1,
we first use the inequality (2.7.35) and then the inequality (2.7.83), to get

1 e eym( CJ —
q(2)-2) e m(q(2)-2) & e119(2)+1
Z o 0(1/[“, v ) dxdt < Z”A + cv ||L’"(‘1(2>_2)(QT) + CU’””a”Ll(QT) + a-”MaHLq(Z)H(QT)’
(2.7.103)

where the constant C, does not depend on u?,.

Next, as m’ < 3, we can use Lemma 2.6.2 and the estimates of the previous steps (see
(2.7.7), (2.7.8)), in order to get, for the last term in (2.7.101),

1

n—l,R';, f |va|2m/dxdl‘ <Cm',N,Ry) (l + ||u2 + uZ||2"}:z,(QT)) +Cm',R)T
Qr

’ eym’ eym’ ’
< C(m',N,Ry, T, Q) (1 0 0 A ||ub||Lm,(QT)) +C(m',R))T

< C(m',N, Ry, T, Q) (&, (u, u5, v*)(0) + Cr). (2.7.104)

Finally, by gathering (2.7.101), (2.7.103), (2.7.104) and renaming the constants, the term
in (2.7.97) is estimated as below

X1(@)R, f 0(us, vo)1P2\Vve|? dxdt
Qr
< X1(@)Cr (Ep, (WS, uf,v)(0) + 1)

Cy (@(2)-2)
#X1@ (A + AN D )

+ Xi@olhe 7070 g, (2.7.105)

for any o > 0.

Now, we estimate the term in (2.7.98) where 8 > 1. By analogy with the term in (2.7.97),
we apply the same tools used to get (2.7.105). Thus, we define

_ (dp + dv)z dz_ﬂ

Rs : .
3 2d, b2

For a pair of conjugate exponents (i, m’) to be chosen, we have by Young’s inequality
R; f (s, v D2VVE 2 dxdt
Qr

1 1 ’ ’
< — s V"D dxdr + —RY IVVEPP™ dxdt. (2.7.106)
b y3
m Qr m Qr

As 8 > 1, we have that r(2) — 2 = 8 > 1. Then, we can choose m and m’ such that

1<m(r2)-2)<r@)+1 and 1<m <3,

ie usingm’ = % ;
<m<B3 (2.7.107)

B

It is worth noticing that thanks to the assumption 8 < % in (H3), condition (2.7.107) is not
empty.

N | W
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Furthermore, as 1 < m(r(2) —2) < r(2) + 1, using the same tools used to get (2.7.103)
and skipping the details, we end up with

1 & e\m(r(2)-2) Cy em(r(2)-2) & er(2)+1
_ o, a)(ub, Ve dxdt < ;HB +dv ”L’”(’(Z)—Z)(QT) + Ccr||ub||L1(QT) + Ullubllmﬂ(gﬂ,
(2.7.108)

for any o~ > 0 and with the constant C, > 0 not depending on uj.

Next, as m’ < 3 and by analogy with (2.7.104), we can use Lemma 2.6.2 and the estimates
of the previous step, in order to get for the last term in (2.7.106)

1 ’ ’
—RY Vv 2" dxdt < C(m', N, Rs, T, Q) (Ep, (1, u5, v)(0) + Cr ). (2.7.109)
m Qr

Finally, by gathering (2.7.106), (2.7.108), (2.7.109) and renaming the constants, the term
in (2.7.98) is estimated as below

X1(B)R3 f (s, VY D2VvE P dxdt < X1 (B)Cr (SPH(ME,MZ,V‘S)(O)+1)
Qr

Cy 2)-2
+X1(8) (ZHB A e, * Callu,'jllu(gr))

+ X Bl I0" g, (2.7.110)

for any o > 0.

The estimates of the integrals in (2.7.99), (2.7.100) go similarly as before since g(2)—1 =
a+1>2ifa>1,andr(2)—1=8+1>2,if 8 > 1. Therefore, skipping the details, for
any o > 0, there exists C, > 0 such that

+1 q(2)-1 q(2)+1
X(@ea™ . Col =@l < X1@) (Collbluian, + ol ).
(2.7.111)
and
+1 r(2)-1 r(2)+1
Xi @A, Colv @ I ) < X1B) (Collillan + oDt ).
(2.7.112)

where the constant C,- depends on o, |[V®||1~q,) but not on u¥ and uZ.

Finally, by putting (2.7.105), (2.7.110), (2.7.111), (2.7.112) into (2.7.96) - (2.7.100), we

end up with
Ex(u s, vYT) + C (V@) ) a g, + V() s g, )

1
+ (Enaaaﬂ — ZO'XI(CY)) ”Mi”zgz))tll(gﬂ
1 | @)+1 1 2
+ (Enbbﬁ+ - 2O—X1(ﬁ)) ||M‘Z||2’(2)+1(QT) + ;HQ(”E’ I/li, Vg)”LZ(QT)
< £, 1, v°)(0) + Cr (X1 (@) + X1 (B)) (Ep, (5, 9)(0) + 1)
La0-2(Qy)

Cy 2)-2
+ Xy (@) (ZHA T o I Yo W LI(QT))

Cy 2)-2
+X1(8) (;IIB Al g, * 2c(r||u§||L1(gT)).
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with C, C, > 0. Thus, taking o > 0 such that
1 1
0<oXi(a)< Znaa‘”l and 0<oXi(B)< anbf}“,

1.€.
1
O<o< 1 min {I]aaaﬂ’nbbﬁﬂ}’

and using the estimates of Lemmas 2.6.1 - 2.6.3, we get (2.7.9).

2.8 The existence result to the mesoscopic system

Proof of Proposition 2.5.1.
We first start by showing that for any fixed € > 0, the mesoscopic system (2.1.1) - (2.1.6)
has a very weak nonnegative (for each component) solution. Hereafter, we will drop the
subscript & for readability.

In order to prove that, we introduce for any ¢ > 0 the approximated system

6[”2 - da Axug = fa(u(as’ uia V(S) + é Qé(ug’ ui’ v6)9 in (Oa +OO) X Q’
Ol — dy Axud = fio(ul, u),v°) — 1 058, ud, ), in (0, +00) X Q, (2.8.1)
IV —d, Ay’ = fv(ufl, ui, V), in (0, +o0) X Q,

with homogeneous Neumann boundary conditions (2.1.4) and initial data (2.1.5), (2.1.6).

Here, the reaction functions are the same as those in (2.1.2) whereas Qs is defined by the
formula s s

o(bud + dv°)ul wlaud + cv°)ul
1+6pbu) +dv)ud 1+ 5y(aul + cvd) ul’
and is therefore bounded when ¢ > 0 is fixed. As a consequence, taking into account that
the reaction functions f,, f3, f, are upper bounded over R3, there exists a positive (for each
component) classical solution to (2.8.1), (2.8.2), when ¢ > 0 is fixed.

Qs ul,V°) := (2.8.2)

Next, we observe that it is possible to reproduce the a priori estimates in Sections 2.6,
2.7, when Q is replaced by Q°. Indeed, one can first check that by Lemma 2.6.1, it holds

V]l (0,400px@) < Koo

Then, using the definitions (2.2.1), (2.2.2) for &, and hyp, hy, p, h,, the computation of the
time derivative of &, along the solutions (ug, ui, v9) to (2.8.1), (2.8.2) is almost identical to
the one considered in (2.7.17) - (2.7.19), and gives the following result

d 5 5 O\ _ P P p
a7 p(Uas s V°) = Ly oo+ Trea + Ly 50

with Igl.ff and I7,, as in (2.7.17) and (2.7.18), respectively, while I;mm is given by
1
Ijeast,é = g L(alhp - alhp) QOsdx
1
==+ [ (10w + )iy - e + i)
Q

( ¢(bu‘g +dV°) ui w(aud + ) ud ) B

1+ 6¢(bug + dv9) u‘g 1+ 6y(aul + ¥y ul
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X
1+0 x

Moreover, as both functions x — x?~! and x —
0>0and p > 1,

are increasing on R, it holds, for all

P
Ifast,é < 0.

As a consequence, we see that the proof of Energy Lemma 2.7.1 can be reproduced without
any changes, yielding the estimates for any 7" > 0

Ul vapy < Cry N)llp3yy < Cr,s (2.8.3)

where C7 does not depend on ¢. Therefore, up to the extraction of subsequences, we see that,
aso — 0,

Ul — ug, weaklyin L**(Qy),
u) = u,, weaklyin L**A(Qp), (2.8.4)
W=y, weakly” in L™ (Q7).

Furthermore, we observe that thanks to the growing behavior of ¢ and ¢ (see (H1)), there
exists C > 0, not depending on ¢ > 0, such that
G(bul) + dv°)ud Ylaud + V) ul

L+ 6¢bud +dvO)ul 1+ 6y(aul + cv®) uf

<1+ @+ (ug>1+ﬁ). (2.8.5)

Thus, the estimate (2.8.3) gives

195ty up V)Nl 38 < Cr. (2.8.6)
L (Qr)
As a consequence, thanks to the properties of the heat equation, we see that, for all 7 > 0,
ug, ui and 1° converge in fact a.e. on Qr, and that (ug,ui, v5) is nonnegative (for each
component).

Using the estimates (2.8.3), (2.8.6), we get on the one hand

Ll U V) = fulug,up,v)  and  fol, ud, V) = folug,up,v) in LYQr), (2.8.7)

a

and on the other hand

05 (uS, V) = Qug, up,v) in LN(Qr). (2.8.8)

Finally, since the linear parabolic operator passes to the limit (in the sense of distribu-
tions), we can pass to the limit as ¢ — 0 in all the terms of the (very weak form of the)
approximated system (2.8.1), (2.8.2) and get a very weak solution to the mesoscopic system
(2.1.1) - (2.1.6).

We now show, by a bootstrap technique, that this very weak solution is in fact a classical
solution. Indeed, we first observe that, thanks to the growing behavior (2.8.5) of Q, if the
solution satisfies, for r > 1 + 3,

5 5
legllr ) + lupllrr) < Cr s
one has that
r < Cr.
1Qas ps W, 55 < C1
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Then, thanks to the semigroup properties of the heat equation (cf. [33]), it holds that
ug, ui € L*(Qr) for any s > 1 such that é > 1%'8 - ﬁ (note that the reaction term does not

lead to extra constraints since it is bounded from above).

We can now perform the bootstrap, starting from the estimate (2.8.3) (for the first step of

the bootstrap, we use moreover the fact that % > ?:—g, when a < ). Defining by induction

1
So'

Sne1 =1 +B)Sn - iy

2+N°
we see that S, becomes strictly negative (for the first time) for some n > 0 under the condition
B < 6/N, guaranteed by (H3). Stopping the induction for this n, we get that ul, ui e L= (Qr).
Extra regularity leading to unique positive (for all components) classical solutions is then
easily deduced.

In order to conclude, we observe that all the convergence results obtained so far have
been performed on [0, T'], for any arbitrary 7 > 0. Since (15, uf,°) is defined on [0, +c0),
by extracting subsequences, these arguments can be replicated in the time intervals [0, 27],
[0,3T7], and so on. Then by Cantor’s diagonal argument, the convergences (2.8.4), (2.8.7),
(2.8.8) are verified in (0, +00) X Q. O

2.9 The existence result to the macroscopic system

Proof of Theorem 2.5.2.

The proof is divided in four steps and uses compactness arguments to identify the limits
along subsequences. The first and second step focus on the identification of the limit (as
& — 0) of the densities v* and u® = uy + u;, a.e. in Qr, respectively. In the third step we
obtain the a.e. convergence of the subpopulation densities uj;, uj and we identify the obtained
limit as the unique solution to the nonlinear system (2.1.9). Thus, the obtained convergence
result is extended globally in time by a diagonal argument. Finally, in the fourth step we
take the limit as & tends to zero in the very weak formulation of the system satisfied by
u® = ug; + uy and v°.

First step. Let T > 0 be arbitrarily fixed. Thanks to the control of the density v* given in
Lemmas 2.6.1, 2.6.2 and to the boundedness of u;; + uj in L*(Q7) obtained in Lemma 2.6.3,
we have that (v%), is bounded in L*(0, T; W*(Q)) and (9,v°), is bounded in L*((0, T); L*(Q)).
Therefore, Rellich’s Theorem implies the existence of a subsequence, still denoted v?, and
v € L*(Qr) such that, as € — 0,

VE(t, x) — v(t, x), a.e. in Q. (2.9.1)

Moreover, we have
VW — Vy weakly in L*(Qr),

and by Lemmas 2.6.1, 2.6.2 again, v is nonnegative and belongs to L*(€27), whereas Vv lies
in L*(Q7).

Second step. The parabolic equation satisfied by the density u® := ug + uj is
o’ = Adg ul, + dp up) + fo(ul) + fp(ug,v®). (2.9.2)
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Thanks to Lemma 2.7.1, we have that (up)., (u;). are uniformly bounded in L*0,T; H' (Q)N
L3(Qr), so that the reaction term in (2.9.2) is uniformly bounded in L3?(Qr). Then (0, +
u?))e is uniformly bounded in L¥%(0, T; W~"¥/%(Q)). Thus, Aubin-Lions’ lemma (cf. [69])
yields a subsequence (still denoted #®), and a function u > 0, u bounded in L3(Qp), such that,
as e — 0,

u®(t, x) = ug(t, x) + up(t, x) — u(t, x), a.e. in Qr, (2.9.3)

where the nonnegativity of u follows from that of #®. Furthermore, we have

Vu® — Vu  weakly in L2(Q7).

Third step. The energy estimate (2.7.9) yields the estimate

” P(buy, + dv¥)uy — plaug, + cv®)us, ” < VeCr.

L2(Qr)

Therefore, Q(u?, ulf, v®) converges to zero in L*(Qr), as € — 0, and (up to extraction of a
subsequence)

O(ug, uy,v°) = p(buy, + dv®)u; — y(au, + cv®)u; — 0, ae.in Q. (2.9.4)

It remains to prove the existence of the a.e. limit of subsequences of (13)g, (ul'i)‘9 and
to verify that this limit is the unique solution to (2.1.9), a.e. in Qr, corresponding to the
functions u and v obtained in (2.9.3) and (2.9.1), respectively.

Let (u;(u®,v®), u,(u®,v*)) be the unique solution to (2.1.9), corresponding to (u°, v*).
Then, we have

Q(”Z’ M‘Z, Vg) = Q(uZa MZ’ Va) - Q(MZ(MS’ v8)9 MZ(MS, VS)’ Vs)

. JE &
=+ 15,

where
I7 = ¢(buy, + dv®)uy, — p(buy, (u®,v¥) + dv®)uy, (u®, v°),

and
I5 = y(auy(u®,v%) + cv)u,(u®,v°) — y(au, + cv°)uy,.

Then, whatever is B > 0 and v* > 0, there exists C (ui, u®,v%) > 0 such that
I = Clup, u®,vo)(uj, — u,(u®,v%)). (2.9.5)
Concerning /5, as A > 0, we have for all u,,v >0
Oy, Wlaug + cviug) = Ylau, + cv) + ¢’ (au, + cv)au, > A* > 0,
so that, whatever is v* > 0, and for some ¢ > 0,

15 = (B, (Wlauq + cv)ug) )&, v°) (u(u, v°) = uf)
= (O, (Wlaua + cV)ua) )& V) (uf = up(u?, v)) (2.9.6)
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Thus, by (2.9.5), (2.9.6) we have
|Oug,, up, v¥)| = I + I

= (C(ui, u®,v%) + (8ua(1//(aua + cv)ua))({, va)) |, — w, (u®, v®)|

> A%ug — up(u®,v%)|.

Therefore, by (2.9.4) we get |u, — u; (u®,v*)] = 0 as &€ — 0, a.e. in Qr. Finally, the proved
convergence (2.9.3) and (2.9.1) and the continuity of u; (4, v) with respect to its arguments,
yields the desired result, i.e.

up = up(u,v), o, =u’ —u, = u,(u,v), £—-0, ae. in Q.

In order to conclude, we observe that all the a.e. convergence results obtained so far
have been performed on [0, T'], for any arbitrary 7 > 0. Since (1%, ui, v¥) is defined on
[0, +c0), by extracting subsequences, these arguments can be replicated in the time intervals
[0,2T7], [0,3T], and so on. Then by Cantor’s diagonal argument, the convergences (2.9.1),
(2.9.3) and (2.9.4), and the convergence of the pair (g, u;) towards the solution to (2.1.9)
are verified a.e. in (0, +00) X Q.

Fourth step. We will prove now that (u,v) is a very weak solution to (2.1.7) - (2.1.6), in
the sense of Theorem 2.5.2. For this purpose, let us consider two test functions &1, &; in
C2([0, +o0) x Q), satisfying V&| - o = V& - o = 0, on [0, c0) x Q. Multiplying by & the
equation satisfied by u + uj and the third equation of (2.1.1) by & and integrating over
(0, +00) X Q, we get

- f ) f (041) (@ + 1) dxdr - f £1(0) (Wl + ul?) dx =
0 Q Q

f f A&y (daiis + dypicl)) dx dit + f f E1 (U, v®) + foul, v))dxdt,
0 Q 0 Q
and

—foof(8,§g)v8dxdt—f§2(0)vindx=
0 Q Q
d‘,f fAfzv‘gdxdt+f ffzfv(ui,v‘s)dxdt.
0 Q 0 Q

Concerning the equation (2.9.7), the convergence results obtained in the previous steps and
the estimates of Lemma 2.6.3 allow us to pass to the limit as € — 0, in all the terms of the
equation, using Lebesgue’s dominated convergence theorem, thus obtaining (2.5.1).

(2.9.7)

(2.9.8)

The same conclusion holds for equation (2.9.8). Indeed, the boundedness of v* and its
convergence (2.9.1), together with the estimates in Lemma 2.6.3, allow us to pass to the
limit in all terms of (2.9.8), using Lebesgue’s dominated convergence theorem again, thus
obtaining (2.5.2).

Finally, using the weak lower semicontinuity property of the L? norm for p € (1, +c0],
the obtained limit v verifies the estimates shown in Lemmas 2.6.1, 2.6.2, whereas the
estimates in Lemma 2.7.1 give the announced regularity of u := wu,(u,v) + u,(u,v). More
precisely, in (2.7.9), the uniform control of & (uZ, ui, vE)(T) gives the boundedness of u in
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L>(0, T; L**%(Q)) while the one of | 13+0(a,) and Of [lu [l 345(qr,) gives the boundedness
of u in L***(Qyr), since 3 + @ = min{3 + @, 3 + B}. Moreover, estimates (2.7.7) and (2.7.8)
imply that Vu lies in L*(Q7). Therefore, we conclude that u, v satisfy (2.1.7) - (2.1.13), in
the sense of Theorem 2.5.2.
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CHAPTER

Existence and uniqueness of
strong solutions for a class of
triangular cross-diffusion systems

3.1 Introduction and main result

This chapter is devoted to the analysis of a class of triangular cross-diffusion systems where
the unknowns u = u(t, x) and v = v(z, x) represent the densities of two populations, the
nonlinear diffusion term is modelled by the diffusivity function A and the reaction functions
generalize the Lotka-Volterra competition interactions that we considered in Chapter I, 2.
From now on, we denote Qr = (0,7) X Q where T > 0 is fixed and Q is a smooth (say of
class C*) bounded open set of R¥, N > 1. The system writes as

{8,u = AA(u,v)) + uf(u,v), onQrp,

(3.1.1)
ov = d,Av +vg(u,v), on Qrp,

where d, > 0 is a diffusion coefficient. We endow the system (3.1.1) with the zero flux
boundary conditions
V(A(u,v))-oc=Vv-0o =0, on (0,7) x 0Q, (3.1.2)
and the nonnegative initial data
u(0, x) = ujn(x) > 0, v(0, x) = vip(x) > 0, xe Q. (3.1.3)

The hypothesis that we present below concern the regularity and the monotonicity of A and
the regularity of the reaction functions. The diffusivity function A is such that

AeC*R%,R,) and A(0,v)=0,  forallv>0, (D1)
there exist ag, aj, a; > 0 such that for all u,v > 0,

0<ag<01A(u,v) < ay and |02A(u, v)| < as, (D2)
and there exists a3 > 0 such that for all u,v > 0,

1012A(u, V)| < a3. (D3)
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Remark 3.1.
We observe that (D1) gives for all u,v > 0

1
A(u,v)=f 01A(Bu, v)u do,
0

implying that there exists a function B € C'(R2, R, ) such that for all u,v > 0,
A(u,v) = uB(u,v) with 0<agp < B(u,v) <ay, 3.1.4)
thanks to (D2). In addition, assumption (D3) implies for all u,v > 0,
|02 B(u,v)| < as. (3.1.5)

The functions f, g are C ! (Ri) and there exist the constants Cr,C,, C ;, > 0 such that for
allu,v>0

—Ci(l+u+v) < f(u,v) <Cy,
—Co(l+u+v) < gu,v) <Cq, (R1)
018(u, V)|, 1028(u, v)| < C.

This chapter aims to prove the existence, regularity and uniqueness of strong solutions
of the system (3.1.1) - (3.1.3), where we refer to strong solutions as a class of solutions
satisfying the equations in (3.1.1) a.e. in Qr and where the boundary and initial conditions
hold in the sense of traces. Our strategy for showing the existence result (see Theorem 3.1.1)
consists in introducing a convenient change of variable that strongly uses the monotonicity
of A in (D2) and gives rise to a parabolic system in a non divergence form.

Finally, we state the main existence result for (3.1.1) - (3.1.3), in Theorem 3.1.1 below. In
order to explain the idea of proof, we will give some heuristic computations in the remaining
Subsections 3.1.1, 3.1.2, 3.1.3. The rest of the chapter is structured as follows: Sections 3.2 -
3.6 are devoted to the existence result and a more detailed organization is given at the end of
this section. In Section 3.7, we prove a uniqueness result of strong solutions, provided that
the space dimension N < 2. We conclude by showing a result of weak-strong stability and
weak strong uniqueness, in Section 3.8.

Theorem 3.1.1.

Let N > 1. We assume (D1), (D2), (D3), (R1) and the initial data u;, € (L* N H)(Q),
Vin € (L® N H?)(Q) compatible with Neumann boundary condition. Then, for all T > 0 there
exists a strong nonnegative solution (u,v) of (3.1.1) - (3.1.3), in the sense that

(i) u € L¥0,T; LX), dxu € L(0,T;L*(Q)), Ou,0x,x,Au,v) € LX(Qr), i,j =
1,...N,

(ii) v € L(Qr), 8y € LYQr), dxnv € LYQr), 0yv € L¥(Qp), i,j = 1,...N, and
A e L0, T; HX(Q)) N H'(0, T; L*(Q)),

(iii) the unknowns (u,v) satisfy the equations of (3.1.1) a.e., and the trace of (u,v)
on [0,T] x 0Q satisfies a.e. the Neumann boundary conditions (note that since
Ox;.x A, v) € L*(Qr) and Ox;.x;V € LY(Qp), the quantities VA(u,v) and Vv are well
defined in L*(Qr) and thus a.e on [0, T1x0Q). Moreover the initial condition (3.1.3) is
satisfied by the trace of (u,v) on {0} X Q (note that this trace exists since 0,u € L*(Qr)
and 8,v € L*(Q7)).
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Moreover, if N < 3 it holds

uel®Qr),  dyueclLl*Qr),  dwveL*0,T;LV(Q)).

3.1.1 A truncated-regularized system

In order to prove Theorem 3.1.1, we introduce a truncated-regularized system that, at this
level, formally converges to (3.1.1), (3.1.3). For a given function w = w(u, v) and a given
M > 0, we define the truncated function

w(u,v), ifu<M,

wy(u,v) =
m(e, V) {w(M,v), ifu> M.

For given functions p = p(¢) defined on [0, 7'] and z = z(x) defined on €, we also define the
extended functions

p(n, ifr€[0,T], .
. . - z2(x), ifxeQ,
p) =4p0), ifr<0, and (x) = ) (3.1.6)
. 0, if x ¢ Q.
o), ifr>T,
Therefore, the truncated-regularized system writes as
Ote. it = MA(ug,m, Ve ) + e v frr(Ue . Ver),  on Qr,
a)?V‘&‘,M = dVAVE,M + Ve,Mgs,M(us,Ma Vs,M)e on Qr, (317)
V(A(uep, vem)) -0 =Vvey -0 =0, on (0,T) % 0Q,
where we define for a.e. (7, x) € R¥*! and for all € > 0
gs,M(us,M(ta X), Ve,M(te x)) = (gM(ua,M(t:-x\)a/Vs,M(t, x))) *rx Pe» (3.1.8)

where *; , stands for the convolution operation in time and space variables and (¢g)e>0 1S a
family of standard mollifiers on RN*!. Moreover, we complete the system (3.1.7), (3.1.8)
with the regularized initial conditions

us,M(O’ X) = uin,a(x) = (’7‘; *x w&‘)(x)a

V(0. 0) = Vino(x) = (T #x o)), Vx e, (3-1.9)

where *, stands for the convolution operation in the space variable and (¥;).>0 is a family of
standard mollifiers on RY.

It is worth noticing that the regularization and truncation only affect the reaction part
in (3.1.7) and the initial conditions (3.1.9). In particular, we truncate the functions f and g
only with respect to u, while no truncation w.r.t. the v unknown is needed, by the properties
coming from the triangular structure of the system (3.1.7). Indeed, since v, s satisfies a
linear heat equation, we find that the L*—boundedness of the initial datum vj, . is preserved
in time for a.e. tin (0, T) (see (3.5.1)).

The main difficulty in showing the existence of solutions to the system (3.1.7) is the
presence of the nonlinear diffusion term in the equation for u, j. Our strategy consists in
proving the existence for an auxiliary system in a non divergence form that is equivalent to
(3.1.7) - (3.1.9). The auxiliary system will be introduced in the following subsection, using
a convenient change of variable.
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3.1.2 The change of variable: an auxiliary system in non divergence form

The aim of this paragraph is to introduce a parabolic system which is, at this level, formally
equivalent to (3.1.7) - (3.1.9). The idea consists in replacing the first equation of (3.1.7)
with the equation satisfied by the nonlinearity A. By assumption (D2), we can define the
reciprocal U of A with respect to the first variable, that is for a given v > 0

a=A(u,v) = u="U(a,v). (3.1.10)

Using the change of variable (3.1.10), we can rewrite (3.1.1), (3.1.2) as a system in non
divergence form, satisfied by the pair of unknowns (a, v). Indeed, it holds

0a = 01A(u,v) O:u + 0L,A(u, v) 0,v
= 014G, v)(AA@, ) + U(a, V) f(U(a, v),v)) + A, )3,

so that (3.1.1), (3.1.2) is formally equivalent to

0:a = 01A(U(a,v),v)Aa

+01A(U(a,v),v)U(a,v)f(U(a,v),v) + 0,A(U(a, v), v)0v, on Qr,
o = d,Av +vg(U(a,v),v), on Qr,
Va-c=Vv-0 =0, on (0,7T) X 092,

with Ain = A(uin’ Vin)-

Then, for any fixed &, M > 0, by defining

Aem = At M, Vem)s (3.1.11)

and using (3.1.10), we introduce the truncated system in non divergence form that is, at this
level, formally equivalent to (3.1.7) - (3.1.9)

Oracm = H(aem, vem)Aaem + aemSm(asm, Ve, 0vem), onQr,
Ovem = dyAve s + Ve m8e (U (e s Ve ) Vem)s on Qr, (3.1.12)
Vagy -0 =Vvey -0 =0, on (0,T) x 09,

with
u(a,v) == 01AU(a,v),v), (3.1.13)
and foralla > 0

U(a,v)
a

spl(a,v,0pv) = [fm(U(a,v),v)01A(U(a,v),v) + 02B(U(a,v),v)0,v], (3.1.14)

with B defined in (3.1.4). The system (3.1.12) is completed with the intial data

aa,M(Oe x) = ain,s(x) =A (Min,s(x)a Vin,s(x)) 5 x€Q, (3 1.15)
Vs,M(O, X) = Vin,s(x) = (Tm *x Ye)(X), xeQ. o
By (D1), (D2) we observe that from (3.1.13), it holds, for all a,v > 0,
peCR? and  0<ap<puav) <a, (3.1.16)
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and by the L*—boundedness of B in (3.1.4), we get for alla > 0 and v > 0

1 1
0< L Yan 1 (3.1.17)
ai a ao

Moreover by (D1), the implicit function theorem guarantees the C! character of U with for

alla,v>0

-1 1 1
= < —, (3.1.18)
u(a,v) — aop

1
— <01U(a,v) = (61A(U(a,v),v))
ai

using (3.1.13), (3.1.16), and

_ 0, A(U(a,v),v) _ 0 A(U(a,v),v)
0A(U(a,v),v) ula,v)

8,U(a,v) = i (3.1.19)
with g
10U (a, v)| < —=.
ao

Remark 3.2.

We observe that the function (a,v) +— @ is CO(Ri). Indeed from (3.1.10), the implicit
function theorem gives (a,v) = U(a,v) in C ! (Ri) by the regularity of A in (D1), and thus
(a,v) — @ in C! for all @ > 0 and v > 0. We conclude by proving that the function

(a,v) — Y@v) can be continuously extended at a = 0, for any v > 0. Indeed, for any v > 0 it

a
holds '

1
Ua,v) = f 01U(Ba,v)adl = af 01U(6a,v)de,
0 0
where (a,v) — fol 01U(Ba, v) db clearly belongs to CO(Ri).

The strategy of proof of the existence of solutions to (3.1.12) is based on a fixed point
argument. In order to do that, we introduce in the following subsection an additional
regularization to (3.1.12), concerning the diffusion coefficient u. We conclude the paragraph
with the following remark.

Remark 3.3.

The order of the truncation-regularization procedures, used to construct the approximating
system (3.1.12) - (3.1.15) on the pair of unknowns (ag u, ve i), 1s fundamental. We outline
it in the figure below.

Divergence form Non divergence form

(u, v)  ----- > (a, v)

!

(us,Mv 'Ue,M) — (a’E,Ma 'Ue,M)

Starting from the cross-diffusion system (3.1.1) in the unknowns u, v and following the
continuous arrows in the figure above, we first introduce the truncated-regularized system
(3.1.7) in (ug pm, ve p) and then we use the change of variables (3.1.10) to get (ag ., Venr)
satisfying (3.1.12). Indeed, this is the approximation used in order to prove the existence
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of (u,v) : firstly we show the existence of (a. u, ve.n), then the equivalence with the system
satisfied by (ug 1, vem) (see Lemma 3.4.2) and finally we take the limit as ¢ — 0 and
M — +o0. On the other hand from the system satisfied by (u, v), following the dotted arrows
we could first use the change of variables and then regularise and truncate the obtained
system. However, it is not easy to justify the passage back from the (a, v) formulation of the
system to the (&, v) formulation of the system, and further estimates for u.

3.1.3 Regularization of the system in non divergence form

Let &, M > 0 be fixed, we introduce the approximating system below for all 6 > 0 (we only
indicate the dependence of the unknowns a, v with respect to ¢ since € and M are fixed),

0ias = (u(as, vs) *x @s)Aas + assu(as, vs, 0;vs), on Qr,
0vs = dyAvs +vs g m(Ul(as, vs), vs), on Qr, (3.1.20)
Vas-o =Vvs-o =0, on (0,7) x 0Q),

where, slightly abusing notations, u(as, vs) is identified to its extension by 0 defined on
[0, 7] x RN. Then we denote (¢s5)s as a standard mollifier. Finally, sy, g- m are defined in
(3.1.14), (3.1.8) respectively and the nonnegative initial data are defined as in (3.1.15)

as(0, x) = ajpe(x) > 0, vs5(0,x) = vipe(x) 2 0. (3.1.21)

Sections 3.2 - 3.6 aim to show the existence result, stated in Theorem 3.1.1, and are
organized as follows: in Section 3.2, we prove the existence of solutions to system (3.1.20),
(3.1.21) for any o, &, M > 0 fixed (see Proposition 3.2.1). In Section 3.3, we take the limit as
0 — 0, for any fixed &, M > 0 and thus we prove the existence for system (3.1.12) - (3.1.15)
(see Proposition 3.3.1). Section 3.4 is devoted to the proof of the equivalence between
the system in non divergence form (3.1.12) - (3.1.15) and the original (regularized) system
(3.1.7) - (3.1.9). We conclude with some &, M—uniform a priori estimates in Section 3.5 and
with the proof of Theorem 3.1.1 in Section 3.6, by taking the limit as e — 0, M — +oo.

3.2 Existence for the regularized system in non divergence form

The goal of this section is to prove the existence of solutions to (3.1.20), (3.1.21). In all this
section, the parameters €, M > 0 are fixed so that we explicitly indicate only the dependence
with respect to d of the unknowns (a, v). Thus, we state the following result

Proposition 3.2.1 (Existence of (as, vs))-

We assume (D1), (D2), (D3), (R1) and we consider the initial data (3.1.21). Then, for any
8 > 0 there exists a solution (as,vs) : Qr — R2 satisfying the system (3.1.20), (3.1.21) in
the sense that

(i) there exist two constants C(T),C(M, T) > 0 independent on § (and &) such that

Vsll=py < C(T) and llasllz=;) < C(M,T), (3.2.1)

(ii) there exist two strictly positive constants C1(e, M, T), Co(e, M, T) independent on 9,
such that foralli,j=1,...,Nand 6 >0

10:vslle=r) + 10x.xVsllL=@r) + 10xvsllL=@r) < Ci(e, M, T), (3.2.2)
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and

10raslizar) + 10 asllizay) + 105 sy, < Cale, M. T), (323)

(iii) the unknowns (as, vs) satisfy the first two equations of (3.1.20), a.e. in Qp. Moreover,
the boundary conditions in (3.1.20) and the initial conditions (3.1.21) hold in the
sense of traces.

The key ingredients of the proof of Proposition 3.2.1 are Schauder’s fixed point theorem
[39] and the following existence result for a linear parabolic equation in a non divergence
form, whose proof is presented in Section A.4.

Proposition 3.2.2.
We consider the following linear parabolic problem

0:b — y(t, x)Ab = r(t, x)b, on Qr,
Vb-o =0, on (0,T) x 09, (3.2.4)
b(0, x) = bj(x) = 0, on Q,

where
(i) v:Qr = R,y liesin WL (Qr) and there exist two constants v0,7Y1 > 0 s.t.

0<yo<y(t,x)<y, ae inQr, (3.2.5)

(ii) r: Qr — R, rlies in L*(Qr) and there exists a constant R > 0 s.1.

r(t,x) <R a.e. inQrp, (3.2.6)

(iii) bip 1 Q — Ry iss.t
bin € (L™ N HY)(Q). (3.2.7)

Then, there exists a nonnegative solution b in the sense that

(i) forallt € (0,T), b satisfies

fot supr(s,-)ds
b, o) < 1binllLo() e = , (3.2.8)

so that
1Bl < binllzoye® s (3.2.9)

(ii) there exist two constants C1,Cy > 0 such that

10:B17 2y, + VDG woq 120) *+ YOIABIZ2 gy
< CillVbinll}2 q + Callrbll] (32.10)

12(Q) L2(Qr)’
with

7’% viy2 1
C; =221 +1 and C, = 2(—) +— 42,
Yo
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(iii) the unknown b satisfies the first equation of (3.2.4) a.e. in Qr, while the Neumann
boundary and initial conditions in (3.2.4) are verified in the sense of traces.

Proof of Proposition 3.2.1.
Let e > 0 and M > O fixed. We prove the existence to (3.1.20), (3.1.21) by applying
Schauder’s fixed point theorem. In this regard, we introduce the Banach space

E = L®(0,T; L*(Q)),
and its closed bounded convex subset
Bg = Br~)(0,0)s ={we Est. 0 <w<Q},
where Q > 0 is a constant to be determined later. Then, we consider the map
D : (a5, vs) € E* — (as, vs), (3.2.11)
where Vs satisfies

0iVs = d,AVs + V58 m(U(as, vs), vs), inQr,
Vis-o =0, in (0,T) X 0Q), (3.2.12)
‘_"(5(0’ X) = Vine = 0, in Q,

and ag solves

0ias = (u(as, Vs) *x @5)Aas + assyu(as, Vs, 0;vs), in Qr
Vas -0 =0, in (0,T) x 09, (3.2.13)
as(0, x) = ajpe 2 0, in Q.

We shall underline the key role of the truncations and the regularizations in (3.2.12), (3.2.13)
that allow to satisfy the assumptions of Schauder’s fixed point theorem. Indeed, the truncation-
regularization of the reaction term in (3.2.12) is fundamental to improve the regularity of the
solution ¥ of the linear parabolic equation, namely to prove the L™ —boundedness of d,i
(see Lemma 3.2.4). This regularity result is crucial to get the L™ —boundedness of s3; which
in turn implies the L*—bound of a; in (3.2.27) (note that sy; depends on 9,V;). Finally, the
L*—boundedness of as and the regularization of u are strongly used to prove the continuity
of the map ® in Subsection 3.2.3.

The rest of the proof aims to show that the map @ satisfies the hypothesis of Schauder’s
fixed point theorem (see Subsections 3.2.1, 3.2.2, 3.2.3).
3.2.1 Well-posedness of the map ©
In this paragraph, we prove that the map @ is well defined and satisfies the property below.

Lemma 3.2.3.
Let the map © be defined by (3.2.11) - (3.2.13). There exists a constant Q > 0 depending on
&, M, T, Cy such that the following inclusion holds,

CD(BQ X BQ) C BQ X BQ.
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¢ The equation satisfied by

By Proposition 3.2.2 the problem (3.2.12), being a linear heat equation, admits a unique
solution so that Vs is well-defined. Moreover, the nonnegativity of Vs follows from the
nonnegativity of the initial datum vj, . (see (A.5.1)). Finally ¥s satisfies the following
estimates

(1) similarly as in Subsection A.4.2, it holds for all 6 > 0

I7sllzo@r) < € Vinllzo()» (3.2.14)

(i1) for all p € (1, +o0) there exists a constant C(p, M, T') > 0 such that for all §, & > 0 and
i,j=1,...,N[58]

10:VsllLr@r) + 10x,x,VsllLr@r) < C(p, T)(I96 8emllr@ry + Vinellir@)
< C(p, M, TY(1 + Vinllze ) (3.2.15)

using the boundedness of g, 5 and (3.2.14),

(iii) by the Gagliardo-Nirenberg inequality [71] and (3.2.14), (3.2.15), for all p € (1, +o0)
there exist C(p, M) > O such that for all 6, > 0

- - 2 = 2 -
V951 iy < Co, M(IV VTSI by 511 vy, + 11751

4 4 )
LP(Q) LP(Q LP(Q) Lr(Q))

Thus, by integrating in time over (0, T) we get

S P = P12 = 11°/2 S P
V3117 0,y < COs M(IVVTsll b5, Pl 7 iy + 1Pl i)

<C(p,M,T). (3.2.16)

We conclude with the following regularity result.

Lemma 3.2.4.
Let Vs be the solution to (3.2.12), satisfying (3.2.14) - (3.2.16). There exists a strictly
positive constant C(e, M, T) not depending on 6, such that for all p € (1, +0) it holds for all
i,j=1,...,N,

10295ll0@p) + 10x0:7sl|Lrry + 11075l < C(e, M, T), (3.2.17)

and
||ax,"75”L°°(QT) + ”ax,-xj\_}&”Lm(QT) < C(E, M9 T) (3218)

Proof.
The key ingredient of the proof is the following continuous Sobolev embedding [39]

N+1

whrpy U g, (3.2.19)

with k € N, k> £ and y such that

N+l _ N+l e N+l
Ll R R R (3.2.20)
any y in (0, 1), iff% eN.
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In order to prove the estimate (3.2.17), we recall the definition (3.1.8) and we differentiate
(weakly) in time the equation satisfied by v in (3.2.12), to get

025 — dy0i Vs = (0175) 8 + T5(80 *1.x O1s)- (3.2.21)

Thus by assumption (R1) and inequalities (3.2.14), (3.2.15), the r.h.s. of the above equation is
bounded in LP(Q7) for all p € [1, o), uniformly in 6. Then, thanks to the maximal regularity
and the Gagliardo-Nirenberg inequality, we see that there exists a constant C(g, M,T) > 0
s.t. foralli,j=1,...,N

107 sllLr@r) + 110:0xV5llLr@p) + 10,0, Vsll Loy < Cle, M, T), (3.2.22)

for all p € (1, +00), where C(e, M, T) does not depend on 8. Therefore, d,Vs is bounded in
WP(Qr) and thus in L®(Q7), using (3.2.19), (3.2.20) with k = 1.

In order to prove (3.2.18), we show that ¥; is bounded in W3P(Qr) for all p € [1, +00),
for any fixed &, M > 0 and then we conclude using (3.2.19), (3.2.20) with £ = 3. By
differentiating (weakly) in time (3.2.21) and recalling (3.1.8), we obtain

8305 — d, 0> Nvs = (0%5) 8ot + 20i5(801 #1.x 0r0s) + V5(Z01 *1.x 0702). (3.2.23)

Then, we use (3.2.14), (3.2.15), (3.2.22) to prove that the r.h.s. is bounded in L”(Qr) for
all p € (1, +o0), uniformly in 6. Therefore, 6?’ Vs and a,zaxivé are bounded in L”(Q7) for all
p € (1, +00) and for a given &, M, by the maximal regularity and the Gagliardo-Nirenberg
inequality, respectively. Finally, it remains to prove that dy, ; », Vs is bounded in LP(Qr) for
alli,j, I=1,...,N.In order to do that, we take the (weak) space derivative in the equation
(3.2.12), to get

03,0175 — 3, AVs = (0, 75)8e + Vo(8nt *1.x Ox,e). (3.2.24)
Therefore using (3.2.14), (3.2.16), the maximal regularity implies
||8x,-,xj-,xl‘_}6”U’(QT) <C(e,M,T),

foralli, j,l=1,...,N, so that ¥s bounded in W3”’(QT). Then, (3.2.19), (3.2.20) with k = 3
allows to conclude. O

Remark 3.4.
We can improve Lemma 3.2.4 by showing

s € C"(Qr), ¥ m € N, uniformly in 6. (3.2.25)

We get the result by induction on & in (3.2.19). Indeed, we take the (weak) time and space
derivatives in the equation (3.2.12) to get the suitable WP control. Then, we use the maximal
regularity and the Gagliardo-Nirenberg inequality to conclude.

¢ The equation satisfied by a;

Recalling the definition of sy, in (3.1.14) and using (R1), (3.1.5), (3.2.17), then there
exists a constant S (g, M, T)) > 0 depending on &, M, T but not on 6, such that

lsp(t, x) <S(e, M, T), a.e. in Qr. (3.2.20)
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Therefore thanks to Proposition 3.2.2 and the uniqueness proven in Subsection A.4.4, the
problem (3.2.13) admits a unique nonnegative solution so that a; is well defined. Moreover
by Proposition 3.2.2 again, as verifies the following estimates (which are uniform in ¢)

sl < > M Dlai ellLo @), (3.2.27)
and
-2 ~ 12 =12
”ata5||L2(QT) + ||V06||Lw(0’T;L2(Q)) + aOllAa&”LZ(QT)
2 - 112
< IVainell72 ) + Cllsmasllag, s (3.2.28)

where the constant C > 0 depends on ag, ay, €.

Proof of Lemma 3.2.3.
By (3.2.14), (3.2.27) we get the result with

Q = e ™Mo SEMD) max {llam el qys Vinel o | - (3.2.29)

O

3.2.2 Compactness of the map ®

e The compactness of Vs
The compactness of ¥5 in E follows from (3.2.14), (3.2.15) using the Rellich-Kondrakov
theorem [11].

e The compactness of a;
In order to prove the compactness of as in E, we use the Aubin-Lions Lemma [69], stating
that

W ={weL(0,T; H'(Q) | dw € L*(0,T: (H'"Y ()}

is compactly embedded into L*(0, T; L*(Q)). Then, (3.2.27), (3.2.28) allow to conclude.

3.2.3 Continuity of the map @

The aim of this paragraph is to prove the continuity of ® : E> — E2. In order to do that, we
consider any sequence (ay),, (v,), € E such thata, - ain E andv, - vin E, as n — +co.

For the sake of simplicity, we neglect in this paragraph the subscript ¢ in as, vs, as, Vs and
the notations of the time-space extension of g,s. Hence, we introduce the notations below for
alln e N,

Hn = /“‘(ana ‘_)n), H= /J(d, ‘7)9
SMn = Sm(an, Vn, 0/vy), sy = sy(a, v, 0,), EMn = gm(U(ay, vn), vn),
and v, a, satisfy respectively
01Vn = dyAVy + V(M *1.x Pe)s V‘_)nkoj)xag o =0, (0, x) = vipe(x),

and

0:a, = (un *x @s)Aay, + Ay SM s Va co=0, a,0,x)= ain,a(x)-

Mo, 1)x00
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e The equation satisfied by v,, — ¥

We multiply by v, — ¥ the equation satisfied by ¥, — ¥ and we integrate on . Hence, it holds

1d _ _ o
=7 f(‘_’n - ‘_’)2dx +d, f IV, - ‘_})|2dx = f (Vn(gM,n *tx ‘;08) - V(gM *tx ‘108))("12 - V)dx
2 dt Q Q Q

= Lreq-

Then, we get

Lrea = f(gMn *tx ‘ps)(‘_}n - ‘—})de + f v((gM,n - gM) *rx 908)(‘_’% - \7)dx
o) Q
L. - 1
< (gatn #t.x @elliy + 171G )17 = ViiZa gy + 5183 = g00) 0. @l
Therefore, we conclude for all ¢ € (0,7)

d _ - -
—ln = DOz < (2010 #10 LI DNm@) + PO 1T = DO

+ (a0 = &) *1x ) DIIT2 - (3.2.30)

By denoting for the sake of simplicity

a(1) = 208 *1x ) Do) + POy = O,

for all ¢ € (0, T'), and using Gronwall’s lemma in (3.2.30), we get

[(GRRIGI9

t
< eh O 5, - DO g,

1 4 S
+ ehawis f (g8t — 800) %56 (NP2 ) € b “dis
0

T
< e Ml=00))5, = DYO, ) + €0 Ll (grn = g1) 10 Pl

< eT”(Y“Lm(O,T)(H(‘_;n — \7)(0)”22(9) +(gmn — 8m) *1x 908||22(QT)), (3.2.31)
with

12
llellz=o,r) < 2lIgmn *1.x @ellie@r) + IPllz~ )
2
< 2ligmalle=@plleellpr gty + IVllz0 0

< 2 supllgmallz=cs) + IPljw(q,, = C(M,T).

neN

Thus, taking the supremum in time in the Lh.s. of (3.2.31) we obtain

9 = V117w 7120 < € (11T = PO

L2(Q)
2
+ 1(gin = 8m) *1x Gell} o)
_ eTC(M’T)”(gM,n —gM) *1.x SD‘SHiZ(QT)’ (3.2.32)
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where the second term in (3.2.32) is estimated as follows

2
”(gM,n - gM) *x SD£||L2(QT)
2 2
< ”gM,n - gMHLZ(RNH)”(pS”Ll(RNH)
2
= ”gM,n - gMHLZ(QT)

< Ci(IlU@n, va) = Ula Wiz, + n = 20,); (3.2.33)

with C; = max{|0;guml?,|2gm[*} by (R1). Recalling that U is of class C!(R?), (3.2.33)
becomes

2 2 2
Ggatn = &) #1x Pellyq, < Calllan = allfs g, + 1n = Vil 2, )

with

C, = C; max{|d; U, 16, U + 1}.

Finally, (3.2.32) becomes

_ — 2
9 = V11w 7120y < C2¢" M llan = o, + In = VIiT2y. ) (3.2.34)

which converges to zero in L®(0, T; L*(Q)), as n — co.
e The equation satisfied by a, — a

We multiply by a, — a the equation satisfied by a, — a and we integrate on Q. Thus it holds

1d
Py f(an - a)de = f ((:un *y 05)Aay — (U *y 906)Aa)(an —a)dx
2dt Q Q
+ f (GnSmp — asm) (@, — a)dx
Q
= Id,'ff + g (3.2.35)

Firstly, we observe that the diffusion coeflicient y,, *, s satisfies (3.1.16), uniformly in n, 6,
forall ¢t € [0, T] and a.e. in Q

0 < ap = aollgslliwyy < (n *x ©5)(t, x) < arllgsllp gy = ar- (3.2.36)

We additionally remark that (3.2.27) and the L?>— boundedness of Az in (3.2.28) imply the
L*(Qr) control of Va, by the Gagliardo-Nirenberg inequality. Indeed, there exists a constant
C(T) > 0 such that

IValls,) < CO(IVVall 2, llall, S ) + lall=@n) (32.37)
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Then we compute
Idiff = f(ﬂn *x ‘106)A(an —a)(a, — Zz)dx + f ((/Jn - ,u) *x t,Da)AC_l(L_Zn - Zz)dx
Q Q
= _f V(ﬂn *x QD(S) : V(an - Zl)(an - Ez)dx - f(ﬂn *x <P6)|V(C_ln - L_l)lzdx
Q Q
- f V((l'ln - ,u) *x ‘105) -Va (an - d)dx - f ((:un - ,u) *x 90(5)Va ' V(an - Zl)dx
Q Q
1 _ - 1 2. 2
< 1 (Un *x @5)IV(@, — @)|"dx + p V(i *x @s)|°lan, — aldx
Q Q
1
- f (tn *x 95)IV (@, — @)*dx + 3 f (1 — 1) . Vigo)[Val*dx
Q Q
1 _ _ 2 1 - — 2
+3 5 |a, — al“dx + 1 Q(ﬂn *x 0s)IV(a, — a)l“dx
1
+— f (1w — 1) #x sl* [Val*dx
ag Jo
1 1
=-3 fQ (ttn *x ©5)V(@n — @)Pdx + a—o||Vso5||il(Q)nunuim(mnan a2,
1 |
+ IV ttn = 1) 5 V5l gy + 5180 = all2
1 -2 2
+ %”VCZHU(Q)”(IM - /’l) *x (’06||L4(Q)
< (inv 171 lltnllf ey + l)||a sy + SR g 1906l gl —
- ap ‘105 LI(Q) :un L>®(Q) 2 n LZ(Q) 2 L4(Q) ‘105 L4/3(Q) :ul’l :u LZ(Q)

| 2 2
+ %”Va”L4(Q)”906”L4/3(Q)”/1n _ﬂ”LZ(Q)’
by Young’s convolution inequality and Holder’s inequality.

Concerning the reaction term in (3.2.35), we have
Lea = f SM,n(Zln - C—l)de + f Zl(SM,n - SM)(Zln - a)dx
Q Q

< (smallz=e) + %naum))nan —all} g, + %naanm)nsMﬂ — sull720
Therefore, by gathering the obtained estimates we end up with
Ly~ < Cillitn - lPaggy + Collan — alPsggy + lallim@lisnn — sulPa (3.2.38)
dt L2(Q) L2(Q) L2(Q) > L2(Q)
with

2
—12 2 2
C1 = Vel (I9¢0lliasqy + oWl

2 a% ) _
G = (a—ouv%nm) +1)+(25(e. M. T) + llall=(@)-
Therefore, by Gronwall’s Lemma and taking the supremum in time for ¢ € (0,7") we get
lla, — al

< Cr(I@n = DOy + lltn = 12 g,

+ lisvn = sull}ag, ) (3.2:39)

Before taking the limit in the previous estimate, we claim the result below.

2
L=(0,7:22(Q))
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Claim 3.1.
By the assumptions of Proposition 3.2.1, taking the limit as n — +oo it holds

lleen — 2y = 0 and lspr.n = smllr2y — 0.

Thus using the Claim 3.1 in (3.2.39), we conclude that the map @ is continuous in E
thanks to (3.2.34), (3.2.39). O

Proof of the Claim 3.1.
By assumptions yu is in C(R2) and n—uniformly bounded. Thus by (3.2.32) and up to
extraction of subsequences, still denoted a,, ¥,, we have

wan, p) — p(a,v), ae. inQr = w(ay,v,) — ua,v), in L*(Qr),

as n — +oo, by the dominated convergence theorem. Similarly, by the definition of sy,
in (3.1.14) we have sy € C(Ri XR,R)and U € C(Ri). Moreover by Lemma 3.2.4 and
Kolmogorov—M. Riesz—Fréchet Theorem [11], it holds

A, — 8,7, in L2(Qy).

Finally, by the dominated convergence theorem again we get (up to subsequences) as
n— +oo

sy(an, Vn, 0vy) — sy(a, v,0,v), in L(Q7).

End of proof of Proposition 3.2.1.

By the Subsections 3.2.1 - 3.2.3, the map ® defined in (3.2.11) verifies the hypothesis of
Schauder’s fixed point theorem. Therefore, there exists at least one solution (as > 0, vs > 0)
satisfying (3.1.20), (3.1.21) in the sense of (iii) in Proposition 3.2.1. Moreover, the estimates
(3.2.14) - (3.2.16), (3.2.18), (3.2.27), (3.2.28), (3.2.37) are still verified by the fixed point
(as,vs), giving (3.2.1) - (3.2.3).

3.3 S—uniform estimates and 6— limit

The aim of this section is to prove the existence of (ag ur, Ve m), satisfying (3.1.12) - (3.1.15).
The idea is to take the limit as 6 — 0 in (3.1.20), (3.1.21), thanks to the —uniform a priori
estimates (3.2.1) - (3.2.3) shown in Proposition 3.2.1. We conclude by verifying that the
limit satisfies (3.1.12) - (3.1.15) in the strong sense.

Proposition 3.3.1 (Existence of (ag a, Vem))-
We assume (a;,, viy) € (H1 X L®)(Q). Then, for any fixed €, M > 0, there exists a solution
(ag.m>Vem) of (3.1.12) - (3.1.15) in the sense that

(l) aS,M € LOO(QT)a 6la8,M’ axi,xjag,M € LZ(QT)a ax,’aé‘,M € L4(QT)7 for all l’] = 15 L] N’

(”) Ve M atVé:,M’ axixJ'Va,M, 6x,-Vé:,M € LOO(QT)’ fOI‘ all i’j =1,...,N,
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(iii) the unknowns (agpm,Vvenpm) satisfy the first two equations of (3.1.12), a.e. in Q.
Moreover, the boundary conditions in (3.1.12) and the initial conditions (3.1.15) hold
in the sense of traces.

Proof of Proposition 3.3.1.

Let the solution (as, vs), satisfying the system (3.1.20), (3.1.21) in the sense of Proposition
3.2.1. Using the d—uniform estimates achieved in Proposition 3.2.1, we take the weak
limit in L'(Q7) as 6 — 0 in (3.1.20), (3.1.21). Firstly, by (3.2.1) - (3.2.3) we get (up to
subsequences) for some a,v € L*(Qr),

as—a and vs—v a.e.inQp, (3.3.1)
and
0as — 0a, Aas — Aa,Vas — Va, weakly in L2(QT), 3.3.2)
and for all p € [1, +00)
dvs — 0, Avs — Av,Vvs — Vv, weakly in L (Q7). (3.3.3)

Considering the equation satisfied by as in (3.1.20), we obtain by (3.3.2) that the Lh.s.
converges weakly in L*(Qr) to da, as 6 — 0. Concerning the diffusion term, we first observe
that by the C°(R2) character of y together with (3.3.1), we get

ulas,vs) —  u(a,v), ae. inQp, aso — 0.

Then, recalling the boundedness of y in (3.1.16) and using the result in Proposition A.6.1,
we end up with

ulas,vs) —  u(a,v), strongly in LP(Q7), Vp < o0, as§ — 0, (3.34)
implying the strong L” convergence below
ulas,vs) *x s —  u(a,v), strongly in LP(Q7), Vp < o0, as § — 0. (3.3.5)

Indeed, from (3.3.4) we have u(a,v) € L?(Qr) and using the regularization by convolution,
it holds (abusing notations, we denote by u(a, v) the extended by zero function in the space
variable x of the function defined in (3.1.13))

ula,v) = s — ula,v), strongly in L?(Qr), Vp < o0, as § — 0, (3.3.6)
then, we compute

llu(as, vs) *x @s — (@, vlir@r)
< ll(u(as, vs) — pua, v)) *x sl + llua, v) *x o5 — p(@, v)liLr@q)
< lpslliwmllutas, vs) — ula, vlir@q) + llua, v) =5 o5 — pla, vllir@r)
= |lu(as, vs) — p(a, Vllir@r) + llula, v) *x @s — p(a, v)lir@q)s (3.3.7)

giving (3.3.5) by the obtained convergences in (3.3.4), (3.3.6). Therefore, by combining with
the weak L*(Qr) convergence of Aag in (3.3.2), recalling the L™ bound for u(as, vs) *x ¢s :

0 < u(as, vs) *x s < arllesllp @y < a, a.e. in Qr,
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and taking p = 2 in (3.3.5), then Proposition A.6.2 implies
(u(as, vs) *x ps)Aas  —  ula,v)Aa, weakly in Ll(QT), as 6 — 0. (3.3.8)

Concerning the reaction term, we recall the definition of sy, in (3.1.14)

U(as,vs)
sai(as, v, Byvs) = %fM(U(a(;, v6), v5)01A(U (as, vs), vs)
Ul(as,
+ Utas, vs) vé)azB(U(aa, vs), vs)Orvs = Is + 1. (3.3.9)

Since (a,v) — %’”, 01A and f), are CO(R%) functions (see Remark 3.2), then it holds by
(3.3.1)

Ulas,vs)  Ula,v)
_)
as a

, a.t. in QT, 61A(U(a5, V5), V5) i 61A(U(a, V), V), a.e. in QT,

and
mU(as,vs),vs) = fuU(a,v),v), ae.in Qr,

and thus
Ua,v)

a

Is fmu(U(a,v),v)01A(U(a,v),v), ae.in Qr.

In addition, (a,v) — U(Z’V), fu and 91 A are §—uniformly bounded by (3.1.17), (D2), imply-
ing

sl < C, (3.3.10)
where C > 0 does not depend on ¢. Therefore, by Proposition A.6.1 we end up with
U(a,v) .
Is — fm(U(a,v),v)01A(U(a,v),v), strongly in L?(Qr), forall p < o0, (3.3.11)

a
in particular, weakly in LP(Qr), for all p < co. Concerning the second term in (3.3.9), from
the continuity of (a,v) — %, U, 0,B, we obtain

U(a,v)
a

Ulas, i
(as, ve) 8,B(U(a,v),v), a.e. in Qr,
a

0,B(U(as, vs),vs) —
and using (3.1.5), (3.1.17), we get the L*(Q7) boundedness below

U(as,v
”%%B(U(aa,%), Vs)

<
L=(Qr)
Thus, Proposition A.6.1 again implies

Ulas, v U(a,v
MBQB(U(%, v§),Vs) (@)
as a

0B(U(a,v),v), strongly in LP(Qr),

for all p € [1, o). However, the weak convergence of d,v; in (3.3.3) gives by Proposition
A.6.2

IIs — U(a,v)0;B(U(a,v),v)dv, weakly in LP(Qr), forall p < . (3.3.12)
Hence, by gathering (3.3.9), (3.3.11) and (3.3.12), we conclude

sylas,vs, 0pvs)  —  syla,v,0,v), weakly in LP(Q7), for all p < co. (3.3.13)
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Finally, the L™ boundedness of a; in (3.2.1) and the a.e. convergence in (3.3.1) give by
Proposition A.6.1,

as; — a, strongly in LP(Q7), ¥Yp < oo,
that, together with (3.3.13), implies (by Proposition A.6.2)
assy(as,vs,0vs) —  asyl(a,v,0v), weakly in LP(Q7), asd —» 0. (3.3.14)

Similarly, we take the limit in the equation satisfied by vs. From (3.3.3), the evolution term
0vs and the diffusion term Avs converge weakly in LP(Q7) for all p € [1, o0). Concerning
the reaction term vsg. p(U(as, vs), vs), from the CO(Ri) character of U and g, » and using
the a.e. convergences in (3.3.1), we get (for any fixed e, M > 0)as § — 0,

gem(U(as,vs),vs) —  gem(U(a,v),v), a.e. in Q7.
Therefore, by (3.3.1) it holds
vs 8em(Ulas, vs),vs) —  vgem(Ua,v),v), a.e. in Qr.

Moreover, (3.2.1) gives the L™ boundedness of gz u, 1.€.

llge.m(Ulas, vs), volliory < C = |Ivs 8ge.m(Ulas, vo), vs)lliL=@r) < C.

Therefore, Proposition A.6.1 implies

vsgem(U(as,vs),vs) —  vgem(Ula,v),v), strongly in LP(Q7), ¥ p € [1, o),

(3.3.15)
and, in particular weakly in LP(€7), for any p € [1, c0). Thus, we take the weak limit in
L'(Q7)as § — 0, in the first two equations of (3.1.20), using (3.3.2), (3.3.3) (for the evolution
terms), (3.3.8), (3.3.3) (for the diffusion terms) and (3.3.14), (3.3.15) (for the reaction terms).
Finally, we pass to the limit in the boundary condition of (3.1.20) using the weak convergence
of Aas, Avs in (3.3.2), (3.3.3) and the continuity of the trace operator Tr : H*(Q) — H'(6Q).
Hereafter, we restore the &, M—dependences notations so that we refer to the a.e limit of
as, Vs as ag M, Ve u, respectively, and the weak limit of d:as, Aas, Vas and 0,vs, Avs, Vas as
O0ag p, Aag yr, Vag yr and 0,ve pr, Ave yr, Vve y, respectively. Finally, using the weak lower
semicontinuity property of the L”(Q7) norm for p € (1, +c0] and estimates (3.2.1) - (3.2.3),
we conclude that a yr, vy satisfy points (i), (ii), (iii) of Proposition 3.3.1. O

3.4 Existence for the truncated-regularized system in the
variables (u, v)

In this section, we prove the existence of strong solutions to the truncated-regularized system
(3.1.7) - (3.1.9) for the unknowns (u p, ve M) (see Proposition 3.4.1). The crucial result is
the Lemma 3.4.2 below, proving the equivalence between the system in a non divergence
form (3.1.12) - (3.1.15), satisfied by (ag u, ve.m), and the system (3.1.7) - (3.1.9), satisfied by
(ue,m, vem)- In other words, taking a solution (ag ar, ve pr) of (3.1.12) - (3.1.15) in the sense
of Proposition 3.3.1, there exists a solution to (3.1.7) - (3.1.9) in the sense of Proposition
3.4.1, according to the change of variable (3.1.10).
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Proposition 3.4.1 (Existence of (ug a1, Ve mr))-

We assume (D1), (D2), (D3), (R1) and we consider the initial data uw;,, € (L* n H')(Q),
Vin € (L® N H3)(Q) compatible with Neumann boundary condition. Then, for any fixed
&, M > O there exists a nonnegative solution (ug y, ve m) for the system (3.1.7) - (3.1.9), in
the sense that

(i) Ug M € LOO(QT)’ 61”8,M, ax,',XjA(ua,M, Vs,M) € Lz(QT)’ axius,M € L4(QT),
(ii) Ve M atVs,M’ axi,xjvs,M’ axiVs,M € LOO(QT), i’j =1,...,N,

(iii) the unknowns (ugcpm, vem) satisfy the equations of (3.1.7) a.e. in Qr while the trace of
(te.m, vem) on [0, T] X OQ satisfies a.e. the Neumann boundary conditions. Moreover,
the initial conditions (3.1.9) are satisfied by the traces of (ugp, vem) on {0} X Q.

Lemma 3.4.2.

Let (agpm,vem) be a solution to (3.1.12) - (3.1.15) given by Proposition 3.3.1. Then,
(Ue.M, Ve m) satisfies the system (3.1.7) - (3.1.9) in the sense of Proposition 3.4.1, with
ugy = Ulagm, vem)-

Proof of Lemma 3.4.2.
For the sake of simplicity, in this proof we neglect the subscripts €, M in ag s, Ve p since €
and M are fixed.

For any &, M fixed, let (a,v) be a solution to (3.1.12) - (3.1.15) given by Proposition
3.3.1. Then, we can find by density a sequence (a,, Vy)nen in C;°(€7) such that

a, — a, al‘al’l - al‘a’ axian - axgaa ax;x_,-an - 8)C[xj'a’
V>V, 0V, — 01V, Ox,Vn — Ox,V,
strongly in LZ(QT) foranyi,j=1,...,N,asn — +oo.

Then we set u, = U(ay,v,) and u = U(a, v) and recall that (D2), (3.1.10) imply the C!
character of U. Hence, we find for any £ € C2°((0,T) X Q)

f udfdxdt = lim u,0,&dxdt
QT QT

n—oo

= lim — (01U(ay, vn)0:ay, + 02U (ay, vy)0vy)édxdt
n—oo Qr
= - (01U(a, v)d:a + 0, U(a, v)0v)édxdt,
Qr

implying that « has the weak time derivative
o = 01U(a,v)da + 0>,U(a, v)o,v, 3.4.1)

which is bounded in L*(Qr). Likewise, we find that u has the weak 0y, derivative bounded in
L*(Q7) and given by

Oyu=01U(a,v)dy,a + 0,U(a,v)0y,v, Yi=1,...N. (3.4.2)

Thus the claimed bounds for d;u and d,,u are shown. Note also that dy,,;A(u,v) = 0y,x,a.
Then, since (a.e. in Q) we have

0a — pAa = U(a,v) fu(U(a,v),v)01A(U(a,v),v) + :A(U(a, v),v)d,v,
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we see that | .
_ata - _aZAatv —Aa = U(Cl, V)fM(U(Cl, V), V)’
M M

and using (3.4.1) (and 01A(u,v) 01 U(A(u, v),v) = 1), we end up with (a.e. in Qr)
O — AA(u,v)) = ufp(u,v).

Moreover, the trace of Va on [0, T] x dQ is the trace of V(A(u, v)), so that the Neumann
boundary condition in (3.1.7) is satisfied. The same holds for the initial conditions. Finally,
the equation, boundary condition and initial condition related to v are identical in the system
satisfied by (a, v) and in the system satisfied by (&, v) (when U(a, v) is replaced by u in the
equations). O

Proof of Proposition 3.4.1.

It follows as a consequence of Proposition 3.3.1 and identity (3.4.2). In particular, (ug a1, Vemr)
satisfies (i), (if) thanks to the regularity of (ag s, vepr) shown in (i), (ii) of Proposition 3.3.1
and identity (3.4.2), using (D2), (3.1.10), (3.1.17). O
3.5 &, M—uniform estimates and &, M— limit

In Lemma 3.5.1 below, we prove some &, M—uniform estimates satisfied by (ug s, Ve m),
in order to pass to the limit and show Theorem 3.1.1. Hereafter, we will denote C(T') as
a strictly positive constant which depends on 7" and may change from line to line in the
computations.

Lemma 3.5.1 (¢, M—uniform estimates).
Let (ug pm,vem) be given by Proposition 3.4.1 and recall that Vu;, € L*(Q). Then, the
following estimates hold uniformly in € and M,

(i) there exists a constant C(T) > 0 such that for all e, M > 0,

Ve mll=r) < Ci1(T), (3.5.1)

(ii) there exists a constant Cy(T) > O such that for all e, M > 0,
llete,mll o0, 7:142)) < CaAT), (3.5.2)

(iii) there exists a constant C3(T) > O such that foralli,j=1,...,.Nand e, M > 0
10vemllrry + 10xix, Ve mlliaar) + 10xvemllis,y < C3(T), (3.5.3)

and
105, vemllz=,7:12) < C3(T), (3.5.4)

(iv) there exists a constant C4(T) > 0 such that foralli,j=1,...,Nande,M > 0

101z mll 122y + 103 1eml o0, 7:12(02)) F+ 103, (AU ps Vel Lo 0,7:12(0)

(3.5.5)
+ 10,2, (Ao v, Verl2 () < Ca(T),
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(v) there exists a constant C5(T) > 0 such that

10 vemllr20.m:m2)nm 0.1:12@)) < C5(T), (3.5.6)
and if N <3
10vemllz20,7: 02y < Cs(T), (3.5.7)
and
e mllz= 7y + 0x;ttemllp2py < Cs(T). (3.5.8)
Proof.

(i) Estimate (3.5.1) follows from the first inequality of (3.2.1).

(ii) Firstly, we prove the L?(Q7) boundedness of Vv y, implying the L?>(Q7) boundedness
of ug p, uniformly in &, M. Then, we get (3.5.2).

We multiply by v, 5 the second equation of (3.1.7) and we integrate on € to get,

1d
—— ngdx+dvf |Vv8M|2dx = f ngggde,
2 dt o 7 Q ’ o 7 ’

thus, by integrating in time for ¢ € (0, T") and using (3.1.9), (3.5.1), we get

1 1
- f vem(dx + d, f \VvenlPdxds < = f V2 11 (0)dx + Cyllgell ety f V2, dxdt
2 Ja Q 2Ja © Q

< C(T),

where C(T') does not depend on &. Therefore, taking the supremum in time we end up with
the uniform estimate
IVvemllizq,) < C(T). (3.5.9

Next, in order to prove the L*(Qr) boundedness of ug pm, we multiply by ug s the first
equation of (3.1.7) and we integrate on Q7. Thus, recalling notation (3.1.11) we have

1d
——f(usM)zdx:—falAeMwugMFdx—fazAngugM.vngdHfuﬁMfde
2dt Q ’ le) ’ ’ Q ’ ’ > o s

1 1 0 A ul?

< —— f A m|Viug yl*dx + = va&mzdﬁcﬁf f u?,, dx
2 Ja 2 Ja 01Agm o °

a2

5—2f|Vv£M|2dx+Cffu§MdX,
2a0 Jo ' Q

by (D2), i.e.
4
dt Q

Thus, we multiply the inequality (3.5.10) by e2¢/, for ¢ € [0, T to get

2
d a
—(e_ch’ u? de) < 27 | Vv, ylPdx,
dt Q & Q ’

2
a
U2 ydx — 2C; fg Uz ydx < a—i fQ Vve pl2dx. (3.5.10)

ao

and integrating over (0, r) for t € (0, T'), we obtain
@
—2C; 2 2 —2C; 2
e ft”u&M(t)HLZ(Q) < ”M«S‘,M(O)HLZ(Q) + % f e fs|VV8,M(S)| dde,
Q,
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3.5. &, M —UNIFORM ESTIMATES AND &, M — LIMIT

so that
a% 2 2
2 2 2
e, Oz g < e Ol + 2T NIVVe MOl

Finally, taking the supremum in time we end up with
el or20y < Cr(llte O 2y + Vv mll72ygy ) < Cr (3.5.11)

using (3.5.9) and the regularity of the initial datum u;, € L2(Q).

Thanks to (3.5.1), (3.5.11), g, m is bounded in L*(Qr) uniformly in €, M, so that the r.h.s.
of the equation of v, js in (3.1.7) has an L*(Qr) norm which is uniformly bounded in &, M.
Thus, we get by the maximal regularity

10vemllr2iar) + 10xxVemllizg,) < C3(T), (3.5.12)

and by the Gagliardo-Nirenberg inequality

1/2 1/2 1/2
IVve iz < ClAVemllbe Vel g, + C el g, < CT), (3.5.13)

uniformly in &, M.

In order to get the uniform bound of u, j in L*(0, T; L*(Q)), we multiply the first
equation of (3.1.7) by ui  and we integrate on Q)

1
1 f 0, yp)dx = — f V(Aem)V(, p)dx + f 1} g it Qe ve)dx
Q Q Q
= Id,'ff + Lroq. (3.5.14)

Then, we compute

Id,'ff = —3f (81A8,MV148,M + 82A8,MVV&M) . VMS,M(uiM)dx
Q
=-3 f 01 Az y)IVutg pl*dx - 3 f 02 A (7 p)Vitg s - Vv dx
Q Q

3
<-3 f N Ae ()| Vits *dx + 3 f 01Ae (U 4Vt p|*dx
Q Q

3 [ 102Ac Ml
3 [ e
&,
2

2

3a 3a

<2t de+ 22| (Vvaultdx,
dap Jo © dap Jo

using (D2). Using (R1), the reaction term is estimated as follows

Lreq = f ui’MfM(us,Ma Va,M)dx < Cff ui,M dx,
Q Q

so that (3.5.14) becomes
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1.€.
d 3a?
— | ut,dx-a f Ul ydx < =2 f Vve ml*dx, (3.5.15)
dat Jo © o ay Jo ’
with
3a§
a:=—=+4Cy > 0.
ap

Thus, we multiply the inequality (3.5.15) by e, for ¢ € [0, T] to get

d, 4 3a§ _ 4
E(e (WLM&de) S Ee atlevs,M| dx7

Finally, we integrate in time for ¢ € (0, T') to get

2
e MNutg (O 4,00 < Nte O3 +3ﬁ e |V, yl*dxds
&M 4Q) = &M LYQ) ao o &M ’

so that
2

4 at 4 4@ 4
||M€,M(t)||L4(Q) <e ||u8,M(O)||L4(Q) + Ee ||Vv‘9’M”L4(Q,)’

thus, taking the supremum in time we end up with

om0 ipsey < Cr (e ONGa ) + IVvemllyag, ) < Cr, (35.16)

using (3.5.13).

(iii) Thanks to (3.5.1), (3.5.2), gz.m is bounded in LYQr) uniformly in g, M, so that the r.h.s.
of the equation of v,y in (3.1.7) has an L*(Q7) norm which is uniform in &, M. Thus, we
get (3.5.3) by the maximal regularity and the Gagliardo-Nirenberg inequality. The estimate
(3.5.4) follows multiplying by —Av, »s the equation satisfied by v, y, using the Cauchy-
Schwarz inequality and recalling that v, jg. 5 has an L?>(Q7) norm which is bounded in
e, M.

(iv) Since by Lemma 3.4.2 the system (3.1.7) is equivalent to (3.1.12), the idea consists in
proving (3.5.5) for a. ) and then to use the change of variable (3.1.10) to get the suitable
control for ug p.

The inequalities (3.5.2), (3.1.17) imply that a,  is bounded in L*(0, T'; L*(Q)) uniformly
in &, M. On the other hand, the estimates (3.5.2), (3.5.3) show that sy, is bounded in L*(Q7)

uniformly in &, M, so that the r.h.s. of the equation for a, 5 in (3.1.12) has an L*(Qr) norm
which is bounded in &, M. Therefore, as in (3.2.10) we define

’ . Cl% "o ap\2 1
c, ._2%+1 and  C} = 2(a—0) +a_0+2,

to get

2 2 2
||ata8,M||L2(QT) + ||Va‘9’M||L°°(O,T;L2(Q)) + aOHAas,MHLZ(QT)

2 2
S C:;llvain”Lz(Q) + C:{HQS,MSM”LZ(QT)

< Cy(T), (3.5.17)
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uniformly in &, M. Recalling that by (3.1.10) we have in the weak sense
alAa,Matus,M = ataa,M - aZAs,MatVa,M7

then it holds using (D2)

| 0o

a2
1stte Ml g, < . 18saemll72 g, + 2(%) 10:ve,mll}a g, < C(T), (3.5.18)

(=N )

uniformly in &, M thanks to (3.5.12), (3.5.17). Similarly, it holds
V(Aug p1, vem)) = 01Ac Vg y + 0245 M Ve u, (3.5.19)

so that using (D2) again

2 2 2)\? 2
||VMS’M||L°°(O,T;L2(Q)) < a_2llva‘9’M”L°°(O,T;L2(Q)) + 2(0_0) ||VVS’M||L°°(O,T;L2(Q))
0
< C(T), (3.5.20)

thanks to (3.5.4), (3.5.17). Finally, estimates (3.5.17) - (3.5.20) imply (3.5.5).

(v) In order to prove (3.5.6), we take the weak time derivative in the second equation of
(3.1.7

01(0vem) — dvA(Ove M) = (01Vem)8em + VemO18eMOtUg v + Ve MO28e MOVe M, (3.5.21)

thus the r.h.s. of (3.5.21) is bounded in L*(Qr), uniformly in &, M. Indeed, the first term
has an L*(Q7) uniform control because 8e.m and 0v, ) are uniformly bounded in LYQr)
by (3.5.1), (3.5.2) and (3.5.3), respectively. The last two terms have an L*(Qr) norm which
is uniformly bounded in &, M by (R2), (3.5.1), (3.5.2). Therefore, using the assumption
vin € H3(Q), by the maximal regularity applied to (3.5.21) and by the Gagliardo Nirenberg
inequality, we get the estimate below uniformly in &, M

||3,2V8,M||L2(QT) +IVV Ovesllizqpy + IVOvemlizg,) < C(T),

implying the following uniform in &, M inequality, using (3.5.12)

HatV&M||L2(O,T;H2(Q))OH1(O,T;Lz(Q)) < (1),

we get thus (3.5.6). Moreover by the continuous injection H*(Q) — L®(Q)if N < 3, we
end up with

10:vemllr20.1: Ly < C(T), if N <3, uniformlyine, M, (3.5.22)

giving (3.5.7). The inequality above gives a, » bounded in L*(Qr), uniformly in &, M. Then,
using the equivalence of the systems (3.1.7) and (3.1.12) we obtain the L*— boundedness of
ug m, that is (3.5.8). Indeed, by the definition of sy in (3.1.14), the estimate (3.5.22) implies

T
f sup |sp(t, x)| < C(T), if N <3, uniformlyine, M,
0 xeQ

so that by similar computations as in (3.2.27), using (3.5.22) we get uniformly in €, M

llagmllL=p) < C(T), it N <3, (3.5.23)
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giving the first part of (3.5.8). Concerning the L*(Qr)-boundedness of Oy,us m for all
i =1,...N,we first prove the L*(Qr)—boundedness of d,,A(u, v) by the Gagliardo-Nirenberg
inequality. Indeed, taking the fourth power we get for all i, j = 1,..., N, with N < 3

4 2 2 4
Haxia&M”Ut(Q) < Cl”ax,-xjas,M|ILz(Q)Haa,MHLoo(Q) + C2||a8,M||LDO(Q)'
Then, by integrating in time over (0, 7') and using the Holder’s inequality we obtain

4 2 2 4
||axia8,M”L4(QT) < Cl”ax,-xjaa,M”Lz(QT)”as,M”Lm(QT) + C2||a8’M||L4(O,T,L°°(Q))
< C(T),

which is uniform in &, M, using the estimates (3.5.17), (3.5.23). Finally, using (3.5.3),
(3.5.19), (D2) and the above inequality we end up foralli =1,...,Nand N < 3,

4 4 4
||ax,'u8,M||L4(QT) S C(ao’ aZ)(llaxiaa,MllL4(QT) + IlaxiVE,M||L4(QT)) S C(ao’ 612, T)

3.6 Proof of the main result

In this section we prove Theorem 3.1.1. Before proceeding, we introduce the notations below
forany &, M > 0 and ug 1, vem, u, v 2 0,

A(‘;‘,M = A(”S,M7 VE,M)v BS,M = B(”E,M? VE,M)’ A = A(uv V), B = B(M, V).
Proof of Theorem 3.1.1.

By the &, M—uniform estimates in Lemma 3.5.1, we get for some u € L*(0,T’; L*(Q)) and
v € L*(Q) (up to subsequences)

Uy — U, Ve =V, ae.inQr ase—>0, M - +co, (3.6.1)
and
Oyts g — Ot weakly in L2(Qr),
Ovemr — O, Avey — Av,  weakly in LY(Qy), (3.6.2)
Ven — Vv, weakly in L3(Qr).

In addition, we claim
Atgpr, ven) = A, v), strongly in L'(Qr). (3.6.3)
Indeed, (3.6.1) and estimates (3.5.1), (3.5.2) give by Proposition A.6.1
Ug g — U, Ve =V, strongly in LZ(QT). (3.6.4)
However, the C O(Ri) character of A and B (with B defined by (3.1.4)) implies
A — A and By — B, a.e. in Qr, (3.6.5)
and by (3.1.4) we have (see Proposition A.6.1)

B(uem, vem) = B(u,v), strongly in L*(Q).
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Thus, we compute

lAep — A”L'(QT) < [(Bem — B)Ms,M”Ll(QT) + 1B, — M)”LI(QT)

< Mluemllz@pliBemr — B2,y + ailluem — ullpiq,)

where for the first term we used Cauchy-Schwarz inequality and the &, M —uniformly bound-
edness of u; s in LX(Qp), by (3.5.16). Therefore, we get (3.6.3) which implies

AA(ugm, vem) = AAu,v), in D' (Qr),

where D’ (Qr) stands for the space of distributions on Q7. On the other hand, the inequality
(3.5.5) implies the existence of w € L*(Qr) s.t. (up to subsequences)

AA(utgpr,vey) = w,  weakly in L*(Q7), (3.6.6)
so that by uniqueness of the limit in D’(Q7), we identify
w = A, v), in L*(Qr). (3.6.7)

Moreover if N < 3, (ug p, vem) does not depend on M for M large enough, by the Sobolev
embedding H*(Q) c L®(Q).

Now, we take the D’(Qr) limitas e - 0, M — +oco0,if N >3 andase — 0if N < 3,
in (3.1.7) - (3.1.9). From the obtained convergences (3.6.1) - (3.6.7), it remains to prove
the D’(Qr) limit of the reaction terms ug as far(Ue. s, Ve ) and ve pr8e p(Ue p, Ve m)- By the
a.e. convergence of ug s, vy in (3.6.1) and recalling the CO(Ri) character of f, we see
that for N < 3, fy(ue.m, vemr) = f(us, ve) converges a.e. towards f(u, v), as € tends to zero.
Otherwise, if N > 3, for a given (¢, x) € Qp (outside of a zero measure set), because of
(3.6.1), it holds for M large enough

e, vem) = fuem,vers) —  fu,v), ase > 0, M — +oo,
so that (still using (3.6.1))
ue e s, verr) —  uf(u,v), ase — 0, M — +oo. (3.6.8)
Moreover, by assumption (R1) and estimates (3.5.2), (3.5.1) we end up with
et pa foa e pas vellr2 oy < Crs
which gives using (3.6.8) (see Proposition A.6.1)
ue e s, verr) —  uf(u,v), strongly in L'(Q7), as & — 0, M — +oo,

and thus in D’(Qr). Finally, it remains to treat the reaction term vg y8e m(Ue s Vem)s
where g, ) is defined in (3.1.8). Recalling the C°(R?) character of g, it holds for N < 3,
gm(Us My, ) = 8(ug,ve) which converges a.e. in Qr towards g(u,v), as € goes to zero.
Otherwise, for a given (¢, x) € Qp (outside of a zero measure set), because of (3.6.1), it holds
for M large enough

emep, vem) = 8usp, verr) — g, v), ase = 0, M — +oo.
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Moreover, by assumption (R1) and estimates (3.5.1), (3.5.2), we get for any N > 1
lg (e pas Ve s)llrapy < Crs
giving (by Proposition (A.6.1)) ase = 0, M — +oo,
emep,ver) —  gu,v), strongly in L"(Qr), r < 4. (3.6.9)

By the same argument as in (3.3.7), we have from the regularization with standard mollifiers
(abusing notations for the extended by zero function in the variables (¢, x)),

gu,v)*x 0 —  glu,v), strongly in L' (Q7), r < 4, (3.6.10)

and
lga(tte, s Vem) *1x 0 — &, VlILrr)
< llgm(e,p, vem) — g, VliLr@ry + 18U, v) 1x e — g, VliLr @y,

giving by (3.6.9), (3.6.10)

emMUe M, VeM) ¥1x 0 —  8u,Vv), strongly in L' (Q7), r < 4,
and thus, by (3.6.1) (up to subsequences)

Vem(Eme i, Ver) ¥1x0e)  —  vgu,v), a.e. in Qr.

Moreover, by assumption (R1), estimates (3.5.1), (3.5.2) and Young’s inequality for convo-
lution we get

Ve pgm e, Vemr) *t.x Pelliry) < Vemllie@mllgm (e s, vem)llzaplleellp@y+1y < Cr.

Therefore, by Proposition A.6.1 we end up with

Vem8MUs M, Ve M) *ix @ —  VEU,V), strongly in L"(Q7), r < 4,

and thus in D’(Q7). Then, using the obtained convergence above, all the terms in the first two
equations of (3.1.7) converge in D’(Q7). We conclude by taking the limit in the boundary
conditions of (3.1.7), using the continuity of the trace operator and the weak convergence
of AA(ue p1, Vem), Avey in (3.6.2), (3.6.6), (3.6.7). Finally, using the lower semicontinuity
property of the L”(Qr) norm for p € (1, +co] we conclude that u, v satisfy (3.1.1) - (3.1.3),
in the sense of Theorem 3.1.1. O

3.7 Uniqueness

This section is devoted to the uniqueness of the solution to (3.1.1) - (3.1.3) when N < 2 (see
Theorem 3.7.1). Before doing that, we show a corollary of Theorem 3.1.1 concerning the
regularity of the solution when N < 2.

Corollary 3.1.
Let (u,v) be the solution given by Theorem 3.1.1. There exists a constant C > 0 such that

IVl 20rie@) <G if N<2, (3.7.1)

and
IVull20.7:1502) < Cs if N=1. (3.7.2)
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Proof.

We show (3.7.1) using Sobolev inequality (3.2.19), (3.2.20) . Thanks to the boundedness of
vin L*(0, T; W>*(Q)) for any N > 1, shown in Theorem 3.1.1, and the Sobolev embedding
(3.2.19), (3.2.20), there exists a constant C > 0 such that for all r € (0, T)

) N
v, dlicrvgy < Cvs N, Q) )llwza() withy=1--, N<2.

The inequality above together with the boundednees of v in L*(0, T; W>*(Q)) imply that Vv
is bounded in L*(0, T; L*(Q)) when N < 2.

Similarly, in order to prove (3.7.2) we use the L*(0, T'; H*(Q))—boundedness of A, shown
in Theorem 3.1.1, and the Sobolev inequality (3.2.19), (3.2.20) when N = 1 . Thus, there
exists a constant C(€2) > 0 such that for any ¢ € (0,T)

A, ez < CEOIAG, iy,

implying the L?(0, T; W"*(Q))—boundedness of A. Then, by computing VA in the weak
sense, for any ¢ € (0, T) we end up with

101A(, )Vu(t, =) < IVA®E, =) + [|02A(L, )V, =),

thus taking the square in the above inequality, integrating in time over (0, 7') and using (D2),
(3.7.1), we conclude

2 2
ag||Vull

2
L2(0,T;L=(Q)) < IIVA”U(O,T;L“’(Q)) C.

2 2
+ a2||VVIIL2(O,T;L°°(Q)) S

O

Before stating the uniqueness result, we introduce some notations and definitions. For
w,z € L90,T; LP(Q)), p,q € [1, +0], we define

M@)p.w.z) = max{llw®)llLr ), lzOllr@), ae. 1€(0,T), (3.7.3)
and for h = h(u,v), k = k(u,v) with u,v > 0 and s.t.

sup h, supk < +oo,
uy>0 uyv>0
we denote
S (h, k) := max{ sup i, sup k}. (3.7.4)
uy>0 uv=0
Moreover, we denote the Jacobian matrix of the application (u,v) — (f(u, v), g(u, v)), as (for
all u,v > 0)

_|01f(u,v) 02f(u,v)
J(u,v) = [61g(u, V) ngluv) |’ (3.7.5)
and we consider the following matrix norm
VP e Mu,(R), N(P) = max Z [Pl m,n € N. (3.7.6)

T 1gj<n

We are now ready to prove the uniqueness for system (3.1.1) - (3.1.3) that is obtained as
an immediate consequence of the stability result below.
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Theorem 3.7.1 (Uniqueness).
Let N < 2. We assume (D1), (D2), (D3), (R1) and the following additional hypothesis:

(i) the diffusivity function A is such that

sup N(Hess(A(u,v))) < +o0, (U1)

u,v=0
where Hess(A) stands for the Hessian matrix of A;

(ii) the Jacobian matrix (3.7.5) satisfies

sup N(J(u,v)) < +co. (U2)

u,v>0

Then, taking two solutions (u;, v;), i = 1,2 of (3.1.1), (3.1.2), corresponding to the nonnega-
tive initial data (u; in, vi,in), i = 1,2, in the sense of Theorem 3.1.1, there exists a constant
Cunig > 0, depending on Q, T, ay, az, d,, Cy, Cq, 0n

sup N(Hess(A(u,v))), sup N(J(u,v)), lluzllz=@;)» Iv2llz=@),

u,y>0 u,v>0

and on ||Vvall 20, 7.1y IVu2llLro.1:L9(2)) with

(2,00), if N=1,
.9 = . (3.7.7)
4,4), if N=2,
such that
2 2
ey = wall e 0. 7120y 2 20,730y + V1 = Vellioo 2@y n 20,71 )
< Cunig(lurin = w2,inll}oiy + W1in = v2inlfaqy)-  (3.7:8)

Finally, if uy in = ua,in and vy iy = voin for a.e. x € Q, then
ui(t, x) = uy(t, x) and vi(t,x) =w(t,x), ae (t,x)€Qr,
so that the uniqueness holds for (3.1.1) - (3.1.3).

Remark 3.5.

We prove the stability inequality (3.7.8) only for N < 2, otherwise a further regularity on Vu;
is needed, with respect to the regularity obtained in Theorem 3.1.1. In particular if N = 3, by
applying the same tools used to get (3.7.8), we need Vu; bounded in L3(0,T; L*(Q)) (see
(3.7.22)).

Proof.
For a better readability, we first introduce the notations

A= Aui, vi), fi = fui, vi), g = gui,vi), i=12,
01A; = 01A(u;, vi), 0 A; = 02A(u;, i), i=1,2,

and

Ny = sup  N(J(u;,v))), Ny = sup  N(Hess(A(u;,v)))).

i,j=12;u;,v;>0 i,j=1,2;u;,v;2 0
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Now, we compute the equations satisfied by u; — u, and v; — v, and we multiply by u; — u»
and A(v; — ), respectively, where the parameter 4 > 0 will be chosen later. Then, we
integrate over Q and we add the obtained formulations to get

—— [ty — up| dx+/lf|v1 —v|“dx
2dl’( Q Q )

= —f (81A1Vu1 + (92A1VV1) . V(u1 - uz)dx

Q

+ f (81A2Vu2 + (92A2VV2) . V(Ml - uz)dx
Q

—d,A f V(v — vo)lPdx

Q

+ f (ur f(ur,vi) = ua fua, v2))(uy — up)dx,

Q

+ AL (vigQur, vi) — vag(uz, v2))(vi — v2)dx

= Id,'ff + Lreq. (379)

It is worth noticing that as N < 2, the solutions are bounded in both components. The
reaction part is then estimated as below

o= [ il = wePax+ [ o0 - - s
Q Q
+41 f gilvi = volPdx + 2 f va(g1 — g2)(vi — vo)dx
Q Q
< S(fi, 80 f ju — woPdx + 2 f [vi = vol*dx)
Q Q
+ M) (oo i) f 101f € v)llur — uafPdx + 2 f 1028(ua. &)V = val?dx)
Q Q

+ MO f (102f (2. €01 + Ad1g (€ vD)l) Iy = 12llvy = valdx,  (3.7.10)
Q

with from now on &, € (minf{uy, up}, max{u;, us}), & € (min{vy, v,}, max{vy,v>}) and M, S
defined in (3.7.3), (3.7.4), respectively. Then, we have

fQ 101 f (s v)lluy — up*dx + A fg 1028 (2, &)Ivi — val*dx

< Njf g — u2|2dx + /UVJf [vi — V2|2dx,
Q Q
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and using Young’s inequality, we estimate the last integral in (3.7.10) as
f |02.f (u2, €y — uz|lvy — valdx + ﬂf 018(Eus vDllur — uzllvy — valdx
Q Q
1 1
<5 L |82f(u2a§v)|(z|ul — ol + vy = v, )dx
1
+5 [ gt vl(dn = o + Ay - 2P
Q

1 1
<Ny (E(/l + z) fg lu — uoPdx + /IL [vi — v2|2dx).

Therefore, the estimate (3.7.10) becomes

Irea < Crea(®) (lltn = t]17, ) + vt =22 ) (3.7.11)

with, for all ¢t € [0, T],
Crea(t) = 2max { f1, 81, Ny (1 + Mo sy (1 + 1(1 + 1))). (3.7.12)
b b U2,V 2 /1
Concerning the diffusion part, it holds, using the Young inequality and (D2),
Laipr = = f 1AV (u1 — up)|Pdx — dvﬂf V(v = vo)ldx

Q Q

- f 01(A1 — Ax)Vuy - V(uy — up)dx — f 02A V(v —v2) - V(uy — up)dx
Q Q

- f 62(A1 - A2)VV2 . V(u1 - l/tz)dx
Q

1
<1 f Ay — un)Pdx — dod f Vo1 - va)Px
4 Q Q

IVus|? 0,44
a}jl 101(A1 — Ar)Pdx + ;1 A‘l V(1 = vo)Pdx
Q Q
Vv, ? 2
102(A1 — Ap)Pdx
Q 1A, SOtTR
ao 2 a% 2
< 7 [V(u — uo)|"dx — (dyA - a_o) [V(vi = vo)|°dx
Q Q
[Vus|? Vv,
5121 101(A; — Ar)Pdx + 6121 192(A; — Ay)dx. (3.7.13)
Q Q

Now, we focus on the two integrals in (3.7.13). The second one is estimated, for N = 1,2,
using (3.7.1) in Corollary 3.1, as follows

[Vvof?
a 0144

2
< V2l f (19214 vOPlur = ol + 1022 Aua, £ 1 = vaf )dx
ao Q

02(A1 — Ar)|Pdx

2 1 2 2 2 2
< max {1, E}NH V2117w fg (lur = uaP + Avy = vl )dx. (3.7.14)
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As the first integral in (3.7.13) is estimated depending on the value of N, to continue the
proof we treat the cases N = 1 and N = 2 separately, in the following two paragraphs.

e The case N =1
Similarly as (3.7.14), the hypothesis (U1) and (3.7.2) imply
Vi |
o 014

2
< %nwzniw(m f (1911AG e vOPluy = wal® + 10124, &)1 = val )dx
Q

101(A1 — Ax)l*dx

2 1 2 2 2 2
< %max{l,71}||Vu2||Lm(Q)NHL(Iu1 — 1wl + Avy = ol )dx. (3.7.15)

Therefore, using (3.7.14), (3.7.15) the term I,;7¢ is estimated as below when N = 1
ao 2 a; 2
Idl.ff < _Z”V(ul - M2)||L2(Q) - (dv/l - %)”V(Vl - vz)”LZ(Q)

+ CLO(llur = uallfaggy + Avi = vallfs g ) (3.7.16)
with, for all r € [0, T'],
4 1
Ci(t) := — max {1, _}Mz(t)(oo,Wuzl,Iszl)Nz , (3.7.17)
ap A

with M(r) defined in (3.7.3).

Finally, plugging (3.7.11), (3.7.16) into (3.7.9) we end up with

1d

2 2
5 gl = walifs g, + A = vallfa)

2
ao 2 a4, 2
< —Z”V(ul —u)ll72q) (dyA - a—O)HV(Vl =220

+(C1O + Crea®)(ltr = w2l ) + At = v2lPa)). (37.18)

ie.
d
2l = walffy ) + AVt = valifa ) + Cairpa IV = w2l g, + IV =¥l )
< 2(C1(0) + Craa®)(lltr = 12ll72 ) + Allvi = v2llFaig)): (3.7.19)

2
. . a
where A is chosen in such a way that A > KZ‘V and

2
a
Caifri = 2mm{%, doA— a—i} > 0. (3.7.20)

e The case N = 2

In order to estimate the first integral in (3.7.13), we use (D2), the Cauchy-Schwarz
inequality and the L*(Q7) boundedness of Vus, given by Corollary 3.1, to get

Vio )
01(A1 — A))|°d
Q81Al|1(1 2)|7dx
2
< 2 [ 190P (1A 0Pl = 1P + 01242 6P ~ 2P
Q
2 2 2 2 2
< a—ONHnVuan(Q)(nul = 0lljs ) + 1 = 2la ) (3.7.21)
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Then, the Gagliardo-Nirenberg inequality allows us to estimate the L* norm of (u; — u»)
(resp. (vi — v2)) in terms of the L? norm of (u; — uz) (resp. (vi —v2)) and V(u; — up) (resp.
V(vi —vp)), as follows

Vil g llur = wallF g,

< 2CnlIVuyl| 4(9)(||V(M1 M2)||L2(Q)||u1 — w2 + llur — M2||Lz(Q))
< 0CaNIIV(uy — Mz)lle(Q) ||VM2||L4(Q)||M1 uzlle(Q)

+2CenIIViall} s g llur =

L4(Q) uz | ILZ(Q)

< 6CanlIV(ur - M2)||Lz(9)
+ Con max {2, }||Vu2|| T+ ||Vuz||L4(Q)>||u1 i}

< 6CaNIIV (1 = )7, ) + Con max {2, }(1+||VM2|| rao) i = ol
< 6CaNIIV (@ — )25 ) + Co®llur = a7, (3.7.22)

with, for all # € (0, 7),
Cp(t) = 2Cgy max {2, }(1 + Va1 ) (3.7.23)

where we denote Cgy the best constant involved in the Gagliardo-Nirenberg inequality and
with ¢ > 0 to be chosen later.

Similarly, it holds
IVial24 o 1 = v2l24 ) < SCNIVVL =I5 ) + CoOlIvi = 22
L4(Q) L4(Q) —= GN 1 2 LZ(Q) D 1 2 LZ(Q)’
so that (3.7.21) is estimated as

Vusl?

Ay — AP
A, [01(A1 — Ap)|["dx

20 2 2 2
< L CanNG (I =l ) + V01 = 12l )
2 2 2 2
+ a_ONHCD(t)(Hul - u2||L2(Q) + Ilvl - v2|lL2(Q))
20 2 2
< S CanNG (I =l g, + V01 =12l )

2 1 2 2 2
+ - max (L 2 INECDO W1 = waliFy g, + Ay = vallfg)) (37.24)

Therefore, by (3.7.14), (3.7.24), the term I4; ¢y is estimated as below when N = 2,

ap 26 a 26
Liigy < (ZO——CGNNZ)HV(ul w2l = (A = 22 = Z-CanN IV 01 = v2)l}3 g

+ Co0(lur = 2l g + Ave = V2l ), (3.7.25)

with, for any ¢ € [0, T],

2
Ca1) = a—omax{ }NZ(CD(I)+||VV2(I)IIL00(Q)) (3.7.26)

103



3.7. UNIQUENESS

and Cp(t) defined in (3.7.23).
Finally, plugging (3.7.11), (3.7.25) into (3.7.9) we end up with

1d
Ed_t(”ul - MZH%,Z(Q) + /l”VI - V2||22(Q))
2
ao 26 2 2 4 26 2 2
<-(%- a—OCGNNH)HV(ul ~ w2 ) (o - o a—OCGNNH)“V(Vl ~ )l
+ (Cz(t) + Crea(t))(Hul - u2||iZ(Q) + /l”Vl - VZ”iZ(Q))' (3727)

Now, we choose ¢ > 0 such that

26 a
@——CGNN§>0 = 0<o< 0

_ 3.7.28
4 ap SCGNNI%I ( )

and we choose A > 0 such that, for § > 0 given above,

a; 26 a2 + 26CoyN?,
dv/l——z——CGNN,21>0 — /l>2—GNH.
apg ap aod,

Taking into account the admissible values of ¢ in (3.7.28), the above inequality is satisfied if

A>

A 72
aods  ad, (3.7.29)

Therefore we obtain
d
7l = 1ol + Ay = V2l )

+ Caiff2llV(uy — uz)ll%z(m +IV( - V2)||iz(9)

< 2Co(0) + Craa®)lur = allF ) + A1 =217 ) (3.7.30)
with
_(ap 26 a2
Caiffa = me{zo - a—OCGNNz,, dyd - é - %cGNN},} > 0. (3.7.31)

To conclude, we define forallr € [0,T]and N = 1,2

Cn (1) = 2(CN(D) + Crea(D)), (3.7.32)
YO = 1 = u2)(t, g + A1 = V22
(1) = IV ((ur = u2)(t, DIz ) + 191 =v2)( DT

with C,..(?) and Cy(¢) defined in (3.7.12), (3.7.17), (3.7.26). Then, in both cases N = 1, 2,
the inequalities (3.7.19), (3.7.30) rewrite, for all ¢ € [0, T], as

30+ Cagpar o) < Cxl) 0. (37.33)
Thus, we multiply (3.7.33) by e~ by Exto)ds ¢, get
%(y(t)e_ b Vs 1 Caippywinye b V9% <,
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Then by integrating in time, we obtain
T A 4 5 A T A
Y1) + Caigpaeb VO f w(se™ b XM g < y0)eh VM,
0

Finally, taking the supremum in ¢ € (0, T') we conclude

T T A
lyOllz=©,7) + Cairf.n f w(s)ds < eh NSy 0)l (0.7 (3.7.34)
0

giving (3.7.8) with Cy,;4 that depends on Cy;rry and Cy(2) forz € (0,T)and N = 1,2. O

Remark 3.6.

It is worth noticing that the constant Cy;, in (3.7.8) does not depend on the solution (u1, vy),
since the constants Cg;rrn and Cy(1), defined in (3.7.20), (3.7.31), (3.7.32), do not depend
on (uy,vy), for N < 2. This will be fundamental to obtain the weak-strong stability result in
Theorem 3.3 (see Section 3.8).

3.8 Weak-strong stability and uniqueness

The aim of this section is twofold. On the one hand we will prove that, under slightly stricter
assumptions, the cross-diffusion system (2.1.7) - (2.1.13), in Chapter 2, is included in the
class of cross-diffusion systems (3.1.1) - (3.1.3) analysed in this chapter, i.e. it satisfies
(D1), (D2), (D3), (R1) and (U1), (U2). Therefore, if the initial data satisfy the hypothesis of
Theorem 3.1.1, the system (2.1.7) - (2.1.13) admits a strong solution, in the sense of Theorem
3.1.1. Moreover, this solution is unique when N < 2, thanks to the uniqueness result in
Theorem 3.7.1 (see Theorem 3.2).

On the other hand, we will show that, if in addition @ > 1 (and thus, 8 > 1), the stability
estimate (3.7.8) turns into a weak-strong stability result, when N < 2 (see Theorem 3.3). A
direct consequence of the latter result is the weak-strong uniqueness of the solution to (2.1.7)
- (2.1.13) (see Corollary 3.8.1). We refer to [6, 48] for further weak-strong stability results
applied to cross-diffusion systems.

Before proceeding, for the reader’s convenience, we recall here the system (2.1.7) -
(2.1.11), i.e.

o — AA(u,v)) = Fy(u,v), in (0, +o00) X Q, (3.8.1)
dv — Ald,v) = F,(u,v), in (0, +00) X Q, o
with
A(u,v) = dauy(u, v) + dpuy(u, v), (3.8.2)

and where (u,(u, v), u,(u,v)) satisfies the nonlinear system

Ug + Up = U,
(3.8.3)
{Q(ua, up,v) == ¢(bup + dv) up — Ylau, + cv)u, = 0.

Moreover, the reaction functions are given by

Fy(u,v) = fulug(u,v), uy(u, v),v),

, (3.8.4)
Fy(u,v) = fiolug(u, v), u,(u, v), v),
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where f, and f, are defined in (2.1.2), (2.1.11) and the transition functions ¢, ¢ are the same
transition functions considered in Chapter 2 (see (H1)). However, we assume now that both
¢ and ¢ are lower bounded by a strictly positive constant, i.e. we assume,

Y(x) = (A + 1), #(x) = (B + x)”, Vx>0, (H1)

with
A>0, B>0, (H2%)

and
0<asﬁ$mm{%xv7+ma+v7+@. (H3)

Thanks to (H1), (H2’), as shown in Section 2.3, for all u,v > 0, there exists a unique
(u(u,v), u; (u,v)) solution to the nonlinear system (3.8.3). It can be written as

w,(u,v) = r,(u,v)u and uy(u,v) = ry(u, vu, (3.8.5)

with
ra(u,v), ry(u,v) € (0, 1), ro(u,v) + ry(u,v) = 1. (3.8.6)

Moreover, thanks to the strict positivity of A and B in (H2”), we will see in Subsection 3.8.2
that u(u, v) and uZ(u, v) are two differentiable maps, from Ri to R, and that the diffusivity
function A(u,v) in (3.8.2) is a Cz(Ri,RJr) function. This will be fundamental to obtain
Theorem 3.2 (see Subsection 3.8.2).

Assuming in addition that @ > 1 (and thus, 8 > 1), we have that u lies in LA (Q7) (see
point (i) of Theorem 2.5.2) so that F,, belongs to L*(Qr). Therefore, thanks to the regularity
of VA(u, v), we have also that d,u belongs to L>(0, T; (H'(Q))") and the very weak solution,
given by Theorem 2.5.2, is in fact a weak solution, i.e. it satisfies, for all 7 > 0 and for all
test functions &, & € L*(0, T; H'(Q) n HY(0, T; L*(Q)),

T T
- f f(('),fl)udxdt - f £1(0, Hu™dx + f f V& -V (dauZ(u, V) + dpuy(u, v)) dxdt
0 Q Q 0 Q

T
:f fleu(u,v)dxdt,
0 Ja

T T
—f f(8,§Q)dedt—ffg(o,-)vi“dx+dvf foz'Vvdxdt
0 Q Q 0 Q
T
:f f & Fo(u,v) dxdt.
0 Q

This will be fundamental when we apply Theorem 3.7.1, in order to obtain the weak-strong
stability in Theorem 3.3, stated in the following subsection.

and

We are now ready to state the announced results.
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3.8.1 Statements of the main results

Theorem 3.2 (Existence and uniqueness of strong solutions).

Let N > 1. We assume (H1), (H2”), (H3) and we consider nonnegative initial data satisfying
uin € (L*NHY(Q), vin € (L NH?)(Q). Then, for all T > 0 there exists a strong nonnegative
(for each component) solution (u,v) of (3.8.1) - (3.8.4), in the sense of Theorem 3.1.1. In
addition, if N < 2, the strong solution is unique.

Theorem 3.3 (Weak-strong stability).

Let N < 2. We assume (H1), (H2’), (H3), @ > 1 and we consider a pair of initial data
(Uw.in> Vw,in) satisfying (2.1.13), (H4), and a pair of nonnegative initial data (usn, Vs.in)
satisfying ug i, € (L* 0 HY)YQ), vein € (L° N H)(Q). Let (u,,, v,,) be a weak solution to
(3.8.1) - (3.8.4), corresponding to (. in, Vw.in), given by Theorem 2.5.2, and (us, vy) be the
unique strong solution, corresponding to (Uyin, Vsin), given by Theorem 3.2. Then, there

exists a constant Cy,; > 0 depending on Q, T, ay, az, d,, Cy, Cg, on

SuP N(HeSS(A(M, V))), Sup N(J(M, V))’ ||uS”L°°(QT)’ ”VS”LDQ(QT)’

u,v>0 u,v>0

with N defined in (3.7.6), and on ||Vvll120 1.1y IVUsllLro,7;09(02)), with

(P, )={(2’°o)’ yoN=1 (3.8.7)

4,4), if N=2,
such that

+ v

2 2
s = Il 0,720 n 20731 ) = Vsllis 01200 0 20131 @)

< Cos (lltwin = tsinlF2 ) + Wwin = VsinllFag) > (3-8.8)
Corollary 3.8.1 (Weak-strong uniqueness).

Under the assumptions of Theorem 3.3, if uyyin = Ugin and Vi in = Vgin, for a.e. x € Q, we
have

Uy (t, x) = uy(t, x) and v(t, x) = vy(t,x), fora.e. (t,x)€ Qr,

so that the weak solution is a strong solution.

As announced, these results follow as soon as we prove that the system (3.8.1) - (3.8.4)
satisfies (D1), (D2), (D3), (R1) and (U1), (U2). This is the goal of the next subsection.

3.8.2 Proof of the main results

We start by showing that, assuming (H1), (H2’), (H3), the diffusivity function A(u,v) is a
C 2(Ri, R;) function. As A(0,v) = 0, for all v > 0, assumption (D1) will follow. Then, we
will show that A(u, v) satisfies also (D2) and (U1). Assumption (D3) is then a consequence
of (U1). From the definition of A(u, v), this corresponds to analyse the properties of u,(u, v)
and u; (u,v).

We first observe that, thanks to the assumption (H2’), the transition functions ¢,y are
C”(R.,R,). Moreover, we know that uZ(u, v) is the unique zero of the increasing function
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q(up; u, v) defined in (2.3.1). Then, the implicit function theorem guarantees the C! character
of ”Z with respect to (&, v), and thus of (4, v) = u — uZ(u, V).

Next, we proceed by computing the gradient of u, u;. By differentiating (3.8.2), we
obtain
0iA(u,v) = daOiuy(u, v) + dpOiuy(u, v), i=1,2. (3.8.9)

Let us denote
U= ylau,(u,v) + cv), ¢* = p(buy(u,v) + dv),

0;0" = 0;Q(ug(u, v), up(u, v), v), 0;jQ" = 0;jQuy(u, v), up(u,v),v), i,j=12,3,
and
u, = u,(u,v), up, =, (U, v).
By differenting the identity Q(uy, uy,v) = 0, with respect to u and v and using u = uj, + u;,
we get
aluz BIQ* + (1 - 6114;) 62Q* = 0,
62u§ (91Q* - 8214;; 82Q* + 53Q* = 0,

that implies
: h Q" ;
o, = =1-0u,, 3.8.10
1, 0" — 8,0 14y, ( )
x 1 x
hu, = ————— = -, 3.8.11
SR Yo Yy L G840

We compute now the gradient of the conversion function Q(u,, up, v) in (2.1.3) and we
obtain, thanks to the positivity of ¢, y, ¢’, ', for all u,, up,v > 0,

010(ug, up, v) = —ylau, + cv) — augy’ (au, + cv) < 0,

, (3.8.12)
020y, up,v) = ¢(buy, + dv) + bupd’ (buy, + dv) > 0,

and
030(uy, up, v) = dupd’ (buy, + dv) — cuay’ (aug + cv). (3.8.13)

AsQisa Cm(Ri, R) function and since it holds 9, Q(u,, up, v) — 81 Q(ug, up, v) > 0, for all
uq, up, v > 0, we see by (3.8.10), (3.8.11), that 0;u,, 8,-u;;, i = 1,2, are differentiable, so that
A(u,v) € C2(R2,R,). Therefore, the assumption (D1) is satisfied.

In order to prove (D2), we have to estimate the gradient of u,, u;. From (3.8.12), it holds
for all u,, up,v > 0,

61Q aZQ

—l<m<0 and O<m<l. (3.8.14)
Moreover, by (3.8.13) we have
_ cugy’ .%o dup@’
¢+ +bupd’ +augy’ — 0,0 -0 T G+ + bupd’ + augy’’
giving 5 4
_2 < —62Q3—Q61Q <2 (3.8.15)
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Therefore, using (3.8.14) in (3.8.10), we get
o, €(0,1) and O1uy, € (0, 1), (3.8.16)

while using (3.8.15) in (3.8.11), we obtain

S X

d
and -3 < Ohuy, < <

ST Y

< O’ < (3.8.17)

a

Finally, from (3.8.9), we get on the one hand, using 0u}, + 8114;; =1,
0 < min{d,, dp} < 01A(u,v) < max{d,, dp},

and on the other hand, using (3.8.17)

y . c d
[02A(u, v)| < dg|0auy| + db|82ub| < (dy + dp) (5 + E) .

Therefore, A(u, v) satisfies (D2) by taking

d
ap = min{dy, dp}, ay = max{dy, dp}, ay = (dg + dp) (g + 5)'

In order to verify (Ul), we need to compute the hessian of A(u,v) in (3.8.2), i.e. to
compute the hessian of u and ”Z- Observing that 0;ju;, = —0; juz, for i, j = 1,2, and that
012u;, = 0211, by the regularity of u,, we will compute only 011u;,, 012u;,, O22u;,.

From (3.8.10), it holds
04 (0207 6207 (0,(020") — 8, (5, 0")
0,0* — 9,0 (8,0% — 0,07
_ =0u(8:09010 + 8,810 5:0"
(020° - 0,07 ’

Then, using (3.8.14), (3.8.16) and 01,0 = 0210 = 0, we get

* —
(91114(1 =

< 1040207 | +104 (6:107) |

a *

ontd = 5,000
- 0220|011y, + 1011 Q7|01 uy,
B 020" — 0,0

< 02207 N 10110
T 0,0 -010" 0" -0,0"

(3.8.18)

Similarly, from (3.8.10) again, it holds

0, (5207 02,070, (507) = 8,(6:0")
0" - 00" (00" - 010
_ -0, (0,0") 010" + 0, (0:0%) 0.0"
(020* — 0, 0%)*

* f—
Onu, =

’
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and using (3.8.14), (3.8.17), we get

10, (020) | +10, (6107) |
0,0 - 010"
- 102207023, + 82307 . |0110%02u, + 01307
0,0* - 0,0*
¢ dy1000° |+ 10110\ 10307 + 101307
<(£44 + . (3.8.19)
(a b)( 9,0* — 0, 0" ) 0,0 — 0,0*

£
[012u,] <

Finally, we compute dpyu;, from (3.8.11) and we obtain

3 (330 330" (8, (3,01 — 8, (8:10Y)
8,0" - 8,0° (5:0% - 8,0%)* '

* p—
Oy, =

Using (3.8.15), we have

*
|020u,| <

= +
00" — 0,0* 0,0* - 0,0"
Recalling that 91, 0" = 010" = 0 and using (3.8.17), we end up with
031 Q[ 102u,| + 1032 Q%[ 0214 | + 1033 07|

10, @309 18,3201 + 18, (8,0 (i’ ; £)
b al’

%
[020u,| <

0L,Q* - 010"
. 102207 [102u| + (023 0| + 1011 Q| 0214 | + 1013 07| d L
62Q* —31Q* b a
< 03307 N 103107 + 0320 |(6_1 N E)
0,0* - 0,0* 0,0*-010* \b a
10230° + 191307 (d c) 10220%| + 181107 (d c)2
+ —+—|+ -+ . 3.8.20
00" -010* \b a 00" -010* \b ( )

Therefore, in order to estimate (3.8.18) - (3.8.20), we need to estimate the ratios %,

i,j=1,2,3.
From (3.8.12), the Hessian of Q is given by

“2ay’ — a*ua”’ 0 -y’ — acugyy”’
Hess(Q) = 0 2b¢" + bPupg”  de’ + bdupd” ] (3.8.21)
—c —acugy”  d¢’ +bdupd”’  dPupd” — ugp”
Then, for ¢,y in (H1), (H2’) and for all x > 0, we have
Y| Y eA+x)*
= = =, 3.8.22
vl v - @i A ©0.8.22)
Y'x)| Wl ala - 1A + 02 o -1
vl wm T e@Araet S A (5.8.23)
P ) pB+xF B
= = <=, 3.8.24
o0 ) (BraF B (5829
¢"(x)| 1”0l BB-UB+xF? -1
= = < . 3.8.25
do|” 9@ - pBrFT - B (3.8.25)
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Using (3.8.21) and the strict positivity of ¥, ¢, ¥’ ¢’, we have

000 2ay + aludy”|
(92Q - @1Q - ¢ + lﬂ + aua:,b' + bu;,¢’
/4 (W] < 2aq N ala — 1|

<2a— — 8.2
_a¢+a¢,_A 1 (3.8.26)
Similarly, it holds
10201  _ 264" + b2upl¢”|
00 —-010 " ¢+ +augy + bupd’
<ol 2B BB (3.827)
0] @’ B B
and
03301 _ dPuplg”| + Cugly”|
0,0-010 ¢+ Y +auy’ + bupg’
2 | 417 2 1,707 212 _ 20
LR W Bl e (3.8.28)
b ¢ a Y bB aA
Next, we get
01301 _ e +acugly”|
00 —-010 ¢+ +auxy’ + bupd’
oW cla - 1|
<c— 8.2
_c¢+ 1//’_A+ T (3.8.29)
and
02301 _ _ d¢’" + bduyl¢”|
0,0-010 " ¢+ +auy’ + bupg’
<y 0N B AT (3.8.30)
¢ ¢’ B B

To conclude thanks to (3.8.26) - (3.8.30) and recalling Q1» = Q1 = 0, the ratios
o0l i
50-0,0° b
(Ul).
It remains to show that assumptions (R1) and (U2) are satisfied by the reaction functions
(3.8.4). In order to do that, we first observe that, using (3.8.5), (3.8.6), the functions F, and
F, can be written as competition reaction functions with non constant coefficients, i.e.

= 1,2,3, and the derivative d;ju, = —d;;u, are bounded, i.e. A(u,v) satisfies

Fy,(u,v) = uf(u,v) and Fy(u,v) = ug(u,v),
with
f@u,v) = fi(u,v) —ufolu,v) = vfz(u,v),
g(u,v) := gi(u,v) — uga(u,v) — vgz(u,v),
and f;, g;, i = 1,2,3, such that

(3.8.31)

fi@u,v) = 941, (u, v) + npr, (u, v),
£, v) = naariu,v)* +mpb ry(u,v)* + (va + ¥p)rsu, v) 1y (u, v) (3.8.32)
fu,v) = nacr,(u,v) + npd ry(u, v),
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and
gi1(u,v) =, +m,,
g2(u,v) = qar,(u,v) + )/ bry(u,v), (3.8.33)
g3(u,v) =n,c+nd.
Then, by (3.8.6), we see that f and g satisfy the growing behaviour in assumption (R1).
Next, by computing the gradient of f, defined in (3.8.31), (3.8.32), for all u,v > 0, we
get
O1f(u,v) = 01 fi(u,v) — fou,v) — ud fo(u,v) = vo f3(u, v),
02f(u,v) = 02 f1(u,v) — uds fo(u,v) = f3(u,v) = vos f3(u,v),

with, fori =1, 2,

(3.8.34)

0ifv = NaBirg + Mp0iry,
0ifo = 2n4ar,0ir, + 2mpbr,,0ir, + (Ya + yp)(r,0ir, + 1,0ir},), (3.8.35)
0if3 = nacOirg + Mpddiry,.

Thus, we need to estimate d;r; and d;r,,i = 1,2. By differentiating r;, in (2.3.5) with respect
to u, using the identity r, + r, = 1 and denoting

W) =y (auy(u,v) + cv), (9" := ¢’ (buy(u,v) +dv),

we get
. b( I)*a I/l* * —a *a M*( /)*
o1, = =01r), = ) oy ¢2 Lty .
(¢" +y)
Thanks to the positivity of ¢, ¥, ¢’, ¢’ and to the bounds of duy, d1u;, in (3.8.16), we obtain
I\ * b A%
A KOV
¥ ¢
Thus, (3.8.22) and (3.8.24) give
aq . bIB bﬁ L aa
Y <o, < 5 and o) <oy, < 0 (3.8.36)

Similarly, for d,r, and d,r; we differentiate r;, in (2.3.5) with respect to v, to get

(@) (bOru; +d) ¢ ((gb’)*(b@guz +d) + () (adu’ + c))

62}’* = —62rl*7 =

a o+ U (8" + y*)2
_ Y (@) (bdruy, + d) — ¢ (') (adruy + ¢) , (3.8.37)
(¢* +y*)?
and o ryx
—(IZ*) (adu, + ) < drry(u,v) < (¢*) (bazuz + d)-
Thus, using (3.8.17), (3.8.22), (3.8.24), we obtain the following bounds for 9,77, 82}’;‘),
. (% N c) < < %(’% v d), (3.8.38)
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and

B (bc . _afad
_E(Z“l <oy <% (%), (3.8.39)

Finally, by differentiating the identities in (3.8.5) with respect to u, we obtain
o, =r, +udr,, O1uy, = ry, + udiry,
so that, thanks to (3.8.6), (3.8.16), the following bound holds
udiryl, udiry) < 1. (3.8.40)
On the other hand, by differentiating the identities in (3.8.5) with respect to v, it holds
i, = udyr, and Oruy, = udhr;,

so that, (3.8.17) implies

<<, (3.8.41)
a

To conclude, all terms in (3.8.34), (3.8.35) are bounded thanks to the bounds of r, r,
in (3.8.6), the bounds of d;r, d;r; in (3.8.36), (3.8.38), (3.8.39), the bounds of ud;ry, ud;r,
in (3.8.40), (3.8.41), the boundedness of v, shown in Theorem 2.5.2, and the bounds of f;
defined in (3.8.32).

The gradient of g, defined in (3.8.31), (3.8.33), is also bounded because of (3.8.6)
(3.8.40), (3.8.41). Thus, we conclude that the reaction functions of the cross-diffusion
system (3.8.1) - (3.8.4) satisfy the assumptions (R1) and (U2).
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CHAPTER

Perspectives

The results of this thesis suggest natural extensions and future directions of research.

As a possible perspective, I'm interested in the linear stability analysis of the spatially
homogeneous equilibria of the system (3.8.1) - (3.8.4), in order to yield Turing instability.
Moreover, we recall that the system (3.8.1) - (3.8.4) is the natural generalization of the
cross-diffusion system (1.1.6) - (1.1.9), introduced in Chapter 1 and for which we proved
that no segregation of species occurs. Therefore, it is natural to investigate how the presence
of the cross-diffusion terms and the competitive reaction terms in (3.8.1) - (3.8.4) influence
the pattern formation and if Turing instability occurs (see [9, 10]). Moreover, by following
the works in [68, 82], one could also explore the bifurcation structure of the system to
understand how it changes, depending on the values of the parameters.

A forthcoming work concerns the regularity of the solution to the cross-diffusion system
(2.1.7) - (2.1.13), obtained by the mesoscopic approach (see Chapter 2). It is based on a
priori estimates shown by the analysis of the energy functional below and by a bootstrap
argument,

Eplutg, up,v) := f hap(ua,v)dx + f hp,p(up, v) dx, p>2, 4.0.1)
Q Q

(see (2.2.1), (2.2.2)). We recall that in Chapter 2, we considered a subfamily of {Ep}>1, in
order to get enough compactness and then to pass to the limit. More specifically, in Lemma
2.7.1 we obtained the energy estimates for the following values of p

1
p=1+— p=2.

=1, =1+ ,
P P a+1

1
B+1
Now, the idea is to estimate uniformly in & the evolution of &, for any p > 2. This
improves the regularity of the solution (ug, uy, v*) to the mesoscopic system (2.1.1) - (2.1.6)
and thus, the regularity of the solution (u = u; + u;, v) to the macroscopic system (2.1.7) -
(2.1.13), obtained as € — 0. Then, we perform a bootstrap argument, i.e. we estimate the

evolution of &, using the estimates from the evolution of &,,_;.

A third research project consists on studying the existence of non-homogeneous sta-
tionary solutions to a class of cross-diffusion systems, including the system (3.1.1) - (3.1.3)
considered in Chapter 3, and its asymptotic behavior. This is the subject of a current work in
collaboration with E. Montefusco and it is detailed below.

115




4. PERSPECTIVES

Following the work of Lou et al. in [62, 63, 65], we study the existence of non-
homogeneous stationary solutions to a class of full cross-diffusion systems of two equations,
i.e. when both equations include cross-diffusion terms. The system we are interested in
generalises the system introduced in Chapter 3 and writes as below

O — AMA(u,v)) = uf(u,v), in Qr,
6lv - A(B(uv V)) = vg(u3 V), in QT!
VAu,v)) -0 =V(Bu,v))-c=0, on(0,T)x9IQ.
We want to study the asymptotic behavior of the system above, which entails analysing the

existence, uniqueness and regularity of the nonnegative solutions to the following elliptic
cross-diffusion system,

~AAu, v)) = uf(u,v), in Q,

—A(B(u,v)) = vg(u,v), in Q, (4.0.2)

V(A(u,v)) -0 =V(Bu,v))-oc=0, onoQ.
The strategy for studying the existence to (4.0.2) consists in adapting the tools used to
prove the existence of strong solutions to the triangular parabolic cross-diffusion system

(3.1.1) - (3.1.3), in Theorem 3.1.1. The uniqueness and the qualitative properties of the
solutions to the system (4.0.2) will be treated thereafter, in order to complement the analysis.

We point out that in Chapter 3, we took advantage of the triangular structure of the
system (3.1.1), (3.1.2), that allowed us to apply the maximal regularity in the equation
satisfied by v. On the contrary, since the system (4.0.2) is a full cross-diffusion system, we
cannot apply the classical results of elliptic theory. However, here we take advantage of the
absence of the evolutionary terms 9,u, 0,v.

As in Chapter 3, the main difficulty in studying (4.0.2) comes from the nonlinear diffusion
terms A(A(u, v)) and A(B(u,v)). The key ingredient that we use to handle this difficulty is
the introduction of a suitable change of variable. In order to do that, we make the following
assumptions on system (4.0.2): the diffusivity functions A, B are such that

A,BeC*(R3,R,) with AO,v)=0, and BO,v)=0, forallv>0. (EI)
There exist ag, a1, a; > 0 such that for all u,v > 0,
0<ag <01A(u,v) < ay and |02A(u, v)| < as. (E2)
There exist by, b1, b, > 0 such that for all u,v > 0,
0 < bg < 02B(u,v) < by and |01B(u,v)| < bs. (E3)
There exist az, b3 > 0 such that for all u,v > 0,
[012Au, V)| < a3 and |021 B(u, v)| < b3. (E4)

The functions f, g are C 1(Ri) and there exist the constants Cy, Cq, C (’g > 0 such that for all
u,v>0
-Cr(l+u+v)< f(u,v) <Cy,
—Co(1 +u+v)<gu,v) <C,, (R1)
018(u, v)I, 1028(u, v)| < C.
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The change of variable that we propose is the natural generalization of the one introduced
in (3.1.10) in Chapter 3. By strongly using the assumptions (E2), (E3), it writes as follows

a=A(u,v), u=1U(a,b),
{b = B(u,v), = {v = V(a, b), @03
so that at a formal level, (a, b) satisfies
—Aa = ar(a,b), in Q,
—Ab = b s(a,b), in Q, (4.0.4)
Va-c=Vb-0=0, onodQ,
where forall a,b > 0
ra,b) = U(Z’ D f(Uia,b), Via, by),
4.0.5
s(a,b) = V(CI’)’ D) o(Ua, b), Via, b)). o

As in Chapter 3, we observe that assumptions (E2), (E3) imply for alla > 0and b > 0
1 U(a,b) < 1

0<—< , (4.0.6)
a a aop
and foralla >0and b > 0 . Via.b) |
a
0<—< < —. 4.0.7
“n"b “h (4.0.7)
Thus, (4.0.6), (4.0.7), together with (R1), imply the following upper bounds
r(a,b) <R and s(a,b) <8, (4.0.8)

where R, § are strictly positive constants depending on the parameters involved in (E2), (E3),
(R1).

Thanks to the change of variable (4.0.3), the existence of strong solutions to the system
(4.0.2) follows from the existence of strong solutions to (4.0.4) - (4.0.8). Thus, it remains to
show the existence of strong solutions to (4.0.4) - (4.0.8), assuming (E1) - (E4), (R1). We
hope to be able to use for that Schauder’s fixed point theorem.

We introduce the Hilbert space H!(Q) and its closed bounded convex subset
B = B0, Q) = (w € H'(Q) s.t. w3 o, < O, (4.0.9)
with the constant Q > 0. Then, denoting z* the nonnegative part of z, we consider the map
®: (a,b) € (H'(Q) x H'(Q) - @.b), (4.0.10)

where a, b satisfy

—AG + koa = a*(r(a,b) + ko), in &, (4.0.11)
Vfl 0 = 0’ mn 69,
and
—Ab + kyb = b*(s(a,b) + k)", inQ,
A + K (s(a,b) + k) n (4.0.12)
Vb 0 = 0’ m 6Q’

where the reaction functions r, s are defined in (4.0.5) and k,, k, are two nonnegative
constants to be determined in such a way that it is possible to apply Schauder’s fixed point
theorem. Then, by classical results of elliptic equations (see [43]) and using (4.0.6), (4.0.7),
we hope to prove that the map @ satisfies Schauder’s fixed point theorem.
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APPENDIX

Appendix

A.1 The parabolic maximal regularity estimate

In this section we state the following classical result for the heat equation (see [79]).

Proposition A.1.1. We consider the problem below, with T > 0 and Q c RN a smooth
bounded domain
0y —dAv = g, on Qr,

Vv.-o =0, on (0,T) x 092, (A.1.1)
V(O’ -x) = Vin(x) 2 07 on Q,

with the diffusion coefficient d > 0. We assume that Vv, lies in LY(Q) and g in L1(Qr) with
q € (1,2], then there exists a constant C > 0, only depending on d, q, Q such that the strong
solution v of (A.1.1) satisfies

NOvllzar) + IVl < C (lIgllzar) + IVVinllza)) -

Moreover, if VVv;, belongs to L1(Q) and g to L1(Qr) with g € (2, +00), then there exists a
constant C > 0, only depending on d, q, Q2 such that v satisfies

N0vllzar) + IVl < C (lIgllzar) + IVVVinllaq)) -

A.2 Chapter 1 : Proof of Proposition 1.4.4

Proof. The Routh matrix associated to M? writes as (see [66])

1 dety M* ]
—trM® — det M?¢
Rue =1 (det, M®)(trM®) — det M* o I
trMe
—det M?¢ 0

with
dety M® := [M®]11 + [M®]2n + [M?®]33,
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and where [M?];; are the following minors:

& &
M22 M23

€ €
M32 M33

& &
Mll M13

& &
M31 M33

Me  M¢
€1, — £, = ©12n = 111 12|
[M®]11 - , [M?]2 , [M*]33 ME, M5,

By the Routh-Hurwitz criterion [66], M? is stable if and only if there are no sign variations
in the first column entries of Ry, i.e., if and only if M? satisfies

trM?® < 0,
(dety M?)(trM?) — det M¢ < 0, (A2.1)
det M¢ < 0.

From the expression of M?, we get

trME:—na—n;,a/—nv(l—a)—g<0,

and
-
(M1 =1, . ¢1 >0,
(M7]2 = (1 - e +2) > 0,
g
1 1

[M*]33 = nanpa + gna(r -p)+ SMap > 0,

which imply
dety M? > 0.

Furthermore,

_nanv¢l(1 _ a/) <0.
&

o ol o
det M® = (=14 + =1 O)M )1 = L0,0—2(3,0 - 5:0) =
& & &

It remains to check the second inequality in (A.2.1), that is a consequence of the previous
computations and of the identity

det M® = —ny[M*]1; .
Indeed,
(dety M®)(tr M®)—det M° = ([M°111 + [M®]oa + [M*153)tr M® + o [M° 11,
=((M° ]2 + (M7 T3)tr M® = (M T (e + (1 = ) + =) < 0.

Thus, M? is stable for all £ > 0.

Concerning the matrix N¥, we define the quantities
D, = da + db +d, >0, D)= dadv + dbdv + dadb >0, Dj:= dad},d\, , (A.2.2)

and

A = d (M5, + M%) + dp(M7, + M53) + d, (MY, + M5,) <0,
B = dydy, M, + dudy My + dudiy M2, < 0, (A2.3)
C :=d,[M°l11 + dp[M?]2 + d,[M?]33 > 0.
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Thus, using the previous computations, we obtain
tr N® =tr M®* — D14, <0,
dety N® = dety M® + D, 22 — A 4, > 0,

and
det N® = det M* — D3 2> + BA2—C A, <0.

To conclude, it remains to check the sign of the quantity below:
(dety N®)(tr N®%) — det N® = (dety, M®)(tr M?®) — det M?®
+ A2(=D1D; + D3) + A2(Datr M® + AD; — B)
+ A, (=D dety M® — Atr M® + C).

The latter is indeed strictly negative, using again the negativity of the entries of M?, the
positivity of the minors [M?];;, definitions (A.2.2) and (A.2.3) and

-DiD;, + D3 <0, AD|-B<0, —-Dideto, M® +C < 0.

Then, by the Routh-Hurwitz criterion again, N® is stable for all strictly positive &. O

A.3 Chapter 2 : Proof of Lemma (2.7.2)

Proof of Lemma 2.7.2.
In order to show (2.7.22), we observe that it is equivalent to prove that for any y > 0,6 € (0, 1)
and A > 0, there exists C(y,d) > 0

nyY n v+l
(}) (1- Z) < C(y,6) - 5(2) ., n>0, (A3.1)
with the optimal constant
1y V'Y 1y
,0)=——— — . A32
C(y.9) y(y+1) =5 ( )

The idea to prove (A.3.1) is to show the nonnegativity of the following polynomial for any
n =0,

- n y+1 nyy
Pap=(1-0)(3) -(3) +Coo,
provided (A.3.2). By analysing the monotonicity of P, we get
v n
') = (=) 77 1((1 - £ _
P = (5) 7 (1= +97 - 5).
which admits a unique local minimum

yA
= — >0
Tin = T =61 +y)

Therefore, observing that £(0) = C(y, 6) > 0 we compute

D VA S A R SR/
P = (1 -N7—5775)  ~(Goeassy) €9

y+1 b
cons 2] (4

which is nonnegative iff

y\y+1 1-06
Thus, the regularity of # allows to conlcude.
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A.4 Chapter 3 : Existence and estimates for a non divergence
linear parabolic problem

This section aims to show Proposition 3.2.2. The strategy of proof is based on a density

argument: firstly, we consider a regularized version of (3.2.4) which admits a pointwise and

unique solution by the classical parabolic theory. Then, we prove some uniform a priori

estimates for this regularized system in order to taking the limit and finally end up with the
estimates for the solutions to equation (3.2.4).

Proof of Proposition 3.2.2.
By density there exist (y,)n, (fn)n € C;X’(RN +1) satisfying (3.2.5),(3.2.6) and (bin,)n €
C=(RM) such that

Yo =Y, Iy —T, binn . — bin, a.e. as n — +oo, (A4.1)
|QT |QT lo

up to subsequences still denoted y,,, 1y, bin,, (€.g. regularization by convolution with standard
mollifiers). For any fixed n € N we consider the problem

0iby, — yu(t, X)Ab,, = ry(t, x)b,, on Qp,
Vb, -0 =0, on (0,7) X 0Q), (A4.2)
by(0, x) = binp(x) 2 0, on Q,

where the uniform bounds hold
0 <0 < vault, x) <1, a.e. in Qr, (A.4.3)

and

Irallr2ry + binnllze@) + [IVbinallr2@) < C, (A4.4)

with C not depending on n. According to [57] there exists a solution b, to the system (A.4.2)
s.t. foranyn e N

bu(t, x) € C([0, T1; H*(Q)) N C((0, TT; L*(Q)), (A.4.5)

and b, (t, x) satisfies (A.4.2) pointwise. The following paragraphs are devoted to prove some
n—uniform estimates and properties of b,, in order to take the limit in (A.4.2) as n — +oco.

A.4.1 Nonnegativity of b,

In order to prove the nonnegativity of b, a.e. in R, X Q, we multiply the first equation of
(A.4.2) by the test function —(b,)” = —min{0, b,} > 0 and then we integrate on Q2. We
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remark that all the integrals below are well defined.

2 2
2dtf(b)dx—fV(b) V(yub; )dx+fgrn(b Ydx
= f b;V(by) - Vyndx + f YuVby, - V(b)) + f ra(b)2dx
Q Q Q

= - f b,V (by) - Vyudx — f YalV (B Pdx + f ra(by)*dx
Q

1 1
fwwwww+\f—w>wm%x
=3 2 J,

I’l

- f YalV(B;)Pdx + f ra(b; ) dx
Q Q
1
< (=—IVyullPoro, + R f (b;)?dx.
(27,0 L>(Q) ) o

Thus by Gronwall’s Lemma and the nonnegativity of by, ,, we conclude that for any n € N

b,(t,x) =0, aeinR;XxQ = by(t,x) >0, aeinR, xQ.

A4.2 L*®(Qr) bound of b,
We define for all (z, x) € Qr andn € N,

fsupr,,(s x)ds .
Bu(t, x) = by(t, x) e = >0, a.ein Qr.

Thus, we compute

f sup ru(s, x)ds f sup r,,(s,x)ds
atﬂn — YnlAB, = (0:by)e e by, (SUP I'n )e e
xeQ
f sup r,(s,x)ds
— YnlA(by)e T 0

— |, sup ry(s,x)ds sup r,(s,x)ds
= YnA(bn)e J(‘) e + rnbne f e
sup r,,(s,x)ds sup ry(s,x)ds
— by(supr,)e b x€0 = YnA(by)e g 10
xeQ
= Bu(r, —supr,) <0,
xeQ

by the nonnegativity of 5,. Therefore 8, satisfies

0B, — vynAB, < 0, in Qr,
VB, -0=Vb,-0c=0, 1in(0,T)X0Q,
IBn(Oa x) = bin,n(x)v in Q,

so that by the maximum principle (see [11]) we get forall t € (0,T) and n € N,
1B (2, Iz < 1180, L= (2)s
ie.
15t =@y < € Binllz=@)- (A.4.6)
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A.4.3 Extra n—uniform estimates

The aim of this paragraph is to prove the inequality (3.2.10). In order to do that, we multiply
the first equation of (A.4.2) by —Ab, and we integrate on Q to get

1d
—— f Vb, 2dx = — f Yn(Ab,)?dx — f FabyAbydx
2 dt Q Q fe)

1 1 1
<—— f Yu(Abp)?dx + = f —(rubp)*dx
2 Ja 2 Ja Yn

1 1
< —— f Yu(Aby) dx + — f (rnby)?dx,
2 Ja 2?’0 Q

using the strictly positive lower bound of y,, in (3.2.5). Finally integrating in time and taking
the supremum for ¢ € (0, 7"), we end up with

1
2 2 2 2
”Vbn||L°°(O,T;L2(Q)) + 70||Abn”L2(QT) S ”Vbin,n”Lz(Q) + ')Tollrnbn”Lz(QT). (A47)

Next, in order to get the L?>—boundedness of d,b, we multiply the first equation of (A.4.2)
by 0,0, and we integrate on Q7 to obtain

(9,by)2dxdt = f Yulbpdby dxdt + f Fbndby dxdt

Qr Qr Qr
1
< 510l 2y + YillABAI2 g + Wbl -
i.e.
10:ball}2q,y < 2¥TIABAI 2, + 2raball}o g - (A4.8)

Finally using (A.4.4) in (A.4.6), (A.4.7),(A.4.8), up to subsequences we have for some
b e L*(Qr),
b, > b a.e.inQr, (A4.9)
and
o:b, — 0:b, Ab, — Ab, Vb, — Vb, weaklyin L*(Qy). (A.4.10)

Therefore, it remains to take the weak limit as n — +oo, in system (A.4.2), using the obtained
limits (A.4.9), (A.4.10). The weak L*(Qr) convergence of the evolutionary term follows
directly from (A.4.10). Concerning the diffusion part, we observe that y,, and Ab,, satisfies
the assumptions of Proposition A.6.2 with p = g = 2, by (A.4.1), (A.4.3), (A.4.10). Thus,
we get

Vig, Abu = yAb, weakly in L'(Qr).
About the reaction term r,,b,, we have by (A.4.10)

m b, — rb, a.e. in Qr.

lo
Moreover, by the n—uniform esTtimates (A.4.6), (A.4.4) we get
Irnbnllr2 @) < C,
giving (up to subsequences) by the uniqueness of the a.e. limit
Fug, bn = rb,  weaklyin L*(Qr).

We conclude by taking the limit in the boundary condition of (A.4.2), using the continuity of
the trace operator and the weak convergence of Ab,, in (A.4.10). Finally, b satisfies (3.2.4)
in the sense of (iii) in Proposition 3.2.2 and the weak lower semicontinuity of the L” norm
gives (3.2.9), (3.2.10). O
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A.4.4 Uniqueness of a;

In this subsection, we prove the uniqueness of as in L(0, T: L*(Q)), satisfying (3.2.13)
in the sense of Proposition 3.2.2. Let a;, a, two solutions to (3.2.13) with the initial data
ain.1, @in,2, respectively. Then, we multiply by a; — a, the equation satisfied by a; — a, and
we integrate on Q. We have

fg (@ - a)u(a - andx = fg Wt, ) *x 0)@r - a)A@) - ar)dx

+ f su(t, x)(@) — a)*dx,
Q

thus,

1d
ST f (a1 — a)*dx = — f (u(t, %) *, @5)IV(@ — a)|*dx
rJao Q

- fQ(Ell —ax)V(u(t, x) *x @s) - V(a) — az)dx
+ f sp(t, X)(@; — a)*dx
Q
1
< ) f(.u(f, x) *x @5)IV(a; — a)l*dx
Q

] 5 (a1 — a)?
51V x) *x @)l fg (u(t, %) *x @s)

+S(e,M,T) f (@, — ar)*dx
Q
a% 2 2
< (519 e, + 5. M) [ @1 = a2

Therefore, we obtain

—lla = @ll} g, < (ﬁnv 171 vy + 28 (&, M, T))llar - all;
dt ai ap [2(Q) = ao @5 LI(RN) &, M, [23] ap L2(Q)’
implying by Gronwall’s Lemma and taking the supremum for ¢ € (0, T),
a1 = @l 7.2y < €O & M, T)in,1 = @in2ll7 g (A4.11)

implying the uniqueness of the solution in L*(0, T; L*(Q)).

A.5 Chapter 3 : Extra computations

A.5.1 Nonnegativity of v;

Let 75 be the solution to (3.2.12) with the initial datum vj, ¢ as in (H4). Then, we prove the
nonnegativity of vs; by multiplying the first equation on (3.2.12) by —vy := — min{0, vs} > 0
and by integrating on Q

1d
—— f (75)%dx = —d, f V55 [*dx + f (75)°gem dx < C, f (7)*dx.
2dt Jo Q Q Q

Then, we integrate in time and we use the nonnegativity of vi, . to get

vs(t,x) =0, aeinRyxQ = Vs(t,x) >0, aeinR; X Q.
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A.6 Chapter 3 : Useful functional analysis results

In this section, we state two useful functional analysis results (which can easily be deduced
from properties stated in [11]). In particular, Proposition A.6.1 gives a criterion of strong L
convergence, while Proposition A.6.2 is a result of weak convergence for a product of two
sequences.

Proposition A.6.1.
Let U ¢ RY,N € N a smooth bounded open set with |U| < co. We consider a sequence
{filnenw C LP(U) with 1 < p < o0 s.1.

) = f(x), a.e. on U, (A.6.1)

{filnen is bounded uniformly in n € N, i.e. there exists a constant C > 0 not depending on
n €N s.t.

I fullzr vy < C. (A.6.2)
Then, it holds
o o= strongly in LY(U), Y g < p. (A.6.3)

Proposition A.6.2.
Let U c RN, N € N a smooth bounded open set with |U| < oo. Let {f,}neny € LP(U) with
1 < p<ooand{gplpen € LI(U) with 1 < g < o0 s.1.

fn - , strongly in LP(U), (A.6.4)
and
& - & weakly in L1(U). (A.6.5)
Then, it holds
fugn —  f8& weakly in L' (U). (A.6.6)

2 1 1 1
=242
Wlﬂ’lr » P
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