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A B S T R A C T

energy-driven devices and circuit designs for resistive random

access memories

Nowadays, electronic devices are implemented to carry out a wide set of tasks,
ranging from high performance processing to low power sensing. Aggressive tech-
nological downscaling has allowed to obtain smarter devices, where increased de-
sign complexity brings a higher number of functions per chip area, along with
faster operational speed and lower power consumption. However, advanced tech-
nological nodes have been suffering from architectural limitations, such as the Von
Neumann’s bottleneck, as well as delay and power loss over interconnections lines.
As a results, new solutions are demanded in order to achieve ever increasing per-
formances. To tackle the challenge, the so-called More-than-Moore devices have
been emerging, where the hardware architecture as a whole is revisited, for ex-
ample as in In Memory Computing (IMC) or Near Memory Computing (NMC),
where the computation is brought onto, or in close proximity to the memory.
This thesis presents alternative solutions to the need of both process miniaturiza-
tion and better energy efficiency in the field of semiconductor memories. It focuses
on emerging Resistive Random Access Memory (RRAM) technology, and consists
of two main conceptual parts:

4 The experimental study on RRAM as energy source, where an architecture
able to retain both information and energy is envisaged. Cyclic Voltamme-
try tests are performed on a wide range of State-Of-the-Art (SOA) devices,
evaluating their electrochemical properties. Major traits of RRAM as energy
source are outlines and compared to SOA alternatives. Promising energy
and power densities are derived, and prospective implementation fields are
discussed.

4 Novel, energy-efficient circuit designs for SOA RRAM write/erase oper-
ations. Two different approaches are presented: a programming scheme
where the set energy is stored on a charged capacitor, and a Current Digi-
tal to Analog Converter (IDAC) based architecture. Design details in 130nm
CMOS technology are presented, where the memory array is integrated as
BEOF process. We deliver proof of concept, and demonstrate that in both
cases a clear advantage in terms of energy cost can be achieved over the
standard pulsed-voltage method.

keywords : RRAM, Dual-behaviour memory, Energy-efficient memory design,
Capacitive Resistive Switching, CQS, DAC based RRAM programming.
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R É S U M É E N F R A N Ç A I S

dispositifs et circuits à convenance énergétique pour les mémoires

résistives

De nos jours, les appareils électroniques sont mis en œuvre pour effectuer un
large éventail de tâches, allant du traitement haute performance à la détection
de faible puissance. Une réduction d’échelle technologique agressive a permis
d’obtenir des appareils plus intelligents, où la complexité accrue de la conception
apporte un plus grand nombre de fonctions par zone de puce, ainsi qu’une vitesse
opérationnelle plus rapide et une consommation d’énergie plus faible. Cependant,
les nœuds technologiques avancés ont souffert de limitations architecturales, telles
que le Von Neumann Bottleneck, ainsi que de retards et de pertes de puissance sur les
lignes d’interconnexion. En conséquence, de nouvelles solutions sont demandées
afin d’atteindre des performances toujours plus élevées. Pour relever le défi, les
appareils dits More-than-Moore ont émergé, et l’architecture matérielle dans son en-
semble a été revisitée, comme avec l’In Memory Computing (IMC) ou Near Memory
Computing (NMC).
Cette thèse présente des solutions alternatives au besoin de miniaturisation des
processus et d’une meilleure efficacité énergétique dans le domaine des mémoires
semi-conductrices. Elle se concentre sur la technologie émergente de mémoire vive
résistive (RRAM) et se compose de deux parties conceptuelles principales :

4 L’étude expérimentale sur les RRAM comme source d’énergie, où une ar-
chitecture capable de retenir à la fois l’information et l’énergie est envisagée.
Les tests de Voltammetrie Cyclique sont effectués sur une large gamme de
memoires, évaluant leurs propriétés électrochimiques. Les principales carac-
téristiques des RRAM en tant que source d’énergie sont présentées et com-
parées aux alternatives. Des densités d’énergie et de puissance prometteuses
sont extrapolées et les domaines de mise en œuvre potentiels sont discutés.

4 Conceptions de circuits économes en énergie pour les opérations d’écriture
des memoires RRAM. Deux approches différentes sont présentées : un
schéma de programmation où l’énergie est stockée dans un condensateur
chargé, et une architecture basée sur un convertisseur digital-analogique en
courant (IDAC). Les détails de conception en technologie CMOS 130 nm sont
présentés. Dans les deux cas, un avantage clair en termes de coût énergétique
peut être obtenu par rapport à la méthode standard de programmation en
tension pulsée.

mots-clés : RRAM, Mémoire à double comportement, conception de mémoire
économe en énergie, Memoires Resistives, commutation résistive capacitive, CQS,
programmation des RRAM basée sur DAC.
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Part I

I N T R O D U C T I O N





1
I N T R O D U C T I O N

1.1 context

In the past, technological development has been majorly pushed by transistor
downscaling [1, 2]; however, as CMOS nodes have advanced, the performance bot-
tleneck has shifted towards interconnects [3–5] and architectures. The Memory Wall
[6–8] is a well-known problem, where the widening throughput disparity between
processor and memory demands a re-visitation of the standard computer architec-
ture. As a result, the so-called More-than-Moore devices have been emerging, such
as In Memory Computing (IMC) [9–13] or Near Memory Computing (NMC) [8,
14–17], where the computation takes place either onto the memory itself or in its
close vicinity.
This chapter gives context to our research, aimed to provide an alternative solu-
tion to the need of process miniaturization, reduced latency and better energy
efficiency, in the field of semiconductor memories. Various emerging memories
are presented, with major focus on Resistive Random Access Memory (RRAM), the
technology adopted in our study. Its working mechanism is explained and basic
design concepts are illustrated.

1.2 semiconductor memories

A computer memory can be defined as a piece of hardware whose task is to retain
information, either temporarily of permanently, encoded through binary digits
(bits) [18, 19]. It can be further categorized into main or primary, and auxiliary
or secondary memory; the former generally being responsible of holding data and
instructions during a program’s execution, while the latter delivers long-term stor-
age [19, 20].
Figure 1 shows a chart reporting the main memory types implemented in today’s
computer architectures. A further distinction can be made depending on whether
the stored data is lost after the system’s power off: is this case, the memory is called
volatile, and non-volatile otherwise [18, 19, 21]. Examples of volatile technologies
are SRAM (Static Random Access Memory) [22–25] and DRAM (Dynamic Random
Access Memory) [22, 26, 27], while Read Only Memories (ROM) [28], Flash [29–31]
and Hard Disks [32] are non-volatile.
In Figure 2a is reported a schematic view of Von Neumann’s architecture [12, 33,
34]: the most largely adapted structure of today’s digital computers [9, 34, 35].
At its core there is a Central Processing Unit (CPU), or processor, which executes
the instructions that constitute a computer program; it comprises of a Control
Unit (CU), which directs the processor operations, as well as an Arithmetic-Logic
Unit (ALU), which carries out the actual calculation. The primary memory is
highlighted: its role is to supply a program’s instructions and data to the CPU,
as well as to store the processed data. Hence, the communication between the

15
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Primary

PROM Flash Drive

Hard Disk

CD ROM

EPROM

EEPROM

Secondary

Memory

ROMRAM

SRAM

DRAM

Volatile

Non-volatile

Figure 1 – Memory classification: primary and secondary storage, with main SOA tech-
nologies. Adapted from [20].

primary memory and the processor is bidirectional, and takes place over the data
bus.

1.2.1 The Memory Hierarchy

Ideally, the speed at which the processor elaborates the incoming data matches
the pace at which the the memory delivers it, so that no time is lost in waiting.
However, a widening performance gap has been observed over the years, where
the processor throughput 1 has been increasing at a faster pace compared to the
memory access time [36]. As a result, the memory latency, i.e. the amount of time
that passes between a request for data and the moment the data is available for
external use, has become a performance bottleneck [19, 35, 37]. This problem has
been known as the Memory Wall [6, 7, 38] or the Von Neumann’s bottleneck [8, 39],
and it is illustrated in Figure 2b, which reports the evolution of the processor and
primary memory speed over the year.
Recent memory designs have been focusing on reducing power consumption as
well as access times; this is due to the fact that enlarged, fast memories will dis-
sipate considerable amount of energy either through dynamic 2 and static losses 3

[7].
The ultimate memory would be fast, cheap, highly scalable, low energy-consuming,
and non-volatile. However, in reality these benefits trade with each other; conse-

1. In the CPU context, the throughput expresses the number of instructions that can be executed
in a time unit.

2. Dynamic power is consumed when the memory is written/read.
3. Static consumption derives from leakage when the memory is not operated.
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quently, modern computers employ multiple memory units, which differ by tech-
nology and architecture, in an effort to shrink the performance disparity between
the processor and the memory [18–20]. Figure 3a reports the so-called Memory
Hierarchy [19, 40], where each layer stands for a different technology: speed and
cost decrease towards the bottom, oppositely to capacity. As a general trend, faster
memories are smaller and more expensive, whereas slower ones allow larger ca-
pacity and are cheaper. Therefore, the technologies that are at the top of the pyra-
mid are used as primary storage and contribute to increase computational perfor-
mances, while the memories at the bottom are employed for long-term storage.
Figure 3b shows a general architectural design, where different memory units are
pipelined. The lower the layer index, the lower the latency and size, and the closer
the memory is placed to the CPU. This way, the memory wall can be minimized,
forming the illusion of an overall fast and large memory, where the speed equals
that of the fastest memory, and the capacity that of the largest one.

1.3 random access memories

Are called Random Access, those memories whose reading (writing) time does
not depend on the physical position of the data stored (to store) [22, 26, 41]. This
benefit derives from the layout of Random Access Memory (RAM) systems, which
is schematically illustrated in Figure 4. The memory content is stored in a nxm
matrix, where n is the number of rows and m the number of columns. At the
intersection of each row and column, a memory cell stores either a bit or a word 4

of data.
The technical names for the routing rows and columns are, respectively, word, and
bit lines. By selecting, i.e. opportunely biasing, the corresponding word and bit
lines, one cell can be accessed at a time. In order to address the whole memory
content with the minimum amount of bits, row and column decoders are usually
implemented (illustrated in figure); specifically, n lines can be addressed with k
bits, so that:

k = log2(n) (1)

Once the voltage across the cell’s bit and word lines is appropriate, its content can
be read or written. Generally, a low-amplitude voltage is used to probe the cell
state, while a relatively high amplitude is required for the write (or programming)
operation. The non-selected lines are generally precharged at some fixed voltage,
for example Vdd/2, so that no drop is guaranteed to appear across the inactive
cells. The sense amplifier/driver amplifies the output swing to rail-to-rail values
during a read process, while it buffers the write signal otherwise. The memory
cell itself is usually in series with some access element, like a transistor or a diode,
so that the leakage current from non-selected data is limited. Further details are
given in Section 1.7, which illustrates the architecture of a random access memory
array in the context of RRAM.

4. The term word indicates a series of bits, commonly one or two bytes (1 bite = 8 bits).
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the CPU.

Figure 3 – The Memory Hierarchy

1.4 storage class memories

Looking at the memory hierarchy shown in Figure 3a, it can be noticed that there
is a relatively large latency, as well as capacity, gap between the primary and
the flash memory layer. In order to provide an additional tier for data storage,
extensive research has been focusing on emerging memory technologies, whose
performances would sit between DRAM and Flash [42–44].
In the literature, they are addressed with the term Non-Volatile Memory (NVM),
in virtue of their non-volatility, or Storage Class Memory (SCM) [42–45]. Figure 5a
shows how SCM locate in terms of speed, size and cost, with respect to SOA tech-
nologies. With storage capability similar to Flash, and access times approaching
those of DRAM, at a fraction of its cost, SCM appears as a very promising class
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Column Decoder

I/O bits

A0

Ak

AL-1

R
ow

 D
ec

od
er

Sense Amplifier/Driver

Wordlines

2L-k
Bitlines

Selected bitline

Selected wordline
Selected cell

...

..
.

..
.

...

Ak-1

Ak+1

Row address

Column address

A0 A1 AL-1

Address (L bits):
...

n=

2km=

Figure 4 – A general design of a RAM memory array, where row and column decoders
process the address bits, in order to grant access to the selected cell. A L-bit-
long address is shown: k bits, from A0 to Ak−1, are dedicated to addressing
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of memories. Indeed, SCM is expected to revolutionize the field, blurring the dis-
tinction between memory and storage tasks [40, 42–45]. A multitude of emerging
technologies have been intensively researched, both in academia and by the indus-
try. The most widely known are presented in Figure 5b: it can be seen that many
semiconductor companies are active in SCM memory development [43].
The physical mechanisms that allow data storage widely vary depending on tech-
nology; in the following subsections, an overview is presented for FeRAM, MRAM
and PCRAM. RRAM, being the focus of this thesis work, is discussed in larger de-
tail in Section 1.5.

1.4.1 Ferroelectric RAM

Ferroelectric Random Access Memory, or FeRAM in short, stores binary informa-
tion through the polarization of a thin layer by means of an electric field [46–51].
The cell structure is illustrated in Figure 6a, and resembles DRAM’s, where a se-
ries transistor is used to gain access to a (ferroelectric) capacitor storing the logic
state. Among the metallic plates, a thin ferroelectric layer is located; lead zir-
conate titanate (PZT) is a popular material choice [43, 44], although most recently
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(a) Full memory hierarchy. Storage Class Memories (SCM) fill the gap between DRAM and
Flash technologies in term of size, speed and cost. Adapted from [40, 45].
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Figure 5 – Storage Class Memories: technologies and presence on the market.

hafnium oxide (HfO2) has also been considered, thanks to its superior CMOS pro-
cess compatibility and downscaling potential [51, 52]. By opportunely biasing the
capacitor’s electrodes, the resulting electric field changes the orientation of the
atoms constituting the ferroelectric material, either to "up" or "down" direction, as
illustrated in Figure 6b. When a change of orientation occurs, additional charge is
induced, thus increasing the device capacitance. Distinct logic states can be associ-
ated to each orientation, and a change in polarization, or a lack of one, can be used
to read the device state. For example, by applying a write voltage equal to the
value required to write a logic 1. If the stored state does not match the polarity of
the probing voltage, the polarization is flipped, and a current pulse can be detected
as a result over the output line. Its presence, or absence, reveals what the cell state
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was, although might require rewriting its content as consequence. FeRAM benefits
from fast read/write times (∼ 50ns) [49], low power consumption, and high num-
ber of write/erase cycles (∼ 1014), while major downsides are limited scalability
and a destructive read process [43, 44, 46, 48, 50].

Ferroelectric

FeRAM

Word Line

Bit Line

(a) A FeRAM cell, constituted by a ferroelec-
tric capacitor, in series with an access tran-
sistor.

V+

V-

Down polarization
Logic 1

V-

V+

Up polarization
Logic 0

(b) Ferroelectric capacitor in opposite polar-
ization state, which translate in binary
logic values.

Figure 6 – FeRAM memory.

1.4.2 Magnetic RAM

Magnetic Random Access Memory (MRAM), also known as Spin-Transfer Torque
RAM (STT-RAM), stores logic states though the orientation of magnetic domains
in a thin layer, modulated by means of a spin-polarized current [43, 53]. A MRAM
cell is shown in Figure 7: it implements a Magnetic Tunnel Junction (MTJ), which
comprises of two ferromagnetic layers separated by a barrier layer. One of the
magnetic layers, called reference layer, acts as a permanent magnet showing fixed
magnetic direction, while the other’s, called free layer, can toggle between par-
allel or anti-parallel. Depending on the orientation of the free layer, the cell’s
resistance changes: it is low when they are aligned (parallel direction) and high
otherwise (anti-parallel). The cell content can be read by sourcing a non-desruptive
DC voltage to measure the cell’s resistance [54]. MRAM benefits from low power
consumptions, high programming speed, and very high endurance as there is no
known wear out mechanism [43, 54]. However, the required write currents can be
quite high and thus possibly cause electromigration, especially for more advanced
nodes [43, 55].

1.4.3 PCRAM

Phase Change Random Access Memory (PCRAM) relies on the state transition of
a chalcogenide glass to encode logic values [43, 56]. The cell structure consists
on a stack of at least three layers, where the chalcogenide material (a popular
choice is Ge2Sb2Te5 [57]) is sandwitched between two access electrodes. Figure
8a shows a typical cell configuration, featuring an access transistor. By heating
the glass, through the flow of current over a dedicated heater, a small portion
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Bit Line Sense Line

Word Line

MJT

(a) A MRAM cell, constituted by a Magnetic
Tunnel Junction (MTJ), in series with an ac-
cess transistor.

Parallel alignment- logic 0

Reference layer

Barrier 
Free layerFree layer

Anti-parallel alignment - logic 1

Reference layer

Barrier 
Free layerFree layer

(b) A MTJ in parallel and anti-parallel orienta-
tion, encoding different logic states.

Figure 7 – MRAM memory.

can be turned into either an amorphous or crystalline phase (Figure 8b). When the
material is in the latter, its electrical resistance is low, as opposed to the amorphous
phase; consequently, the two states can be associated to different logic values. The
amorphous and crystalline resistances can be several orders of magnitude apart,
which is a considerable advantage for the implementation in large arrays, and/or
multibit storage. However, PCRAM usually suffers from resistance drift, where the
amorphous phase resistance tends to decline over time, narrowing the read margin
[58]. By sourcing a non-destructive DC voltage while measuring the resulting
current, the cell state can be derived. PCRAM offers can endure a high number of
write/erase cycles (∼ 1011), while the main drawbacks are due to the high amount
of current, in the mA range, required for the reset process, to physically melt the
chalchogenide. In fact, this implicates relatively high power consumptions and
possibly challenging downscaling due to high current densities [43, 56, 57].

Chalcogenide

PCRAM

Word Line

Bit Line

(a) A PCRAM cell, in series with an access
transistor.

Logic 0

top electrode
crystialline

amorphous

top electrode
crystialline

heater

bottom electrode

Logic 1

(b) Binary states of a PCRAM cell: A logic 0 is
associated to the amorphous, while a logic
1 to the crystalline phase.

Figure 8 – PCRAM memory.
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1.5 resistive random access memory

RRAM is an emerging, non-volatile memory technology where a logic state is en-
coded through a resistance value [59–61]: namely, a High Resistive State (HRS) and
a Low Resistive State (LRS), where RHRS � RLRS, RHRS being the cell resistance
in HRS and RLRS the resistance in LRS. A Logic 0 is usually associated to the
HRS, also called reset state, whereas a logic 1 to the LRS, or set state. A resistance
change can be triggered by opportunely biasing the cell’s electrodes: a HRS to LRS
transition (i.e. a set process) occurs by posing a set voltage (Vset) across the cell
terminals, while a LRS to HRS (i.e. a reset process) is accomplished by sourcing
a reset voltage (Vreset). A basic representation is illustrated in Figure 9: by sup-
plying the appropriate bias, a thin conductive filament can be formed or dissolved
inside the switching layer, thus modulating its resistance [59, 62, 63]. Figure 10a
shows a Transmission Electron Microscopy (TEM) picture of a RRAM cell in LRS,
where a thin filament can be seen bridging the access electrodes.

VsetVreset

top electrode

Logic 0 

bottom electrode

Reset state or HRS 

top electrode

bottom electrode

Logic 1 
Set state or LRS 

switching
layer

+

-

+

-

set

reset

Figure 9 – Basic structure of a RRAM cell. A thin conductive filament can be formed or
dissolved inside the switching layer, representing different logic states.

The phenomenon behind the operation of RRAM is known in the literature as Re-
sistive Switching effect. Since the late 60s, when it was first reported that oxides can
become electrically conductive under the effect of an electric field [62–64], the Re-
sistive Switching effect has been recognized in a large variety of materials. RRAM
technology has thus actually been around for several years, despite its role as next-
generation memory being relatively recent; technological advantage and material
compatibility have allowed the co-integration with the standard CMOS fabrica-
tion process, thus making RRAM an attractive technology for today’s market [65].
Figure 10b shows a Scanning Electron Microscopy (SEM) picture of a RRAM cell,
integrated on top of an underlying access transistor in BEOL.
Nowadays, RRAM represents a competitive alternative in the emerging memory
market, exhibiting high programming speed (∼ 10ns), fair endurance (∼ 106 write/
erase cycles), low power consumption (< 10pJ) and low cost.
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(a) TEM picture of a RRAM cell in LRS, show-
ing a conducting filament connecting the
electrodes. [66]
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(b) SEM picture of a RRAM cell, integrated in BEOL
on top of an underlying transistor (130nm), bet-
ween M4 and M5. Adapted from [67].

Figure 10

1.5.1 Types of resistive switching

Physically, a HRS to LRS transition is attributed to some sort of soft breakdown
process [60, 61, 68] which can thus be made reversible, albeit inescapably damaging
the cell over write/erase cycling, and finally limiting its endurance. The first set
event a virgin 5 RRAM cell experiences is called forming or electroforming process,
and it requires a voltage amplitude, the forming voltage, higher than following set
voltages [60, 61, 68].
Two main types of switching can be distinguished, depending on the polarity of
the set and reset voltages: unipolar and bipolar. The unipolar case is illustrated in
Figure 11a: in this situation, the write/erase voltages have the same sign, although
the amplitude of the reset voltage is usually lower than the set. The reasoning
behind is that Joule heating is identified as the predominant mechanism behind
the reset process [68, 69]. The bipolar case is shown in Figure 14b: here, set
and reset voltages have opposite sign, due to the fact that the reset operation is
attributed to the migration of charged species, although Joule heating can assist the
process [68]. Our study focuses on bipolar switching RRAM, namely OxRAM and
CBRAM, whose working principle is exposed in further details in the subsequent
paragraphs.

oxram also kown as Valence Change Memory (VCM), OxRAM is a class of
RRAM that exhibits bipolar resistive switching, whose filament is constituted by
oxygen vacancies 6 [60, 61, 66, 68–70]. An OxRAM cell is shown in Figure 12,
at point 1: the bottom electrode is made of an electrochemically inert, like Pt or
TiN, while the top electrode of an electrochemically active material, such as Ta, Ti,
Cu or Hf. The latter allows the formation or redox reactions and ion exchange
with the switching layer, which is constituted by some transition metal-oxide, like
HfOx, TaOx or AlOx [66, 69, 70]. A fresh sample is highly resistive, showing a
resistance value (IRS resistance) which is usually larger than any subsequent HRS.

5. A fresh RRAM cell displays a high resistance, generally much higher than the HRS that
achieved after a reset operation. This state is sometimes referred to as Initial Resistive State (IRS).

6. A vacancy is a point defect in a crystalline solid, which occurs when an atom is missing from
its original lattice site.
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Figure 11 – Unipolar and bipolar resistive switching.

Oxygen vacancies can either be already present inside the switching layer, or later
introduced by the forming process [68, 70].
Phase 2 illustrates the forming operation: the appliance of a positive voltage be-
tween the electrodes, Vform, results in an electric field inside the switching layer,
which ionises some oxygen atoms and pushes them outside the lattice, leaving
behind some positively charged oxygen vacancies [69, 70]. The negative charges
(oxygen ions) are attracted to the top electrode, where they recombine as oxygen
atoms. The vacancies create a conductive path which bridges the electrodes, so that
the cell’s resistance transits to its LRS (step 3). Phase 4 shows the the reset process,
which is triggered under reversed bias. Vreset is a negative voltage that causes the
oxygen atoms to ionize back, and recombine with the vacancies constituting the
filament. This process interrupts the conductive path, bringing the cell’s resistance
back to an high value, the HRS. Any subsequent programming operation follows
steps 2-5, albeit requiring a lower voltage, Vset < Vform, to bring the cell to its
LRS.

cbram Conductive Bridge Random Access Memory (CBRAM) is a bipolar switch-
ing class of RRAM, where the filament is build as a result of nanoscale electro-
chemical reactions [60, 61, 68]. The cell structure resembles a tiny ionic battery
[71], where the electrodes are separated by a switching layer which conducts ions
from one metal plate to the other, and is thus also called (solid) electrolyte. Figure
13 shows the programming flow of a CBRAM memory cell, reporting on the x-axis
the voltage drop from the top to the bottom electrode, Vte−Vbe, and on the y-axis
the current, V/Rcell, where Rcell is the cell resistance. The top electrode is made of
some electrochemically active 7 metal Me, for example Cu or Ag, while the bottom
is electrochemically inert, like Pt or W. At point 1 of Figure 13, the cell is its Ini-
tial Resistive State (IRS), which is highly electrically insulating 8. Once the voltage
across the cell is risen towards positive values, the oxidation of the top electrode

7. With electrochemically active, is intended a material which can undergo reduction-oxidation
(redox) reactions, usually triggered by the appliance of an external potential. Contrarily, the material
is called electrochemically intert.

8. Prior to any set event, the range can extend to tens of GΩ [60].
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Figure 12 – Illustration of the operation of a bipolar OxRAM memory cell.

is triggered (point 2), and some metal atoms constituting the top electrode are ion-
ized into Mez+ cations. In parallel, reduction occurs at the bottom electrode, so
that the Mez+ ions lose their charge and revert to metal atoms.
By effect of the electric field inside the electrolyte, the metal ions pile up in fila-
mentary fashion, and eventually short-circuit the cell terminals. Point 3 illustrates
the set event, which occurs at voltage Vset and Rcell = RLRS. The current saturates
at compliance, Icc, by effect of some external limiter, like a transistor or a resistor,
connected in series with the cell in order to prevent its damage. As the voltage
value is hereby varied in order to keep constant the value of the current, the line
is dashed. The cell remains in LRS until point 4, where a negative voltage triggers
the specular reactions of point 2, so that the filament atoms are ionized away and
interrupt the conductive path, rising the cell resistance Rcell to RHRS. After the
electroforming event, some remaining of former filaments generally persist inside
the switching layer, causing the HRS resistance to be lower than the IRS of a virgin
cell, howbeit resulting much greater than the LRS, until the cell failure eventually
occurs.
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Figure 13 – I-V plot of a CBRAM memory cell, schematically illustrating the programming
flow.

1.6 benchmark metrics

This section defines fundamental parameters used to characterize and benchmark
memory technologies, in the context of RRAM.

◦ Cell size: refers to the amount of silicon surface occupied by a memory
cell. The lower the cell size, the denser and more area efficient the memory
array. The area is usually expressed by means of the technological feature
size F, which corresponds to half the pitch of the lowest order metal line 9. A
RRAM cell can potentially be fitted into minimally size metal cross-points,
so that its area can be as low as 4F2. Section 1.7 gives representation and
further explanation on the design of RRAM arrays.

◦ Window Margin (WM): defined as RHRS/RLRS, expresses the (resistance)
gap between the binary states. In order to evaluate the robustness against
technological dispersion, the WM is usually evaluated at the critical tail of the
distribution; for example: WM(+2σ) = RHRS(−2σ)/RLRS(+2σ). The higher
the WM, the more robust the technology against reading errors, facilitating
the integration in large arrays.

◦ Endurance: expresses how many times a cell/array 10 can be successfully
programmed, before failure occurs due to accumulated damage brought by

9. Metal 1 is the lowest order metal line for a given technology. The minimum pitch, 2F, is
defined by the layout design rules.

10. When multiple cells are considered, the endurance is expressed along with its statistical dis-
persion.
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previous write/erase processes. In the context of RRAM, it corresponds to
the maximum number of set-reset cycles that a memory can withstand, be-
fore the HRS collapses onto the LRS (a threshold can be set, for example, at
WM(+2σ) = 10 ). A well-known failure mechanism is a high current den-
sity inside the filament, typically taking place during a set event, which irre-
versibly damages the cell [68]. To extend RRAM lifetime, a fast-responding
current clamp, like a resistor or a transistor, is introduced in series with the
cell.

◦ Retention: is the amount of time a memory cell/array maintains the written
logic state, before a spontaneous information loss occurs. For non-volatile
technologies, a typical target time is 10 years. In the case of RRAM, the
problematic state is constituted by the LRS: since, by design, a low amount
of atoms are responsible for a dramatic resistance change, limited atomic
rearrangement can cause the conductive filament to spontaneously dissolve
over time [68]. Retention can be measured by performing a read operation
at high temperature (for example 85oC) at regular time intervals, and then
projecting the time at which failure occurs to a several-years timescale [68].

Figure 14 shows experimental endurance (14a) and retention (14b) characteristics
for RRAM, where the window margin closure limits the technology performances.
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Figure 14 – Endurance and retention characteristics for RRAM, adapted from [72].

In order to give a readable comparison chart, Table 1 reports performance metrics
of various State Of the Art (SOA) emerging technologies. [68, 73].

1.6.1 Variability and performance Trade-offs

Ideally, the window margin, endurance and retention should be maximised. How-
ever, reported evidence has shown that these parameters are found to trade with
each other; for example, a higher WM can be obtained by performing a set event
at a higher current compliance, while endurance is degraded [72]. Nonetheless,
above some threshold, both endurance and WM result degraded (for example,
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Technology SRAM DRAM Flash
NAND

Flash
NOR

MRAM FeRAM PCRAM RRAM

Non-
volatility

no no yes yes yes yes yes yes

Operating
Voltage
[V]

∼ 1 ∼ 1 ∼ 10 ∼ 10 1− 3 1− 4 3− 5 1− 5

Cell size
[F2]

> 100 > 6 5 10 6− 20 > 15 4− 20 < 4

Write
time [ns]

∼ 1 ∼ 10 105-106 104-106 ∼ 1 < 50 ∼ 50 < 10

Read time
[ns]

∼ 1 1− 10 104 ∼ 50 < 10 ∼ 50 < 10 < 10

Retention
[time]

− ∼ 60ms > 10y > 10y > 10y > 10y > 10y > 10y

Endurance
[cycle n.]

> 1016 > 1016 > 104 > 105 > 1015 1015 1011 > 106

Energy
[pJ/bit]

∼ 10−3 ∼ 0.01 ∼ 0.01 100 ∼ 0.1 FeRAM 10-100 1− 10

Table 1 – Benchmark of main memory technologies.

Nail et al. [72] reported 200µA to be the max advisable compliance value for their
technology). Moreover, endurance and retention are found to trade with each other
at a given window margin.
Another important parameter for RRAM is technological variability, intended as
the lack of uniformity between LRS and HRS values. Figure 15 shows the problem-
atic: 15a reports the LRS and HRS distribution for 2k samples, while 15b illustrates
the evolution of the distribution over cycling. It can be seen that the resistance val-
ues vary between different devices as well as programming cycles. Variability is a
well known, critical aspect for RRAM, constituting the major hindrance to the im-
plementation of large memory arrays [74–76]. In fact, high statistical variation can
result in the overlap of logic values, making the binary states indistinguishable.
RRAM is known to be afflicted by both intrinsic and extrinsic varibility [74–78];
while the former results from the stochastic nature of the resistive switching mech-
anism itself [67, 76, 78], and should be minimized through material engineering,
the extrinsic part is caused by erratic programming conditions [79, 80]. Therefore,
careful circuit design aimed at reducing the non-uniformity of programming vari-
ables (e.g. the wiring voltage/current), has the potential to narrow the resistance
distribution [80]. This work tackles the issue of RRAM variability by proposing
novel programming circuitries, which are presented in Chapter ?? and Chapter ??:
respectively, they rely on a charged capacitor and a Digital to Analog Converter
(DAC) to perform the set operation, in order to minimize the writing energy and
writing current dispersion.

1.7 array structures

RRAM arrays are arranged in a similar layout to that presented in Section 1.3 for a
general RAM memory, where cells are located at the cross-points of horizontal and
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Figure 15 – Variability in RRAM.

vertical metal lines, the word and bit lines respectively. Each cell is constituted by
a RRAM device, storing one bit of information, in series with a selection element,
whose impedance is very high when the memory device is not accessed, and low
otherwise. The presence of an access element is necessary in RRAM arrays, in
order to avoid the programming of non-selected cells, as well as leakage contribu-
tions to the output current during the read operation, which might cause readout
errors. The phenomenon is known in the literature as sneak paths. Figure 16 il-
lustrates the problematic during a read operation, where a two-terminal crossbar
array features cells simply consisting of a RRAM device.
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Figure 16 – Sneak paths problem in a selector-less array. Non-selected cells provide an
alternative path for current, which results in a leakage contribution at the out-
put.
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The selected cell is highlighted in green, and voltage Vr is posed across its termi-
nals by biasing the corresponding bit and word lines. The output current flowing
towards the word line is the sum of the ideal term, Iread, plus a undesired con-
tribution Ileak, which arises by non-selected cells. As a result, the output current
is higher than expected 11, possibly causing the readout circuit to mistakenly inter-
pret the logic state of the selected cell.
The two main SOA cell configurations adopted in order to prevent sneak paths are
illustrated in Subsection 1.7.1 and 1.7.2, where, respectively, the selection operation
is carried out by a transistor and a volatile RRAM, called as selector.

1.7.1 Transistor-RRAM: 1T1R cell configuration

Figure 17a illustrates a popular memory cell topology, known in the literature as
one-transistor-one-resistor (1T1R) configuration [81], featuring a MOSFET in series
with a RRAM device. Figure 17b shows the corresponding biasing of the metal
lines during the set, reset and read operations.
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(b) Metal lines biasing during the set, read and
reset operation of a 1T1R cell, where the tran-
sistor (N-MOS) is used as selector.
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(c) 3D schematic view of the integration process
of a 1T1R cell, where the RRAM element is
stacked on the drain of the underlying NMOS
transistor.

RRAM

NMOS

S G D

1000 nm

(d) TEM picture of 1T1R cell, where the RRAM
is stacked on top of the transistor’s drain.
Adapted from [81].

Figure 17 – 1T1R cell configuration.

11. The lower the impedance of the non-selected cells, the higher the leakage contribution, thus
making the presence of sneak paths more critical if the RRAM cells are in LRS.
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When the word line voltage, VWordLine, is high, a conductive channel bridges
the drain and source of the access transistor, allowing the voltage difference be-
tween the bit and source lines, VBL − VSL, to drop across the RRAM. The souce
line is grounded during the set and read operations, whereas it is positively biased
during the reset 12. This allows to flip the polarity across the RRAM element with-
out implementing negative voltage sources, at the price of a relatively narrowed
swing 13.
The RRAM is generally stacked on top of the transistor during a Back End Of Line
(BEOL) process, as illustrated by Figure 17c. The area footprint of a 1T1R cell is 6F2:
choosing a minimally sized NMOS allows to maximize the integration potential,
although awareness to any significant voltage division between the impedance of
the transistor and the memory itself is demanded. Figure 17d shows a Transmis-
sion Electron Microscopy (TEM) photo of a 1T1R cell, highlighting the front-end
transistor and the back-end RRAM.
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Figure 18 – Equivalent circuit of a 1T1R cell, where the voltage on the gate is varied to ob-
tain different levels of current compliance. Capacitor CP represents the para-
sitic capacitance on the drain, which limits the transistor’s frequency response.

As illustrated by Figure 18, the access transistor can be used to clamp the current
during the set operation. This is done by opportunely biasing the gate (VGS),
so that when the transistor enters in saturation, the drain current (IDS) equals
the desired compliance value. This approach has been largely adapted in the
literature [66, 70, 81] due to its simplicity and relative effectiveness; in particular,
an integrated transistor offers minimal parasitic capacitance CP loading the drain,
so that a reduced current overshoot can be obtained when the memory sets (further
details on this aspect are given in Chapter ??). However, this method is arguably
far from ideal, as technological variability and testing conditions (like temperature)
can potentially produce large statistical dispersion in the drain current, especially
for smaller nodes. This problematic is further expanded in Chapter ??, where a
novel programming circuit is proposed, in order to overcome the dispersion of
programming parameters.

12. It should be pointed out that, due to its structural symmetry, when the source line is positively
biased with respect to the bit line, the drain and source of the transistor are swapped.

13. When a NMOS is implemented, the voltage amplitude at the transistor’s source must be lower
than the gate’s by at least a threshold voltage (Vth) in order to keep the MOS on. Consequently, the
amplitude swing is reduced to < 0, VDD − Vth >
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1.7.2 Selector-RRAM: 1S1R cell configuration

A selector is a two-terminal device, which can be put in series to a RRAM cell in
order to suppress sneak paths [82, 83]. As a source line is not required, memory
arrays can be arranged in crossbar topology, which is illustrated in Figure 19. This
layout offers high scalability, as the word and bit lines can potentially be minimally
spaced (pitch=2F), resulting in a cell area of 4F2 [83].

Word Lines Bit Lines

RRAM

Selector

2F

2F

Figure 19 – Crossbar memory array, where each cell comprises of a RRAM device in series
with a selector. If the metal line widths and the spacing between them are de-
signed using minimum feature size (F) the unitary cell footprint results equal
to 4F2.

The ideal selector resembles a (bidirectional 14) diode: its resistance should be neg-
ligible once enough voltage drops across its terminals, and very high otherwise. It
might be assumed that a silicon diode would be a suitable selector: unfortunately,
this is not the case, as a p/n junction is produced during front end, while a RRAM
in back-end-of the line. Consequently, optimal co-integration with the memory
cell would be achievable only by means of some kind of "back-end diode". Differ-
ent technologies have been emerging, the most promising being Ovonic Threshold
Switching (OTS), whose overview is given in Subsection 1.7.3.
Figure 20a shows the IV curves of a selector-less RRAM (on the left) and a stacked
selector-RRAM element (on the right). It can be seen that, when the selector is
added, the current across the device remains low until the voltage hits threshold
±Vth, at which point the selector becomes conductive, and the curve traces that of
the single RRAM’s. The selector shows low conductivity when the voltage is be-
low Vth, so that the sneak-path effect can be mitigated, preventing programming
disturbance and reading errors.
A good selector would offer a high Roff/Ron ratio, Roff being its resistance when
in insulating state, while Ron the resistance in its conductive state.
The two most popular biasing schemes, namely the V/2 and V/3 polarization, are
illustrated in Figure 20b and Figure 20c, respectively. In either case, the word line
of the selected cell is set to write voltage V , while the bit line is at ground. The
difference between the schemes lies in how the non-selected lines are biased: ac-
cording to the V/2 case, any other access line is set to V/2. As a result, the number
of half-selected cells, biased at voltage V/2, is Nhs = n +m − 2, while the rest,
Nns = (n− 1)(m− 1) see no voltage drop.
On the other hand, in the V/3 scheme the non-selected word lines are biased at a

14. In the case of a bipolar RRAM.
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(a) On the left: I-V characteristic of a RRAM element, on the right: I-V characteristic of the pair
selector-RRAM.
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(b) Crossbar array in V/2 polarization scheme.The
half-selected cells see a voltage drop equal to
half of the write voltage.
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(c) Crossbar array in V/3 polarization scheme.
With exception of the selected cell, the remain-
ing cells are half-selected to a third of the write
voltage.

Figure 20 – Operation of the RRAM-selector pair in a memory array.

third of the write voltage, while the non-selected bit lines at two thirds. As a result,
more cells are partially selected: Nhs = nm− 1, although the unitary leakage from
a non-selected cell (at a given RRAM array) is reduced with respect to the V/2
scheme, as the voltage drop is lessened from V/2 to V/3.
In practice, the optimal biasing scheme should be chosen given the specifics of the
memory array at hand, in particular the array size and the device non-linearity [83].

1.7.3 OTS Selectors

One of the most promising and intensively researched selector technologies is
represented by Ovonic Threshold Switching (OTS) materials, which are based on
chalcogenide glasses [84–88].
A typical I-V characteristic is shown in Figure 21: the selector transits from a highly
restive (or off) state, to a highly conductive (or on) state, once its voltage and cur-
rent are greater, respectively, than thresholds Vth and Ith. It remains "on", until
the current falls below the holding value Ih, at which point the resistance reverts
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to a high value. The leakage current, Ileak, is expressed as the current that can be
measured when the voltage across the OTS device is equal to Vth/2.
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Figure 21 – typical I-V curve of a OTS selector [88]

1.8 objective of this thesis work

In this introductory chapter, the context of this thesis work was given, along with
an overview on the main emerging memories in today’s market. RRAM, the tech-
nology of choice in this study, was presented in larger details, along with some
common architectures for the implementation of memory arrays.
As further discussed in Chapter ??, the motivation behind our study on RRAM is
partly rooted in its interest as Storage-Class-Memory, and partly in its potential
as a novel type of energy source; the two behaviours are envisioned to coexist, as
they share the same, faradaic-based, working mechanism. The attractiveness of a
RRAM-based nanobattery lies in its high scalability potential, which could be ex-
ploited to obtain highly integrable, solid-state energy sources. Moreover, material
compatibility with the standard CMOS process would offer the unique advantage
of a dual memory/battery device, where the energy could be delivered in close
proximity to the target, lowering the power dissipation and delay that occur over
standard Power-Delivery-Networks.
In the subsequent chapters, the focus of this manuscript shifts, from device char-
acterization, to integrated circuit design. Chapter ?? and Chapter ?? propose two
experimental alternatives, namely a charged-capacitor and Digital-to-Analog Con-
verter (DAC) based programming methods, for setting RRAM. The goal is to re-
duce both the wide variability which afflicts SOA technologies, and the energy
waste that occurs during the set process.
The connecting thread between the diverse parts of this thesis is the research of
advanced solutions for a new, energy-efficient, memory technology. As previously
presented in this chapter, our quest answers a urgent need in today’s semiconduc-
tor market, where power consumption and speed are found to trade with each
other.
This work is structured in three parts: part i: Introduction (Chapter 1), part ii:
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RRAM as Energy Source (Chapter 2), and part iii: Energy-Efficient Design Solutions
for RRAM (Chapters ?? and ??).
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1.9 chapitre 1 - résumé en français

Dans ce chapitre introductif, le contexte de ce travail de thèse a été donné.
Les mémoires emergentes non-volatiles devraient révolutionner le domaine des
mémoires, offrant des performances qui se situent entre les DRAM et Flash, per-
mettant un stockage de données plus important à une vitesse d’accès et d’écriture
plus élevée que les mémoires non volatiles d’aujourd’hui. Après avoir présenté les
technologies les plus recherchées (FeRAM, MRAM et PCRAM), les memoires resis-
tives RRAM ont été discutées plus en détail. Les principales mesures de référence
(area, Window Margin, Endurance et Retention) ont été présentées et expliquées,
et différentes topologies de mémoire ont été comparées. de plus, des typologies
d’architecture pour l’intégration de matrices de mémoire à base de RRAM ont été
présentées, telles que les schémas 1T1R et 1S1R.

Comme présenté plus en détail au chapitre ??, la motivation de notre étude sur
le RRAM est en partie ancrée dans son intérêt en tant que Storage-Class-Memory,
et en partie dans son potentiel en tant que nouveau type de source d’énergie ; les
deux comportements sont censés coexister, car ils partagent le même mécanisme
de fonctionnement basé sur le faradique que les batteries ioniques.
L’attrait d’une nanobatterie à base de RRAM réside dans son fort potentiel d’intégration,
qui pourrait être exploité pour obtenir des sources d’énergie à l’état solide haute-
ment intégrables. De plus, la compatibilité matérielle avec le processus CMOS
standard offrirait l’avantage unique d’un dispositif à double mémoire/batterie, où
l’énergie pourrait être délivrée à proximité de appareil cible, réduisant la dissipa-
tion de puissance et le retard qui se produisent sur les réseaux de distribution
d’alimentation standard (Power Delivery Networks).

Dans les chapitres suivants, l’objectif de ce manuscrit passe de la caractérisation
des dispositifs à la conception de circuits intégrés. Le chapitre ?? et le chapitre
?? proposent deux alternatives expérimentales, basées sur des méthodes de pro-
grammation basées sur un condensateur chargé et un convertisseur numérique-
analogique (DAC), pour programmer des RRAM. L’objectif est de réduire à la fois
la grande variabilité qui afflige les technologies SOA et le gaspillage d’énergie qui
se produit au cours du processus de set.
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E N E R G Y S T O R A G E I N R R A M

This chapter illustrates the concept of a hybrid dual-behavior device, based on
RRAM, for both data retention and energy storage. RRAM as energy storage ele-
ment is a novel concept, which is grounded on the notion that its working mech-
anism as memory is based on faradaic reactions, similar to those taking place in
ionic batteries. As further expanded by Sections 2.1 and Section 2.2, a RRAM-
based battery would offer unique advantages, such as high scalability and CMOS
process compatibility, which motivate our study on its feasibility.
Section 2.3 presents the techniques and instrumentation implemented for the eval-
uation of energy-storage capability, while Section 2.4 discusses results of various
electrochemical characterizations, performed on SOA CBRAM samples. Although
far from conventional solid-state battery framework, our results allow us to draw
promising preliminary considerations, and express high potential for various stan-
dard and emerging applications.

2.1 the interest of rram as energy source

Recent advances in fields like artificial intelligence (AI), the internet of things (IoT),
virtual reality, and cloud computing have been demanding ever-increasing compu-
tational capability. Power-efficient calculation is key in any task implemented on
a chip, from high-performance core computing to the edge of IoT. While process
miniaturization managed to effectively reduce consumptions in the past [1, 2], its
effectiveness has been dropping for recent technological nodes, the overall balance
in power cost coming majorly from losses over transmission lines [3–5]. As a re-
sult, further downscaling is expected to soon no longer pay off the development
investment, and alternative strategies must be considered. This branch of research
involves the so-called Moore than More’s devices [89].Some attempts to ease con-
sumption rely on on-chip integration of nanoscale energy sources, [90, 91] while
others, notably in memory computing (IMC) [9–11, 13], offer a revisited architec-
ture where computation is decentralized. Other research groups proposed the
integration of energy sources in close proximity of the memory,[15, 16] or com-
pletely integrated within the memory architecture [17].
‘ Our work attempts to tackle the need of energy-efficient computation with a radi-
cally different concept, where dual-behavior devices are able to store either informa-
tion or energy, depending on the applied bias. Such capability would be greatly
beneficial, allowing localized and high bandwidth energy supply to the processing
unit (the memory or a dedicated arithmetic logic unit, ALU). The RRAM samples
considered in our study indeed resemble ionic batteries at the nanoscale, providing
ground to our inquiry of using these devices as energy sources, other than mem-
ory cells [71]. Their operation relies on faradaic processes; therefore, the resulting
energy density is expected to well exceed that of electrostatic capacitors, possibly
being comparable to supercapacitors [71, 92]. The diameter of the devices under

41
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study can range between 1µm and 100µm, resulting much smaller than the diam-
eter of SOA planar supercapacitors (mm2) [71, 91, 92], making such architecture
more scalable and granular than any other SOA integrated power source.
Energy storage is achievable when the device is, under a memory point of view,
storing a logic 0, and could be accumulated during low logic operation activity
for later use, for example, during the most power-hungry phases. These devices
would also offer the advantage of placing the battery cell in close proximity to
the target, meaning reduced IR drop and voltage undershoot, which develop in a
typical inductive-impedance power delivery network (PDN) [93].
Finally, a broad range of applications could be envisioned, each demanding differ-
ent energy requirements, with widespread specifications. The most suitable target
field should be selected taking into account the output voltage, energy, and power
delivered by such RRAM-based batteries. Figure 22 provides an outlook on some
possible implementations, with some quantified ranges in terms of energy and in-
stantaneous power requirements. The three main eligible domains being energy to
memory [94], energy to logic [95], and neuromorphic computing [96–99].
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Figure 22 – Estimation of required energy, operating voltage and instantaneous power for
various application fields: memory [94], logic [95] and neuromorphic comput-
ing [96–99].

2.2 a new concept : in-memory energy storage

In Chapter i were presented a particular class of RRAM, whose working principle
relies on electrochemical reactions: namely, OxRAM and CBRAM. Such devices ap-
pear to be the best candidates for energy storage purposes, as their operation as
memeories resembles that of ionic batteries. In fact, the cell structure can be seen
as a tiny battery, where the top and bottom metal layers constitute the access elec-
trodes, and the (electrically insulating) switching layer is a solid-state electrolyte.
Figure 23 reports a schematic illustration of the memory curve of a CBRAM, high-
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lighting the electrochemical current contributions for low y values (zoomed view
inset). In particular, two peaks are supposed to be revealed: one during the posi-
tive voltage scan rate (oxidation peak) and one during the negative (reduction peak),
signalling the saturation of redox products inside the cell’s switching layer.

Figure 23 – A typical I–V curve of a RRAM. The memory is, initially (1), in a logic “0”
state (highly resistive), and switches to a logic “1” in (3), when the filament
bridges the electrodes. The memory goes back to “0” in (4), when the filament
dissolves. In the inset, a zoomed view showing the electrochemical currents
(redox peaks).

Figure 24 illustrates the envisioned device, where a crossbar-like array integrates
elements which can either work as memory or energy storage cells. Sub-arrays are
highlighted in green, for cells operating as battery, and in red for those operating
as memory. The insets show a schematic of the different operating mechanisms:
the filamentary switching effect being responsible for nonvolatile information storage,
and the Nernst and diffusion potential for energy supply [60, 68, 100–102].
Valov et al. have reported measurements of open-circuit voltage across RRAM
while the cell is in HRS and motivated their findings with the arise of Nernst,
Diffusion, and Gibbs-Thomson potentials between the electrodes of the devices
under study [100–102]. A diffusion potential resulted from a non-null gradient
of charge inside the electrolyte, introduced by the release of redox ion products.
Such potential can thus be externally controlled, following the activation of bias-
triggered electrochemical reactions. As a result, a memory cell can be charged in
order to release some energy at a later time. Once the potential across the elec-
trodes has fallen below the activation energy, reactions cannot continue, and ions
spontaneously diffuse back to a homogeneous concentration, gradually nulling the
voltage over time. At the end of this transient, the cell enters the discharged state.
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Figure 24 – Illustration of the innovative concept of a hybrid dual-behavior RRAM-based
device. In the envisioned implementation, elements are placed in a crossbar
array configuration, which allows maximizing energy and memory density. In
red and green, respectively, cells storing logic values and energy.

Valov’s group reported measurements of discharge currents, revealed when exter-
nally grounding the electrodes right after activating redox reactions, which they
attributed to re-equilibrium movements of ions [100]. Although their research lies
in a theoretical domain, meant to deepen the filamentary switching understanding,
their findings inspired our study on the feasibility of a practical implementation
of the nanobattery effect in RRAM.

2.3 experimental devices and methods

We characterized SOA CBRAM devices, of stack: CuTe2Ge/Ta2O5/W [103–105].
Figure 42 illustrates a Transmission Electron Microscopy (TEM) picture of a sample,
with Energy Dispersive Spectroscopy (ESD) elemental mapping. The dies were
fabricated on 8-inch wafers, in 1R cell configuration, and three different Ta2O5
thickness (5, 10, and 15 nm) were produced and tested. Plug-shaped bottom elec-
trodes (W) were first deposited. Consecutively, the Ta2O5 layer was RF sputtered,
adjusting the sputtering time according to the targeted thickness. The density of
the Ta2O5 layer resulted approximately equal to 7 gcm−3.
A 30nm thick CuTe2Ge alloy was deposited as top electrode, and successively
capped by a Ti/TiN layer. Seven different areas were produced, ranging from
0.07µm2 to 2.27µm2, by adjusting the bottom electrode diameter from 0.3µm to
1.7µm, with a step of 0.2µm.
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Figure 25 – TEM picture of a CBRAM sample, where material composition is highlighted
through ESD mapping.

2.3.1 Electrochemical characterization: Cyclic Voltammetry

Cyclic Voltammetry (CV) is a widely used measurement technique in electrochem-
istry [106–109], which we adopted to evaluate both the battery and memory-like
behavior for our samples. In electrochemistry, CV is to characterize oxidation and
reduction processes in a solution [107, 108].
Figure 26a illustrates a schematic of the test setup for our samples: a triangular
voltage, Vb, is applied to the chemically active electrode, while the (chemically) in-
active is grounded; simultaneously, the current is monitored. Oppositely to usual
CV measurements, a third reference electrode is missing, due to the solid-state
nature of our electrolyte. The speed at which Vb is swept, also called scan rate, is
kept constant over a test duration, and varied between different cycles/samples.
Memory behaviour, i.e. a transition to the LRS, can be triggered if Vb reaches the
sample’s set (or forming, for a fresh cell) voltage.
Figure 26b shows a typical CV plot: when the potential is swept towards positive
values, oxidation of the top electrode is triggered, and the (electrochemical) cur-
rent increases, until it reaches an oxidation peak at V = Vox,pk. The decrease in
current from this potential on is caused by the lack of ions to reduce at the bottom
electrode’s interface, which delivers the counter-reaction needed to sustains the
top electrode’s oxidation. A dual situation happens when the sweeping direction
in reversed: oxidation of the previously reduces ions takes place at the bottom
electrode, while reduction happens at the top electrode. Another current peak
is observed, at V = Vred,pk, and is thus called reduction peak. Since the power
consumed during the top electrode oxidation is positive, this phase constitutes a
charging process. On the contrary, as the power has negative sign during the (top
electrode) reduction, we associate an energy release (discharge) to this phase. The
double current peak shape shown in Figure 26b is typical of CV performed on bat-
teries, and we expect to obtain a similar curve in for chemically promising RRAM
samples.
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Figure 26 – Cyclic Voltammetry tests setup for RRAM electrochemical analysis.

Figure 26c shows a more detailed representation of the test setup that was adopted
to perform CV tests on our devices. Given the solid-state nature of our samples, the
small physical scale and the high precision required, we implemented a Parameter
Analyser’s (HP4155) SMUs to perform the voltage sweep while reading the current
flowing across the electrodes. This arrangement allowed to reach precision down
to 10fA, while sweeping voltages in a range of [10m− 1]V · s−1. The wafers were
loaded into a Cascade probe station, where micro-needles contact the device’s top
and bottom electrode access pads. Finally, the testing procedure was automatized
by remote-controlling the parameter analyser with a computer.

2.4 experimental results

This Section presents the CV results collected for our Device Under Test (DUT)s,
both as memory and energy storage elements.

2.4.1 Operation as memory

Prior to benchmark our technology as energy storage, we proceeded to validate
memory operation. The setup shown in Figure 26a was adopted to gain insight
onto the switching behaviour, and typical forming, set and reset voltages.
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(a) Typical forming (in red), set (in green) and reset (in violet) curves of our
Ta2O5-based CBRAM.

(b) Endurance test, showing HRS (green) and
LRS (in red) resistances over 105 cycles. In
darker color, the average values. The set
voltage is equal to 2V , while the reset −2V .
A programming pulse of 500ns was used
for both operations.

(c) Median Window Margin (WM) over cy-
cling, derived from Figure 27b. WM falls
to 10 after 105 cycles.

Figure 27 – Endurance test results for the considered stack.

Figure 27a shows representative memory curves. The forming voltage results
around 2.5V , while subsequent set occur below 1V , with the value decreasing over
cycling. It follows that if a DUT is kept in pristine state (IRS), the CV voltage is
allowed to reach 2V without triggering a LRS transition. Hence, pristine samples
result more convenient when exploring a cell’s electrochemical behaviour, as larger
time and potential window could be analysed.
Figure 27b shows endurance tests, where 105 cycles are reported (in darker col-
ors, mean values). Figure 27c shows a plot of the mean window margin, WMσ =

RHRS(σ)/RLRS(σ), versus cycling. After 105 cycles, WMσ = 10; which is a satisfac-
tory memory performance.
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Device characteristics

Cell topology Stack Diameter [µm] Thickness [nm]

1R CuTe2Ge/Ta2O5/W [0.3− 1.7] 5, 10, 15

1R Cu/HfO2/TiN 100 5, 10, 15

1R Cu/Al2O3/TiN 100 5, 10, 15

1R Cu/SiO2/Pt 100 5, 10, 15

1R Ti/SiOx/TiN 0.04, 0.12, 0.3 5

Table 2 – Samples screened through CV tests: a wide range of materials and geometries
were considered. Ta2O5-based samples later revealed as the most promising
technology.

2.4.2 Battery curves: reduction peak

Once memory operation was confirmed, we proceeded with the electrochemical
characterization of pristine CBRAM samples. Although the results reported in this
thesis work focus on the Ta2O5-based stack presented in Section 2.3, our study
began with the screening of a wide variety of SOA CBRAM, differing by material
composition and geometrical dimensions. Table 2 summarises the characteristics
of the devices analysed.
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Figure 28 – Typologies of IV plots obtained through CV tests.

The IV curves obtained during CV tests, allowed us to detect the samples that
revealed promising electrochemical behaviour. Figure 28 reports typical curves,
where the arrows illustrate the voltage sweeping direction: in 28a is shown a de-
vice where no remarkable ionic currents can be identified, so that leakage and
capacitive contributions, which cause the symmetrical narrow hysteresis around
the y axis, are found to predominate. On the other hand, the plot shown in Figure
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28b, which was typical for the samples of stack CuTe2Ge/Ta2O5/W, features a
clear current peak, that cannot be assigned to either leakage or capacitive currents.

reduction peaks in T a2O5 cbram samples Indeed, we expect to observe
oxidation and reduction peaks in those devices where enough ions are successfully
injected as consequence of redox processes. The appearance of a current peak over
the falling ramp of the voltage biasing a DUT can be associated to a reduction
reaction, taking place inside the solid electrolyte.

(a) A typical voltammogram, featuring a clear current peak during the nega-
tive scan rate.

(b) At lower resolution, a current peak over 100 cycles, where the curves
perfectly overimpose.

Figure 29 – Cyclic Voltammetry curves obtained for two different samples, showing a
clear current peak when sweeping towards negative voltages (arrows show
the sweeping direction).

A high resolution plot, for a 5nm-thick sample, is shown in Figure 29a. The current
peak appears when sweeping through Vb’s falling ramp, at approximately 200mV .
Figure 29b shows 100 CV cycles, where a lower resolution was adopted during
tests. It can be seen that the curves overlap each other, confirming the repeatability
of the process (in Appendix Section 4.7.1, supplementary curves in higher resolu-
tion).
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Given the absence of a reference electrode, it is nontrivial to assign a specific reac-
tion to the current peak. Aqueous solution potentials suggest that the reduction
of Cu+ ions to Cu is the most energetically favorable [110]. Although our (solid)
electrolyte is far from an aqueous solution, some research groups hypostatized
that water molecule might be incorporated inside the nano-pores of the Ta2O5
layer due to ambient humidity [100, 101, 109], therefore aqueous potentials might
still hold true. Figure 30 shows likely reactions taking place in the examined stack,
during a positive scan rate. Assuming the presence of some water molecules in-
side the switching layer, the top electrode oxidation reaction (ionization of copper
atoms into Cu+) could be sustained either by the reduction of water molecules
or copper ions [100, 101] at the Ta2O5/W interface. In particular, the reduction
of water might be responsible for Cu+ generation when no prior copper cation is
present, and afterward concur with the reduction of copper ions at the bottom in-
terface. Upon negative scan rate, the reactions illustrated in Figure 30 are expected
to take place at the opposite interfaces: metallic copper oxidation at the Ta2O5/W,
while copper reduction at the CuTe2Ge/Ta2O5.

CuTex

W

OH-

Cu+

Cu → Cu+ + e-

2H2O + 2e- → 2OH- + H2
Cu+ + e- → Cu

Figure 30 – Presumed redox reactions taking place during a positive scan rate: oxidation
occurs at the top electrode while reduction at the bottom. Water molecules are
possibly helping sustain the reduction reactions at the lower electrolyte/inert
electrode interface.

Hence, our interpretation is that the current peak which appears in our CV tests
results from the reduction of copper ions at the CuTe2 top electrode. Although
no oxidation peak appears when sweeping to positive voltages, this result agrees
with what was reported in the literature for samples featuring high density Ta2O5
layers, where it was found that the oxide density trades with electrochemical cur-
rents. In these cases, no oxidation peak was observed when the electrolyte density
was above 7.1gcm−3 [105], a value that closely approaches the one of our samples.
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2.4.3 Impact of voltage, scan rate, area and temperature

In order to confirm the electrochemical nature of the current peak observed in our
samples, we proceeded to perform various further characterization; namely, we
analyzed the impact of oxidation voltage amplitude, scan rate, sample area and
temperature on the revealed current.

impact of oxidation voltage Figure 31 reports our analysis on the impact
of the oxidation voltage on the current peak amplitude. Different tests are car-
ried out by varying the oxidation potential from test to test, while keeping the
reduction potential constant. If the current peak is indeed a result of copper ion
reduction at the top electrode, it is expected to scale with the oxidation voltage.
The voltage biasing the cell is illustrated in Figure 31a, while Figure 31b shows the
resulting curves, each representing a different oxide thickness: namely 5nm and
15nm. For the 5nm case, Vend is limited to 3.5V , as the device undergoes electro-
forming at 4V . A forming process was however not observed for the 15nm sample,
up to Vend = 8V . For either case, the peak amplitude was found to increase with
the maximum positive voltage, while no current peak was obtained for Vend = 0

(the measured current approaching the noise level). For Vend > 0, the relationship
between voltage and current is initially close to linear (up until Vend,5nm = 2V

and Vend,15nm = 4V respectively), with the 5nm case exhibiting a higher slope.
By further increasing Vend, the curves reach a plateau.
Therefore, a clear relationship between the current peak and the oxidation volt-
age emerged from our tests. Our results confirm the electrochemical nature of
the process observed, and indicate that the cation content inside the oxide can ef-
fectively be increased by heightening the oxidation voltage. The curve flattening,
observed for higher potentials, might indicate that a maximum solubility of cop-
per ions inside the Ta2O5 layer is reached. Although no oxidation peak is detected
during positive scan rates, some oxidation processes must be taking place nonethe-
less, providing copper cations which are later reduced when the scan polarity is
reversed.

impact of the scan rate We proceeded in our characterization by perform-
ing further CV tests at various scan rates, ranging from 160mVs−1 to 5Vs−1. Figure
32a shows an overlap of six curves, each obtained at a different sweep speed. It
can be observed that, by increasing the scan rate, the current peak amplitude also
increases, and the voltage at which the peak is obtained drifts to more negative val-
ues. The shift in peak position is typically observed for irreversible electrochemical
processes, and thus we identified our reactions as such. The Randles-Sevick equa-
tion governing an irreversible process declines as [106]:

Ip = 0.4958(Fn)3/2(RT)−1/2Ac0(αDν)1/2 (2)

where Ip is the peak current, F the Faraday constant, n the number of electrons
exchanged in the reaction, R the gas constant, T the absolute temperature, A the
cell’s electrode area, c0 the concentration coefficient, α the transfer coefficient, D
the diffusion coefficient and ν the scan rate. Equation (2) dictates a linear trend
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Vstart=-2V

Vend=0 - Vf

V

t

1.16 V/s

(a) Biasing voltage ranges: the oxidation
voltage, Vend, was varied between 0
and the forming value Vf, while the
reduction (starting) potential, Vstart,
was kept fixed at −2V .

(b) Current peak amplitude (absolute value)
versus Vend. Different slopes can be ob-
served for different thicknesses. A satura-
tion trend bends the curves for both cases
towards more positive values.

Figure 31 – Analysis of the impact of the oxidation voltage on the current peak.

between the peak current Ip and the square root of the scan rate ν. In order to
verify that this relationship is satisfied in our samples, we plotted a log–log plot of
current peak amplitudes versus the scan rate, shown in Figure 32b. A linear fit was
computed, resulting in an extrapolated slope of 0.7, which can be compatible with
currents resulting from redox reactions (Equation (2) expresses a slope of 0.5).
It is worth pointing out that, although some low capacitive currents might be
present, our results do not favor this interpretation. In fact, in such a case the
slope is equal to 1, and the current features a broad hysteresis (box-shaped curve),
which is not the case for the curves reported in Figure 32a.
Finally, the trend of the current to the scan rate appears to deviate from the linear
fit when the voltage sweep is fastened. The bend of the curve might be explained
through relatively low reaction kinetics, which cannot keep up to the pace when
the potential is rapidly changing.

impact of area The Randles-Sevcik Equation expressed by (2) also dictates a
linear relationship between the device area and the current peak. Therefore, we
measured the trend for our samples by comparing CV results, performed at the
same voltage window and scan rate, for devices with different areas.
The sample area was first varied by selecting a different diameter size, in the range
of 0.3µm to 1.7µm, as shown according to Method 1 of Figure 33. It can be seen
that we did not appreciate a (peak) current variation when varying the sample’s
diameter. Hence, we proceeded with Method 2, where the area was enlarged by
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(a) In different colors, CV curves at various sweep
rates.

(b) Current peak amplitude versus the scan
rate, with linear fit.

Figure 32 – Analysis of the impact of the scan rate on the current peak.

physically connecting multiple devices in parallel. As shown, in this configuration
we were able to measure a linear area-peak current trend, accordingly to our ex-
pectations.
Our interpretation is shown in Figure 34: the three scenarios show, respectively, a
single cell, a single cell with a larger diameter, and n cells connected in parallel.
Vdd−Vss is the voltage drop across the sample(s), which triggers redox reactions
so that charged species are released inside the cell’s switching layer. The unitary
charge delivered by a single cell is indicated as Qu, and the overall charge stored
by the system as Qs. Our hypothesis is that the reactions taking place in a device
are limited to a restricted portion of the electrolyte, in a similar manner to the re-
sistive switching effect, so that increasing the diameter alone does not play a role
in increasing the overall stored charge. On the other side, when connecting n cells
in parallel, it is possible to increase the amount by a factor n. Hence, we conclude
that the energy storage inside our samples shows local trait.

(c)

Fi 6 I t f t d I ( )I diff t l lt t i
Figure 33 – Trend of peak current versus area, increased either by means of a larger bottom

electrode diameter (Method 1, in blue) or by multiple devices connected in
parallel (Method 2, in red).
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Diameter enlarging

Vss

VddVdd

Vss

Vdd
Devices in parallelSingle cell
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Qs=Qu Qs=Qu Qs=nQu

...

Figure 34 – Interpretation of the current - area dependence observed in our samples. When
the area of a single cell is increased by enlarging the cell diameter, the total
charge remains unchanged, as consequence of a limited portion of the elec-
trolyte being electrochemically active. On the other hand, when multiple sam-
ples are connected in parallel, the number total stored charge can be increased.

impact of temperature In an attempt to stimulate greater ion injection
though thermal effect, we annealed a wafer at 200oC for 30 minutes. Upon com-
pletion of the process, we waited for the wafer to cool down and then proceeded to
perform CV tests. The sampled tested were 5nm thick, and of different diameter
size (0.3µm to 1.7µm), in order to see if an area dependence would be obtained
after the annealing process. Figure 35a shows the resulting curves, superimposed,
each belonging to a device of different diameter; in blue, the curves before an-
nealing while in red, afterwards (the tests were performed as soon as the wafer
reached room temperature). Figure 35b shows a zoomed view of the current peak,
where the curves in red display a clear amplitude increase (∼ double) compared to
the ones in blue. However, no difference in amplitude can be appreciated between
samples of different diameter. Therefore, the annealing process looks effective in
boosting the quantity of injected charge, although the mechanism still appears to
be involving only a limited portion of the oxide.

summary table Table 3 shows a summary of the CV tests presented in this
Section. The different parameters considered in our analysis are reported, along
with the observed effect on our samples.

2.5 diffusion and concentration coefficient extrapolation

The experimental results presented in previous Section 2.4.3 demonstrated that the
currents peaks observed during CV tests are indeed product of faradaic currents.
Therefore, as a next step, we deepened our investigation by deriving the diffusion
and concentration coefficients characterizing the reactions taking place in our sam-
ples.
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(a) In blue, curves obtained before annealing
while in red, after treatment. Same color
curves are associated to samples of different
diameter, in the range 0.3µm to 1.7µm.
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(b) Zoomed view of the current peaks, before
(blue) and after (red) annealing. An ampli-
tude increase of a factor 2 (on average) can
be appreciated after treatment. No area varia-
tion can still be observed.

Figure 35 – Analysis of the impact of the temperature on the current peak.

The recombining charge during the reduction process, QCu+ , can be derived by
discrete time-integration of the current during the negative voltage scan:

QCu+ = dt

∣∣∣∣ ∑
0<n6N

in

∣∣∣∣ (3)

where δt is the time interval between each sample, in the nth current sample
value and N the total number of samples. In order to exclude tunneling current
contributions, the voltage interval of interest was restricted to [−0.2, 0.6]V , where
no tunnelling effect is observed.
The injected moles, NCu+ , can be derived with Faraday’s law:

NCu+ =
QCu+

nF
(4)

where n is the oxidation number, assumed equal to 1 (for Cu+ ions), and F the Fara-
day constant. At this point, the concentration coefficient, cCu+ can be evaluated.
Considering our sample’s cylindrical geometry:

cCu+ =
NCu+

VTa2O5
=

NCu+

tπ(d/2)2
(5)

where VTa2O5 is the volume of the (oxide) electrolyte, t its thickness and and d the
diameter of the bottom electrode.
Figure 36a reports the concentration coefficient versus the scan rate: it can be seen
that cCu+ reasonably drops when increasing ν, in accordance with the Randles-
Sevcic equation ((2)). This trend can be explained with the fact that less and less
time is available for reactions to generate products when the potential is swept at
an increasingly faster pace.
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Parameter Method Effect

Oxidation voltage, Vox
(p. 51)

Vox varied between 0

and forming voltage
Vf.

Ipk found to scale with
Vox. Thickness affects
the dependency. Satu-
ration trend sets in for
the upper range of Vox.

Scan rate, ν (p. 51) ν was ranged between
[0.16− 5]Vs−1 (5 values
tested).

Ipk found to scale with
ν; a slope of 0.7 was
extrapolated in log-log
plot.

Area, A (p. 52) Device with different
diameter tested, in the
range [0.3 − 1.7]µm
(8 different diameters
tested). A was also
enlarged by connecting
2 and 3 samples in
parallel.

No change in Ipk
observed upon varying
the device diameter
alone. However, Ipk
was found to scale
linearly with A when
multiple devices tested
in parallel.

Temperature, T (p. 54) Devices were tested
at room temperature,
and after annealing at
200oC.

An average increase of
a factor of 2 in Ipk ob-
served after annealing,
when comparing to the
peak amplitude before-
hand.

Table 3 – Impact of the various parameters considered in our analysis on the current peak
amplitude, Ipk.

Once the concentration coefficient is known, the diffusion coefficient can be extrap-
olated using Equation (2):

D =
RT

αν(Fn)3

(
Ip

0.4958AcCu+

)2
(6)

where α is the charge transfer coefficient, and has been taken equal to 0.5 [105].
The diffusion coefficient versus the scan rate is plotted in Figure 36b, while Figure
36c shows D versus the concentration coefficient, cCu+ . It can be seen that the
trend of the diffusion coefficient versus the scan rate is opposite to that of the
concentration coefficients: this result is reasonable, as diffusivity increases when
the density of (Cu+) ions decreases.
Our extrapolations are found in agreement with reports from the literature for
similar Ta2O5 based RRAM stacks [105]. Finally, the energy storage capability
was evaluated through:

ESR,i = dt

∣∣∣∣ ∑
0<n6N

in · Vn
∣∣∣∣ = dt · P (7)
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where Vn are the values of the voltage corresponding to the n−th current sample,
in, and P the released power. Figure 36d reports the evaluated energy and power
densities versus the scan rate. It can be seen that the energy density is lower when
the scan rate is higher, in which condition less ions are present, and thus less
charge can be stored inside the electrolyte.

 

(a) Concentration coefficient, cCu+ , versus
the scan rate, ν.

(b) Diffusion coefficient, D, versus the scan
rate, ν.

(c) Diffusion (D) versus concentration coeffi-
cient (cCu+ ).

(d) Energy and power density per device, ver-
sus the scan rate.

Figure 36 – Extrapolated electrochemical parameters.

2.6 considerations and perspectives

The analysis conducted on our RRAM samples, for novel in-memory energy use,
allowed us to shine some light on their fundamental characteristics, which can be
summarized by the following considerations:

1. The proposed technology allows to operate a device simultaneously as mem-
ory and energy storage element, whenever the cell is storing a logic 0 (RRAM
in IRS or HRS). In fact, electrochemical reactions are expected to take place
either before the creation, or after the dissolution of the conducting filament.
Figure 37a illustrates the operating regions, in terms of qualitative voltage
and current domains, of a such dual-behavior RRAM based device.

2. Our study put into evidence that the faradaic processes happening inside
our samples seem not to involve the whole volume, as a linear trend of the
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current peak with the area could not be satisfied when enlarging the device
diameter, but was instead verified when connecting multiple devices in par-
allel. Consequently, the energy storage mechanism appears to be a “local”
phenomenon, possibly limited to the switchable oxide region of the solid
electrolyte. As a result, energy capability should be increased by maximiz-
ing the number of devices connected in parallel, meaning that technological
downscaling would be beneficial to boost both memory and energy density.

3. The estimated energy density achievable peaks, for a standalone cell, around
3.5pJµm−2, at the slowest scan rate ν = 160mVs−1. The maximum power
density amounts to 80pWµm−2, obtained at ν = 5Vs−1. Figure 37b shows
a Ragone plot, which benchmarks and compares our devices to other SOA

integrated energy storage elements. Remarkably, the energy and power den-
sities extrapolated for our samples appear to rival with those of integrated
planar supercapacitors. Figure 37c reports stored energy versus sample area,
highlighting that the energy could theoretically be linearly increased with the
number of devices connected in parallel, up to values comparable to those
of integrated planar supercapacitors. Furthermore, the proposed technology
(benchmarked at a minimum area of 0.07µm−2) provides the added advan-
tage of being much more scalable, opening the possibility of realizing “deep
granular supercapacitor” by means of RRAM elements.

2.7 conclusions and remarks

In this chapter, we explored the new concept of RRAM-based in-memory en-
ergy storage. We conducted preliminary electrochemical characterization on SOA
CBRAM, by means of Cylic Voltammetry tests. Our study allowed us to confirm
the faradaic nature of the processes taking place inside our samples, as wells as
delineate some main properties, such as the local energy storage trait, where only
a portion of a cell’s electrolyte seems to be involved in ion exchanges. Conse-
quently, the proposed technology offers the advantage of raising both the energy
and memory density with downscaling. Future envisage-able designs would fea-
ture minimally sized cells, connected in parallel when operated as energy source,
and placed in close proximity to the load.
The extrapolated energy and power densities compare with planar integrated su-
percapacitors, with the added benefit of being much more scalable, and highly
compatible with CMOS fabrication.
In conclusion, our research expresses potential and could be a disruptive solution
in the field of integrated energy sources. Moreover, it could be adopted in existing
fields, for example IMC, adding the energy storage feature to broaden its advan-
tages.
Nevertheless, our study is still at a preliminary stage, and further evaluation is
demanded to deepen the understanding, and fully assess the traits of this new
technology. In particular, future work should aim to quantify the output voltage,
coulumbic efficiency and experimental energy and power density. As a next step,
new design solutions where the memory and energy performances are optimized
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(a) Qualitative voltage and current operating re-
gions of a dual-behaviour RRAM device. An
overlap region exists when the element is in
HRS, acting simultaneously as a memory and
battery cell.

(b) Ragone plot, comparing our work (in red)
with planar supercapacitors (in green) and
on-chip dielectric capacitors at various CMOS
nodes (in blue).

(c) Area versus energy storage. Higher energy can be obtained by connecting multiple devices in
parallel (extrapolated), up until values comparable with SOA supercapacitors. On the other side,
the minimal size achievable by a battery-memory cell is comparable with integrated dielectric
capacitors, making the technology highly scalable.

Figure 37 – Extracted specifications of our RRAM-based in-memory energy devices.

could be explored, in order to bring the concept of in-memory energy storage to
the application level.
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2.8 chapitre 2 - résumé en français

Ce chapitre a présenté notre étude sur la caractérisation de la technologie RRAM
comme un nouveau type de source d’énergie. Etant donné que son comporte-
ment mémoire est basé sur des réactions faradiques, nous avons réalisé une étude
préliminaire sur la faisabilité d’une nanobatterie à base de RRAM.
Le principal outil utilisé pour caractériser les échantillons de mémoire était la
voltamétrie cyclique, qui est largement adoptée en électrochimie afin d’inspecter
les processus redox qui se déroulent à l’intérieur de l’électrolyte (solide). Nos tests
ont révélé qu’un pic de courant peut être détecté lors de la rampe de tension néga-
tive, que nous avons associé à une réaction de réduction dans l’oxyde. Nous avons
proposé des réactions possibles, en fonction de la composition matérielle des cel-
lules analysées, ainsi que des rapports bibliographiques.

Afin de confirmer la nature électrochimique du pic de courant observé dans notre
échantillons, nous avons procédé à diverses caractérisations complémentaires ; à
savoir, nous avons analysé l’impact de l’amplitude de la tension d’oxydation, de
la vitesse du scan de tension, de la taille d’échantillon et de la température sur
le courant révélé. Nous avons observé que l’impact de ces variables répond en
conséquence à ce que dicte l’équation de Randles-Sevcik pour un processus élec-
trochimique irréversible. Donc, notre analyse nous a finalement permis de con-
firmer la nature électrique des processus en cours.

Notre étude nous a permis de dégager un certain nombre de traits fondamentaux
de cette technologie, qui sont résumés ci-après.

1. La technologie proposée permet de faire fonctionner un dispositif simultané-
ment comme élément de mémoire et de stockage d’énergie, chaque fois que
la cellule stocke un 0 logique (RRAM en IRS ou HRS). En effet, des réactions
électrochimiques sont censées avoir lieu soit avant la création, soit après la
dissolution du filament conducteur. La figure 37a illustre les régions de fonc-
tionnement, en termes de domaines qualitatifs de tension et de courant, d’un
tel dispositif basé sur RRAM à double comportement.

2. Notre étude a mis en évidence que les processus faradiques se produisant à
l’intérieur de nos échantillons ne semblent pas impliquer tout le volume, car
une tendance linéaire du pic de courant avec la zone ne pouvait pas être satis-
faite lors de l’élargissement du diamètre de l’appareil, mais a plutôt été véri-
fiée lors de la connexion de plusieurs appareils. en parallèle. Par conséquent,
le mécanisme de stockage d’énergie apparaît comme un phénomène « lo-
cal », éventuellement limité à la région d’oxyde commutable de l’électrolyte
solide. En conséquence, la capacité énergétique devrait être augmentée en
maximisant le nombre d’appareils connectés en parallèle, ce qui signifie
qu’une réduction d’échelle technologique serait bénéfique pour augmenter
à la fois la mémoire et la densité d’énergie.

3. La densité d’énergie estimée atteint des pics, pour une cellule autonome,
d’environ 3,5 pJµm−2, à la vitesse de balayage la plus lente ν = 160 mVs−1.
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La densité de puissance maximale est de 80pWµm−2, obtenue à ν = 5Vs−1.
La figure 37b montre un tracé Ragone, qui compare et compare nos appareils
à d’autres éléments de stockage d’énergie intégrés SOA. Remarquablement,
les densités d’énergie et de puissance extrapolées pour nos échantillons sem-
blent rivaliser avec celles des supercondensateurs planaires intégrés. La fig-
ure 37c rapporte l’énergie stockée par rapport à la surface de l’échantillon,
soulignant que l’énergie pourrait théoriquement être augmentée de manière
linéaire avec le nombre d’appareils connectés en parallèle, jusqu’à des valeurs
comparables à celles des supercondensateurs planaires intégrés. De plus,
la technologie proposée (évaluée à une surface minimale de 0,07 µm−2)
offre l’avantage supplémentaire d’être beaucoup plus évolutive, ouvrant la
possibilité de réaliser un "supercondensateur granulaire profond" au moyen
d’éléments RRAM.

En conclusion, notre recherche exprime un grand potentiel et pourrait être une
solution de rupture dans le domaine des sources d’énergie intégrées. De plus,
il pourrait être adopté dans des domaines existants, par exemple l’In Memory
Computing (IMC), en ajoutant la fonction de stockage d’énergie pour élargir ses
avantages.
Néanmoins, notre étude en est encore à un stade préliminaire et une évaluation
plus approfondie est requise pour approfondir la compréhension et évaluer pleine-
ment les caractéristiques de cette nouvelle technologie. En particulier, les travaux
futurs devraient viser à quantifier la tension de sortie, l’efficacité coulumbique et
les densités expérimentales d’énergie et de puissance.
Dans une prochaine étape, de nouvelles solutions de conception où les perfor-
mances de la mémoire et de l’énergie sont optimisées pourraient être explorées,
afin d’amener ce nouveau concept au niveau de l’application.
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3
C A PA C I T O R - B A S E D W R I T I N G P R O T O C O L

This chapter presents a novel concept for the programming a RRAM cell, based on
charge capacitor, as opposed to a constant voltage source. The key idea lies in
controlling the energy that is delivered to the memory element, which is bounded
by the charge stored inside the capacitor. The proposed method is then compared
to the state of the art, highlighting benefits and limitations. An alternative, dual
approach, where the programming element is a charged inductor, is also presented
in Section 3.7.

3.1 charge-based switching concept

When RRAM are programmed following the standard protocol, i.e. by voltage-
biasing the cell over a fixed time, a considerable amount of excess energy is, on
average, consumed. This waste, or over-programming, is caused by the fact that the
cell continues to unnecessarily sink current even after reaching its low resistive
state. As a consequence, the writing process is afflicted by a low energy efficiency
[60], as long as being damaging to key performances like reliability and endurance
[111].
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Figure 38 – RRAM set operation by means of a voltage pulse, where energy waste occurs
whenever the transition to the LRS occurs before the falling edge of the pulse.

Figure 38 illustrates the problematic. The programming source, Vp, is a pulsed
voltage of amplitude A and time duration tp. It positively biases a RRAM load
R, initially in HRS, in order to induce a set event. The set energy, i.e. the energy
amount necessary to trigger a high to low resistance transition, suffers from a high
variability, both from cell to cell and cycle to cycle [60]. Consequently, the program-
ming source must abide the requirements of the most energy-demanding cells, in
order to guarantee a high switching probability. In other words, the time duration

65
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of the programming pulse, tp, should be equal to the longest cell switching time,
tset,MAX. It thus follow that all the elements that switch earlier, at tset < tp,
will be highly conductive and drain considerable extra energy over a time interval
tp − tset.
Our approach to ease the problematic relies on the use of a charged capacitor to
perform the programming operation, instead of a Constant Voltage Source (CVS).
This way, the programming energy can be dosed through the amount of charge
stored inside the capacitor, enabling higher efficiency and lower device-damage
risk, regardless of the switching time dispersion. Figure 39a depicts the proposed
procedural sequence, where a capacitor is initially charged by a CVS, and later
switched onto a generic resistive load R.
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(a) Capacitor-based programming sequence. The programming capacitor, C, is initially
charged to programming voltage Vc and later discharged onto resistor R in order to
perform the resistive switching operation.

Vset C R

t=t1

t=t1

ic
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(b) Proposed Constant Charge Source (CQS) approach, where switches S1 and S2 con-
trol the programming flow so that C is discharged onto the memory cell, R, once
fully charged to voltage Vset.

Figure 39 – Capacitor-based memory programming (CQS).
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The energy supplied by programming capacitor C can be expressed as:

E =
1

2
C(Vc − V(∞))2 =

Q2

2C
(8)

where C is the capacitance of the programming capacitor, Vc the charging voltage,
V(∞) the residual voltage at the end of the discharge phase (V(∞) = 0 if the
capacitor is fully discharged onto the load), and Q the stored charge. The amount
of charge, Q, that is stored inside the programming capacitor will set and upper-
bound to the energy delivered to the load.
Figure 39b illustrates a simple circuit which could be used to accomplish the set
operation for a RRAM. Switch S1 is closed until t = t1, allowing the charging
of programming capacitor C to voltage Vset, while switch S2 is open. At t = t1,
the switch positions are reversed, and S2 couples C onto the RRAM cell, allowing
the high-to-low resistance transistion to take place. The proposed method will
henceforward be referenced as CQS, as opposed to the CVS standard.

3.2 charging efficiency

The circuit illustrated in Figure 39b, where the programming capacitor is charged
by a voltage source, is arguably flawed. In fact, this configuration is intrinsically
inefficient, as half of the energy delivered by the charging source will be dissipated
onto switch S1’s resistance. The heat losses might be minimized by stepping the
charging voltage according to the principle of adiabatic charging [112–114]. Figure
40a illustrates this concept: the charging efficiency is found to linearly increase
with the number of steps, so that the (ideally) lossless case can be obtained when
n → ∞. This translate into charging the capacitor through a voltage ramp, which
can be practically achieved using a current source, as shown in Figure 40b. In
this situation, a near-100%-efficient charging process can be obtained; the resid-
ual losses being caused by the heat dissipated over switch S1 resistance Rs, over
charging time tc.

V

dV
t

n·dV

n→∞

n=5

Vc

(a) Charging to Vc through n intermediate
steps allows to reduce the charging losses
by a factor of n.

S1

RS

Ic C
Eloss=RsC

2Vc2

tc

Ic = CVc/tc

(b) Ideal capacitor charging. The residual losses are
caused by the heat dissipation through the switch
parasitic resistor Rs.

Figure 40 – Adiabatic charging: gradual source voltage increase allows to improve effi-
ciency.
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3.3 comparison between cvs and cqs

In order to validate our approach, and to benchmark its benefits in comparison
to the SOA, we designed a suitable set behavioural model for reliable simulation
in CQS condition. We tuned our model with experimental data, and successively
compared our extrapolated results between CQS and CVS.

3.3.1 Equivalent RRAM circuit for a set process

The concept of programming a RRAM through a charged capacitor has been first
reported by Zhang et al [115]. Relying on the literature [101, 102], they built a set
behavioral model that is both voltage and charge sensitive. Here, we introduce
a new RRAM set equivalent circuit, which is voltage and energy sensitive. Our
proposal brings the advantage of easing the extrapolation, from experimental data,
of the switching parameters:

◦ Vth: activation voltage for the redox reactions responsible for filament for-
mation inside a RRAM cell [101, 102]. It is equal to the minimum set voltage
for a given technology.

◦ Eth: threshold energy, i.e.the minimum energy dissipation that must occur
over a memory cell before the set operation is accomplished.

Consequently, a set operation can take place once the voltage over a RRAM cell, V,
and the energy dissipated onto it, E, satisfy the two conditions:

◦ V > Vth
◦ E > Eth

ir(t)

(a)

t=tset

RLRS

RHRS

S

Rfb=

U1

U2 U3
ir(t)

(b)

Figure 41 – Equivalent voltage and energy sensitive circuit for a set process.

Figure 41 show an electrical equivalent circuit which accommodates the aforemen-
tioned conditions. Figure 41b expands the RRAM component in Figure 41a. Ini-
tially, the RRAM is in HRS, so that the input voltage Vin(t) drops over the large
off-state resistance RHRS. Vin(t) is buffered by comparator a1 to its output if
Vin(t) > Vth, as its non-inverting terminal is biased to Vth. Successively, the cur-
rent sinked by the cell, iR(t), is converted into a voltage of equal amplitude by
transimpedance amplifier a2 (of unitary gain). Summer U1 outputs the voltage
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drop over the sample, Vin(t), regardless its logic state. Analog multiplier M per-
forms multiplication of Vin(t) and iR(t), thus delivering the instant power at its
output:

VM = Vin(t)iR(t)dt = P(t) (9)

Finally, the energy dissipated is then obtained at the output of ideal inverting
integrator U3, which time-integrates the instant power. As a result, Vo:

Vo =

∫T
0

P(t)dt =

∫T
0

Vin(t)iR(t)dt = E(T) (10)

where T is the integration time, and E(T) the energy consumed by the memory
cell after a time T. When Vo hits Eth, comparator a3 output rises from gnd to
Vdd, and the input switch S closes onto RLRS, accomplishing the set operation.
The presented model holds a strong assumption, by replacing the RRAM load as
a constant resistor, and thus assuming ohmic conduction is predominant in both
HRS and LRS. While this holds true after the set operation has taken place, it
is usually not the case prior to filament formation, where non-linear tunneling
effects are found to predominate. Nevertheless, the approximation is justifiable in
our framework, where the aim is to provide a first-order estimation of the energy
consumption for comparison with different programming techniques.

3.3.2 Model calibration with experimental data

The equivalent circuit of Figure 41b well-adapts to SPICE simulation, previous cal-
ibration of parameters RHRS, RLRS, Vth and Eth, which are technology related.
Indeed, these values can be easily extracted from standard electrical characteri-
zation in CVS. Vth can be put equal to the minimum set voltage that allows a
satisfying success rate at a given pulse length. The threshold energy Eth can be
derived from:

Eth = ts(Vset)
V2set

ZHRS(V)
(11)

where Vset is the amplitude of the pulse, ts(Vset) the cell voltage-dependent
switching time and ZHRS(V) the voltage-dependent impedance of the sample in
HRS. Equation (11) expresses the energy consumption over the sample until the
filament forms and the cell transits to its LRS. Although statistical dispersion is
expected for HRS and LRS resistance values, we have set:

ZHRS = RHRS (12)

where RHRS is the mean value of the HRS resistance dispersion. This approxima-
tion, made for the sake of simplicity, is intended as a first order estimation of the
actual consumed energy in HRS, and can be justified by the fact that the spread
of the switching times (and thus energies) already reflects cell-to-cell variability of
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the RHRS values.
The total energy dissipated during the set operation is calculated as the sum of
the necessary energy to set, Eth, and the portion that is wasted after the cell has
reached its LRS but is still being biased by the programming pulse, Ew:

Etot = Eth(ts) + Ew(ts, tp) (13)

where Ew(ts,tp) is the switching time and pulse duration dependant energy waste,
which can be expressed as:

Ew =
V2set(tp − ts)

RLRS
(14)

where RLRS is the mean LRS. Finally, by substituting expressions (11) and (14) in
equation (13), the overall energy consumption declines as:

Etot =
V2setts

RHRS
+
V2set(tp − ts)

RLRS
(15)

Whereas the programming efficiency can be quantified as:

η =
Eth

Eth + Ew
(16)

characterization in cvs We performed electrical characterization on 1kb
TiN/HfO2/Ti− TiN samples, in 1T1R cell configuration, where the memory array
was fabricated as BEoL, on top of the access transistor, integrated in bulk 130nm
CMOS process. The test setup included a pulse generator to induce the set oper-
ation, thus resembling a CVS source, of amplitude fixed at Vset = 1V . Switching
times were collected by marking the instant the current over a sample hit the com-
pliance value. Figure 42a shows a TEM picture of the tested stack.
The top of Figure 42b shows, in red, the switching times and, in blue, the switching
energies versus the cumulative probability of set. Eth values were derived from the
measured ts(1V) according to equation (11), where RHRS = 100kΩ. The switching
times were found to range from 500ns to 932µs, where the latter value corresponds
to the highest switching probability, equal to a Success Rate (SR) of 99.5%. The
bottom of Figure 42b shows the overall energy consumed for the set operation,
Etot, versus the switching time ts, quantified using expression 15, where Vset =

1V , RHRS = 100kΩ, RLRS = 10kΩ and tp = 932µs. In green is highlighted the
needed energy, while in red the wasted contribution, marking the values at the
mean switching time tm, and at distribution tails tσ and tσ.

3.3.3 SPICE simulation in CVS and CQS

We implemented the equivalent RRAM circuit model, presented in subsection 3.3.1,
for simulation of a set event in CVS and CQS, in order to compare and benchmark
the two approaches. The simulation parameters were extracted from electrical
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(a) TEM picture of a TiN/HfO2/Ti−TiN
sample in 1T1R cell configuration.
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(b) Energy consumption during a set process versus the
switching time ts, calculated according to (11) at a
pulse amplitude of 1V .

Figure 42 – Samples tested in CVS, and relative switching times and energy distribution

Parameter Vth(V) Vset(V) RHRS(Ω) RLRS(Ω) tp(s) Eth,99.5(J) Eth,m(J)

Value 0.5 1 100k 10k 1m 9.3n 230p

Table 4 – Parameters adopted for set energy consumption simulation, when using the
equivalent circuit proposed in Fogure 41.

tests according to how illustrated in the previous subsection 3.3.2. Table 4 lists the
values adopted.
Where Eth,m and Eth,σ represent, respectively, the set switching energy at the
median and σ of the distribution. In CVS mode, the programming source is a
constant voltage of amplitude 1V and time duration tp = tp,99.5% = 940µs. The
energy dissipated by the sample over the writing phase can be written as:

E(t)CVS =


V2set
RHRS

t if t < ts
V2set
RLRS

t if ts 6 t 6 tp
(17)

Therefore, the energy curve is a linear ramp, whose inclination is equal to V2set/RHRS
before the set occurs, and to V2set/RLRS afterwards. Typically RHRS � RLRS, so
that the rate of energy consumption after the set has taken place, RHRS/RLRS, is
significantly higher than in HRS. Figure 43a reports a time transient analysis, com-
puted from t = 0 to t = 1ms, illustrating the energy dissipation for samples at the
median µ and at the 99.5 percentile of the distribution. It can be seen that, due to
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the large dispersion of the switching time (energy), the consumed energy at the
median leads to large energy waste.
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Figure 43 – Spice simulation of a set event, adopting the equivalent circuit shown in Figure
41. In solid colors, the energy consumption for a cell switching at the mean set
time (23µs) and at the 99.5th percentile.

On the other hand, when a capacitor is used for the set, the energy that can be
delivered to the sample is bounded, as expressed by equation 8. Therefore, it is
required that the programming capacitance is sufficiently large, in order to guaran-
tee a successful operation. Given 8, and posing as boundary condition a minimum
residual voltage over C, V(∞) = Vth, the energy available to set a device can be
expressed by:

∆E =
1

2
C(V2set − V

2
th) (18)

which can be rearranged to derive a condition on the capacitor size:

Cmin =
2Eth,SR99.5%

V2set − V
2
th

(19)

where Cmin is the minimum required capacitance. Posing Eth,SR99.5% = 9.3nJ,
Vset = 1V and Vth = 0.5V , it results:

Cmin = 24nF (20)

Figure 43b reports a Spice simulation of a set process in CQS mode. A program-
ming capacitor of 25nF, precharged to 1V , is used to set a memory cell. Similarly
to the previous case, samples switching at Eth,m, Eth,m and Eth,σ are considered.
It is straightforward to see that, independently to the required threshold energy,
the energy curves at the end of set process are asymptotic to the energy stored
inside the programming capacitor (12.5nJ, assuming a full discharge). Therefore,
although some overprogramming still occurs, for those cell that require less than
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12.5nJ to transit to their LRS, the energy waste is strongly reduced with respect
to the CVS case. Moreover, the programming energy variability is nulled, as the
delivered energy is fixed.

3.4 energy cost comparison

The programming efficiency, η, for a set process, can be readily derived from:

η =
Eth(tset)

Etot
=

Eth(tset)

Ew + Eth(tset)
(21)

where Eth(tset) is the energy needed to set a cell whose switching time is tset, and
Etot the total energy consumed. Declining (21) for the CVS case, and substituting
Eth and Ew with expressions (11) and (14), it holds:

η(CVS) =

[(
tp

tset
− 1

)
RHRS
RLRS

+ 1

]−1
for the CQS case, expressing Etot with (8), results:

η(CQS) =
Eset

Ec
=

2tset

RHRSC
(22)

Figure 44 shows a plot of the calculated pgramming efficiencies. It can be seen that
in the CQS case, the efficiency is able to raise above 50%, as the losses to charge
the programming capacitor are not taken into consideration. Such result can be
realistic, as observed in Section 3.2,if the programming capacitor is charged with
an optimized charging process.
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y

Set Programming Efficiency

µ µ+σµ-σ

η (CVS)
η (CQS) - full discharge

η (CQS) - partial discharge

x10

Figure 44 – Set efficiency comparison between CVS (blue) and CQS (orange and green).

The efficiencies look, overall, low: this result is however consistent with the large
switching time variability observed, and the high process success rate demanded.
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Moreover, the low voltage amplitude used to set the samples contributes to rel-
atively long switching times at the upper tail of the distribution (this aspect is
further commented in Section 3.6.1). Nonetheless, the proposed CQS capacitive
switching shows a clear improvement over the CVS SOA approach, which is up
to ~10x until the upper tail of the distribution. When the programming capaci-
tor is fully discharged onto the load (orange curve), the CVS efficiency becomes
better than the CQS after the 99 percentile, due to the fact that the energy deliv-
ered by the programming capacitor (12.5nJ) is greater than the maximum required
(9.3nJ). If the discharge is stopped at Vth = 0.5V (green curve), the efficiency can
be improved, and is always superior to the SOA method.

cqs programming time extension Despite the remarkable gain in energy
efficiency, a major drawback is that the programming time in CQS (tp,CQS = 2ms)
is larger than the one required in CVS mode (tp,CVS = 2ms). This extension derives
from the fact that a charged capacitor requires a longer time to deliver the same
amount of energy, compared to a constant voltage: as the discharge takes place, the
voltage over the capacitor drops, delivering energy at a slower rate. Consequently,
the time gap between the CVS and CQS case becomes greater the later the cell
switches, the worst-case scenario being when the cell sets at the minimum residual
voltage, Vth. The maximum switching time can thus be expressed by:

ts,max = −RHRS,maxCp ln
Vth
Vset

(23)

where Cp = 25nF is the programming capacitor, and RHRS,max the maximum HRS

resistance value. Given our framework, where no statistical resistance variation is
considered, so that RHRS,max = RHRS, ts,max is equal to 1.73ms. However, expres-
sion (23) properly reflects a practical case only when RHRS,max is replaced with
its actual value. Although the dilation of programming time looks problematic,
this side-effect can be effectively limited by increasing the programming capacitor
initial voltage, as further explained in Section 3.6.

3.5 experimental board for proof of concept

In order to deliver proof of concept of the newly proposed CQS programming ap-
proach, the circuit board illustrated in Figure 45 was developed. Figure 45a shows
a picture of the realized circuit, the inset highlighting the programming capaci-
tor, which is a discrete component inserted into the predisposed female headers.
Such setup allowed to handily test a wide range of different capacitance values.
The board has three voltage inputs, which are supplied by Parameter Analyzer
HP4155/56: SMUin, VSU and TRIGin. SMUin is used to read the device-under-
test resistance, while VSU is a constant voltage source used to charge the pro-
gramming capacitor to its initial voltage, Vset; TRIGin is a train of pulses that is
acquired by the circuit board and turned into a step voltage in order to synchro-
nize the board with the Parameter Analyser. An equivalent circuit illustrating the
board operation is shown in Figure 45c, while a full schematic is reported in Figure
45d.
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Programming C

to RRAM

(a) Discrete-component circuit board. The zoomed inset highlights the
programming capacitor.
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t=t1 iR

t=t1SMUin SMUout
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(c) Equivalent circuit (d) Full schematic

Figure 45 – Circuit board to demonstrate proof of concept of the proposed capacitor-based
RRAM programming

At t = 0, SMUin is sourcing a non-destructive voltage of 100mV to read the DUT
resistance; 10 samples of current are collected and averaged out to have a reliable
read. Contemporarily, the VSU input supplies Vset to charge the programming ca-
pacitor C. Successively, at t = t1, TRIGin signal changes logic state and commutes
relay S1 and S2, so that C is isolated from the supply and coupled onto the RRAM
cell. After the programming capacitor is fully discharged, the resistance of the sam-
ple is read again to verify the success of the set operation. Figure 45b reports the
test operational sequence. Multiple cycles can be performed if the resistance after
the programming operation is not low enough, until a satisfying value is achieved.
The connection from the board output, SMUout, to the DUT is performed by means
of a short cable terminating with micro SMA connectors, in order to minimize the
parasitic capacitance in parallel to the sample. Figure 46a shows a TEM picture of
the tested RRAM cells, of stack CuTex/Ta2O5/W in 1R configuration. In Figure
46b, a photo of a device on wafer, the top electrode being connected to the board
output SMUout, while the bottom is grounded.
The whole test setup is shown in Figure 47. A computer running a dedicated Phy-
ton script remote-controls the Paramenter Analyser, in order to supply bias to the
board and retrieve measurement data. Thanks to the presented configuration, the
whole test sequence was automatized in order to allow extensive testing without
the need for manual intervention.
Table 5 presents some preliminary results. Test parameters were the programming
capacitance, which ranged from a few nF to 0 (which corresponded to no capacitor
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Figure 46 – Characterized 1R RRAM device.
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Figure 47 – Full test setup for conducting CQS programming, employing the designed test
board.

plugged inside the board headers, so that only parasitic capacitance was present),
and the charging voltage Vset, which was set to either 3 or 5V . For the tested
transistor-less cells, the set operation corresponded to the forming operation, so
that relatively high charging voltages were required. For each testing condition,
i.e. at a given capacitance and charging voltage, 3 samples were tested, in order to
conclude if the process was successful or not. The intrinsic limitations of a discrete
component, self-soldered board do not allow for a precise quantification of the
energy delivered to the sample during the so-performed CQS switching. However,
the collected results follow a logical trend, as a set process was rarely achieved
when the capacitance value was decreased below 330 pF, and never in its absence.
For this reason, the built setup still serves well as proof of concept to demonstrate
that a capacitor-based set operation is achievable, and inspired further work on the
implementation of an integrated-circuit solution, which would bring much higher
control and precision.
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Capacitance (F) Set Voltage (V) Successful set

> 1n 5 yes

1n 5 yes

700p 5− 3 yes

470p 5− 3 yes

330p 5− 3 yes

< 330p 5− 3 no

Table 5 – Results with various capacitance values at different charging voltage.

3.6 design considerations and important trade-offs

The analysis exposed in the previous sections allowed to conclude that the pro-
posed capacitor-based programming method can effectively raise the program-
ming efficiency of a set operation. However, the process efficiencies derived in
Section 3.4 look relatively low: η(CVSµ+σ) = 2% and η(CQSµ+σ) = 10%. As pre-
viously mentioned, this result should not surprise when considering the testing
conditions, which led to a broad dispersion of the switching times, and consider-
able overprogramming to ensure a high success rate. The high energy demanded
by the slowest switching cells translated in a relatively big programming capacitor
(25nF), which is too large for realistic on-chip integration. A narrower dispersion
of the switching times, and an overall faster set process, would help raise the pro-
cess efficiency while reducing the energy cost. As a result, the proposed method
would represent a realistic, integrable, alternative to the SOA.
The work conducted by G. Sassine et al. [116] delivers useful insights on different
programming conditions, obtained by varying the set time, current and voltage.
The tested technology is the same that was adopted in our evaluation, which al-
lowed us to draw further considerations on our study based on their conclusions.
Figure 48 summarizes their findings: it shows the Window Margin (WM) at 2σ
of the distribution, calculated after 105 cycles in endurance tests, versus the set
energy 1. Their results point in the direction that increasing the set current, Icc,
has a more beneficial impact on the window margin, with respect to extending
the set time tp. Moreover, by increasing the set voltage, the energy cost could
be reduced to only 10pJ. Such decrease in energy looks outstanding, and, as the
following Subsection illustrates, it is motivated by the fact that there is an inverse
exponential relationship between the programming voltage and the set switching
time. Therefore, as further expanded in Subsection 3.6.3, it is envisage-able to inte-
grate the proposed CQS technique on a chip, where the programming capacitor is
dramatically downsized to a few pF.

1. The set energy was estimated at the first order by E = tpVsetIcc, where tp, Vset and Icc are,
respectively, the programming time, voltage, and current.
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Figure 48 – Window margin (at 2σ) extracted from endurance CVS tests, at various pro-
gramming conditions. Adapted from [116]

3.6.1 Impact of the programming voltage onto the set switching time

The set process in RRAM has been recognized as a soft-breakdown phenomenon
[117, 118] and, as such, the memory switching time can be expressed by the time-
to-breakdown TBD. The literature highlights a strong voltage-dependence of the
set time 2 to the set voltage, where an increase in potential is responsible of accel-
erating the phenomenon according to a power-law [117]:

Tset ∝ aV−n
set (24)

where Vset is the set voltage, corresponding to the voltage drop across the oxide,
and a and n are constants.
In order to derive the actual voltage-time relationship for our samples, expression
24 has been used to fit the experimental data 3 reported by Sassine et al. [116]. The
resulting curve is shown in Figure 49a along with the fitting parameters. Figure
49b reports an extrapolation for higher voltages: it can be seen that the switching
time drops to the nanosecond range when the programming voltage is increased
beyond 2V .
Different research groups have published on the set time shrinkage through the
raise of the programming voltage amplitude, with the fastest experimental mea-
sures being as low as tens of picoseconds [119, 120].
Figure 49c shows the extrapolated energy amount at a given set voltage and time:
it can be seen that a faster switching process allows to greatly reduce the energy
cost. As the following Subsection illustrates, this allows to implement a relatively
small capacitor to integrate the CQS approach on chip.

2. Set time denotes the time interval required for a sample in HRS to transit to its LRS.
3. The set times considered are those located at the upper whisker of the distribution (2σ).
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Figure 49 – Extrapolation of technological parameters for the RRAM technology under
analysis, and projection of the energy cost at increased set voltages.

3.6.2 A dynamic RRAM model

When a charged capacitor is implemented to program a memory cell, its voltage,
VC(t), is time-varying over the set time. Therefore, a RRAM model that takes into
account the time evolution of the programming voltage is required, in order to
reflect the behaviour of the cell more realistically. We propose a Verilog-A model,
which implements the operational flow illustrated in Figure 50: at each time in-
terval, the switching conditions are checked, and the voltage over the memory is
replaced by its RMS (Root Mean Square) value. At the top view, the model has one
input: Vmem, the instantaneous voltage across the RRAM, and one output: Set, a
flag equal to 0 when the memory is in HRS, and 1 when in LRS.
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Figure 50 – Dynamic Verilog-A RRAM model, implemented to simulate a set event in the
context of a varying voltage across the memory cell.

3.6.3 CQS programming integration in a RRAM matrix

As discussed in the previous Section, the increase of the programming voltage
entails a strong energy cost drop, which in turn allows to highly downscale the
programming capacitor. This section exposes some further evaluation on the inte-
gration of the proposed CQS technique in a RRAM matrix.
The memory array brings extra parasitic contributions, which have to be taken
into account in order to properly size the programming capacitor. Figure 51 illus-
trates this concept, where element matrix par is added to the basic CQS topology.
The inset shows the equivalent circuit which models the losses brought by the
array non-idealities: Cpar stands for the parasitic capacitance at the bitline, Rpar
the resistance of the metal lines and switches/multiplexers, and Rleak the overall
leakage to ground.

+
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matrix_par

Vin Cprog

S2S1

RRAM

TE

BL

Cpar

Rpar

Rleak

BL TE

Figure 51 – Equivalent circuit including the parasitic contributions brought by the memory
array.
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The parasitic contributions should be quantified according to technology specifica-
tions and post-layout simulation, so that the circuit shown in figure 51 can be used
for reliable simulations. Ultimately, the energy that is delivered to the RRAM load
is expressed by:

E =
1

2
((V(0)α)2 − V2th) · (Cprog +Cpar)(1−β) · γ (25)

where V(0) is the charging voltage of programming capacitor Cprog, Vth the min-
imum voltage required to trigger the set event, and α,β, γ adimensional constants
that quantify losses, respectively:

α =
Cprog

Cprog +Cpar
= charge sharing losses

β =
Rpar

Rpar + RHRS//Rleak
= series resistance losses

γ =
Rleak

Rleak + RHRS
= leakage losses

The expression for the minimum required capacitance, Cprog,m, can be written
from Equation (25) by substituting E with Eth, the threshold energy needed for
programming a RRAM cell, at the desired success rate. Solving for Cprog:

Cprog,m =

√
E2th−V(0)2Cpar(1−β)γ[2Eth(Cpar+1)+V

2
thCpar(1−β)γ

2(1−Cpar)2]

(1−β)γ(Cpar−1)[V(0)2−V2th]
(26)

by adequately tuning the boundary conditions, Equation (26) can be used for both
a set and reset operation: Eth being equal to either Eth,set or Eth,reset and Vth
to Vth,set or Vth,reset, respectively. However, as the energy required for reset
is generally larger (by typically an order of magnitude) than a set, the capacitor
results larger in the former case.

3.6.4 CQS process integration in 16kb array

We proceeded our evaluation by considering the specific case of a 16-kb RRAM
matrix, whose schematic is shown in Figure 52a. The elementary cell configuration,
also called bitcell, consists in a 1T-1R structure (highlighted in figure). The full array
comprises of 128x128 rows and columns, which are addressed by the respective
decoders.
Figure 52b shows the bitcell layout. The access transistor is integrated with 130nm
CMOS technology, while the RRAM cell, fabricated at a later BEOL stage, is placed
between the top M4−M5 metal layers. In order to extract the parasitic RC contri-
butions brought by the memory array, post-layout simulation on the matrix layout
was performed.
We then proceeded to extract the threshold values to achieve a set operation for
our RRAM technology; Eth and Vth were chosen so that a window margin of 10
could be achieved at 2σ of the distribution, according to the experimental evidence
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(a) 16kb matrix schematic. (b) Bitcell layout view, showing a RRAM
on top of the access transistor.

Figure 52 – Layout of a rram matrix structure, showing three 16kb arrays side by side.

Parameter Eth,set(J) Vth,set(V) Cpar(F) Rpar(Ω) Rleak(Ω) RHRS(Ω) RLRS(Ω)

Value 10p 1 53f 2k 7G 100k 10k

Table 6 – Extracted parameters for in-matrix simulation.

gathered by Sassine et al. [116]. The parameters used for simulation are reported
in Table 6.
Next, the programming capacitor can be sized using Equation (26). The results
are shown in Figure 53a, which plots the programming capacitance versus the
charging voltage, ranged in the interval ]1, 4.6]V . Noticeably, the higher the initial
voltage, the smaller the required capacitance; this result should not look surpris-
ing, as the energy stored in a capacitor scales quadratically with the voltage and
linearly with the capacitance.
Moreover, although the value of Eth,set = 10pJ has been adopted to reflect experi-
mental observation [121], Figure 49c suggests that the set energy should decrease
as the set voltage is increased: consequently, a lower capacitance range could be
targeted when the initial voltage is increased above 1V . This observation opens the
possibility of either downsizing the programming capacitor, or using the parasitic
bit line capacitance alone for the set of a memory cell, reducing the area cost of the
proposed approach.
Figure 53b shows Spice simulations of the switching process, performed using the
dynamic RRAM model presented in Subsection 3.6.2, and the matrix equivalent
circuit of Figure 51. The values adopted are those reported reported in Table 6.
The charging voltage, V(0), was set to 4V , so that the minimum required capaci-
tance for a set process resulted 1.3pF. A programming capacitor of 2pF was thus
implemented.
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Figure 53

3.7 a dual approach : l-based programming

In this chapter, we have discussed the concept of programming a RRAM cell by
means of a (pre) charged capacitor, due to its inherent ability of controlling the
programming energy by the amount of stored charge. It thus follows natural at
this point to consider enlarging the concept to its dual component: the inductor,
where the energy can similarly be stored inside its magnetic field. Figure 54 shows
the procedural sequence, where a charged inductor is charged and later switched
onto a resistive load. Analogously to the capacitor case, if enough energy is de-
livered to the memory element, while a minimum voltage drops over the cell, the
resistance transition can be triggered.
The inductor-based programming thus appears similar to the CQS method. Nev-
ertheless, there are important differences and challenges to its actual implementa-
tion: for example, integrated inductors suffer from low quality factor and restricted
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value range, so that a off-chip component (with all its downsides) should be envis-
aged in this case. The following Section exposes in further detail the main features
of RRAM programming by means of a charged inductor, along with a final com-
parison between C and L-based programming.

V0 L

t=t0
E=1/2LI0

2

L

t=t1

R

IL IL

VL VL
Rp

S1 S2

-

Figure 54 – Inductor-based programming sequence, comprising of a charging and dis-
charging step. The load is simplified by a constant resistor

3.7.1 Overview of L-based writing process

As opposed to a capacitor, an inductor tends to keep constant the amount of cur-
rent flowing through its terminals. Any change in current is "contrasted" by a rise
in voltage, according to the inductor’s law:

VL = L
diL
dt

(27)

where L is the inductance and diL/dt, the rate of current change. Equation (27)
predicts that a fast change in iL will cause VL to rise, potentially to dangerously
high values. Such situation could be encountered when the system is powered up,
or the switches are commuted 4. Consequently, precautions need to be taken in
order to limit the voltage amplitude over the programming inductor. At the charg-
ing phase, this problem can be avoided by charging the inductor with a voltage
source; moreover, this solution allows to obtain higher charging efficiency 5. Figure
55a illustrates an updated circuit, whose Spice simulation results are reported in
Figure 55b. Although the closing of switch S1 causes an abrupt current change
in the initially discharged inductor, the voltage across L is clamped by that of the
source, V0. The inductor’s current saturates to the charging current I0 = V0/Rs,
where Rs is the series resistance.
The critical transition takes place at the start of the discharging phase, at t = t1,
when the inductor is disconnected from the charging source and coupled onto
the load. As the inductor tends to maintain the same amount of current in open

4. This is the case when transistors are used to implement the switches, with advanced techno-
logical nodes having breakdown voltages in the range of few volts.

5. By charging with a voltage source, a current ramp develops across the inductor, so that the
heat losses can be minimized according to the principle of adiabatic charging illustrated in Section
3.2.
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(a) L-programming circuit, where the switches commute sequentially in order to first
charge the writing inductor L and later tranfer energy to the RRAM load.
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Figure 55 – Spice simulation of L-based RRAM programming, where the RRAM is simu-
lated as a constant load.

circuit condition, VL peaks uncontrollably. If S1 is opened shortly after closing S2,
in order to ensure that the charged inductor is never unconnected, the voltage that
develops will depend on the memory’s resistance (RRRAM), namely:

VL(t1) = I0RRRAM =
V0
Rs
RRRAM (28)

In the case of a current decrease, if RRRAM > Rs, VL will have negative sign. An
higher voltage will be obtained when the memory cell is in HRS, i.e. during a set
operation: in this case VL(t1) = I0RHRS. Considering the high values and wide
dispersion of the HRS resistance (the mean RHRS = 100kΩ for our technology) it
is straightforward to see that VL can easily become very high.
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By looking at Equation (28), one might consider minimizing the charging current
in order to limit the voltage overshoot; however, this approach might still be insuf-
ficient against the wide HRS distribution, and also lowers the chaging efficiency.
Most importantly, the energy stored inside the inductor, E, decreases (quadrati-
cally) when lowering the charging current:

EL =
1

2
LI20

L =
2EL

I20

(29)

where L is the inductance in Henry and I0 the charging current amplitude. It thus
follows that more advanced design solutions have to be considered in order for the
energy to be sufficiently high to perform the programming operation, whilst the
voltage across the inductor is kept to a reasonably low value.

3.8 a perspecitive approach : combination of charged capacitor

and inductor programming

As explained in the previous Section, a charged inductor represents a dual ap-
proach to the CQS method illustrated in this chapter.
A programming capacitor was introduced in order to limit the energy waste dur-
ing a set operation, which, when performed with the standard CVS technique, is
highly energy inefficient. The reset operation was not discussed: in fact, the re-
sistance increase as the memory transits to its HRS self-limits the energy waste.
Moreover, the energy cost for a reset operation is considerably higher than the set,
and thus demands a prohibitively large capacitor for on-chip integration. It fol-
lows that the CQS technique is not particularly attractive for a reset process.
On the other hand, a higher current demanding, and lower resistance state, is a
friendlier framework to a charged inductor, as it allows to reduce the size of the
programming element (see Equation (29)) and the overvoltage hazard. For exam-
ple, considering a reset energy of Eres = 100pJ, and a programming current of
2mA, the size of the programming inductor can be estimated (using Equation (29))
around L = 100nH, which could be integrated off-chip.
Therefore, future work can be envisaged where an architecture implements a
charged capacitor for set operations and a charged inductor for reset.

3.9 summary and conclusions

In this chapter, we proposed novel energy-controlled methods to perform the pro-
gramming operation in RRAM. As opposed to the SOA technique, which imple-
ments a voltage pulse whose duration has to extend to the upper tail of the switch-
ing time distribution, leading to high energy waste, we propose to limit the energy
dissipation by opportunely charging a programming capacitor.
We began our analysis by delivering a voltage and energy sensitive compact model,
calibrated with experimental data on SOA RRAM technology. Succesively, we
delivered proof of concept with a discrete-component board. By exploiting the
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power-law relationship between the set switching voltage and time, we demon-
strated that a conveniently small capacitance (2pF) can be obtained for on-chip
integration, albeit care has to be taken to the parasitic losses when designing an
in-matrix protocol.
As a final step we proposed a dual approach, centered on a charged inductor.
Given that L can be decreased with the square law of the programming current,
and that an inductor can generate large voltage overshoots in the presence of high
impedance loads, we consider that a charged inductor might be more beneficial
when used for a reset process, rather than a set. Therefore, we propose as prospec-
tive work an architecture where a charged capacitor is used for set operations,
whereas a charged inductor for reset.
Table 7 summarizes the different programming approaches presented in this chap-
ter, and reports their major advantages and disadvantages.

Voltage pulse C-programming L-programming

Type

Eset

tsetVset
RHRS

(
tp−tset

tset
+ RHRS
RLRS

)
C
2 (V

2
set−V(∞)2) L

2 (I
2
set− I(∞)2)

Min.
tp

tset
RHRSC · ln

(
V(tset)
V(0)

)
(neglecting parasitics)

L
RHRS

ln
(
V(tset)
V(0)

)
(neglecting parasitics)

Pros

◦ Standard method.

◦ No need to know Eset in ad-
vance.

◦ Compatible with bot set and
reset operations.

◦ High programming energy
efficiency.

◦ Reduced electrical stress
during programming.

◦ No need of feedback control
during programming (such as
WT).

◦ High programming energy
efficiency.

◦ Reduced electrical stress
during programming.

◦ Current control.

◦ Programming time decrease:
tp < tset

Cons

◦ Low programming energy
efficiency.

◦ High electrical stress during
programming.

◦ Degraded endurance and
variability.

◦ Need of a series element to
keep current within a compli-
ance limit.

◦ Increased area footprint to
integrate C.

◦ Programming time exten-
sion: tp > tset.

◦ Possibly damaging current
overshoot.

◦ Not suitable for reset opera-
tion.

◦Inductor off-chip

◦ Danger of high voltage over-
shoot.

◦ Not suitable for set process.

Table 7 – Summary Table comparing the different programming strategies proposed in this
chapter.



88 capacitor-based writing protocol

3.10 chapitre 3 - résumé en français

Dans ce chapitre, nous avons discuté du concept de programmation d’une cellule
RRAM au moyen d’un condensateur (pré) chargé, en raison de sa capacité in-
hérente à contrôler l’énergie de programmation par la quantité de charge stockée.
Cette approche permet de surmonter le gaspillage d’énergie élevé, ainsi que le
stress électrique, qui affligent l’opération du set d’une mémoire résistive. Nous
avons inspecté les principales caractéristiques de ce nouveau protocole d’écriture
en utilisant un modèle compact sensible à la fois à l’énergie et à la tension. Utilisant
des temps de commutation expérimentaux (à 1 V) pour une technologie RRAM
basée sur HfO2, nous avons pu prouver que l’efficacité de l’approche proposée est
améliorée d’un facteur 10.

Cependant, il faut considérer que la charge d’un condensateur par une source
de tension est une approche intrinsèquement inefficace, car la moitié de l’énergie
stockée à l’intérieur du condensateur est perdue sous forme de chaleur. Pour
éviter ce problème, un processus de charge adiabatique doit être effectué. Comme
alternative, une source de courant doit être utilisée pour charger le condensateur.
Ces solutions permettent essentiellement de restaurer la pleine efficacité de charge.

Nous avons ensuite procédé à la conception et à l’assemblage d’une carte à com-
posants discrets, afin de fournir une preuve de concept. Nos essais expérimentaux
ont confirmé la faisabilité de la méthode, bien que de nombreuses pertes supplé-
mentaires soient présentes dans cette configuration, de sorte que le condensateur
de programmation est considérablement plus grand au-dessus de 300pF) que les
valeurs d’intégration réalisables.

Nous avons ensuite exploité la relation exponentielle entre la tension de program-
mation et le temps pour réduire la taille de le condensateur. Des rapports expéri-
mentaux montrent que l’énergie blanche peut être réduite à 10pJ; nous avons donc
utilisé cette valeur comme référence lors de l’extrapolation de la capacité requise.
Compte tenu des contributions parasites présentes dans une matrice de memoire
de 16kb, nous avons enfine pu réduire considérablement le condensateur de pro-
grammation à 2pF, en chargeant à 4V.

Enfin, nous avons prolongé notre étude en considérant une approche duale, où
une inductance chargée est utilisée pour programmer une cellule mémoire résis-
tive. En fait, l’énergie peut être stockée de la même manière à l’intérieur du champ
magnétique, et correctement limitée par la taille de l’inductance et l’amplitude du
courant de charge.
Cependant, comme les inducteurs s’opposent au changement instantané du courant
circulant, il faut faire attention lorsqu’il s’agit d’événements de commutation rapi-
des, car ils déclenchent des pointes de tension potentiellement dommageables.

L’opération de reset n’a pas été discutée : en fait, la La résistance augmente au
fur et à mesure que la mémoire transite vers son HRS auto-limite le gaspillage
d’énergie. De plus, le coût énergétique pour une opération de réinitialisation est
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considérablement plus élevé que l’ensemble, et exige donc un condensateur d’une
taille prohibitive pour l’intégration sur puce. Il suit- bas que la technique CQS n’est
pas particulièrement attrayante pour un processus de réinitialisation. D’autre part,
un état de demande de courant plus élevé et de résistance plus faible est un cadre
plus convivial à une inductance chargée, car il permet de réduire la taille de la
l’élément de programmation et le risque de surtension. Pour l’examen- ple, en
considérant une énergie de réinitialisation de Eres = 100pJ, et un courant de pro-
grammation de 2mA, la taille de l’inductance de programmation peut être estimée
autour de L = 100nH, qui pourrait être intégré hors puce. Par conséquent, des
travaux futurs peuvent être envisagés où une architecture implémente un conden-
sateur chargé pour les opérations de réglage et une inductance chargée pour la
réinitialisation.

Un résumé final et une comparaison entre la norme et les approches basées sur C
et L sont donnés dans la dernière section du chapitre. Différents défis et avantages
sont présents selon la méthode. Néanmoins, une architecture qui combine toutes
les approches afin d’exploiter leurs traits les plus utiles pourrait être envisagée :
par exemple, un jeu de programmation des condensateurs et des inductances pour
les opérations de mise en service et de réinitialisation respectivement.





4
A S E L F - L I M I T I N G , P R O G R A M M A B L E C U R R E N T A N D
V O LTA G E S O U R C E F O R R R A M W R I T I N G

Chapter 3 discussed the standard technique for setting a RRAM cell, consisting in
a voltage pulse of fixed duration, along with its major downsides: a high waste of
energy and electrical stress for the target cell [60, 79, 121, 122]. In order to ease such
side-effects, two new alternative programming methods were introduced, where
the write operation is carried out by means of a charged capacitor, inductor, or a
combination of the two. However, these approaches result in an enlarged area foot-
print, and possible overcurrent/overvoltage issues during resistance transitions.
This chapter delivers another novel design solution, where a current Digital to
Analog Converter (DAC)-based circuit is implemented in order to both control the
write voltage and current, and limit the set energy dissipation.
Section 4.1 gives an overview on the SOA write termination strategies imple-
mented in RRAM arrays, while Section 4.2 presents our radically different propo-
sition. Major design details are discussed in Section 4.3, and experimental results
are shown and commented in Section 4.5.

4.1 write termination circuits for rram programming

The term Write Termination (WT) stands for a class of circuits that interrupt the
programming operation of a memory cell once the state transition is achieved, with
the aim of reducing both the energy consumption and technological variability
[121, 123–125]. Figure 56 shows a commonly implemented architecture in RRAM
arrays, where the write voltage is generated by means of a Low-Dropout (LDO)
regulator [125–128], while the current is detected/compared with current mirrors
[123, 125].
The schematic of the voltage regulator is illustrated in Figure 56a: the output volt-
age, Vout, is controlled by means of feedback resistors R1 and R2, and the load
current is delivered by the P-type transistor. Upon trimming of resistance ratio
R1/R2, Vout can be varied, for example between the required amplitudes for a
successful programming operation: Vset, Vform and Vreset. Subsequently, the se-
lected cell Bit Line (BT) (Source Line, in the case of a reset) is coupled onto the
LDO output. Figure 56b shows a common current-compliance detection schematic
for a set/forming process, which is used to notify a successful transition to the LRS.
At the un-buffered output, the current subtraction between the cell’s current, Icell,
and the reference value, Iref, takes place; as soon as Icell > Iref, the inverted
output rises, delivering a trigger signal for the stop of the writing operation. A
comprehensive schematic of a WT circuitry is reported in Figure 56c; the set/reset
switches interrupt the cell biasing once the corresponding Flip-Flop (FF) output
rises.
Such write termination approach has proved effective in both narrowing the resis-
tance distribution and lowering the energy consumption [121, 123–125], which is
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Figure 56 – Main circuital blocks of a common write termination architecture.

especially critical during a set process [79, 121]. However, memory performances
are found to trade with power consumption, as [] reported that some post-transition
delay is necessary to ensure satisfying memory-state retention and variability.
In contrast with the SOA architectures, our circuital solution is designed to be
self-terminating, as voltage across the cell falls as soon as the resistance transition
takes place. This way, the energy cost can be reduced while granting satisfactory
memory operation.

4.2 proposed circuit overview

The motivation behind the proposed circuit is a well-controlled, current driven, set
operation, which can effectively limit the current density inside a device transi-
tioning to its LRS. In order to also regulate the voltage until the device resistance
drops, our design converged into an integrated current-switching DAC architecture
[129–132], whose ideal characteristic is shown in Figure 57. The transfer function
consists in a straight line, connecting analog output values spaced by a Least Signi-
ficative Bit (LSB). The input, a digital code, controls the analog output and sets its
value among ground and the maximum analog voltage, in a way that resembles
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a programmable potentiometer [132]. As a result, the system allows to tune the
DAC output to the required set voltage.
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Figure 57 – Ideal transfer function of a DAC. Adapted from [132].

Figure 58 shows a system-level view of our design, which illustrates its dual work-
ing mechanism, as a programmable current or voltage source. In Figure 58a, a
time-constant digital input sets the DAC output current, Iout, to a selected ref-
erence value Iref. Given an opportune configuration of the input code, IC∗, the
output current can be tuned, so that Iout(IC∗) = Iref. Figure 58c shows qualita-
tive time transient waveforms, which illustrate the behaviour of the circuit. If the
write termination block is not active, the output current remains equal to the refer-
ence until the end of the programming time; else, the WT circuitry opens switch S
when a resistance drop is detected. Figure 58b depicts the circuit operation when
in voltage-source mode: the feedback loop driving the Digital Counter block reg-
ulates the output voltage, Vout to the reference Vref. Qualitative time-transient
curves are shown in Figure 58d: after settling time tsettle, Vout reaches Vref, and
is kept constant until the set event takes place. At tset, the resistance drops causes
Vout to fall; if the WT block is active, the voltage drop triggers the termination
circuitry and cuts the bias across the load.

4.2.1 Voltage Regulation

Figure 59 illustrates in further details the circuit behaviour: it shows Spice simula-
tion curves of Vout and Iout when the circuit is operated in voltage mode. More
specifically, the circuit acts as a voltage source until the set event occurs. This
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Figure 58 – Operational flow of the proposed circuit, in current and voltage drive mode.

is achieved by continuously comparing Vout to Vref, and adjusting the Digital
Counter’s output consequently, so that:

Vout(t) = Iout(t) · RL = Vref, for t > tsettle (30)

Where tsettle is the system’s settling time. The counter output is updated at each
input clock rising edge, so that Iout, and hence Vout, are time-discretely regulated,
taking the form of stepped waveforms. At start-up (t = 0), the counter initialises
its count, and Vout = Iout = 0. After each clock’s period (Tclk) the counting is
incremented, until the output voltage tracks the reference. From this point on, the
digital code oscillates between count(tsett) and count(tsett + Tclk). At tswitch,
the set occurs, and RL drops: the WT block detects a quick decrease of the output
voltage and interrupts the bias across the memory cell.

4.3 circuit design

In this section, design details on the main operating blocks are presented: Section
4.3.1 and 4.3.2 cover the design of the current-switching DAC block, and illustrate
its working principle. Section 4.3.3 focuses on the counter’s architecture, while
Section 4.4 presents the switching detection and write termination mechanisms.
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Figure 59 – Spice-simulation waveforms, showing the circuit operation as voltage regula-
tor, so that output Vout equals input reference Vref. When the set event takes
place, tswitch = 10µs, the resistance drop is detected by the WT block and the
system is shut-down.

4.3.1 Current Switching Digital to Analog Converter

A schematic view of the implemented DAC architecture is shown in Figure 60:
the circuit consists in a tank of binarily-weighted current sources [129], controlled
by the input code S1:n (for example the counter’s output), which sum at the output
node.
The activation/deactivation of each source, ranging from I1 to In, is regulated by
the closing/opening of corresponding switches S1− Sn. The output current, Iout,
results:

Iout =

n∑
i=1

2i−1QiI1 (31)

where n is the number of current sources, Qi the logic value controlling the ith’s
switch (1=closed, 0=open), and I1 is the smallest generated current. Figure 60 high-
lights the correspondence between each counter’s output bit and current source:
the weight is increasing from index 1 to n, 1 being associated to the counter’s
Least Significant Bit (LSB) and n to the Most Significant Bit (MSB). The circuit is
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Qn
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S1
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I1 In=2n-1I1

Iout=      Σ 2i-1I1
i=1

n

(LSB)

(MSB)

Figure 60 – Schematic view of the current-switching DAC circuit. The current sources
I1:m, are coupled to the output node if the corresponding switch logical value,
S1:n is high.

designed so that the maximum amount that can be generated equals the RRAM
technological current compliance, Icc. From Expression (31):

for Qi = 1, ∀i ∈ [ 1, n] : Icc =

n∑
i=1

2i−1I1 (32)

As we targeted a Icc in the range of 100µA, we achieved satisfactory precision for
I1 = 1µA, and n = 7. The chosen parameters, as better explained in the following
Subsection 4.3.2, represent a compromise between regulation precision and circuit
complexity, which trade which each other on the number (and topology) of current
sources.

a transistor-level implementation is reported in Figure 61. Different
amplitude are realized by mirroring the input reference, Iref, at various W/L ratios
(L being kept constant for every transistor). The ith current source, Ii, can be sized
given [129]:

Ii =
Wi
W1

Iref = mi · Iref (33)

where W1 is the width of transistor M1 and Wi = miW1 the width of the the ith

transistor 1. In our implementation Iref is externally supplied through a dedicated
input pad; this choice allows to gain some flexibility in the generation of the out-
put current by varying Iref. In standard setting, Iref = 1µA, and transistors M2

and M3 generate currents approximately equal to 80µA, namely Iref_Opamp_OL

and Iref_Opamp_driver, which are used to bias operational amplifiers Opamp_OL
and Opamp_driver (not shown here). Transistors M4−M10 stand for the actual

1. Equation (33) simplifies the real-case scenario, under the assumption of perfectly matched
transistors (L1 = Li and VT1 = VTi) and neglecting channel-length modulation.
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current source tank, while M11−M17 act as switches to either isolate or couple
each source to the output node.
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Current tank

Figure 61 – Transistor-level design of the current generator, consisting in a switchable cur-
rent mirror, where the LSB current, Iref = I1, is mirrored at increasing W/L
ratios. For better matching, W is enlarged by putting multiple unitary transis-
tors in parallel, the number being specified by the m factor

4.3.2 Design Trade-Offs

Figure 62 shows a time-transient Spice simulation of Iout and Vout. At the power-
up, Iout = 0; it is then increased by ∆I = ILSB (the inset shows a zoomed view)
as the counter is incremented. Once the steady-state current, Iss, is reached, the
output remains afflicted by some ripple, as the count keeps oscillating. As the
output voltage is proportional to Iout, Vout has a similar shape, and the current
ripple translates into a voltage ripple around the regulation voltage, Vref
The steady-state output voltage, Vssout, can be expressed as:

Vssout = (Iss ±∆I/2) · RL = Vref ±∆V/2 (34)

where

∆V = ∆I · RL (35)

is the steady-state voltage ripple. Ideally, Vout = Vref, so the output voltage is
closer to the ideal case the smaller the ripple. Given Expression (35), this can be
achieved either minimizing ∆I or RL. Decreasing ∆I means decreasing Iref, which
in turn requires higher circuit complexity and area, as more transistors are required
to obtain a sufficient amount of current to program a RRAM cell. Therefore, a
trade-off between precision and complexity has to be made.
Moreover, the dependence of ∆V on RL poses another design challenge, as RRAM
variability brings high statistical load variation. In order to limit the spread, we
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Figure 62 – Time transient Spice simulation of output current, Iout and voltage Vout. Val-
ues are incremented at each rising clock edge, until the device enters the Volt-
age regulation steady-state, where Iout and Vout settle around Iss±∆I/2 and
Vref ±∆V/2 respectively.

inserted a fixed parallel load, Rp, to the RRAM device. The steady-state voltage
ripple thus becomes:

∆V = ∆I · (RHRS ‖ Rp) (36)

The worst case ∆VWC, results when RHRS � Rp, which maximises the load, and
RL ∼= Rp:

∆VWC = ∆I · (Rp) (37)

Given Equation (37), the lower Rp, the lower the ripple. However, higher output
current would be required to drop enough voltage, Vref, over Rp. Moreover, the
set process energy efficiency would be quite low, as a considerable share of Iout
would be lost on Rp, instead of being used to switch the RRAM cell. Thus, sizing
Rp represents another trade-off between regulation precision and energy efficiency.
We posed Rp = 100kΩ, which is a value that approaches the mean HRS state
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for our technology. As a result, the worst-case voltage ripple becomes: ∆VWC =

100mV , and:

Vout = Vref ± 50mV (38)

Considering that a typical set voltage is in the range of a few Volts, the steady-
state output oscillates within a range of ±5%Vref, which is a satisfying voltage
excursion for memory application.

4.3.3 Digital Bidirectional Counter

This subsection focuses on the Digital Counter’s architecture and regulation cir-
cuitry. A schematic is shown in Figure 63a, where the central block represents
the 7-bit bidirectional counter, C1. Figure 63b reports a lower-level view; seven JK
Flip-Flops (FF) store each bit value, where the bit significance increases with the
FF number: FF1 is associated to thr the LSB, while FF7 to the MSB.
In Figure 63c, a Spice time-transient simulation. At the power-up, Q1−Q7 = 0;
once trigger signal pu rises, the output starts increasing with each positive clock
(clk) edge. Flag UPDW regulates the counting direction, which is positive when
false, and negative when true. As Vout approaches Vref, UPDW starts to oscil-
late, giving rise to the aforementioned steady-state ripple.
As shown in Figure 63a, the outputs of the whole counter block (Q1 : Q7) corre-
sponds to the output of digital multiplexers MUX1 : 7. This solution allows to add
an extra degree of freedom for both circuit operation and debug purpose: namely
an automatic versus a manual DAC control. Count_mode allows to select either
modes: C1 counter outputs (automatic operation), or external inputs (manual op-
eration). In the latter configuration, the three most significant bits (c5 : c7) are
coupled onto input pads, while the remaining (c1 : c4) are internally grounded.

4.4 switching detection

The ultimate task of the proposed circuit is to react to a set event, opportunely
cutting the bias that damages the sample and gives rise to energy waste. The
problematic has been already discussed in Chapter 3, where energy waste results
from the high degree of variability of the memory switching times (see Section 3.1
for further details).
The following Sections present the self-terminating feature of the proposed circuit,
as well as two energy-saving programming alternatives: a Write Termination and
a Write and Verify protocol, where architecture complexity and set process speed
trade with each other.

4.4.1 Self-Terminating architecture

Introductory Section 4.1 presented our solution as intrinsically self-terminating,
meaning that the circuit responds by itself to a sharp load drop, even in the lack of
an external stop circuitry. Figure 64 illustrates this point with a qualitative analysis
of how the circuit reacts to a set event.
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Figure 63 – Illustration of the bidirectional digital counter design and operation.

The voltage across the sample, Vout(t), versus the time, is shown on top of the
figure. The time scale starts at the settling time (tsettle), when the output voltage
equals the reference Vref; for clarity’s sake, the steady-state voltage waveform is
drawn ripple-less. In gray region (1) the cell is in HRS, while in yellow region (2), it
is in LRS. The set event occurs, relatively instantaneously, at the interface between
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the two region, at t = tset. The voltage drop across the sample can be expressed
as:

Vout(t) =


Vref = IssRHRS for t < tset

IssRLRS for t = tset

ILRSRLRS for t > tset

(39)

where Iss is the steady-state current, and ILRS the current when the device is in set
state, which ranges from 0 to the compliance value Icc. Typically, RLRS � RHRS;
therefore, as expressed by Equation (39), Vout(t) dramatically falls as the resis-
tance change takes place. As a result, the stress over the cell is reduced as soon as
the programming operation is achieved.
Since the typical set voltage is in the range of a few Volts, Vout(tset) falls down to
hundreds of mV at most.
If the writing operation does not get interrupted, the counter control circuitry de-
tects that Vout has again fallen below Vref, and restarts incrementing the count.
However, the maximum output voltage will be limited to VLRS,max = IccRLRS.
Depending on the actual RLRS and Icc values, as well as the targeted Vref, the reg-
ulation voltage might not be reachable after a set event. In Phase 2 of Figure 64, the
typical case is shown, where RHRS and RLRS are several orders of magnitude apart,
and Vout never reaches the regulation voltage once the memory transits to the set
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state. As a result, the counter keeps counting forward, and its outputs eventually
overflows at tof, where the output is zeroed and Vout reaches a minimum.

4.4.2 Write Termination Protocol

The in-built write termination feature does help reduce the stress over a device un-
dergoing a set process, but cannot stop the considerable, unnecessary dissipation
that still occurs once the transition is completed.
Therefore, a valid approach to save on energy expense is constituted by the Write
Termination mechanism hereby presented.

write termination circuit operation Figure 65a illustrates the Write Ter-
mination mechanism present in our circuit. The load bias is interrupted by the
opening of pass gate T1, which either couples or isolates the output of the DAC
block, U1, to load RL. If flag WT , corresponding to the output of block U2, is low,
T1 is in closed position and Vout > 0, else Vout = 0.
Analog amplifier A1 buffers Vout in order to drive subsequent stages: namely, ei-
ther out1 or out2 outputs of multiplexer MUX1, depending on its selection bit
(WT_mode). WT_mode allows to choose between two different write termination
circuitry: WT_mode 1 and WT_mode 2, which are highlighted in Figure 65a.
When WT_mode = 0, Termination Mode 1 is active; its operation is illustrated by
the simulation waveforms reported in Figure 65b. In this topology, a set event
is detected when a sharp output voltage transition takes place, and the high-pass
filter constituted by capacitor C and resistor R1 becomes conductive. If the amount
of time required for a high to low resistance transition, δtset, is 6 2πCR1, out1 is
coupled onto A2’s input 2. Figure 65b shows that, at set time tset, Vout sharply
drops as a result of the load change. Correspondingly, signal Vs, amplified output
of the high pass filter 3, becomes high enough to raise comparator A3’s output. In
turn, flag WT toggles its state to vdd, signaling a set event, and opening switch T1.
Alternatively, by posing WT_mode = 1, the switching can be detected through
Termination Mode 2 (WT_mode 2 block in Figure 65a). In this configuration, a set
event is detected when the output voltage, which drives comparator A4’s input,
falls below threshold Vth, 2.

4.4.3 Write and Verify

A different approach to tackle the programming energy waste is constituted by the
Write Verify (WV) method; an example illustrated in Figure 66. According to this
solution, a set operation consists on a write pulse followed by a read pulse, which
checks weather the previous attempt was successful: in such a case, the program-
ming phase ends, else the cycle resumes [133–136].
By implementing short, amplitude-increasing pulses, it is possible to deliver dis-
crete bursts of limited energy, hence avoiding considerable waste. The WV ap-
proach could also prove useful in lowering technological variability: for example,

2. As typical set switching times are in the range of [1 − 100]ns, C has been set equal to 5pF,
while R1 to 20kΩ.

3. Resistor R1 and R2 set the gain of amplifier A2: G = −R2/R1.
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Figure 65 – Write termination circuitry.

the sample’s final resistance could be adjusted within some target range by modu-
lating the amplitude/polarity of the programming pulses (as shown in Figure 66)
[133].
The main inconvenience of this approach is the programming time inefficiency
that results from the extended operational flow [133, 137]. Moreover, the resis-
tance value so obtained is typically drifting over a short time interval, so that the
reliability of Write and Verify methods has been questioned [136, 138]; constant
refresh of the stored state might be required to ensure non-volatility, lowering the
energy efficiency of this approach [133, 136, 137].
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Figure 66 – Example of Write and Verify method, where each programming pulse is fol-
lowed by a read operation. The amplitude of the write voltage is increased
step-wisely, until the desired resistance value is achieved. Figure adapted from
[133].

4.4.4 Memory Addressing

In the actual implementation, the load consists in a small array of 4 RRAM ele-
ments, which are selected through the circuitry shown in Figure 67a. Polarity, a0,
a1 and Vext are externally-supplied inputs, while Vout is coupled to the output
of the DAC block. Multiplexer MUX1 allows to select the voltage to be applied
across the memory cell, between Vout and Vesxt. When Vext is chosen, the DAC
block is bypassed, and the programming operation can be performed in the stan-
dard way (for example in in debug stage, or during a reset operation).
A lower-level schematic is shown in Figure 67b, where decoder U2 routes voltage
Vm and gnd according to the configuration of the address bits (a0, a1, Polarity).
The outputs of the decoder are the top (t0 : t3) and bottom (b0 : b3) electrodes of
the four-cell memory array. Appendix Section 4.7.2 reports lookup tables illustrat-
ing the decoder operation in larger details.
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4.5 electrical characterization and experimental results

The circuit has been integrated on a 8-inch silicon wafer; a picture is shown in
Figure 68. A microscope photograph, as well as an overlay of the full circuit lay-
out, highlighting the main constitutional blocks, can be seen in in Figure 69. The
front-end was designed and fabricated in 130nm bulk CMOS technology, operat-
ing at 4.6V nominal supply voltage. The bottom half of Figure 69 shows a TEM
picture highlighting the memory integration as back-end process, where RRAM
memory cells are sandwiched between M4 and M5 metal levels. The memory
stack is TiN/Ti/HfO2/TiN, where the HfO2 oxide thickness is 5nm. The memory
cell size is 300x450nm, and the footprint results 0.135µm2.
The following Sections present the results of experimental characterization of the
main circuital blocks, namely: the output buffer 4.5.1, the parasitic access impedance
brought by the multiplexers 4.5.2, and the programmable current source 4.5.3.
Lastly, Section 4.5.4 shows and comments tests on RRAM samples, where the im-
pact of the designed architecture on the memory technology is evaluated.

4.5.1 Characterization of the Output Analog Buffer

In order to drive the capacitive load of the circuit’s output pad, Vout, a unity-
gain amplifier is put in place (see instance A1 in the schematic shown in Figure
65a). To ensure that no additional signal distortion arises from the buffer itself,
its static response needs to be characterized. Figure 70 shows the output over the
Full Voltage Range (FVR), for two different samples (each situated on a different
wafer die). As the circuit is biased between Vdd and gnd, the output is not rail-to-
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Figure 68 – Silicon wafer, onto which the designed circuit was integrated.

rail, with an upper saturation level that is found to vary depending on the DUT.
Nevertheless, the block looks functional, and the distortion level appears negligible
within the expected operational range, as typical set voltages fall between 1− 3V .

4.5.2 Evaluation of Access Impedances

In order to assess the reliability of read and write operations, we evaluated the par-
asitic contributions affecting the load impedance. Figure 71a shows a schematic
with the overall resistive and capacitive elements that lie on the path of a memory
cell. Their values need to be quantified in order to calibrate the experimental raw
data, and deliver precise memory characterisation. The memory cell, highlighted
in Figure 71a, is non-standard: it consists of a memory cells with two series trans-
mission gates, one at each electrode. This design choice was made in order to
reduce the parasitic series resistance; as our circuit operates as a controlled current
sourced, there in no need to put any additional limiting elements.
Series resistor Ron,MUX is the on-impedance of the multiplexer, causing a reduc-
tion of the voltage that ends up dropping on the RRAM. RIC is an integrated
poly-silicon resistor, by design equal to 100kΩ, in parallel to the memory cell to
protect it from over voltages. On the downside, as the RRAM values approaches
that of RIC, the energy dissipated by the memory, as well as its read resistance,
become affected. Parasitic capacitor Cdev influences the dynamic response of the
circuit and contributes to the overall energy delivered to the memory, as is further
discussed in Section 4.7.3. Figure 71b shows the evaluation of the multiplexer on
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Circuit
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Figure 69 – On top, the full circuit layout, highlighting the main design blocks. The bottom-
half of the figure shows a TEM picture where the back-end integration of the
memory cells is in evidence.

resistance, versus the common-mode input voltage. The inset of the figure shows
the test setup; the multiplexer is not connected to the DAC current source IDAC,
and TE pad is grounded in order to avoid loading by RDEV and RIC. Capac-
itance Cdev was extracted by post-layout simulation, and found equal to 600fF.
At last, once Ron,MUX is known, RIC was derived by applying a constant input
voltage through an SMU unit, Vin, and monitoring both the current drawn and
Vout, in a layout topology where the memory element is missing (RDEV = ∞). At
Vin = 1V , Ron,MUX was found equal to 1.89kΩ and RIC = 97.5kΩ. Once their
values were quantified, a memory cell resistance could be read coupling the DAC
current source and monitoring output pad Vout: Figure 71c shows the evaluated
value versus the DAC digital input.

4.5.3 Characterization of the I-DAC

The core block of the designed architecture consists on the current DAC, which
supplies the bias for the memory programming operation. Therefore, the primary
objective of our tests was to evaluate the performance of the programmable current
source. To this end, we analyzed the static errors that deviate the actual charac-
teristic from the ideal case, namely: the offset and gain errors, as well as the inte-
gral and differential non-linearities. It is noteworthy to mention that the designed



108 a self-limiting , programmable current and voltage source for rram writing

O
u

tp
u

t 
(V

)

Input (V)

E
rr

or
 (

m
V

)

Ideal output
Die 1
Die 2

Figure 70 – Characteristic of the buffer driving the circuit’s analog output pad, Vout,
which follows the DAC’s output voltage. Two sample characteristics are shown
here, versus the ideal case. As the input is varies across the FVR, the amplifier
outputs track the source, until saturation bends the curve at the power rails.

DAC architecture, which is implemented in the original context of (digital) mem-
ory programming, does not demand strict linearity specifications. Therefore, our
objective is to assess the functionality and transfer characteristic of the designed
circuit, rather than bench-marking our DAC with SoA typologies.

offset and gain errors . Figure 72a illustrates the offset error, which corre-
sponds to the resulting analog output when the input code is zero [132, 139–141].
An offset error appears when the output value is non-zero, causing a vertical dis-
placement on the transfer function.
In Figure 72b, the gain error is shown. It is defined as the difference between the full
scale ideal and actual analog output (Full Scale Range, FSR), obtained when the
input code is at its maximum value (Full Scale Code, FSC) [132, 139–141]. Comple-
mentary details on the offset and gain errors are reported in Appendix Figure 4.7.2.
Since all input codes are equally affected by offset and gain errors, it is possible
to perform a calibration of the raw characteristic to mask their effect: Appendix
Figure 4.7.2 shows a typical procedure for error-correction, which we adopted for
our samples.

non-linearity errors . Non-linearity errors cause a drift in the linearity of
the DAC transfer function which, ideally, is a straight line. Two main types are
defined, the Differential Non Linearity (DNL) and the Integral Non Linearity (INL).
A DNL occurs when the step between the outputs of two adjacent input codes is
greater, or inferior, than a LSB (the ideal cause being exactly 1LSB) [132, 139–141].
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Figure 71 – Experimental evaluation of parasitic contributions.

Figure 72c shows an example of DAC characteristic affected by DNL errors. If the
DNL < −1, the transfer function can become non-monotonic 4 [132, 139], while if
DNL > 1, missing codes might occur [132, 139].
The INL, illustrated in Figure 72d, is a similar concept to the DNL, but it is defined
as the maximum distance from the actual transfer function to the ideal straight line.

4. a non-monotonic curve results when the magnitude of the output becomes smaller, at an
increase in the magnitude of the input[132].
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Figure 72 – Static errors in DACs.

Non-linearities errors are evalued after the DAC characteristic is gain and offset
error corrected.

experimental evaluation of static errors Figure 73 reports the DAC
transfer function (analog output current Iout versus the input code), as well as
the measured static errors afflicting the circuit. More samples are characterized in
Appendix Section 4.7.5. Specifically, the offset error results negligible, while the
gain error amounts to 4 LSB, or 0.03 FSR (FRS = 127µA). Both DNL and INL
errors remain strictly below 1 LSB, reaching a max of 0.3 and 0.26 LSB respectively,
ensuring good linearity of the transfer function and strict monotonic behaviour.
Table 8 reports a summary of the main specifications and performances. From our
analysis, we can conclude that the DAC is functional and behaves accordingly to



4.5 electrical characterization and experimental results 111

0

2 5

5 0

7 5

1 0 0

1 2 5

O
u

tp
u

t 
cu

rr
e

n
t 

(u
A

) Me a s u re d  cu rre n t

Ga in  corre c te d  cu rre n t

Id e a l cu rre n t

0 .1

0 .0

0 .1

0 .2

0 .3

D
N

L
 (

L
S

B
)

0 8 1 6 2 4 3 2 4 0 4 8 5 6 6 4 7 2 8 0 8 8 9 6 1 0 4 1 1 2 1 2 0

0 .1

0 .0

0 .1

0 .2

IN
L

 (
L

S
B

)

4 LSB

Gain error = 0.03FSR
Offset error ~ 0

Digital Input Code

Figure 73 – Static error characterization for the integrated DAC block, where the INL is
calculated on the gain-corrected characteristic. Overall, the DAC shows good
static performances.

expectations. Moreover, the evaluated static performances are satisfying and in
line with general purpose architectures.

4.5.4 Current-based set process

As explained in the introductory circuit overview, the designed architecture offers
the possibility of being operated in two different modalities: as a current or as a
voltage source. The former can be obtained in open-loop configuration, where the
DAC digital input controls the output current. Figure 74 shows an equivalent cir-
cuit during a set operation, where the DAC output is the programmed current, Iset.
Qualitative time transients of the current and voltage across the memory are also
reported. In the absence of a Write Termination mechanism, current Iset continues
to bias the RRAM until the end of the programming pulse. However, when the
memory resistance drops, it voltage also does: the system self-termination mecha-
nism lowers the energy waste and cell damage. Moreover, since a high impedance,
current-limiting transistor is missing in our design, the programming operations
are more energy efficient than standard 1T1R cells, at an equal programming time,
thanks to reduced, unwanted voltage drop over the series impedance.
Therefore, we begin our experimental evaluation on the premise that a current
driven set process looks appealing when considering the low energy waste even
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Parameter Designed Tested Unit

min typ max

Bit number 7 - - - Bit

LSB 1 0.62 1.1 1.31 µA

FSR 127 130.7 130.9 131.8 µA

Resolution 0.008 0.01 0.009 0.008 FSR

Output V >3.5 3.92 4 4.35 V

Offset Error 0 0 0.01 0.3 LSB

Gain Error 0 3.7 3.9 4.8 LSB

DNL 0 0 0.11 −0.62 LSB

INL 0 0.01 0.15 0.40 LSB

Table 8 – Main specifications, designed and tested, of the implemented IDAC.

in the absence of a WT mechanism, possibly improved memory performances and
longer lasting cells.
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Figure 74 – Equivalent circuit illustrating the operation as programmable current source.
The current sourced by the IDAC, Iset, remain constant after the set process
occurs, so that the voltage falls as the resistance drops.

experimental characterization of memory samples The tested cir-
cuit is illustrated in Figure 75a. The forming and set processes are performed
through current pulse Iset, supplied by the IDAC block, while the reset and read
operations are performed by external voltage source Vext. According to the value
of digital input c1 : c7, the amplitude of the set current can be varied. The memory
array, comprising of 4 cells (per die), allows access to one cell at a time. Depending
on the address bit configuration, the routing and polarity can be varied (a detailed
explanation is given in 4.4.4). Transmission gates at both the top and bottom elec-
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trodes allow good signal integrity and low voltage drop over the access elements.
Figure 75b shows a simplified view of the different programming processes; in
our setup, the reset voltage was 2V . while the read 0.2V . The circuit is oper-
ated in Manual Mode (as described in Section 4.3.3), i.e. not driven by the counter
block. Figure 75c shows the setup for the control of the IDAC input bits, where
the 3 Most Significant Bits (MSB) of the digital code are supplied by an Arduino
microcontroller.

Cpar

Iset

...

Vdd

Iref 2Iref
27-1Iref

c1
c2

c7

...

Input
code

Vext

set / reset-read
Operation control: R

IC
=

10
0k
Ω

1
Vout

IDAC

Memory array

R
R

A
M

T gate

(a) Schematic showing the circuit operation as programmable current source. The gray area
highlights the integrated part. During the set/forming operation, the current delivered
by the programmable current driver, Iset, is coupled across the selected memory cell. For
the reset and read operations, external voltage Vext is selected instead.

IIPulse Generator / SMU

Iset

reset/read

VextRRAM

Programmable
I source

forming/set

(b) Simplified diagram, illustrating the opera-
tion of the circuit during set/forming and
reset/read processes. Vext is externally
supplied by a Pulse Generator (reset) or a
SMU unit (read).

gnd

c1

0 0 0 0

c2 c3 c4 c5 c6 c7

Input code

IsetIIDAC

(c) Setup for current control of the Iprog, ac-
cording to the circuit operation in Manual
Mode. The 3 MSB are supplied by an Ar-
duino Micro controller, while the remain-
ing are internally grounded.

Figure 75 – Test setup for current-driven set/forming process.
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Figure 76 – Effect of the programming current amplitude on the set process.

impact of the set current amplitude Figure 4.5.4 shows the results col-
lected on a current-driven set operation, while varying the programming current
amplitude. Iset was ranged between 15µA and 63µA, adopting the setup described
in the previous Paragraph 4.5.4. The programming pulse duration, for set and re-
set, was fixed at 10µs and 100µs respectively. An external voltage of 2 was used
to perform the reset operation, while a reading pulse of 0.2 V was supplied for the
read. In Figure 76a are reported the resulting LRS and HRS resistance distributions.
while in Figure 76b the LRS and HRS currents are shown. It can be seen that, for
a programming amplitude of 15µA, the distributions are heavily overlapping. On
the other hand, no further real performance gain is obtained above 23.5µA, as the
resulting distributions are overlap one another. We conclude that the WM cannot
be increased at the expense of higher programming energy, and thus the optimal
choice is Iset = 23.5µA, which allows to minimize the process consumption. Fur-
ther results, which confirm this trend are reported in Appendix Section 4.7.6 and
Section 4.7.6.

impact of the set time duration Figure 77a shows LRS and HRS distribu-
tions, obtained by ranging the duration of the set current pulse while keeping the
amplitude constant to 31µA. It can be seen that there is no appreciable difference
between different trials, whose programming time was varied between 1µs and
100µs, the former being the shortest time the setup allowed to reach. Combining
the results obtained on both the impact of amplitude variation and programming
duration, the shortest set pulse at the lowest acceptable amplitude (Iset = 23.5µA
and Tprog = 1µs) is the optimal choice in terms of power consumption. Figure 77b
shows the set energy consumption versus the programming time, estimated at the
first order as TprogIsetVdd [116]. Our work (curve in green) is compared to SOA
architectures (shaded orange-red area), where the current compliance is typically
in a range between 100µ− 250µA [68, 142–144]. It can be seen that the proposed
circuit consumes less energy, and the consumption gain sits between a factor of
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Figure 77 – Effect of programming pulse duration.

4 to 10. As our experimental tests demonstrated that the final resistance distri-
butions is uncorrelated to the pulse duration (Figure 77a), set times (< 1µs) are
envisage-able. Therefore, an even lower energy cost can be targeted (extrapolated
area in Figure 77a).

impact of the parasitic line capacitance Figure 75a shows capacitance
Cpar, in parallel to the integrated 100kΩ resistor. As previously discussed in
Section 4.5.2, this element is not present by design, and appears due to the parasitic
capacitance of the metal lines. Figure 78 gives a graphic illustration of the effect of
capacitor Cpar during a set process.
The parasitic capacitance appears in parallel to the memory cell. Therefore, when
the voltage tends to drop at set time (tset), Cpar holds this value until discharged
onto the RRAM. As a result, a current overshoot flows across the sample; its peak
amplitude is proportional to the conductance jump RHRS/RLRS, and it is thus sig-
nificant (generally in the mA range). However, its time duration is proportional to
CparRLRS, and hence too short (typical τ is in the low ns range) to cause damage
to the cell.
A shown in Figure, Cpar contributes to the energy that is overall delivered to
the memory. The increase is half the energy stored inside the capacitor, while
percentage of energy contribution by Cpar to the overall amount, ∆E, results ap-
proximately equal to:

∆E =

[
1+

2tset

CparRHRS

]−1
(40)

where EC is the energy delivered by Cpar, Eideal the energy consumed when
Cpar = 0, and tset the set time (details of calculation are reported in Appendix
Section 4.7.4). For tset in the range of 10ns− 1µs, ∆E results, nominally 5, between

5. Estimation derived using Cpar = 600fF and RHRS = 100k.
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Figure 78 – Effect of parasitic capacitor Cpar during a set process. In black, transients for
the case when Cpar is negligible, while in orange the effect of Cpar on the
current, voltage and energy dissipated over the RRAM cell.

3% to 75%. As a result, Cpar can significantly affect the switching process, and it
becomes the dominant contribution for the shortest RRAM set times. This conclu-
sion should not sound surprising, after the discussion presented in Chapter 3 on
the idea of programming RRAM by a charged capacitor.
After clarifying the role of Cpar in our circuit, we could give interpretation to the
results collected so far, considering its influence. The low sensitivity of set perfor-
mances upon the variation of the programming current can be explained by the
fact that the energy delivered by the capacitor makes the RRAM less sensitive to
a change of Iset alone. Nonetheless, a threshold exists (for Iset < 23.5µA), below
which the capacitor cannot deliver enough energy to achieve a satisfying LRS dis-
tribution.
A similar explanation can be suggested regarding the independence upon the pro-
gramming time, where Cpar is seen as the main contributor.

endurance analysis Figure 79 shows the results of endurance tests, carried
out with a set current of 31µA, at various programming times, and reset voltage of
2V for 10µs. In Figure , 500 set and reset cycles are shown: the mean WM is equal
to 25, and remains rather constant until the end. In Figure 79b the impact of aging
is inspected; HRS versus LRS currents are shown for one sample, over 11k cycles.
In gray are reported 1000 cycles after the first 2500, while in red other 2724 after
8500 cycles. It can be seen that the distribution tends to move to the right when
increasing the cycle number, as the HRS gradually collapses onto the LRS, closing
the WM.
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Figure 79 – Endurance tests.
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tion.
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(b) LRS and HRS distributions, where the re-
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ping, possibly due to excessive (reset) current
causing unstable final states.

Figure 80 – Setting with a current ramp and resetting with a current pulse both cause
widespread distributions, with overlapping tails.

impact of a set current ramp After successfully being able to set our
samples by means of a current pulse, we proceeded to inspect the impact of a set
process performed through a current ramp. In this case, the current is a staircase
of initial amplitude 0µA and final value Iset. Figure 80a shows the resulting LRS
and HRS distributions obtained for the two cases: a set current pulse and ramp,
in order to compare the approaches. It can be seen that, while a current pulse of
amplitude Iset = 31µA can achieve a satisfactory LRS distribution, a ramp of equal
(final) amplitude produces a much wider statistical dispersion, and degraded WM.
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impact of a reset current pulse At last, we performed the reset opera-
tion by means of a current pulse. As the reset energy cost is higher than the set, we
adopted higher current amplitudes. Figure 80b reports 3 different trials, of various
current amplitudes and fixed duration Treset = 10µA. In all trials, the LRS and
HRS distributions end up overlapping, causing reading errors. A possible explana-
tion is that excessive current flows during the reset process, spoiling the final state;
in fact, Ireset remains constant until the end of the programming pulse, meaning
that considerable voltage can drop over a device that reaches its HRS before the
end of the programming pulse, possibly causing a fallback to the LRS 6. As a result,
erroneous states and extra damage can arise, making a current-based reset process
an unpractical alternative.

4.6 conclusions and perspectives

In this chapter, we presented a new circuital solution to perform the programming
operation of RRAM. The designed architecture resembles a current DAC, which
can be operated both as a programmable voltage and current source. The design
specifications, such as the DAC resolution, full-range current and voltage, as well
as and linearity requirements, are tuned on the integrated, HfO2-based, RRAM
memory technology.
The first part of the chapter introduced and commented design characteristics,
and showed Spice simulation of the main operational blocks. In particular, the
proposed architecture benefits of a self write termination mechanism: as soon as
the cell enters its LRS, the energy consumed is lessened, as well as the electrical
stress over the memory load. A dedicated Write Termination block is also present,
in order to save energy after a set process occurs.
In the second part of this chapter, electrical characterization results were exposed.
The functionality of the main designed blocks was checked, and we evaluated the
circuit potential as a programmable current source. By inspecting the impact of
the programming current amplitude and programming time, we concluded that
the designed architecture shows good variability and endurance performances, at
a reduced energy cost than SOA counterparts. In fact, we were able to reduce the
programming current up to a factor of 10: we motivate this result as an interplay
of current bias and parasitic capacitance discharge taking place during a set event.
Therefore, our circuit revealed as an attractive solution when considering both
memory performances and energy expense. Future work can be envisaged, where
the architecture is also evaluated as a voltage source and an efficient WT mecha-
nism is integrated to further lessen the energy consumption. Additionally, a Write
Verify procedure could be implemented to produce better endurance and Window
Margin.

6. In fact, the scenario is different from a reset process performed with a voltage source, where
the resistance increase limits the current over the device.
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4.7 chapitre 4 - résumé en français

Le chapitre 3 a traité de la technique standard de mise en place d’une cellule
RRAM, consistant en une impulsion de tension de durée fixe, ainsi que de ses in-
convénients majeurs : un fort gaspillage d’énergie et un stress électrique pour la
cellule cible. Afin d’atténuer ces effets secondaires, deux nouvelles méthodes de
programmation alternatives ont été introduites, où l’opération d’écriture est effec-
tuée au moyen d’un condensateur chargé, d’une inductance ou d’une combinaison
des deux. Cependant, ces approches entraînent une empreinte de surface élargie
et d’éventuels problèmes de surintensité/surtension lors des transitions de résis-
tance.
Ce chapitre propose une autre solution de conception novatrice, dans laquelle un
circuit basé sur le courant DAC est implémenté afin de contrôler à la fois la tension
et le courant d’écriture et de limiter la dissipation d’énergie définie.

Le DAC consiste en un réservoir commutable de sources de courant pondérées bi-
naires, qui délivre une amplitude de courant maximale de 127uA à une résolution
de 1uA, tandis que la tension de sortie maximale est supérieure à 4V.
La boucle de rétroaction reliant le nœud d’électrode supérieur de la cellule au com-
parateur de contrôle de polarité du compteur permet de suivre la tension de sortie
jusqu’à la référence d’entrée, Vref. Cependant, la sortie est affectée par une ripple
de tension en steady-state, dont l’amplitude dépend de la valeur particulière de la
résistance de charge RRAM. Son valeur a été estimée dans des plages de tolérance
de quelques dizaines de mV. Un compromis entre la complexité de conception et
l’amplitude du ripple doit être fait.

La tâche ultime du circuit proposé est de réagir à un événement défini, oppor-
tunément couper le biais qui endommage l’échantillon et engendre un gaspillage
d’énergie. Le circuit proposé, étant intrinsèquement contrôlé en courant, contraire-
ment aux approches standard basées sur un régulateur de tension linéaire, bénéfi-
cie d’un mécanisme d’auto-terminaison. Lorsque la résistance de charge chute, sa
tension diminue également, de sorte que la contrainte électrique et les consomma-
tions d’énergie sont considérablement réduites dès que la RRAM entre dans son
LRS.
Alternativement, le circuit de terminaison d’écriture externe (Write Termination)
dédié peut être utilisé pour couper la polarisation à travers la cellule dès qu’une
transition de résistance nette se produit. Dans notre implémentation, un filtre
passe-haut est utilisé pour déclencher l’état d’un comparateur qui commande le
commutateur qui couple le DAC à la cellule mémoire. Il est également envis-
ageable de remplacer la terminaison d’écriture par un protocole de vérification
d’écriture (Write Verify), au prix d’un temps de programmation plus long.

Le circuit a été intégré sur une tranche de silicium de 8 pouces, en technologie
CMOS 130 nm. Un premier processus de caractérisation électrique des princi-
paux blocs constitutifs est effectué, afin d’évaluer la fiabilité du circuit. Le buffer
analogique, l’impédance d’accès et le DAC ont été evalués et validés.
Successivement, nous avons effectué des tests sur des échantillons de RRAM en
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faisant fonctionner l’architecture comme une source de courant programmable.
En fait, un processus piloté par le courant semble attrayant compte tenu du faible
gaspillage d’énergie, même en l’absence d’un mécanisme WT.

En examinant l’impact de l’amplitude du courant de programmation et le temps
de programmation, nous avons conclu que l’architecture conçue montre de bonnes
performances de variabilité et d’endurance, à un coût énergétique réduit par rap-
port à ses homologues SOA. En effet, nous avons pu réduire le courant de pro-
grammation jusqu’à un facteur 10 : nous motivons ce résultat par une interaction
de polarisation de courant et de décharge de capacité parasite se produisant lors
d’un événement défini.
Par conséquent, notre circuit s’est révélé être une solution intéressante compte tenu
à la fois performances mémoire et dépense énergétique. Des travaux futurs peu-
vent être envisagés, où l’architecture est également évaluée comme une source de
tension et son mécanisme WT est référencé, a fine de réduire encore la consomma-
tion d’énergie. De plus, une protocol de Write Verify pourrait être mise en œuvre
pour produire une meilleure endurance et un meilleure Window Margin (WM).



S U M M A RY A N D C O N C L U S I O N S

This work presented a wide-spread study on the topic of energy efficiency in RRAM

arrays. Various approaches were proposed, ranging from device engineering to
peripheral circuit design.

chapter 1 gave context to our research. In a market where the need of smaller,
faster and low consuming memories is ever growing, RRAM is seen as a major
player, thanks to its fast programming time, low write energy and CMOS process
compatibility. The general physics behind RRAM working mechanism, as well as
SOA design considerations were presented.

chapter 2 introduced the novel idea of RRAM as energy source. Our research
is rooted in the fact that that highly resistive devices resemble ionic batteries at
the nanoscale. Hence, a disruptive technology can be envisaged, where memory
operations are fueled by close-proximity RRAM battery cells, in order to produce
highly compact and extremely low power/autonomous devices. In order to bench-
mark RRAM as energy source, we performed Cyclic Voltammetry tests on a wide
range of SOA memory cells. Different materials and geometries were screened, re-
vealing that Ta2O5-based samples were the most promising. From electrochemical
curves of reduction peaks, we extracted the main features of the technology:

4 Local storage: only a portion of the whole oxide volume is involved in ion
conduction, meaning that multiple samples in parallel are a better choice
over larger cells to increase energy capacity.

4 High energy density of 3.5pJµm−2 and power density of 80pWµm−2, which
rival with SOA planar supercapacitors.

4 Minimum cell area evaluated was 0.07µm2, allowing the technology to be
extremely compact.

Therefore, the preliminary results presented in this work point in the direction
that RRAM as energy source holds great potential, and might be feasible at a more
mature stage of research. Further study is demanded in order to fully character-
ize the technology, where the output voltage per cell, coulombic efficiency and
experimental charge/discharge tests are carried out.

chapter 3 tackles the issue of energy waste during RRAM programming by
proposing a new circuital solution to perform a set operation, based on a charged
capacitor. According to this approach, energy can be stored in a controlled fashion,
so that the amount delivered to a target cell is limited. We first proceeded to
estimate the size of the programming capacitor with the aid of a circuit model
which was both energy and voltage sensitive. We calibrated our model using
experimental data of RRAM switching times, obtained when set at a voltage of
1V . We concluded that our approach was, on average, x10 more efficient than the
standard CVS method; however, the derived capacitance of 24nF was too large to
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be integrated on a chip. Hence, we took advantage of the exponential relationship
between RRAM set time and voltage, in order to decrease the energy (capacitance)
required for a set process. We achieved proof of concept by means of a discrete-
component board, where the smallest programming capacitor amounted to 330pF,
when charged at 3V .
Next, we evaluated the viability of an integrated solution, where the parasitic
losses can be reduced thanks to the closer proximity of the programming capacitor
to the memory. We carried out our analysis considering a SOA 16kb RRAM array,
designed in 130nm CMOS technology. We also included parasitic contributions
evaluated by Post-Layout-Simulation. Our results were:

4 Increasing the charging voltage efficiently reduces the capacitor size. Hence,
technological nodes operating at high Vdd (> 3V) are more compatible with
this solution.

4 The approach can be integrated on-chip. A capacitor of 2pF, charged at 4V ,
is able to deliver enough energy (10pJ) to set a RRAM cell, so that satisfactory
performances (WM = 10 at 2σ) can be obtained at array level.

4 The method should be adapted to the environment. Larger arrays, being
more leaky, might require more than one capacitor; for example, a large array
could be divided into n sub-arrays, so that n equally sized capacitors could
be used to program all the cells with with satisfactory performances.

Finally, an alternative approach, relying on a charged inductor, was presented.
In this situation, the design must consider preventive measures to challenging
side effects, such as overvoltages and higher parasitic losses (with respect to the
capacitor case). The two methods might also be combined, for example in an
architecture which employs a capacitor for the set, and an inductor for the reset
process. As perspective, an actual integrated circuit should be fabricated with the
quantified parameters, in order experimentally benchmark the proposed approach.

chapter 4 proposed an additional circuital solution to the set energy waste
in RRAM, where a current DAC-based architecture was designed, fabricated and
tested. The circuit can be operated either as a programmable voltage or current
source, and an additional write termination circuitry can be enabled to minimize
the energy waste. Due to its current-controlled nature, the system benefits of
an intrinsic self-termination, where the voltage across a RRAM undergoing a set
process drops as soon as its resistance does. After describing the circuit design,
we presented the results of electrical characterization. We were able to validate
the functionality of the main constituting blocks, and performed tests on SOA
RRAM devices when operating the circuit as a programmable current source. We
evaluated the impact of the current amplitude variation and set time duration,
over a multitude of samples and cycles. We evaluated our results considering the
influence of the metal line parasitic capacitance, concluding that:

4 The parasitic capacitance plays a big role and it influences the overall en-
ergy that is delivered to a cell undergoing a set process. Its contribution was
found beneficial, and it allows to achieve satisfactory memory performances
(variability and endurance) at lower energy consumption: more than a fac-
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tor of 10 of improvement could be achieved over other SOA current-driven
architectures.

4 A set current ramp and reset current pulse did not work withing satisfactory
margins. We concluded that these are poor programming strategies, which
produced wide, overlapping state distributions.

More extensive characterization can be envisaged in future work. Additionally,
the circuit could be tested in voltage-driven mode, with and without the write
termination circuitry, in order to inspect the impact on memory performance and
energy consumption. More advanced circuit versions can be envisaged, for exam-
ple operating at sub-microsencods programming times, and integrating additional
Write Termination / write Verify systems to minimize consumption and enlarge
the Window Margin.

in conclusion a variety of original strategies have been proposed in this
work. Each solution has been formulated for the first time, and thus requires fur-
ther study, as better detailed in each Chapter’s conclusive perspectives, in order to
become a practical alternative in standard RRAM arrays. Nevertheless, our results
express high potential to both start a brand new application field and improve
existing RRAM memory technology.
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conclusions en français

Ce travail a présenté une vaste étude sur le thème de l’efficacité énergétique dans
les tableaux RRAM. Diverses approches ont été proposées, allant de l’ingénierie des
dispositifs à la conception de circuits périphériques.

le chapitre 1 a donné un contexte à notre recherche. Dans un marché où le
besoin de mémoires plus petites, plus rapides et à faible consommation ne cesse
de croître, la RRAM est considérée comme un acteur majeur, grâce à son temps
de programmation rapide, sa faible énergie d’écriture et sa compatibilité avec les
processus CMOS. La physique générale derrière le mécanisme de travail RRAM,
ainsi que les considérations de conception SOA ont été présentées.

le chapitre 2 introduit l’idée novatrice de la RRAM comme source d’énergie.
Notre recherche est ancrée dans le fait que les dispositifs hautement résistifs ressem-
blent à des batteries ioniques à l’échelle nanométrique. Par conséquent, une tech-
nologie de rupture peut être envisagée, où les opérations de mémoire sont alimen-
tées par des cellules de batterie RRAM à proximité, afin de produire des dispositifs
très compacts et extrêmement basse consommation/autonomes. Afin de comparer
la RRAM comme source d’énergie, nous avons effectué des tests de voltamétrie cy-
clique sur une large gamme de cellules de mémoire SOA. Différents matériaux et
géométries ont été examinés, révélant que les échantillons à base de Ta2O5 étaient
les plus prometteurs. A partir des courbes électrochimiques des pics de réduction,
nous avons extrait les principales caractéristiques de la technologie :

4 Stockage local : seule une partie du volume total d’oxyde est impliquée dans
la conduction ionique, ce qui signifie que plusieurs échantillons en parallèle
sont un meilleur choix que des cellules plus grandes pour augmenter la ca-
pacité énergétique.

4 Haute densité d’énergie de 3,5 pJµm−2 et densité de puissance de 80 pWµm−2,
qui rivalisent avec les supercondensateurs planaires SOA.

4 Zone de cellule minimale évaluée était de 0,07 µm2, permettant à la tech-
nologie d’être extrêmement compacte.

Par conséquent, les résultats préliminaires présentés dans ce travail indiquent que
la RRAM en tant que source d’énergie présente un grand potentiel et pourrait être
réalisable à un stade de recherche plus avancé. Une étude plus approfondie est
exigée afin de caractériser complètement la technologie, où la tension de sortie
par cellule, l’efficacité coulombique et les tests expérimentaux de charge/décharge
sont effectués.

le chapitre 3 aborde le problème des déchets d’énergie lors de la program-
mation RRAM en proposant une nouvelle solution circuitique pour effectuer une
opération définie, sur la base d’un condensateur chargé. Selon cette approche,
l’énergie peut être stockée de manière contrôlée, de sorte que la quantité délivrée
à une cellule cible est limitée. Nous avons d’abord procédé à estimer la taille du
condensateur de programmation à l’aide d’un modèle de circuit qui était à la fois
sensible à l’énergie et à la tension. Nous avons calibré notre modèle en utilisant des
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données expérimentales de temps de commutation RRAM, obtenues lorsqu’elles
sont définies à une tension de 1V . Nous avons conclu que notre approche était,
en moyenne, x10 plus efficace que la méthode CVS standard; Cependant, la ca-
pacité dérivée de 24 NF était trop grande pour être intégrée sur une puce. Par
conséquent, nous avons profité de la relation exponentielle entre le temps et la
tension du RRAM, afin de diminuer l’énergie (capacité) requise pour un proces-
sus défini. Nous avons réalisé une preuve de concept au moyen d’un conseil
d’administration discret, où le plus petit condensateur de programmation s’élevait
à 330 PF, lorsqu’ils sont facturés à 3V .
Ensuite, nous avons évalué la viabilité d’une solution intégrée, où les pertes par-
asites peuvent être réduites grâce à la proximité plus proche du condensateur de
programmation à la mémoire. Nous avons effectué notre analyse compte tenu d’un
tableau SOA de 16 Ko RRAM, conçu dans la technologie CMOS 130nm. Nous
avons également inclus des contributions parasites évaluées par simulation après
la couche. Nos résultats ont été:

4 augmentation de la tension de charge réduit efficacement la taille du con-
densateur. Par conséquent, les nœuds technologiques fonctionnant à un
VDD élevé (> 3v) sont plus compatibles avec cette solution.

4 L’approche peut être intégrée sur puce. Un condensateur de 2pf, chargé à
4V , est capable de fournir suffisamment d’énergie (10pj) pour programmer
une cellule RRAM, de sorte que des performances satisfaisantes (WM = 10

à 2 Sigma) peuvent être obtenues au niveau du tableau.

4 La méthode doit être adaptée à l’environnement. Des tableaux plus grands,
étant plus fuites, peuvent nécessiter plus d’un condensateur; Par exemple,
un grand tableau pourrait être divisé en sous-arraines n, de sorte que n
condensateurs de taille égale puisse être utilisé pour programmer toutes les
cellules avec des performances satisfaisantes.

Enfin, une approche alternative, reposant sur une inductance chargée, a été présen-
tée. Dans cette situation, la conception doit tenir compte des mesures préventives
des effets secondaires difficiles, tels que des surtensions et des pertes parasitaires
plus élevées (en ce qui concerne le cas du condensateur). Les deux méthodes peu-
vent également être combinées, par exemple dans une architecture qui utilise un
condensateur pour l’ensemble et une inductance pour le processus de réinitialisa-
tion. En perspective, un circuit intégré réel doit être fabriqué avec les paramètres
quantifiés, afin de comparer expérimentalement l’approche proposée.

le chapitre 4 a proposé une solution circuisée supplémentaire à l’ensemble
des déchets d’énergie dans RRAM, où une architecture basée à Current AC DAC
a été conçue, fabriquée et testée. Le circuit peut être utilisé soit comme une tension
programmable ou une source de courant, et un circuit de terminaison d’écriture
supplémentaire peut être activé pour minimiser les déchets d’énergie. En raison de
sa nature contrôlée par le courant, le système profite d’une auto-termination intrin-
sèque, où la tension à travers un RRAM subissant un processus défini baisse dès
que sa résistance le fait. Après avoir décrit la conception du circuit, nous avons
présenté les résultats de la caractérisation électrique. Nous avons pu valider la
fonctionnalité des principaux blocs constitués et effectué des tests sur les disposi-
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tifs SOA RRAM lors du fonctionnement du circuit en tant que source de courant
programmable. Nous avons évalué l’impact de la variation d’amplitude actuelle et
réglé la durée, sur une multitude d’échantillons et de cycles. Nous avons évalué
nos résultats compte tenu de l’influence de la capacité parasite de la ligne mé-
tallique, concluant que:

4 La capacité parasite joue un grand rôle et il influence l’énergie globale qui
est livrée à une cellule subissant un processus défini. Sa contribution a
été jugée bénéfique et permet d’obtenir des performances de mémoire satis-
faisantes (variabilité et endurance) à une consommation d’énergie plus faible:
plus d’un facteur de 10 d’amélioration pourrait être obtenu par rapport à
d’autres architectures axées sur le courant SOA.

4 Une rampe de courant définie et une impulsion de courant de réinitiali-
sation ne fonctionnaient pas dans des marges satisfaisantes. Nous avons
conclu que ce sont de mauvaises stratégies de programmation, qui produi-
saient des distributions d’État larges et chevauchant.

Une caractérisation plus étendue peut être envisagée dans les travaux futurs. De
plus, le circuit pourrait être testé en mode basé sur la tension, avec et sans les cir-
cuits de terminaison d’écriture, afin d’inspecter l’impact sur les performances de
la mémoire et la consommation d’énergie. Des versions de circuits plus avancées
peuvent être envisagées, par exemple en fonctionnant dans les temps de program-
mation des sous-microSencods, et en intégrant des systèmes de terminaison / écri-
ture d’écriture supplémentaires pour minimiser la consommation et agrandir la
marge de fenêtre.

en conclusion Une variété de stratégies originales ont été proposées dans ce
travail. Chaque solution a été formulée pour la première fois, et nécessite donc
une étude plus approfondie, comme mieux détaillée dans les perspectives conclu-
antes de chaque chapitre, afin de devenir une alternative pratique dans les réseaux
RRAM standard. Néanmoins, nos résultats expriment un potentiel élevé à la fois
pour démarrer un tout nouveau domaine d’application et améliorer la technologie
de mémoire RRAM existante.



A P P E N D I X

Supplementary material is hereby reported, parted by chapter of reference.

chapter 2

4.7.1 Reduction peaks during CV tests

Figure 81 shows 20 CV cycles, performed on a Ta2O5-based sample. A current
peak appears during negative scan rates, which we associate to a reduction process
taking place at the top electrode-electrolyte interface.

Figure 81 – Current peak appearing during negative sweep rate. 20 CV tests are performed
in series, and the resulting plots are over imposed, showing repeatability of the
current peak.
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chapter 4

4.7.2 Memory addressing architecture

Figure 82a and Figure 82b show the implemented decoder’s architecture lookup ta-
bles. Depending on the configuration of the address bits a0, a1, Polarity, voltages
Vm and gnd are differently routed to the target top (t0 : t3) and bottom electrodes
(b0 : b3) of the four 1R-cell RRAMs.

Polarity=0
a1 a0 t0 t1 t2 t3 b0 b1 b2 b3

0 0 Vm − − − gnd − − −

0 1 − Vm − − − gnd − −

1 0 − − Vm − − − gnd −

1 1 − − − Vm − − − gnd

(a) Lookup table showing top and bottom elec-
trode values at different a0a1 address bits, for
polarity flag = 0.

Polarity=1
a1 a0 t0 t1 t2 t3 b0 b1 b2 b3

0 0 gnd − − − Vm − − −

0 1 − gnd − − − Vm − −

1 0 − − gnd − − − Vm −

1 1 − − − gnd − − − Vm

(b) Lookup table showing top and bottom elec-
trode values at different a0a1 address bits, for
polarity flag = 1.

Figure 82 – Memory address block and routing bias.

Offset and Gain errors in DACs

Figure 83a shows offset and gain errors affecting linear DAC transfer functions.
The offset error causes vertical shift, while the gain error changes the slope of
the output characteristic. Figure Figure 83b shows an example of error correction,
which allows to get rid of offset and gain errors: the input code undergoes a
multiplication operation, which reestablishes the desired slope (gain correction),
and an addition operation, which zeroes the output for zero input code (offset
correction).
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Figure 83 – Gain and offset errors in DACs.
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4.7.3 Impact of the parasitic capacitance on a current-driven set operation

When the set process is performed through a current source, and assuming the
HRS to LRS transition occurs over a narrow time interval, the sudden drop in
device resistance causes a sharp voltage drop across its terminals. Similarly, an
equally sharp decrease in the instantaneous dissipated energy occurs; this situation
is illustrated in Figure 84a. On the other hand, when some parasitic capacitance
is present across the sample (in the case of a memory array this contribution can
majorly results from the metal line parasitic capacitance) the set time transient is
extended, as shown in Figure 84b.
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Figure 84 – The impact of parasitic capacitance in a current-driven set process.

4.7.4 Evaluation of the parasitic capacitance energy contribution during a set process

Given the circuit shown below, the energy dissipated over the RRAM memory cell,
during a set process, is calculated. The capacitor is assumed initially charged at
the voltage over the RRAM before the set occurs.

Iset Cpar

R
R

A
M

VRRAM

ic
iRRAM Iset : set programming current.

iRRAM : current flowing into the memory.
Cpar : parasitic capacitance.
iC : current flowing from Cpar.
tset : time of set.
tprog : programming time.

Voltage over the RRAM before the set event:

VRRAM,HRS = IsetRHRS (41)

Voltage over the RRAM after the set event, until the end of the programming pulse:

VRRAM,LRS = IsetRLRS (42)

The energy stored inside capacitor Cpar:

EC =
1

2
CparV

2
RRAM,HRS =

1

2
Cpar(IsetRHRS)

2 (43)
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Energy dissipated over the memory, neglecting the contribution of Cpar:

ERRAM = ERRAM,HRS + ERRAM,LRS

= IsetVRRAM,HRStset + IsetVRRAM,LRS(tprog − tset)

= I2setRHRStset + I
2
setRLRS(tprog − tset)

= I2set(RHRStset − RLRStset + RLRStprog)

(44)

Hence, the fraction of energy delivered by the capacitor, compared to the total:

∆E =
EC

EC + ERRAM

=
1
2Cpar(IsetRHRS)

2

1
2Cpar(IsetRHRS)

2 + I2set(RHRStset − RLRStset + RLRStprog)

=
1

1+ 2
CparR

2
HRS

(RHRStset + RLRS(tprog − tset)

=

[
1+

2

Cpar

(
tset

RHRS
+
RLRS

R2HRS
(tprog − tset)

)]−1
(45)

which, given RHRS � RLRS can be approximated as:

∆E =

[
1+

2tset

CparRHRS

]−1
(46)

It can be seen that:

◦ ∆E → 1 if tset → 0: in this case the current source is on for a negligible
amount of time, and the RRAM does not dissipate any energy besides the
amount delivered by the capacitor.

◦ ∆E→ 0 if tset → inf: the capacitor contribution becomes negligible if the set
event takes place after a long time.

4.7.5 Experimental validation of DAC architecture

Figure 85 shows two DAC transfer functions, as well as static errors, quantified
for two different dies. The offset error always resulted negligible, while gain-
correction was performed to evaluate non-lineatiry errors. All the samples eval-
uated were found functional.

4.7.6 Set tests with DAC in Constant Current Source mode

This Section reports additional results, obtained when setting RRAM through the
DAC in Constant-Current-Source (CCS) mode. Figure 86a and Figure 86b show
LRS (in red) and HRS (in blue) normal cumulative distributions (500 samples
tested in each). Over our trials, it was confirmed that a programming current
of 15µA (at Tset = 10µs) was insufficient to obtain satisfactory distributions, while
higher-end current amplitudes stopped being beneficial to the window margin be-
yond 31µA.
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Figure 85 – DAC static errors for two different dies.

Figure 86c shows an endurance characteristic, obtained setting a RRAM cell with a
current pulse of amplitude Iset = 31µA and duration Tset = 10µs, while resetting
with a voltage pulse (amplitude Vreset = 2V , duration Treset = 100µs). It can be
noted that the LRS and HRS values are never overlapping, up to 103 cycles, while
their mean values are approximately one order of magnitude apart.
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Figure 86 – HRS (in blue) and LRS (in red) resistance distributions, obtained ranging the
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