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Résumé

Dans cette thèse, nous présentons des méthodes automatiques pour analyser des
images satellites et des documents scientifiques, séparément et conjointement.
Nous utilisons le cadre de la déforestation pour valider notre approche. En effet,
la déforestation et de la dégradation affectant de nombreuses zones forestières
rend nécessaire l’utilisation de méthodes permettant de détecter et de surveiller
l’état des forêts automatiquement.

Ce travail, appliqué à la déforestation, reste générique et peut s’appliquer à
d’autres domaines dans lesquels des images d’observation peuvent être annotées
à partir de publications au sujet du phénomène à annoter.

Nous présentons notre travail d’analyse des publications liées à la déforesta-
tion couvrant plusieurs décennies. Nos méthodes offrent une nouvelle approche
prometteuse pour l’analyse des données environnementales afin d’étudier à
grande échelle des informations sur la déforestation ou d’autres sujets.

Nous proposons d’extraire les meilleurs mots-clés d’un corpus de publications
scientifiques sur un même sujet, après avoir retiré les documents les moins per-
tinents de ce corpus en fonction de leur titre. Pour ce faire, nous utilisons des
plongements de phrases et des mesures de similarité sémantique. En utilisant
notre approche sur les corpus liés à la déforestation, nous obtenons les meilleurs
mots-clés principalement liés à ce sujet.

Nous proposons d’annoter des paires d’images satellites de forêts ayant subi
des changements, avec des mots-clés de publications scientifiques. Les paires
d’images sont annotées avec les mots qui leur ressemblent le plus. Nous utilisons
une représentation commune des images et des mots-clés extraits des publications,
à l’aide de réseaux de neurones. Nous trouvons les mots-clés les plus similaires à
la paire d’images dans cet espace commun avec la mesure de similarité du cosinus.
Avec notre approche, nous constatons que les corpus qui sont liés aux forêts en
général, et à la région d’intérêt plus spécifiquement, peuvent être utilisés pour
annoter automatiquement et de façon pertinente les images. Nous montrons
que ces corpus donnent de meilleurs résultats que l’utilisation d’un corpus plus
générique comme Wikipedia.





Abstract

In this thesis, we present automatic methods to analyze satellite images and
scientific documents, separately and jointly. We use the deforestation framework
to validate our approach. Indeed, deforestation and degradation affecting many
forest areas make it necessary to use automatic methods to detect and monitor
the state of forests.

This work, applied to deforestation, remains generic and can be applied to
other fields in which observation images can be annotated from publications
about the phenomenon of interest.

We present our analysis work on publications related to deforestation covering
several decades. Our methods offer a promising new approach for the analysis of
environmental data to study large-scale information on deforestation or other
topics.

We propose to extract the best keywords from a corpus of scientific publica-
tions on the same subject, after having removed the least relevant documents
from this corpus according to their title. To do this, we use sentence embeddings
and semantic similarity measures. By using our approach on corpora related to
deforestation, we obtain the best keywords mainly related to this subject.

We propose to annotate pairs of satellite images of forests having undergone
changes, with keywords of scientific publications. Pairs of images are annotated
with the words that most closely resemble them. We use a common representation
of images and keywords extracted from scientific publications, using neural
networks. We find the most similar keywords to the image pair in this common
space, with the cosine similarity measure. With our approach, we find that corpora
that are related to forests in general, and to the region of interest more specifically,
can be used to automatically and meaningfully annotate images. We show that
these corpora give better results than using a more generic corpus like Wikipedia.
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Introduction
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1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Research Questions . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Research Focus . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Ending deforestation is one of the targets of the Sustainable Development
Goals laid out by the United Nations. Monitoring this requires the collec-
tion and analysis of a variety of data on the state of the Earth’s forests.
There are presently many Earth observation satellites that provide images
of the planet including of forested areas. There are also many scientists
and researchers who have been investigating questions related to defor-
estation for a long time, and have produced a wealth of publications on
the subject. However, there still remains a need to combine these sources
of information together for a better view of the phenomenon of defor-
estation. Our work proposes to address this need. In this introduction,
we present the motivation for our work, the research questions we try to
answer, and our contributions.

Abstract.

1.1 Motivation

In the context of the Sustainable Development Goals, set out by the United Na-
tions in 2015 [Assembly 2015] to guide communities globally towards a more
sustainable future, environmental monitoring and preservation are essential. One
of the key Sustainable Development Goals’ targets, in relation to forests, is to end
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deforestation by halting forest loss and increasing forest cover through restoring
lost forest areas (reforestation) and establishing new forest areas (afforestation)
[Assembly 2015]. In fact, many developing countries face numerous environmen-
tal challenges among which the loss of forest for other types of land use, which is
also referred to as deforestation (according to the Food and Agriculture Organiza-
tion of the United Nations 2001 definition1). There have been multiple initiatives
taken in order to address the issues of deforestation and degradation, in particular
in tropical forests, including the Reducing Emissions from Deforestation and
forest Degradation (REDD+) international framework [Mora 2013].

In this context, gathering and analyzing information about deforestation, and
the state of forests in general, can prove important. The information about the
changes occurring in forests can be gathered from a variety of sources. Earth
observation satellites capture images of the surface of the Earth including forest
areas. A lot of documents on the state and evolution of forests are produced
in different forms such as scientific papers, news articles, conservation agency
reports, government official reports and many more. All this information provides
an abundant source of heterogeneous data. Stakeholders such as conservationists,
researchers, and decision makers can use this information to make timely and
relevant decisions about forest conservation.

To perform an integrated analysis of this environmental data, special methods
are needed in particular to combine the information from satellite images and
text documents. While both sources of information are valuable on their own,
combining them could provide additional insight that might not come out when
they are considered separately. This is especially true for instance when consid-
ering that a phenomenon happening within a forest may not be readily visible
from images captured by a particular satellite sensor. The information on this
"non-visible from space" phenomenon could however be widely mentioned in
documents related to this area. Even for visible phenomena, using text data as
an additional information source could provide supplementary information not
available from the satellite images but mentioned in the texts. The combination
of the image and text information can therefore be valuable for stakeholders by
potentially giving them a more complete picture of the area of interest.

The amount of data from satellite images and text documents alike may
pose a challenge for stakeholders who wish to analyze them. Satellites have
been capturing images of the Earth for several decades, and their number keeps
increasing, this creates a need for automatic methods to perform some analyses

1https://www.fao.org/3/j9345e/j9345e07.htm - Definitions of deforestation.
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that can guide stakeholders in their tasks.
The goal of this thesis is to provide methods for analyzing both satellites

images and text from scientific documents for monitoring changes in forest as a
starting point to building solutions for environmental stakeholders and decision
makers. In this work we propose generic approaches that can be applied to other
contexts, and other subjects of interest, where there is a need to combine data
from a set of images and a collection of related documents.

1.2 Research Questions

Our primary research question is whether we can learn more by combining
images and text. We essentially are looking for a way to better combine the two
modalities (image and text) to extract insights. Knowing that we are working
with satellite imagery in the case of deforestation, we need a related text corpus
to combine with our images. This brings up a related question about the corpus.
Could a focused sub-corpus be more relevant and better suited for our goal of
extracting insights than the original full corpus? If we look at keywords as a
first level of insight that we can extract from our corpus, we want to find out if
we can possibly improve keyword extraction if we reduce the size of the corpus
in a targeted way. This leads to another related question about what can be
extracted from such a corpus. What other insights can we extract from the corpus
in addition to keywords?

1.3 Research Focus

Sensors that are on-board Earth Observation (EO) satellites capture images of
the Earth at specific times. An increasing number of operating EO satellites are
currently orbiting our planet. In the context of environmental conservation, it is
useful to have automated methods to analyze the images and extract the relevant
forest-related information. In fact, deforestation can be measured, reported and
verified by using available satellite and forest inventory data [Mitchell 2017]. Like-
wise, scientists are publishing an increasingly large number of research papers on
changes occurring in forests [Akinyemi 2018, Aleixandre-Benavent 2018]. Auto-
mated methods for analyzing the information contained within those documents
can be useful to environmental stakeholders.

This thesis focuses primarily on scientific publications related to deforestation
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and satellite images of forested areas that are undergoing change. Scientific publi-
cations have particular characteristics, they are structured (divided into sections),
factual (evidence-based), and come with standard metadata. Satellite images have
spectral characteristics that are sensor-specific, they have specific spatial and
temporal resolutions, are georeferenced and have standardized metadata. The
particular characteristics of these data make them appropriate for a variety of
automatic analysis tasks using their metadata, their features and their content.

Figure 1.1: Overview of the proposed approach to learn from text corpora and satellite
images for extracting information on forest change. Inputs are a text corpus and satellite
images, outputs are change maps and annotations from the corpus.

Existing text analysis methods such as topic modelling [Deerwester 1990,
Blei 2003, Grootendorst 2020a] and keyword extraction [Jones 1972, Mothe 2018,
Campos 2020] allow to find if a document is related to deforestation by look-
ing at the most important terms from the document. Combining current pixel-
classification based change detection methods [El Amin 2016, Peng 2019] with text
analysis methods could provided a different type of insight into geo-phenomena
like deforestation. With this combination, we can find terms that the scientists
have used in their publications in relation to deforestation in addition to the fact
that there is deforestation in a given area. Achieving this combination, requires
not only using the existing methods designed for joint text-image analysis, but
also taking into consideration our particular interest in changes happening within
forests requiring us to compare images taken at different times. Our approach
aims to combine the modalities, image and text, to present a more complete
picture of deforestation in a given area for a given time period, which cannot be
provided by each modality taken individually. Figure 1.1 provides an overview of
our approach showing satellite images and text corpus that serve as inputs for
multimodal learning. The outputs that are produced are change maps learned
from the images and annotations taken from the text. When combined, the text
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and image elements give complementary information on the area and the changes
that are detected in that area.

We hypothesize that combining the text from the publications with the satellite
images, by using keywords extracted from the publications as annotations for
the images, will help us learn more about the phenomenon of deforestation
than if we do not combine them. The images are provided with a limited set of
annotations or labels that can be used for training learning models. Previous
work [Frome 2013, Uzkent 2019] have relied on large text sources like Wikipedia
to be able to predict image labels. We aim to show that scientific publications, in
the case of changes in forests, can provide a better source for image annotations
than Wikipedia.

Deforestation is an important research topic in environmental sciences, there-
fore, many scientists have published on the topic. We perform bibliometric
analyses of scientific publications, on the topic of deforestation, as an example
of using bibliometrics to uncover the geographic structure and the coverage of
research activity on deforestation. We want to get insight into what scientists are
saying about the problem and how they collaborate with each other on the topic.
We also want to get a view on countries involved in the research and the ones
under study. We center our analysis around topics such as: (1) the evolution of the
trend of scientific production on deforestation with time, (2) the countries where
authors are based in versus the locations they are studying, (3) the countries
and regions under study with their associated keywords, (4) the collaborative
structure of the work on the topic of deforestation, (5) the keyword extraction
methods that work best at a corpus level and can help evaluate the suitability of
a corpus for subsequent learning tasks, and (6) the impact of a chosen corpus on
the alignment of visual and textual features for change image annotation.

1.4 Contribution

To combine the detection of change in satellite images of forests with relevant
words extracted from related scientific publications, we propose a series of tasks:
bibliometric analyses (Chapter 3), corpus keyword extraction (Chapter 4), and
change detection with image annotation (Chapter 5).

For performing bibliometric analyses on scientific literature on the topic of
deforestation, our work uses text mining, statistics and network analyses. This
helps us answer our secondary research question about the types of insight we
can extract from a corpus. We use an approach similar to previous studies in
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bibliometrics of a research topic [Mothe 2006, Pautasso 2015, Juárez-Orozco 2017]
but focus on an understudied topic namely deforestation. We also analyze more
data compared to other work on the same topic [Aleixandre-Benavent 2018].
Our main data source is the Web of Science Core Collection2, which contains
publications on deforestation from 1975. Our analysis focuses on the years from
1975 to 2016 and the publications were collected in October 2017. We also use
data from the Food and Agriculture Organization (FAO)3 and the Worldbank4,
for 2016, on forest area and gross domestic product by country respectively.
We perform most of our bibliometric analyses using Tetralogie [Dousset 2009],
a platform made for scientific and technological monitoring, developed at the
Institut de Recherche en Informatique de Toulouse. For the first analysis topic
about the evolution of production in research on deforestation with time, we
count the number of publications and chart the results per year. We also look
at the proportion of change from the earlier years to the latest decade. For the
topic on the countries and authors performing research and the locations under
study, we count the number of publications per author and country to find the
top ones and we extract locations names from the publications to find the most
frequently mentioned ones. We also look at how the publication count of top
countries compare to their Gross Domestic Product (GDP) and how often they are
mentioned. We address the third topic related to the countries and regions under
study with their associated keywords, by extracting the countries and regions
that are most often mentioned in the corpus. For each country or region, we
find the top keywords with which it co-occurs. For the fourth topic related to
the collaborative structure of the work on the topic of deforestation, we perform
network analyses to look at collaborations among countries and others. Our work
on the bibliometric analyses of scientific literature of the topic of deforestation is
presented in Chapter 3.

Given a set of satellite images of a forest area that has undergone changes,
we need to find a corpus of scientific publications that we can use with these
images to extract relevant keywords. This requires that we extract keywords
representing the whole corpus as opposed to keywords for individual publications
separately. Before using the corpus for future tasks, we can pre-process it and
examine its suitability by keeping only the most relevant publications and looking

2https://www.webofscience.com/wos/woscc/basic-search - Web of
Science - A global citation database.

3http://www.fao.org/home/en/ - Food and Agriculture Organization of the United
Nations

4https://data.worldbank.org/ - World Bank Open Data

https://www.webofscience.com/wos/woscc/basic-search
http://www.fao.org/home/en/
https://data.worldbank.org/
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at the top keywords. To answer our secondary research question about whether
a more focused sub-corpus would be better suited for extracting keywords than
the full corpus, and address our fifth analysis topic, we propose a novel title-topic
similarity selection approach to select publications from a corpus for keyword
extraction. This approach is based on using similarity measures between word and
sentence embeddings [Bojanowski 2017, Reimers 2019], to find the publications
that are most similar to the topic of the corpus. We find keywords representing the
whole corpus by aggregating document-level keywords, which are extracted using
current methods [Jones 1972, Mothe 2018, Campos 2020, Grootendorst 2020b]. We
also propose to combine keywords extracted with existing methods [Jones 1972,
Grootendorst 2020b] to obtain an improved keyword list. We use data from the
Web of Science5, Elsevier [Kershaw 2020], and Pubmed [Aronson 2000] in our
experiments. Our work on corpus keyword extraction is presented in Chapter 4.

Given a satellite image set and a set of corpora, we want to detect the changes
by comparing images from before and after the changes occurred, and we want to
find the words from our corpora that are most relevant to the pre and post-change
images taken together. We want to annotate the change images with annotations
from our corpora. To answer our primary research question about learning more
insights from the combination of text and images, and address our sixth analysis
topic, we propose to use visual semantic embeddings [Frome 2013, Faghri 2017],
generally used for image captioning, they allow us to learn the representations
of the images and the words from the corpora in the same embedding space.
Having the images and the words in the same space allows us to compare them
using similarity measures like cosine similarity to find, for example, for a given
image pair the words most similar to it, and vice versa. Unlike the previous work
[Frome 2013, Faghri 2017], we are not working with single images from cameras
but with pairs of satellite images. We use word and sentence embeddings from
state of the art models [Bojanowski 2017, Reimers 2019] and learn to represent
image pairs in the word/sentence embedding space. To the best of our knowledge
this is the first time this approach has been used for change annotation in satellite
images. We use an early fusion deep neural network change detection model,
based on an early fusion model [Daudt 2018a] previously used for urban change
detection, performing pixel-level classification. We use the encoding part of the
early fusion deep neural network change detection model as the visual semantic
model, based on the deep visual semantic embedding approach [Frome 2013] to

5https://www.webofscience.com/wos/woscc/basic-search - Web of Science - A global citation
database.
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predict the vector representation of the images in the embedding space. From
the resulting image vectors we find, from within the corpus, additional relevant
annotations through image-text retrieval. With image-text retrieval, for a given
image pair we find the top words that are most similar to it from the words
present in our chosen corpus. We effectively pose the annotation problem as
a text retrieval problem from an image query. With this approach we are both
detecting changes in forests and finding related topics through the keywords
extracted from the corpus. We also investigate the impact of the chosen corpus
on the annotation by experimenting with a variety of corpora and by aligning the
corpora with each other and examining the resulting annotations. We use data
from the European Space Agency6, the Landsat Program7, the Web of Science8
and Wikipedia9. Our work on change detection and visual semantic embeddings
for image annotation is presented in Chapter 5.

The remainder of this thesis is organized as follows: we present, in Chapter 2,
a review of the literature on the research streams related to our work, namely
bibliometric analyses of scientific documents, corpus keyword extraction, change
detection in satellite images, and visual semantic learning models. We end the
chapter with a review of relevant datasets from the literature. Chapter 3 contains
our work on the bibliometric analyses conducted on a large deforestation corpus.
In Chapter 4 we present our work on corpus keyword extraction, describing
our proposed title-topic similarity selection method along with the related ex-
periments. Our method for combining change detection and image annotation
with text from an unpaired corpus is described in Chapter 5. Our conclusion is
presented in the Chapter 6.

6https://www.esa.int/ - The European Space Agency
7https://landsat.gsfc.nasa.gov/ - Landsat Program
8https://www.webofscience.com/wos/woscc/basic-search - Web of Science - A global citation

database.
9https://www.wikipedia.org/ - Wikipedia - The Free Encyclopedia
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Combining scientific text and satellite images to extract information
on geo-phenomena requires connecting computer vision with natural
language processing. Attaching annotations to changes that are detected
in satellite images is one of the applications of such approaches. It is the
main goal of our work. Many machine learning approaches addressing
this task rest on two common steps of encoding the image and using a
language model for the text. Those two key elements have seen many
variations but the core approach rests on finding a way to match the
representations of text and image together. Furthermore, there has been a
number of datasets that have been produced to test the proposed methods.
In this chapter we provide an overview of approaches and datasets for
bibliometric analyses of scientific documents, change detection on satellite
imagery and visual semantic learning. Our goal is to highlight the most
relevant current approaches for our proposed tasks and the remaining
gaps that we will address in our work.

Abstract.
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2.1 Introduction

As we aim to extract information from scientific text and Earth observation satel-
lites, we conduct a review of the literature on information extraction approaches
for both text and images. We review text mining in the context of bibliometric
analysis of a scientific domain. We focus on the sub-task of keyword extraction
from a scientific corpus as a way of finding candidate annotations for our images.
We focus on change detection methods for satellite imagery as well as land cover
mapping and more general image segmentation methods from computer vision
used in change detection. We go over both traditional approaches and those based
on deep neural networks. We propose to combine the two modalities, text and
images with a visual semantic learning model. We present general purpose models
models and their applications to satellite imagery. We end this chapter with a
presentation of datasets available for the different tasks involved, bibliometric
analysis, change detection in satellite imagery and visual semantic representation
learning.

In the following sections, we present the three main research areas related
to our work: bibliometric analyses of scientific documents (Section 2.2), change
detection in satellite imagery (Section 2.3) and visual semantic learning models
(Section 2.4). We also review datasets for each task (Section 2.5).

2.2 Bibliometric Analyses of ScientificDocuments

Our work on bibliometric analysis is mainly related to two research axes: text
mining for bibliometric analyses and the bibliometric analysis of a research
domain. When bibliometrics is performed for a specific scientific discipline or
domain it is concerned with scientific information. [Glänzel 2003] calls it "an
extension of science information using metrics". This is where it touches on
quantitative research in information retrieval.

2.2.1 Text Mining for Bibliometric Analyses

Text mining has been defined as performing exploratory data analyses over
text; its main purpose is the discovery of new information from text collections
[Hearst 1999]. In order to perform text mining we need to extract numerical
representations for our text documents. There exist different numerical represen-
tations of text that have been proposed over time to facilitate automatic analyses
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of textual data by computer programs.
To perform such analyses with automatic methods several word and document

representation models have been proposed over time, starting from the vector
space model [Salton 1965], originally proposed for information retrieval systems,
in which vectors of attribute weights represent documents and queries. The
attributes also called terms, are commonly keywords or phrases and the weights
of each attribute are computed based on the presence/absence of the attribute.
The goal of an information retrieval system is to match a query with relevant
documents from a document collection, retrieved documents are returned by the
system from most relevant to least relevant. In the vector space model, documents
and queries vectors are compared with a similarity measure, the cosine similarity
is commonly used.

In a boolean model [Lancaster 1973], the attribute weights account only for the
presence of absence of an attribute. Frequency-based weighting account for how
frequently an attribute is present, allowing to capture the relative importance of
an attribute within a document collection. The term frequency inverse document
frequency weighting (TF-IDF) [Jones 1972] is a commonly used frequency-based
weighting statistic. It is calculated as the inverse proportion of the frequency of a
term in a document to the percentage of documents the term appears in.

As the dimension of the document-attribute matrix increases significantly
when the number of documents and features becomes really high, in large datasets,
dimension reduction techniques were applied to the original vector space model,
such as latent semantic indexing (LSI) [Deerwester 1990] and Principal Component
Analysis (PCA). In LSI [Deerwester 1990], instead of using the large albeit sparse
attribute-document matrix, resulting from using all the terms for each document,
a low-rank approximation based on the singular value decomposition of the
matrix is used.

In more recent years, with big datasets available for training, deep learning
based methods have been proposed for representing words and documents. Vector
representations based on neural language models called word embeddings have
been proposed such as [Mikolov 2013, Bojanowski 2017] in which vocabulary
terms are represented by vectors of real numbers embedded from a high dimen-
sion space to a lower dimension space. Skip-gram is an unsupervised learning
model that given a word, learns to predicts its context which is its surrounding
words [Mikolov 2013]. Words with similar meaning will have a similar vector rep-
resentation when learned with the skip-gram model. In [Bojanowski 2017], which
is an extension of [Mikolov 2013], instead of using whole words, n-grams are used
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and each n-gram has its own vector, resulting in each word being represented by
the sum of its n-grams.

One limitation of these word embeddings is that they only provide a single
representation for a word and therefore do not account for polysemy. If the
dataset on which the algorithm is trained is big and diverse enough there might
be at least a word with more than one meaning but this word will only have
a single vector representation. Contextualized word vector representations are
provided by the most recent deep neural network language models [Peters 2018,
Devlin 2018, Radford 2019]. These models can be used to learn contextual word
embeddings where a single word can have different representations based on the
contexts in which it appears.

Bibliometrics was defined by Alan Pritchard as quantifying written communi-
cation using mathematical and statistical methods [Pritchard 1969]. Bibliometric
analyses based on network analysis can be performed based on different statistics
methods and data mining techniques considering different types of networks.
The basic bibliometric methods are frequency-based. The number of publications
for example is a simple measure that can be used to analyse a data set of scien-
tific publications [Broadus 1987]. Frequency counts can be done on other data
and metadata from the dataset such as authors, keywords, topics and countries
[Broadus 1987]. Other more elaborated measures such as the average number
of publications, and the journal impact factor [Garfield 2006], which is an in-
dex reflecting the number of citations the papers published in a journal receive,
have also been used. These measures inform on how active researchers are in
terms of written scientific production and on their impact within the community
[Glänzel 2003].

Co-occurrence analyses of authors (co-authors) are done to analyze collabora-
tion among researchers [Glänzel 2003]. This practice is based on the principle
that formal collaborations between researchers are well documented and result
in co-authorship [Glänzel 2003]. Aggregations can be done at different levels
(country, research unit, research domain, authors etc..) to analyse collaboration be-
tween individuals, researcher units, or countries [Borgman 1989]. Co-occurrence
analyses also apply to terms present in titles, abstracts, keywords and full text
of publications. Furthermore, multidimensional approaches have been proposed
using co-occurrence matrices of terms or other variables [Glänzel 2003].

Several tools have been proposed to perform these bibliometric analyses in
an integrated manner such as [Dousset 2003, Dousset 2009] which implements
text mining algorithms for bibliometric analyses.
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In our work we focus on the bibliometric analysis of a specific domain of
study, which we discuss in the following section.

2.2.2 Bibliometric Analysis of a Research Domain

Bibliometric analysis techniques have been used to measure the importance of
collaborative activities between co-authors forming networks in a given research
field [Logan 1991]. Bibliometric tools have also been used to analyse research
topics and streams in a specific domain [Milojević 2011]. In the field of information
retrieval, for example, [Smeaton 2003] analyzed the co-authors of the Association
for Computing Machinery (ACM) Special Interest Group on Information Retrieval
(SIGIR) conference publications over a period of 25 years in order to reveal the
evolution of the themes/subjects of this conference publications and to find the
most central authors by considering the graph of co-authors. [Mothe 2006]
showed how Tétralogie [Dousset 2003] can be used to combine text mining and
geographic information system features to uncover the geographic structure of a
domain. The authors presented a use case on the proceeding of the ACM SIGIR
conference. Geographic maps were used to visually represent the geographic
dimension revealed through text mining.

Domain specific analyses can focus on a single researcher in particular within
a field. For example, [Skupin 2014] used bibliometrics and network visualization
jointly to highlight domain structure as well as communities based on co-citations
with the publications of the author David Mark. This approach made it possible
to carry out a visual analysis of the dimension of David Mark’s influence and its
persistence over time in the field of geographic information systems. The focus
of a domain specific analysis might also be a research unit. [Neptune 2014] used
bibliometric analyses of scientific publications to analyse the research activity
of a specific research unit. That work focused on all the publications from the
research unit’s database. Using data on the organisation and the personnel of the
laboratory, the analyses on the production by team as well as the collaborations
among teams and with authors outside of the researcher unit were performed.

[Kergosien 2018] preformed a cased study on an heterogeneous scientific
corpus made of documents of different types (theses, papers, reports and others)
and from different sources (ISTEX [Cuxac 2017], Agritop1 and the ANRT2), on

1https://agritrop.cirad.fr/ - Open repository of publications of the CIRAD research unit.
2http://www.diffusiontheses.fr/content/4-anrt-lille-reproduction-theses - Atelier National de

Reproduction des Thèses.
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the topic of climate change in Senegal and Madagascar. The corpus contained
publications in both English and French. Metadata and abstracts were used
to standardize the documents using the Metadata Object Description Schema3
(MODS) format. Spatial, temporal and thematic entities were annotated in the
abstract. Spatial entities are annotated based on linguistic patterns. Thematic
entities were annotated by extracting domain vocabulary using semantic resources
for lexical annotation. Temporal annotations were created using a rule-based
time-sensitive labeling system for temporal expressions. The data were then
indexed from subsequent processing, analysis and for information retrieval. This
work was part of a larger project to extract territories and areas under study from
the publications, to find the academic disciplines, and to analyze the evolution of
research paradigms.

In our work we are interested in analysing scientific publications related to the
topic of deforestation. Bibliometric analyses have been performed on topics related
to forests such as forest health [Pautasso 2015], forest fires [Juárez-Orozco 2017]
and more broadly on forestry journals [Dobbertin 2010, Bojović 2014]. Limited
work has been done on the specific topic of deforestation such as [Aleixandre-
Benavent 2018] which is concurrent with our initial work on the subject.

2.2.3 Keyword Extraction from a Scientific Corpus

In our research we perform text mining on text data and meta-data of scientific
publications related to deforestation. We do this by performing term frequency
analyses and collocation analyses. We believe this approach to be suitable to
evaluatewhether a chosen corpus can be used for subsequent tasks using statistical
or machine learning models such as keyword extraction. We further use word
embeddings of words extracted from the scientific publications as input to a visual
semantic model for learning annotations for satellite images of areas undergoing
change.

A number of statistical methods have been proposed to extract keywords from
documents one of the first such methods is TF-IDF [Jones 1972]. For each term in
the corpus, the value of TF-IDF is calculated for each document. TF-IDF estimates
the importance of a term in a document relative to the corpus. A more recent
statistical method YAKE [Campos 2020] extracts and ranks keywords based on a
number of pre-defined features. As word embeddings have become more popular

3https://www.loc.gov/standards/mods/ - Metadata Object Description
Schema

https://www.loc.gov/standards/mods/
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and successful for a variety of natural language processing tasks, they have also
been included in keyword extraction methods. [Mothe 2018] performs keyword
and keyphrase extraction on documents using a graph method in which the words
were replaced by their embeddings.

When the goal is to extract keywords representing a corpus, the keywords
extracted from each document are aggregated. In our work we mostly use
embedding-based keyword extraction [Bojanowski 2017, Reimers 2019] on a
corpus of scientific publications, and we aggregate the document-level keywords
at the corpus level to have a unique set of keywords representing the whole cor-
pus. The top corpus-level keywords allow to evaluate how relevant a corpus is to
our topic of interest, namely deforestation. Additionally, the extracted keywords
serve as candidate annotations for satellite images of forests where deforestation
has occurred.

2.3 Change Detection in Satellite Images

Our work on change detection in satellite images is related to three main re-
search areas, namely image segmentation techniques typically used for land cover
mapping, change detection methods and neural networks for change detection.

2.3.1 Land Cover Mapping and Image Segmentation

Classification methods are commonly used for land cover mapping and satellite
image segmentation. [Lagrange 2015] showed that, in the image domain, for pixel
classification, the best performance is obtained when using deep convolutional
neural networks as opposed to expert classifiers. [Kussul 2017] proposed a method
combining supervised and unsupervised neural networks for the segmentation
and classification of multi-source satellite images. [El Amin 2016] proposed a
change detection method for satellite images based on the difference of image
features extracted using a deep CNN model. In the Planet4 competition "Planet:
Understanding the Amazon from Space" [Kaggle 2017] where the goal was to
classify images of the Amazon forest, the winning submission was an ensemble
of state of the art CNN image classification architectures.

4https://www.planet.com/ - Planet Labs is an earth observation satellite company
based in San Francisco.

https://www.planet.com/
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2.3.2 Traditional Change Detection Methods

Many techniques have been proposed over the years to detect changes in satellite
imagery. These techniques can be categorized into different approaches such as al-
gebra, transformation, classification, advanced models, geographical information
system (GIS) approaches, or visual analysis [Lu 2004].

The very first algebra technique was univariate image differencing. This
straightforward technique detects the change by applying a threshold to the differ-
ence in pixel value between first-date image and the second-date image [Lu 2004].
This technique was widely used in change detection problems, particularly for
detecting forest changes [Miller 1978, Singh 1989]. Another well-known algebra
technique was image regression. First, the method assumed that pixels in the same
location are related by a linear function in time. Thus, the pixels values in the
second-date image can be predicted according to the regression function. Finally,
a threshold was applied to the difference between the true second-date value and
the predicted second-date value. This technique showed better performance than
the image differencing technique [Singh 1989].

The second group of techniques uses transformations such as Principal Com-
ponent Analysis (PCA), Multitemporal Kauth-Thomas (MKT), Gramm–Schmidt
(GS), and Chi-square transformations [Lu 2004]. [Collins 1996] examined PCA,
MKT, GS methods to the problem of forest change due to conifer mortality and
concluded that PCA and MKT give better results than GS.

The third group of change detection techniques is made of classification
approaches which have been used for both image-pair change detection and
for time series change detection with maximum-likelihood-based estimation
[Mertens 1997] or a random forest classifier [Olofsson 2016].

2.3.3 Neural Network Change Detection Models

Binary change detection methods allow systems to detect if and where a change
occurred, whereas semantic change detection methods also specify semantic
information about the change that is detected [Lu 2004]. Both types of methods
have been applied in the literature to satellite images to detect land cover changes
with the most recent ones using deep learning models [Daudt 2018a, Peng 2019].
These latest models are all based on the U-Net architecture [Ronneberger 2015],
which is an encoder–decoder architecture with skip connections between the
encoding and decoding streams. U-Netwas initially proposed for the segmentation
of biomedical images.
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Three variations of U-Net were proposed by [Daudt 2018a]. The first variation
performs early fusion by taking the concatenation of the images as input, effec-
tively treating them as different color channels. In this case, the change detection
problem is posed as an image segmentation task with two classes: change and
no-change. The second and third model variations are siamese versions of the
U-Net architecture where the encoder part is duplicated to encode each image
separately, and skip connections are used in two ways, by concatenating either
the skip connections from both encoding streams or the absolute value of their dif-
ference. The three models were tested on four datasets. Based on the F1 measure,
the first fully convolutional early fusion model outperformed the siamese models
on two out of four datasets used for evaluation. The second siamese model with
the concatenation of the difference values outperformed the other models on the
remaining two datasets. Another variation of U-Net with early fusion, for change
detection, which uses dense skip connections was proposed by [Peng 2019], it
was shown to outperform [Daudt 2018a] on only one dataset [Lebedev 2018].

In our work, we use a model similar to the early fusion model proposed by
[Daudt 2018a] to perform the binary change detection task. It is a model that is
particularly well suited for learning global image features from image pairs at
once making it appropriate for learning visual semantic embeddings.

2.4 Visual Semantic Learning Models

Global land cover maps are a key resource for scientists and a variety of users
looking for data in many sectors from disaster relief to ecosystem and biodiversity
conservation, to name a few [Mora 2014]. However, when subtle changes are
occurring at fine scale, they may not appear in global maps, and might in fact
be hard to detect by remote sensing [Houet 2010]. The detection and analysis of
certain types changes might therefore require additional data sources. We propose
to add information from a scientific corpus to the information from satellite images.
Our visual semantic learning model work is related to three research streams,
traditional visual semantic methods, visual semantic embeddings and in particular
visual semantic embeddings for satellite images.

2.4.1 Traditional Models

Several methods have been proposed to represent images and text together in
order for both modalities to have similar representations that can be compared,



26 Chapter 2. Litterature Review

typically to perform subsequent tasks.
Methods based on canonical correlation analysis (CCA) [Hotelling 1936] have

been proposed to align elements from text and images such as [Hardoon 2004,
Blaschko 2008, Socher 2010]. All three methods use kernelized CCA (kCCA) to
match images and text, for retrieving images with a text query [Hardoon 2004], for
clustering images and text in a latent space, and for annotating image segments
[Socher 2010]. Except for [Socher 2010] all the other methods use a parallel corpus
with the images. [Socher 2010] also addresses the problem of insufficient labeled
data for annotation and semantic segmentation. While methods like [Socher 2010]
use handcrafted features, more recent multi-model approaches have leveraged
convolution networks trained on a classification task to extract image features
and address the problem of not having sufficient labeled data. In these visual
semantic embedding methods, embeddings for both image and text are generated
in a joint embedding space.

2.4.2 Visual Semantic Embeddings

With visual semantic embeddings, we learn to represent textual and visual data in
the same vector space. The closer those data points are semantically, the smaller
their distance is in this joint space. Several approaches have been proposed
including the joint embedding of images and words into a common low-dimension
space [Frome 2013] for image classification, and the embedding of images and
sentences into a common space for image description [Socher 2014]. More recently,
a neural network named CLIP [Radford 2021] has been proposed for learning
visual representations from natural language supervision. CLIP [Radford 2021]
uses a transformer model to learn visual features and a causal language model
for the text features. It is pre-trained on a large dataset of text-image pairs taken
from the internet. The main purpose of CLIP [Radford 2021] is to be used without
retraining (in a zero-shot manner) for tasks such as image classification and
description.

By using joint image and text embeddings, we propose to automatically assign
relevant annotations to image pairs where changes are detected. Therefore, we
perform two core tasks: change detection and the annotation of the image pairs.
We propose to use scientific publications as a source of annotations, for which we
learn the vector representations using a neural languagemodel. These annotations
can be used in subsequent tasks such as image indexing and retrieval. While
change detection can be applied to any type of image pairs of the same scene or
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location, in our work we focus on the case of changes occurring in forest areas to
test our approach.

2.4.3 Visual Semantic Change Embeddings for Satellite Im-
ages

When the semantic information about the classes present in EO images is incon-
sistent or lacking, different solutions have been proposed to extract that informa-
tion from other sources such as ontologies [Bouyerbou 2014] or geo-referenced
Wikipedia articles [Uzkent 2019]. Another solution is to use visual semantic
embeddings by representing the images and text in the same vector space and
learning the classes of the unlabeled images based on the similarity between the
vector representations across the image and text modalities [Frome 2013]. Our
proposed approach is in this line of work.

By integrating an ontology to the segmentation process of pre- and post-
disaster images, authors in [Bouyerbou 2014] showed that overall accuracy went
from 67.9% to 89.4% for images of their test area. With a reduced number of
samples (200), authors in [Uzkent 2019] demonstrated that using Wikipedia anno-
tations for the task of semantic segmentation, the Intersection-over-Union score
(a measure of the similarity and diversity of sample sets that essentially takes the
ratio of their intersection over their union) was 51.70% compared to 50.75% when
pre-training on ImageNet. In both cases, the methods were tested on images
of urban areas. While the use of the ontology created by experts in [Bouyer-
bou 2014] improved greatly the accuracy of the classification algorithm, it came
at the high cost of expert hours. The crowdsourcing approach using Wikipedia
data in [Uzkent 2019] while promising, resulted only in modest improvement for
the semantic segmentation task. A version of CLIP [Radford 2021] fine-tuned
on satellite imagery [Lu 2017] has also been made available 5. It was evaluated
on image-text retrieval tasks with satellite images, and shown to outperform the
base CLIP [Radford 2021] model. CLIP-like models require that candidate labels
be provided for the images when performing the image annotation task.

In our case, the scientific publications written by researchers can be seen
as both a source of expert knowledge and a crowdsourced resource as they are
coming from a large number of scientists. We propose to use expert knowledge
through relevant scientific papers from which annotations are extracted. Our

5https://github.com/arampacha/CLIP-rsicd - Repository for CLIP model
fine-tuned on RSICD data.

https://github.com/arampacha/CLIP-rsicd
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method therefore performs change detection, in satellite image pairs by predicting
change pixels, and it also performs semantic annotation of the image pair by
predicting its labels. We use a deep learning network architecture based on
U-Net [Ronneberger 2015]. U-Net is an encoder-decoder deep neural network
architecture. Unlike the original U-Net we are using an encoder built with residual
blocks. Our network architecture is detailed in Chapter 5. We therefore propose
a way of finding relevant candidate labels for change images as well as ways to
match the best candidate labels with each image pair.

The specificity of our work is in that we perform annotation learning by
using a corpus that is not aligned to our images to learn additional annotations
beyond the image labels. We specifically apply our work to the case of change
detection in satellite imagery which has not been done previously. We consider
the impact of learning representations for pre and post change images jointly
instead of learning single image representations individually as in the common
visual semantic embedding pipeline. The intuition is that the joint representation
will enhance the difference between change portions of the images and unchanged
portions, making the change image pairs easier to differentiate from the non-
change image pairs, and facilitating the annotation task. Using before and after
images also allows us to know in which time period the change occurred.

2.5 Text and Image Data Sources

There are datasets previously made available in the form of corpora and satellite
images that can be used for bibliometric analyses of scientific documents [Juárez-
Orozco 2017, Kershaw 2020], change detection in satellite images [Bourdis 2011,
Lebedev 2018, Daudt 2018a, Ji 2018] and visual semantic embeddings respectively
[Lin 2014, Young 2014, Russakovsky 2015]. We present in this section three types
of data sets. Table 2.1 shows datatasets from the literature that have been used (or
could be used) for bibliometric analyses, change detection or for learning visual
semantic embeddings.

For the full range of our experiments, we created new datasets for bibliomet-
ric analyses, and for combining change detection and learning visual semantic
embeddings which are later described in 3.3 and 5.3.1. In our work, we combine
change detection with learning visual semantic embeddings to add semantic
annotation to satellite images of forest areas that have undergone changes. We
propose to extract candidate annotation from scientific literature. To perform the
experiments required to validate our proposed approaches we need to use data
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Dataset Domain Public Suitable for
[Dobbertin 2010] Forest No Bibliometrics
[Bojović 2014] Forest No Bibliometrics
[Juárez-Orozco 2017] Forest No Bibliometrics
[Uribe-Toril 2019] Forest No Bibliometrics
[Kershaw 2020] Multi-domain Yes Bibliometrics
[Bourdis 2011] Multi-domain Yes Binary

Change Detection
[Lebedev 2018] Multi-domain Yes Binary

Change Detection
[Daudt 2018a] Urban Yes Binary

Change Detection
[Ji 2018] Urban Yes Segmentation,

Change Detection
[Shimabukuro 2000] Forest Yes Change Maps
[Hansen 2013] Forest Yes Change Maps
[Wheeler 2014] Forest Yes Change Maps
[Shimada 2014] Multi-domain Yes Land Cover Map
[ESA 2017a] Multi-domain Yes Land Cover Map
[ESA 2017b] Multi-domain Yes Land Cover Map
[Lin 2014] Multi-domain Yes Object Detection,

Segmentation,
Key-point Detection,
Image Captioning

[Young 2014] Multi-domain Yes Image Captioning
[Russakovsky 2015] Multi-domain Yes Image Classification,

Object Detection
[Lu 2017] Multi-domain Yes Image Captioning
[Helber 2019] Multi-domain Yes Image Classification

Table 2.1: Datasets from the literature that have been used for bibliometric analyses,
change detection, visual semantic embeddings learning, along with land cover and change
maps are listed.
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from scientific publications and satellite images. We need these data to be at least
related to each other thematically. Ideally, we would also like to find publications
and images that are linked geographically and temporally as well. We also need
the images to be at least partially labeled. Because we want to perform change
detection we need to have either image pairs or time series covering the periods
before and after the changes. An existing dataset meeting all those requirements
did not exist.

For change detection on satellite imagery, the datasets used in the literature
are mostly urban change detection or other non-forested areas. While several
change maps are publicly available, they do not typically come with pre and post-
change image pairs. Our criteria for selecting the satellite data were that they
are real images (as opposed to synthetic images), contain before and after image
pairs (non-composite), and that they are publicly available and can thus be freely
reused to reproduce our work. For the scientific publications our criteria was that
they would be real publications (not computer generated) and be as related as
possible to the images selected. While our criteria might appear strict our priority
was to show that our approach can be successfully applied to a real-world setting.
We created new datasets to perform our experiments, reusing, repurposing, and
combining the data that were already available.

We also investigate the impact of the corpus on the visual semantic learning
task and propose ways to build a domain-specific corpora to be used instead of
(or jointly with) commonly used large corpora such as Wikipedia or Common
Crawl6.

2.5.1 Datasets for Bibliometric Analyses

For bibliometric analyses of forest-related topics, [Dobbertin 2010, Bojović 2014,
Juárez-Orozco 2017, Uribe-Toril 2019] have each created a corpus with relevant
scientific publication data. Except for [Juárez-Orozco 2017], the list of publications
used is not given. In all cases the dataset is not readily available but needs to be
recreated following the procedures described by the authors. [Dobbertin 2010,
Bojović 2014] focus on forestry journals over 29 and 4 years respectively, while
[Uribe-Toril 2019] focuses on a single journal over a period of 8 years. [Juárez-
Orozco 2017] is more topic specific and focuses on fires in tropical rainforests
over a period of 36 years.

Bibliometric datasets created with records provided by an indexing platform
6https://commoncrawl.org/ - Common Crawl.
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such as in [Dobbertin 2010, Bojović 2014, Juárez-Orozco 2017], are typically not
made publicly available due to copyright restrictions. However, the datasets
underlying bibliometric studies can, most of the time, be recreated by following
the collection and processing procedures of the dataset creator. A more recent
initiative by an academic publisher [Kershaw 2020] is an open access dataset with
full papers from a variety of journals from the publisher, over a 6 year period.
This dataset is not specifically related to forests but contains publications in Earth
and environmental sciences.

2.5.2 Datasets for Change Detection

Several change detection datasets have been used in previous work such as
[Bourdis 2011, Lebedev 2018]. These two aforementioned datasets are made of
synthetic images either entirely for [Bourdis 2011] or in part for [Lebedev 2018].
Datasets with only real satellite images have also been used [Daudt 2018a, Ji 2018],
for urban change detection. All the previously cited datasets are provided with
a binary change map but without image or pixel-level semantic labels for the
changes.

[Shimabukuro 2000, Hansen 2013, Wheeler 2014] are change datasets that
provide data on changes occurring in forests. These datasets can be used as
change maps for change detection in forests but they are not provided with the
satellite images used to create the change maps. Land cover maps have been made
available covering large portions of the globe at different times [Shimada 2014,
ESA 2017b, ESA 2017a]. While these maps provide annotations for satellite images
they only provide a snapshot of the areas at one point in time. Such large scale land
cover maps can be useful in assessing global and regional environmental change,
some of them suffer from relatively low accuracy for some classes [Mora 2014].

2.5.3 Datasets for Visual Semantic Embeddings

Some well-known datasets have been used for learning visual semantic embed-
dings such was the case in [Lin 2014, Young 2014, Russakovsky 2015]. MS-COCO
[Lin 2014] is a collection of images with rich annotations that can be used for
various tasks such as image classification, semantic segmentation, and image
captioning. Flickr-30K [Young 2014] is a dataset of annotated images, similar in
terms of content but smaller then [Lin 2014], that can be used for image captioning
tasks. ImageNet [Russakovsky 2015] is a very large (14.2 million images and
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20000 classes) dataset of annotated images that can be used for image classifica-
tion and object detection. All three datasets can be used to learn visual semantic
embeddings at the image or object level. They all contain images from the web
featuring scenes from everyday life captured on camera.

RSICD [Lu 2017] is a dataset proposed specifically for remote sensing image
captioning made of aerial images, each with five captions created by human
volunteers with knowledge of remote sensing and annotation experience. More
recently, EuroSAT [Helber 2019], a satellite image dataset with single-label image
patches has been released. Each image therein is labelled with its respective land
cover class.

All these datasets can be used to learn visual semantic embeddings. None
of these datasets can be used for learning changes in satellite images directly,
however, they can be used for transfer learning in a change detection context if
training data is lacking.



Chapter 3

Bibliometric Analysis of Research
on Deforestation

Summary

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Data and Methods . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Deforestation is a very widespread phenomenon affecting sizeable por-
tions of territories, especially in the tropical regions. Remote sensing
allows the monitoring and analysis of the spatial-temporal evolution of
this phenomenon. Using text and metadata mining on scientific publica-
tions on the subject of deforestation, we identify the locations of scientific
production on deforestation. We find out how researchers are connected
to each other with network analysis. With keyword analysis, we identify
the sites affected by deforestation in which researchers are interested,
namely tropical forests and the Amazon, for the most part, as well as
related subjects linked to the environment and health. We conclude that
a corpus made of scientific publications, on the topic of deforestation, is
appropriate for finding annotations for satellite images on which defor-
estation can be observed visually. In this case, the text might not be a
direct description of the images but it is related to them based on the topic,
location, and time of interest. In this chapter we present the results of our
work on the bibliometric analyses of research activity on deforestation.

Abstract.
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3.1 Introduction

Deforestation is an environmental phenomenon that can have a negative impact
on the ecosystem of the earth [Foley 2005]. It is defined by the FAO as "the change
of intended land use from forest to non-forest1." As early as 1992, reviewing the
links between the processes that lead to deforestation and its consequences in the
Amazon basin of Brazil, [Diegues 1992] estimated that the rate of deforestation
was high and increasing rapidly and dangerously.

Performing text mining on scientific publications related to deforestation
makes it possible to quantify the information about these publications as well
as their content [Pritchard 1969]. We carry out an analysis on these texts to see
the geographical and temporal evolution of scientific research on deforestation.
This study makes it possible to identify the main players and their location. In
addition, the subjects on which they focus their work on are also highlighted.

Collaborations between researchers is an important aspect of research. Due to
the nature of the phenomenon, research on deforestation often calls for expertise
in various disciplines. It follows that an analysis of collaborations in publications
on deforestation can highlight the multidisciplinary nature of this research.

The results of our bibliometric analyses guide our work on finding relevant
publications for specific geo-phenomena to be used in experiments for image-text
learning.

3.1.1 Analysis Objectives

A phenomenon that has been studied by scientists will typically be published in a
formal way. Finding out if there is, over time, increasing interest on a specific
topic, such as deforestation, is a way to evaluate whether that topic is still relevant
and if enough information can potentially be gathered through publications on
that topic. We therefore, begin by looking at the evolution of the volume of
scientific output on deforestation with time and ask the following question:

I. How has the number of publications evolved over time?
We then have a closer look at the scientific output by country, and at how the

countries where researchers are based compare to countries under study, and ask
the following questions:

II. Which countries or locations are the focus of research on deforesta-
tion? And which countries or locations are most frequently mentioned?

1http://www.fao.org/3/i0440e/i0440e02.htm - FAO | Deforestation, land-use change and REDD
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We have a closer look at the topics associated to those countries or locations
by asking the question:

III. What keywords are associated to a given frequently mentioned
country/location over time?

Then we examine the publications’ authorship to find out how it relates to
the country and the disciplines involved:

IV. Which authors publish the most on deforestation? What is the im-
portance and nature of collaborations between researchers from different
countries? And to which scientific disciplines do the authors belong?

3.1.2 Summary of Contributions

The following contributions are included in this chapter:

• We conduct an extensive bibliometric analysis of the topic of deforestation
in scientific literature covering more than two decades of publications.

• We propose an approach to extract insights by crossing the data from a
corpus on deforestation with socio-economical and environmental data
from public data sources.

• We propose to combine bibliometric analyses with text mining to compare
and contrast countries publishing on deforestation and countries related to
deforestation based on the keywords extracted from the publications.

3.2 Related Work

We conduct analyses of a corpus in which publications from various universities,
laboratories, research units and other institutions can be found. The publications
are all related to the same topic of deforestation.

[Mothe 2006] illustrated how the Tetralogie [Dousset 2003] platform can
combine data mining with the functionalities of geographic information systems
to discover the geographic structure of a domain. The authors presented a case
study using the proceedings of the Association for Computing Machinery (ACM)
Special Interest Group on Information Retrieval (SIGIR) conference. They used
geographic maps to visually represent the geographic dimension revealed by the
data mining task. In [Neptune 2014] we have already used bibliometric analyses
of scientific publications to analyze research activities within a specific scientific
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unit, the Toulouse Computer Science Research Institute. This work covered all
the publications present in the database of the research unit, all themes combined.
Using data on laboratory organization and staff, analyses of team production
as well as inter-team collaborations and collaboration with authors outside the
unit were carried out. We have shown how bibliometric analysis can be used for
certain aspects of the evaluation of a scientific unit such as scientific production,
outreach, involvement in training through research and scientific perspectives.

The analyses presented in this chapter follow on from this work. We use
scientific publication data and metadata mining to analyze research activities
on the subject of deforestation. We are interested in the geographic dimension
present in the data not only in relation to the location of the authors but also in
relation to the areas and regions on which they focus their research.

[Kang 1990] proposed a feasibility study on the Feature-Oriented Domain
Analysis (FODA) method for domain analysis. This method creates a model
of the domain, including performing an analysis of the extent of the domain.
[Skupin 2014] jointly used bibliometrics and network visualization to bring out
the structure of a domain as well as communities based on co-citations with the
publications of author David Mark. This approach made it possible to visually
analyze David Mark’s persistent influence in the field of geographic information
systems.

The analyses presented here, are based on bibliometics, and they shed light
on the field of deforestation with the perspective of guiding future work on data
related to this theme.

3.3 Data and Methods

We take the data from theWeb of Science Core Collection 2. We carried out a topic
search using the term "deforest*". All publications dated from 1975 to 2016 were
collected onOctober 23, 2017. This approachmakes it possible to have an overview
of the field. More sophisticated queries could have been used in particular to find
publications which do not explicitly mention deforestation while being linked to it,
however such approach would be more error-prone. The analyses are performed
with Tetralogie 3, a platform for scientific and technological monitoring which was
developed at the Toulouse Computer Science Research Institute [Dousset 2009].

2https://webofknowledge.com - Clarivate | Web of Science
3http://atlas.irit.fr/ - Tetralogie, a technology watch software used in research and teaching.
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A total of 16, 136 publications were collected with 31, 772 authors in 149
countries and territories.

We carried out univariate and multivariate analyses including publication
counts (per year, per country per year, per author), keyword counts, author co-
occurrence counts, country co-occurrence counts. The results obtained were
then used to produce scatter diagrams, networks of co-authors and research
categories. Finally, we crossed data from the Food and Agriculture Organization
of the United Nations and the World Bank to see the productivity of the countries
that publish the most in relation to the number of inhabitants and to the gross
domestic product, for the year 2016. This crossover puts into perspective the
scientific production on the theme of deforestation, for a country, in relation to
the size of its population and in relation to the size of its economy, for the year
2016. This crossover gives an idea of the human and financial effort represented,
for each country, by their contribution to scientific production on deforestation.
The authors’ countries are extracted from the address in the data provided by the
Web of Science. The different spellings of the names of the countries are taken
into account. For some publications, the author’s address may be missing.

3.4 Results

3.4.1 Production Study

3.4.1.1 Overall Production on the Topic of Deforestation

Figure 3.1 shows the number of publications found for each year. For the first years
with less than 10 publications per year until 1982 which has 12 publications, the
number of publications present in the collection is very low. From the beginning
of the 1990s a remarkable increase is noted in the annual production.

This upward trend in production continues until 2016. This trend is similar to
the evolution observed in other fields, in particular the natural sciences and the
health sciences, [Bornmann 2015] reported an exponential growth in publication
output for the years 1980 to 2012. Over the last 10 years covered by our collection,
from 2006 to 2016, the number of publications on the topic of deforestation
increased by 220%. Another topic-specific example is from [Sampaio 2013] who
analyzed publications on the tropical disease Leishmaniasis from two publication
databases PubMed and PASCAL. For PubMed, they found that the number of
publications increased steadily from the years 2000 to 2012, from 474 to 938.
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Figure 3.1: The number of publications on deforestation has grown exponentially in the
last decade, in our corpus extracted from the Web of Science. We can see the increasing
numbers over time from 1978 to 2016.

3.4.1.2 Production by author and network of co-authors.

The authors who published the most appear in the Table 3.1, with a Brazilian
author in the lead (Fearnside), followed by an author fromAustralia (Laurance) and
an American author (Houghton) in second and third positions respectively. Two
authors are therefore from the two countries with the highest overall production
while the third comes from one of the countries with the highest production
per person for 2016. Some authors were affiliated with institutions in several
countries during the period covered by our collection, only the top countries are
reported.

The graph of co-authors in Figure 3.2 provides insight into collaboration
trends. It shows the many groups formed by the authors who collaborate on the
subject. The largest collaboration networks are formed around the most prolific
authors.
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author publications countries
Fearnside, PM 97 Brazil
Laurance, WF 73 Australia, Brazil and Panama
Houghton, RA 63 United States
Lambin, EF 58 United States and Belgium
Shimabukuro, YE 57 Brazil
Koh, LP 56 Australia, Switzerland and United States
Herold, M 49 Netherlands
Asner, GP 49 United States
Achard, F 48 Italy
Peres, CA 44 United Kingdom

Table 3.1: Publications of the 10 authors who published the most and their country of
affiliation, in descending order of publication count. Fearnside from Brazil is the most
prolific author.

Figure 3.2: Research on deforestation is highly collaborative as shown by the network of
co-authors with many collaboration groups of various sizes. Large collaboration groups
can be seen, formed around the most prolific authors.
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3.4.2 Country Study

In this section, we carry out an analysis of contributions by country, and then
present the collaborative network formed by the countries. An author’s country
(or countries) is the country of affiliation as stated in the author metadata of the
publication. Finally, we show the number of publications for each country in
relation to their gross domestic product and their population for the year 2016.

3.4.2.1 Contributions and Collaborations

Looking at the data by country, in Figure 3.3, it emerges that among the ten
countries with the most publications on deforestation, over the period 1996-2016,
three are emerging countries, and two of them are from Latin America: Brazil,
China and Mexico. This is an atypical trend which is not observed in other
areas. For example, for publications on the broader topic of geosciences, only two
emerging countries (China and India), none of which from Latin America, are
in the top ten in number of publications (see Figure 3.4). South America has the
largest share of forest in protected areas in the world [UNEP 2020]. Of the top
ten countries with the most tree species reported by [Beech 2017], 6 are in Latin
America (5 in South America plus Mexico). The presence of Brazil and Mexico
among the top countries publishing on the topic of deforestation is therefore not
surprising in this context. In comparison, [Sampaio 2013] found on the PubMed
database, for the topic of Leishmaniasis, among the top 10 publishing countries,
there was only one country from Latin America, Brazil. China, Australia, Mexico
and Japan were absent from their list, replaced by India, Spain, Iran, and Italy.

The evolution of the production of each country can also be evaluated by year
in relation to the total production of the country. This is shown in Figure 3.5, for
the last 30 years, from 1996 to 2016. Each point represents a percentage that is
calculated by dividing the number of publications in the country for the year by
the sum of publications, for the country, for all years, from 1975 to 2016. From
1998, the United States and Canada lead the way and maintain an increase in
production over each previous year. However, this trend changed starting from
2008. From 2012 to 2016, the countries that increased their production the most
were Germany, Australia, China and Brazil.
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Figure 3.3: For the period from 1996 to 2016, the United States of America have the highest
number of publications followed by Brazil. The ten countries with the most publications
are shown. The years 1975-1995 are not shown due to the low number of publications for
these years.
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Figure 3.4: From 1996 to 2016 the the United States of America had the highest number of
publications on the topic of geosciences in most years except 2009 and 2015 when it was
surpassed by France and China respectively. A total of 4641 publications were collected
with 13699 authors in 87 countries and territories. In 2016, the United States of America
had the highest number of publications followed by China.
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Figure 3.5: Ratio of the number of publications for each country to the total number
of publications for the country, by year, from 1996 to 2016 as a percentage. Until 2007,
the United States and Canada had the highest increase in production from one year to
another. Then from 2008, Germany and Australia became the two countries with the
highest increase over the years.
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3.4.2.2 Collaboration Network Between Countries

The author collaboration network shows a high level of collaboration between
authors from different countries (Figure 3.6). Each node represents a country and
the strength of the links between them represents the number of publications
co-authored by authors from different countries. The size of each node represents
the number of publications for the country. We can observe that all the countries
are found in a large group centered mainly around the United States of America.

Figure 3.6: The countries publishing on deforestation form a large group mainly centered
around the United States for the years 1975 to 2016.

Figure 3.7 shows a closer view of the countries with the most collaborations
with the United States. Brazil turns out to be the country that has collaborated
most often with the United States, followed by the United Kingdom and Germany.
It is possible that the very high position of the United Kingdom and Germany
in the ranking of the countries publishing the most on deforestation is in part
due to their very strong collaboration with researchers from the United States.
[Malhado 2014] has shown that the proportion of publications about the Amazon
by authors from the Amazon region, particularly Brazilians, has increased over
time but also, the proportion of articles on the Amazon not involving any author
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in the region also increased. It may be that even by considerably increasing
their participation in scientific production on deforestation, Brazilians are not
necessarily able to take the leadership roles.

Figure 3.7: For the period from 1975 to 2016, the countries that collaborated the most
with the United States were Brazil, the United Kingdom and Germany, as shown by the
collaborative network around the United States.

3.4.2.3 Number of publications compared to gross domestic product and
population in 2016

We calculate the number of publications per capita and per gross domestic product
expressed in billions of US dollars, using data provided by the World Bank 4, for
year the 2016.

In Table 3.2, we see that Australia and the Netherlands stand out as being
the countries producing the most publications per capita. In the ranking of the
number of publications relative to their Gross Domestic Product (GDP), Brazil

4https://data.worldbank.org/ - World Bank Open Data.
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country count pop. count/pop. GDP’ count/GDP’
or region
Brazil 236 207 1.14 1800 0.13
Australia 112 24 4.64 1200 0.09
Netherlands 72 17 4.23 771 0.09
UK 174 65 2.65 2620 0.07
Canada 73 36 2.01 1530 0.05
Germany 142 82 1.72 3470 0.04
France 86 66 1.29 2470 0.03
India 65 1324 0.05 2260 0.03
USA 415 323 1.28 18600 0.02
China 91 1378 0.07 11200 0.01

Table 3.2: Number of publications for each of the 10 countries with the most publications
relative to population and GDP (in billions of US dollars) for 2016. The first column
"count" represents the number of publications for the year 2016. The second column
"pop." represents the population in millions of inhabitants. The third column "count/pop."
represents the ratio between the number of publications and the population expressed in
millions. The fourth column "GDP’" represents the gross domestic product in billions of
US dollars. The fifth column "count/GDP’" represents the number of publications divided
by the gross domestic product in billions. Australia and the Netherlands have the highest
publication count per capita. Brazil has the highest publication count relative to GDP.
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comes first followed by Australia and the Netherlands. The latter perhaps sees
their leadership in deforestation research limited by the relative small size of their
economy compared to the United States.

3.4.3 Objects of studies of publications

3.4.3.1 Countries and regions under study

For analyzing the objects of studies we consider only the publications in the
English language which represent a total of 13, 819. We have considered the
metadata of the publications, we will now look at the data, in other words, the
content, which in our case are the titles and abstracts. The content of the publica-
tions also provide information on the countries, regions or territories in which
the authors were most interested. We are looking for specific insight into the
particularities of each country/region beyond the more general trends.

We extract the countries and regions that are mentioned within the text, we
do this using Tetralogie [Dousset 2009]. They are highlighted in table 3.3. The
Amazon and Brazil take the lead, which is an expected result given the large
number of Brazilian contributions and the fact that the Amazon rainforest is the
most important in Brazil. Although other countries and regions are mentioned
less often, it is interesting to note that all the continents appear in this list. Other
countries and regions have under 300 count. The total forest area in 1000 ha
as well as the forest conversion from the FAO database5 are reported for the
year 2016. Forest conversion is defined as the portion of forest area converted to
another type of land cover in the year 2016. We can see that for 2016, the largest
forest areas are reported in the Americas which includes Brazil. The second
largest area is found in Europe which includes Russia. The highest number of ha
of converted forest was found in Africa, slightly higher than the Americas. When
we look at the proportion of conversion compared to the forest area we see that
Africa and Indonesia have the two highest conversion to area ratio 0.63 and 0.61
respectively. They are top 4 and top 7 of the most mentioned areas respectively,
this ratio might explain, at least in part, their high position in the list.

Another way to look at these countries and regions is through their correlation
with theword "deforestation" within the corpus. To do sowe take the count of each
word for each year and compute the pairwise Pearson correlation of the counts
of two given words. For two words with their counts over n years represented

5FAO. Emission database. License: CC BY-NC-SA 3.0 IGO. Extracted from:
http://www.fao.org/faostat/en/#data/GF/. Date of Access: 22-06-2021.
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country or number of forest area forest conversion conversion
region mentions 2016 2016 ratio in %

1 Amazon 3403 n/a n/a n/a
2 Brazil 2008 502431 1710 0.34
3 China 1417 212231 0 0.00
4 Africa 1256 652513 4108 0.63
5 America 950 1608212 3996 0.25
6 Mexico 911 66203 131 0.20
7 Indonesia 899 94448 578 0.61
8 India 867 71094 0 0.00
9 Europe 416 1016136 405 0.04
10 Costa Rica 398 2969 0 0.00
11 Malaysia 338 19394 70 0.36
12 Australia 305 133276 5 0.00

Table 3.3: The top 12 countries and regions most often mentioned in publication sum-
maries for the period 1975 to 2016. Forest area and forest conversion (from the FAO
database6) are reported in 1000 ha, for the year 2016. The most often mentioned region
is the Amazon. The most mentioned country is Brazil. The largest forest area is in
the Americas. The largest converted forest area as well as the highest ratio of forest
conversion are in Africa.

by two variables X = xi, ..., xn and Y = yi, ..., yn, their correlation noted rXY is
given by rXY =

∑n

i=1(xi−x̄)(yi−ȳ)√∑n

i=1(xi−x̄)2
√∑n

i=1(yi−ȳ)2 , where x̄ and ȳ are the means of X

and Y respectively.
Indeed deforestation is the conversion of forest to another type of land cover,

in other words, it is the change in land cover from "forest" to another land cover
or land use. In our corpus the words "deforestation" and "change" are highly
correlated at 0.99. Table 3.4 shows the most mentioned countries and regions
with their correlation with the word "deforestation" for the years 1996 to 2016.
From this table we can see that in some cases there is agreement with the trend
highlighted in table 3.3. Indonesia and Africa have similar correlations, they also
have high conversion ratios that are very close for the year 2016. In some other
cases there seems to be disagreement such as with Europe where the correlation
is high at 0.91 while the conversion ratio was only 0.04. It is possible that in
cases of continents and regions such as Europe, America and Amazon the data
from the FAO and the words from the publication may not be referring to the
same entities. In the FAO data Europe includes Russia this may or may not be the
case in publications. Likewise, in the FAO data America (Americas originally in
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name of correlation with
country or number of "deforestation"
region mentions 1996-2016

1 Amazon 3403 0.96
2 Brazil 2008 0.98
3 China 1417 0.90
4 Africa 1256 0.94
5 America 950 0.95
6 Mexico 911 0.82
7 Indonesia 899 0.94
8 India 867 0.90
9 Europe 416 0.91
10 Costa Rica 398 0.50
11 Malaysia 338 0.87
12 Australia 305 0.86

Table 3.4: The countries and regions most often mentioned in publication summaries and
their correlation with the term "deforestation" for the period from 1996 to 2016. Brazil is
the most correlated with deforestation at 0.98 followed by the Amazon at 0.96.
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the data) refers to North, Central and South America, while in the publications
the word America might be used more often when referring to South or Latin
America and less often to North or Central America. We also see that Costa Rica
has a the lowest correlation with deforestation even though it is mentioned more
often than Malaysia and Australia for instance which have higher correlations.
The country mentions with the lowest correlation with deforestation are Costa
Rica, Mexico, Australia and Malaysia with 0.50, 0.82, 0.86 and 0.87 respectively.
These countries also had low conversion ratios as seen in table 3.3.

While the correlation ratio gives us an idea of how the different countries/re-
gions mentioned were correlated with the term "deforestation", we can view
yearly trends by looking at mentions over time for the top 12 countries/regions.
Figure 3.8 shows the relative frequencies of the term "deforestation" for each
country/region, calculated as the number of times the term is present for the
year divided by the total number of terms for that year. The values shown are
multiplied by 104. We can see that the countries follow different trends, upwards
or downwards depending on the period. A higher number of mentions of the
country’s name would suggest that it is more affected by deforestation and a lower
number of mentions would suggest that it is less affected by the phenomenon.
For example, we see that from 1996 to 2005 the mentions of "Costa Rica" were
high except for a dip in the year 2000 similar to its initial level in 1996. Costa Rica
is the only country with numbers consistently low from 2008 onward. Inversely,
"Malaysia" had fewer mentions from 1996 to 2004 except for a peak in 2001 similar
to its initial level in 1996. However, from 2003 to 2005 "Malaysia" started trending
upward. A similar trend can be observed for Indonesia, from 2007 onward, its
numbers have followed an upward trend while they were low for earlier years.
This might explain why the correlation between deforestation and "Costa Rica"
is so low while it is much higher for "Malaysia". This seems to indicate that
deforestation in Costa Rica, or the documentation of it, has been decreasing in the
last decade covered by our dataset. While around the same period, deforestation
has been increasing in Malaysia and Indonesia.

3.4.3.2 Top Keywords per Country/Region over the Years

One way to look at the topics related to each country or region of interest, is
through the keywords that are assigned by the authors. We take the same list of
countries/regions listed in tables 3.4 and 3.3. For each country/region we take the
most frequent keywords. We remove common keywords such as "deforestation",
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Figure 3.8: Normalized relative frequency of most mentioned areas and regions. The
normalize frequency is the number of times the country/region is mentioned in the
corpus for the year divided by the total number of terms for that year. The values shown
are multiplied by 104. Amazon is the most mentioned region every year except 2003
where it was surpassed by China. Brazil and China are the following two most mentioned
countries. Mentions of Costa Rica have fallen to very low levels from 2009, while Malaysia
is seeing and uptick in numbers of mentions, in the later years. Other countries seeing
increased mentions in later years compared to earlier years are India and Indonesia.
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"forest", "land cover", "change", which are present in practically all the documents.
For each year, we look at the top five keywords and keep five in total, picking
roughly one word for each time period. While this does not give us all the
important keywords, it still allows us to look into some of the important topics
and their evolution overtime. The list of the keywords selected for each country
is shown in Table 3.5. We tracked certain words such as "climate", "carbon" and
"conservation" for most countries/regions because they were among the most
frequent words year after year. Some countries/regions had top words that were
particular and rarely if ever found in other countries such as "mangrove" for
Australia and "fuelwood" for Africa and "pollen" for Europe.

Figure 3.9, shows the evolution of the five keywords for Indonesia by year.
Indonesia is the country on our list with the highest forest conversion ratio for
2016 as reported by the FAO7.

Figure 3.9: A sample of five of the top yearly keywords for the Indonesia, shown with their
normalized frequency over time. The normalize frequency is the number of times the keyword is
counted for the year divided by the total number of terms for that year in all the publications
where "Indonesia" is present. The values shown are multiplied by 104. "Palm" and "carbon" are
showing high counts mostly in the second half of the timeline. "Redd" also reaches high counts
from 2011 onward. "Fires" is present throughout the timeline at moderately high levels with a few
peaks in 2003, 2005 and 2010, and its trending upward again into 2015 and 2016. "Conservation"
had its highest counts from 2008 to 2011 and then it went on a downtrend.

7FAO. Emission database. License: CC BY-NC-SA 3.0 IGO. Extracted from:
http://www.fao.org/faostat/en/#data/GF/. Date of Access: 22-06-2021.
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amazon brazil china africa
1. pasture 1. pasture 1. conservation 1. climate
2. agriculture 2. carbon 2. climate 2. carbon
3. redd 3. conservation 3. carbon 3. redd
4. carbon 4. redd 4. fragmentation 4. fuelwood
5. biomass 5. amazon 5. erosion 5. nitrogen

america mexico india europe
1. climate 1. habitat 1. conservation 1. climate
2. conservation 2. conservation 2. climate 2. governance
3. biodiversity 3. carbon 3. carbon 3. carbon
4. carbon 4. biodiversity 4. biodiversity 4. pollen
5. logging 5. community 5. fuel 5. conservation

indonesia malaysia australia costa rica
1. palm 1. palm 1. carbon 1. conservation
2. carbon 2. redd 2. habitat 2. environmental
3. redd 3. carbon 3. climate 3. biodiversity
4. fires 4. conservation 4. mangrove 4. carbon
5. conservation 5. management 5. environment 5. forestry

Table 3.5: The five keywords tracked for each country/region. Those keywords are taken
from frequent keywords in the early, mid and late years, for each country. Certain words
like "conservation" and "carbon" are common tomost countries/regions. Certain keywords
stand out as being more specific to a country/region such as "fuelwood" for Africa,
"fragmentation" for China, "habitat" for Mexico and Australia, "fuel" for India, "pollen"
for Europe, "palm" for Indonesia and Malaysia, "fires" for Indonesia, and "mangrove" for
Australia.
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3.4.4 The disciplines represented

The network of the most represented scientific disciplines is built with the cat-
egories defined by the Web of Science (WC field). Since a publication can be
found in several categories, it is possible to calculate the co-occurrences of the
categories and to use the result to build a network. Thus, it emerges that most
of the disciplines are grouped around the environment and ecology. A second
group is also formed which relates to medicine, comprising in particular tropical
medicine and parasitology.

Table 3.6 shows the disciplines in which the most publications have been
classified (WC field of WoS). Thus, the majority of publications are classified
under the category of environmental sciences. By looking at the other disciplines
it is possible to see which sub-disciplines of environmental sciences are the
most represented. Ecology and geosciences have the most publications. We can
conclude that publications on deforestation tend to be interdisciplinary, with
environmental sciences themselves being interdisciplinary and bringing together,
among other disciplines, ecology and geosciences.

publications
Environmental Sciences 3890
Ecology 2812
Geosciences, Multidisciplinary 1571
Environmental Studies 1491
Biodiversity Conservation 1298
Forestry 1262
Meteorology & Atmospheric Sciences 1104
Geography, Physical 907
Remote Sensing 901
Multidisciplinary Sciences 807

Table 3.6: Most of the publications in our corpus on deforestation are in the Environ-
mental Sciences category. The 10 categories (WC field of Web of Science) with the most
publications are shown in the table.
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3.5 Conclusion

We performed text mining of data and metadata on scientific publications related
to deforestation, providing an overview of the evolution of research activity on
this subject over the years, as well as the almost generalized collaboration between
countries, and the many collaborative networks between authors. An almost
regular increase in the number of publications is observed from one year to the
next. Brazil stands out as an important player both through the contribution of
its authors and through the references made to the country in the publications
analyzed.

By performing these analyses, we found that we can automatically find names
of locations along with other words describing some particular topic related to
deforestation in that area. Therefore, such corpus can be used to find annotations
for satellite images on which deforestation can be observed visually. This can be
done even if the text is not a direct description of the images but only related to
them based on the location, the time and the event of interest.

The data collected augmented with external data from the Organization of
the United Nations for Food and Agriculture and the World Bank help to answer
questions related to the link between the research theme being investigated,
namely deforestation, and the way it is experienced in a country or region based
on this external data. The extraction of named entities such as countries and other
locations facilitates the identification of the most concerned areas, and it also
allows to find the other topics related to deforestation in those areas as well as
how the mention of those topics evolved over time. We found that some of the top
topics were common for most countries and most time periods. However some
special topics emerged for certain countries and periods. Overall we have found
that in our corpus, which we built with publications related to deforestation,
the terms "deforestation" and "change" have a very high correlation close to one.
This tells us that we can indeed, from the text, confirm that deforestation is seen
as a "change" happening. We know, based on the definition from the FAO, that
deforestation is "a change in the land use from forest to non-forest." Therefore,
we can anticipate that we can link the topics associated with deforestation in the
text to changes happening in forests areas from satellite images. We can attempt
to establish this link by using images and text that are related to the same area
and to the same time period. Which is why we present here this analysis of areas,
and their related topics as they are mentioned with time.

In the following chapters, we will compare our corpus with another defor-
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estation related corpus covering more recent years and we will explore various
methods for extracting the top keywords from them (in Chapter 4). Then, we will
make the link between keywords extracted from the corpus introduced in this
chapter with change detection on satellite images through image annotation (in
chapter 5).
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When we are trying to find a set of keywords to represent a whole corpus
of scientific publications, we call it corpus-level keyword extraction, as
opposed to publication-level keyword extraction where a set of keywords
is extracted for a single publication. Extracted keywords can provide an
overview of the content of a corpus without having to manually inspect
each publication separately. If the corpus is very large, and the keyword
extraction method of choice requires that each publication be processed
separately, there may be a need for reducing the size of the corpus, to
decrease processing time. This corpus size reduction should be done
without losing the most representative keywords, thus the most relevant
publications, in the process. We show that in the case of a topic-specific
corpus, like a corpus on deforestation, by keeping only the publications
with titles that are most similar to the topic in terms of their vector repre-
sentations, we can successfully extract top corpus-level keywords, and
even improve on the precision at 25 scores of several keyword extraction
methods compared to using all the publications in the corpus. We obtain
this result with a variety of keyword extraction methods from word fre-
quency counts to sentence-embedding-based methods, while reducing
the corpus size to 76%-36% of its full size. We conclude that we could
keep the reduced set of publications for combining it with images.

Abstract.
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4.1 Introduction

How do two scientific corpora on the same topic compare? Does it make a dif-
ference whether one corpus or the other is used for extracting words relevant
to the topic, or will both corpora give similar results? Can they be used inter-
changeably in downstream tasks such as information retrieval? In this chapter
we present a method for comparing corpora on the same topic using keyword
extraction methods along with bibliometric statistics. By automatically extracting
the top keywords for a corpus, we are performing a task similar to topic modeling
[Blei 2003] or keyword-based document cluster labelling [Grootendorst 2020a].

Our approach uses word and sentence similarities as a pre-processing step
to filter scientific documents before performing keyword extraction. While the
whole corpus is relevant for the comparison, when dealing with large corpora it
might be useful to reduce the size before applying keyword extraction. A smaller
corpus can reduce the time/resources needed to extract keywords. Reducing the
corpus size can therefore be particularly useful when dealing with very large
corpora. By using only the title of the documents and computing their similarity
with the topic of the corpus, we are able to effectively select a sub-corpus within
the main corpus on which keywords can be extracted. This process can be done
as a preliminary step before or instead of more extensive or computationally
expensive analyses. By using only the title of the publications in this preliminary
step, we are processing much less data than if we were using the abstract and/or
text body.

The documents with titles highly similar with the topic are assumed to be
the ones most relevant to the corpus topic and therefore most likely to contain
the main keywords that would best represent the corpus. The documents with
titles that have a low similarity with the topic are assumed to be those that are
the least representative of the topic of the corpus. In brief, the method is as
follows: first, compute the representation of the title and the topic word with
a word embedding model (if using word embedding representations instead of
character strings); then compute the similaritymeasure of each title representation
with the topic representation; finally, take the top titles by similarity value. We
test two vector representations, namely fastText [Bojanowski 2017] and BERT
[Reimers 2019], along with two distance measures, cosine, and Wasserstein. We
also test with Levenshtein distance of the words as character strings directly.
We evaluate quantitatively using the precision at 25 and at 50, qualitatively we
visually compare the top keywords extracted by each method. Our results show
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that we can reduce the corpus size to about 76%-36% of its original size and obtain
the same of higher precision at 25 or 50 depending on the extraction method
used.

4.1.1 Motivation and Objective

Keywords extracted from a multi-document set or a corpus can provide a compact
summary of the content of that corpus.

Extracting information from a large corpus of scientific documents is a useful
but tedious task for humans to do manually. It is therefore important to have
high performing automatic methods to extract relevant keywords for a large
collection of documents. The task of extracting key terms for a corpus is done for
various purposes such as topic modeling [Blei 2003] or keyword-based document
cluster labelling [Grootendorst 2020a]. Reducing the number of publications in
the corpus can be beneficial as it reduces processing time if enough publications
are removed. However, it is important in removing publications from the corpus
that the quality of the keywords subsequently extracted is not negatively affected.

Our goal is to later use a corpus in visual semantic learning, where we will
be matching words extracted from the corpus with a set of images of forested
areas undergoing change. Therefore, we want to create a topic-specific word
embedding space matching the topic related to the images we will be using in
subsequent tasks. The corpora used to train the word embeddings can impact
results obtained when using those embeddings in a downstream natural language
understanding task. Better results were obtained with embeddings trained on a
specialized corpus as shown by [Hadifar 2018, Dal Pont 2020, Neuraz 2020]. It
is therefore important to use a corpus that is well aligned with our topic. We
can assess the alignment with our topic of interest by examining top keywords
extracted from the corpus.

Furthermore, we seek to limit the impact of publications that might not be
as related to the topic as the rest of the corpus. Those publications might yield
keywords that are not the most relevant to the topic of the corpus. We therefore
want to detect them and remove them from the corpus before performing keyword
extraction. In the era of big data, we want to do this in an efficient manner using
the least data possible on each publication. To address this issue, we propose a
title-topic selection approach (TT-SS) to select only the publications with titles
that are close to the topic semantically as measured by the distance between
their embeddings. The core idea is to use the title as a summary of the content
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of the publication and select the publication based on its title alone. While the
abstract of a publication provides a more complete summary than its title, using
the abstract in the selection process would require processing much more data
per publication which quickly adds up when using a very large corpus.

We consider the two related tasks: publication selection and keyword extrac-
tion. First, the selection of publications (to include in the subsequent keyword
extraction task) which is done by measuring the similarity between each publica-
tion title and the keyword representing the topic of the corpus. Then, from this
sub-corpus we extract the top keywords. Our objective is to reduce the size of
the original corpus in a significant way while maintaining or improving on the
performance of the keyword extraction task.

Our proposed method is specifically targeted at extracting keywords to rep-
resent a corpus as opposed to extracting keywords for a single document. We
consider corpus-level keyword extraction to be an aggregation of document-level
keyword extraction. A corpus being a collection of documents, corpus-level key-
words can be viewed as a collection of document-level keywords. In the same
way that a set of keywords extracted from a single document can represent that
document, a set of keywords extracted from a corpus can represent that corpus.
Corpus-level keyword extraction might be of interest to those working with
corpora and wanting to extract information from these corpora without having
to look at individual documents. Corpus-level keywords can provide a quick way
to evaluate the content of a corpus as a preliminary step before deciding to look
into the corpus further.

The top keywords extracted from a corpus related to our main topic of interest,
namely deforestation, can also provide information on locations affected by this
phenomenon and other related sub-phenomena. In this work we are mainly
interested in corpora on deforestation and on how to extract the most relevant
keywords from them. However, we propose a method that can be applied to any
other topic.

For evaluation, we use data from the Web of Science1, Elsevier Open Access
Journals 2 and Pubmed3. We use an aggregation of the author keywords as the
ground truth for the keyword extraction task. We measure the performance of our
proposed selection method by the performance of keyword extractions methods
on the original corpus and the sub-corpus. We keep the author keywords from

1https://www.webofscience.com/
2https://www.elsevier.com/open-access/open-access-journals
3https://pubmed.ncbi.nlm.nih.gov/
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the original corpus as the reference to which we compare the extracted keywords
from the sub-corpus created with the title-topic selection approach.

4.1.2 Overview of Our Method

Fig. 4.1 shows an overview of our publication selection and keyword extraction
method. A corpus of publications on a specific topic is the input of our method.
We use a similarity measure to find the titles that are most similar to the defined
topic, represented by a key term. If the similarity is over a certain threshold
we select the publication for our sub-corpus. The later is then used to extract
keywords using state of the art methods.

Figure 4.1: Overview of the proposed title topic selection and keyword extraction method.
The inputs are the publications from the topic-specific corpus. We select the publications
with titles that have a similarity with the topic above a certain threshold. We then extract
the keywords from the resulting sub-corpus.

Given a corpus of scientific publications on a specific topic, we use the title of
the publications and compare them to the topic itself. We define a threshold for
the similarity between the topic and the title of the publications. If the similarity
for a title is beyond this threshold, the publication is selected for the sub-corpus
that will be used to extract keywords. The keyword extraction is performed only
on this sub-corpus using state of the art keyword extraction methods. We describe
the core elements of our approach as well as the main task of keyword extraction
in the following subsections.

4.1.2.1 Title-Topic Similarity Selection (TT-SS)

We provide a brief introduction to the proposed TT-SS approach here while
in Section 4.3 we report on the experiments in which we apply TT-SS to the
evaluation datasets (Section 4.2 presents the publication selection process).

In summary, TT-SS reduces the size of a topic-specific scientific corpus by
selecting only the publications most similar to the topic of the corpus. It allows



62 Chapter 4. Corpus Keyword Extraction

for more efficient corpus-level keyword extraction, as opposed to using the whole
corpus, by reducing the amount of data used in the extraction process. With
TT-SS as a preprocessing step, the number of correct keywords extracted using
unsupervised keyword extraction methods is typically either maintained or in-
creased depending on the method. TT-SS can be use on corpora of different sizes
as demonstrated in our experiments in section 4.3. While we apply TT-SS on
specific topics in our experiments, this approach can be used with different topics.

The input to TT-SS is a corpus of scientific publications made of documents
on the same topic. Once we have the corpus, we get the vector representation of
the topic and the titles of the publications through word and sentence embeddings
[Bojanowski 2017, Reimers 2019]. We then use distance measures between the
topic embedding and the publication title embeddings to find the publications
most semantically similar to the topic, using the title as a proxy for the whole
publication. The most similar publications found are selected as part of a sub-
corpus. We then proceed to use that sub-corpus for our keyword extraction task,
having used TT-SS as a preprocessing step.

Sentence embeddings have been used for keyphrase extraction on single
documents, using embeddings pre-trained on a large corpora for example by
[Bennani-Smires 2018, Grootendorst 2020b]. The distance between the embed-
dings in the vector space is used to measure their semantic relatedness [Bennani-
Smires 2018, Grootendorst 2020b]. We use word and sentence embeddings to
represent document titles and corpus topics. We then compute the distance
measure to compare publication titles and corpus topics embeddings. We de-
fine a threshold for the distance, over which publications are selected as part of
the resulting sub-corpus that will be used in the downstream task of keyword
extraction.

The word embeddings that we use result from models pre-trained on large
corpora from [Bojanowski 2017, Reimers 2019] allowing for domain independent
and general purpose embeddings. These embeddings also provide stable results
when repeated experiments are performed, due to the fact that the models do not
need to be retrained on each new corpus or for each new experiment.

TT-SS works with minimal pre-processing and no training. It is meant to be
used for a collection of documents on a specific topic.
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4.1.2.2 Extracting corpus keywords

For extracting the keywords we use state of the art keyword extraction methods
that perform well with a collection of documents. We propose to reduce the size of
the corpus before extracting keywords with TT-SS, in order to reduce the amount
of data that needs to be processed and also to increase the number of correct
keywords retrieved. To further improve the precision of extracted keywords we
propose to combine the keywords extracted with TF-IDF [Jones 1972] with those
extracted with BERT embeddings [Reimers 2019, Grootendorst 2020b]. While
both methods share most of their top keywords there are a few keywords that
the BERT-based method [Reimers 2019] is more likely to find, based on our
observations on the corpora we tested. The goal is to find a way to include the
best keywords of both methods, while avoiding to add the keywords that were
not correctly placed in the top by each method individually. On average, the
two methods showed a higher precision at 25 than the other methods that we
have tested, for all the corpora used. We propose a way to intersperse the two
lists to get the best precision on the final combined list. We chose this approach
because it is likely to include, in the resulting list, some words that only BERT
had placed in a top position while keeping the highest positioned words from
TF-IDF. In many cases this would improve the precision at 25 or at least keep it
unchanged. The interspersing also allows us to combine the lists without knowing
their composition. The experiments in Section 4.3 demonstrate that our proposed
combination method can achieve a good performance in terms of precision at 25
and outperform other state of the art methods.

4.1.3 Summary of Contributions

The following contributions are included in this chapter:

• We conduct a comparison of keyword extraction methods on a set of topic-
specific corpora and examine how the choice to build a corpus based on
title, abstract, body or keywords impacts the keywords that are extracted.

• Wepropose a Title-Topic Similarity Selection approach to select publications
to use for keyword extraction, which allows to reduce the size of large
corpora while keeping or improving the performance of keyword extraction
methods [Jones 1972, Bojanowski 2017, Reimers 2019, Campos 2020].
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• We examine the influence of selecting publications with different similarity
measures on the performance of the title-topic similarity selection.

• We propose novel topic-specific datasets for evaluating keyword extraction
methods along with the baseline performance of applied keyword extraction
methods [Jones 1972, Bojanowski 2017, Reimers 2019, Campos 2020].

• We propose a combination of the keywords from TF-IDF [Jones 1972]
and BERT [Reimers 2019] as an improved keyword list with higher preci-
sion, outperforming other methods tested [Jones 1972, Bojanowski 2017,
Reimers 2019, Campos 2020].

4.2 Publication Selection

In this section, we present our formulation of the problem of selection publications
for creating a sub-corpus, and our proposed solution using word and sentence
embeddings with similarity measures.

4.2.1 Problem Formulation

With the TT-SS, our goal is to select from a single-topic corpus a subset that
will best describe the corpus based on extracted corpus keywords. We do this
by removing publications that have low semantic similarity of their title with
the corpus topic. We show examples of titles of publications removed in Table
4.1, titles are shown in decreasing order of their distance (dissimilarity) with the
topic.

In most cases, titles encapsulate the essential description of the publication.
Semantic similarity allows us to find words and text that are semantically similar.
We make the hypothesis that a publication that is most related to the topic of the
corpus will have a title that is semantically close to that topic, we therefore use
the topic as a proxy for the abstract and the whole body of the publication.

Formally, we are given a corpus of N publications, C = {pi; i = 1, ..., N}
and a similarity function F such as F (pi) = Similarity(ti, τ), where ti is the
title of publication i, and τ is the topic of the corpus or its vector representation.
We are looking for a subset X of C , by defining a threshold θ such that: X ⊂
C with X = {pi | F (pi) > θ and PX >= PC}, where PX and PC are the scores
of the extracted keywords from the subset X and the corpus C respectively. We
define θ based on the histogram of the similarities of the titles with the topic.
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Sample titles with low similarity to the topic of "deforestation" Distance
Macroecological patterns of American Cutaneous
Leishmaniasis transmission across the health
areas of Panamá (1980–2012)

0.0685

Mapping major land cover types and retrieving
the age of secondary forests in the Brazilian
Amazon by combining single-date optical
and radar remote sensing data

0.0646

Rapid integrated clinical survey to determine
prevalence and co-distribution patterns of
lymphatic filariasis and onchocerciasis in a
Loa loa co-endemic area: The Angolan experience

0.0628

Renting legality: How FLEGT is reinforcing power
relations in Indonesian furniture production networks

0.0596

Mapping tropical disturbed forests using multi-decadal
30m optical satellite imagery

0.0506

Table 4.1: A sample of 5 titles from the corpus with high distance to the topic of defor-
estation show low similarity to the topic, in the Elsevier corpus. The titles are shown
ordered by the Wasserstein distance of their BERT embeddings to the embedding of the
topic, from most distant to least distant. The higher the distance the lower the similarity
with the topic. The titles appear to be somewhat related to forests in general but having
a different main focus. Some titles focus on disease, others on mapping land cover and
emphasize the technology used.

From this histogramwe find a value that separates the majority of the publications
with a minority that has lower than average similarity with the topic. We define
PX and PC as the precision at k for the subset X and the corpus C , which we use
to evaluate the keyword extraction.

4.2.2 Text Representation

In order to computer the similarities between the titles and the topic of the corpus,
we use different text representations.

When the original character string representation is used, the similarity can be
calculated with a string distance function. We might also use word and sentence
embeddings to represent the text. Word embeddings, which are vectors of real
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numbers representing words, rely on neural network architectures to train vector
space models [Mikolov 2013, Bojanowski 2017, Peters 2018, Devlin 2018, Rad-
ford 2019]. Words are mapped into a lower dimension space from the higher
dimension vector space.

FastText embeddings [Bojanowski 2017], which are character-based, are de-
rived from word2vec [Mikolov 2013] word embeddings. With word2vec, the word
representations in vector space are obtained with a two-layer neural network.
This network (language model) is trained on a corpus to capture the linguistic con-
text of words. With fastText [Bojanowski 2017], the word2vec model is updated to
add subword information by splitting words into character n-grams. This allows
the model to handle words that it was not trained on (out of vocabulary) provided
they are made of n-grams from known words. One limitation of a word2vec-type
models is that for a given word, it will generate a single vector representation.
However, within a same corpus, a word might exhibit polysemy, meaning it might
have several meanings depending on its context. This is not handled by word2vec.

BERT [Devlin 2018] embeddings are obtained from a pre-trained transformer
[Vaswani 2017] model, which is a deep learning model that handles sequential
data using a self-attention mechanism. These embeddings allow for a given word
to have multiple representation based on its context, if it has several meanings in
the corpus on which the model is trained. Sentence-BERT (sBERT) [Reimers 2019]
is a modified version of BERT specially designed for sentence-pair regression
tasks. It presents a siamese architecture where two BERT networks have shared
weights. The sentence embeddings obtained can be compared using a similarity
measure between two vectors (like cosine similarity).

We use all three text representations, character strings (which are just the
words in their original form), fastText [Bojanowski 2017] embeddings, and BERT
[Devlin 2018, Reimers 2019] embeddings, in the different variations of our pro-
posed TT-SS approach.

4.2.3 Similarity Measures

Levenshtein distance. The Levenshtein distance finds the distance between
two strings by comparing their characters, computing the number of character
edits between the two strings. An edit is a substitution, an insertion or a deletion
performed to transform one string into the other. For example to transform the
string "car" to "tar", you need to make one substitution and replace "c" with "t",
therefore the edit distance is 1. To transform "cover" to "powers" you need to make
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two substations and one insertion: "cover" -> "pover" -> "power" -> "powers",
a total of three operations for an edit distance of 3. The lower the Levenshtein
distance between two strings, the higher their similarity.
Cosine similarity. The cosine similarity is the cosine of the angle between two
vectors in an inner product space. Between two vectors X and Y , the cosine
similarity cossim(X, Y ) is given by:

cossim(X, Y ) = X · Y

||X|| × ||Y ||
(4.1)

Wasserstein distance. The first Wasserstein (W1) distance measures similarity
between distributions. Also known as the Earth mover’s distance it has been
also used for natural language processing tasks such as document classification
[Kusner 2015]. In one dimension, with two distribution of the same size n, the
distance is given by:

W1(X, Y ) =
n∑

i=1
||X(i) − Y(i)|| (4.2)

A lower Wasserstein distance between two embeddings indicates a higher simi-
larity.

We use the Levenshtein distance with the titles as character strings in one
variation of TT-SS. In the other variations we use Wasserstein distance and cosine
distance (1- cosine similarity) with both fastText and BERT embeddings.

4.2.4 Empirical Evaluation of Assumptions in TT-SS

In TT-SS we assume that the title of a publication is as a compact summary of the
whole document. Compared to the abstract which is a the longer, multi-sentence
summary, the title could be viewed as a summarized abstract. We verify this
assumption by looking at the histogram of the similarities of the titles with the
topic, for three Web of Science corpora (Wos-TC, WoS-KW, WoS-TA) and for one
Elsevier corpus (ELS-BIG-TA) in Figure 4.2. For the WoS corpora, we can see that
the fastText embeddings result in bimodal distributions with bothWasserstein and
cosine distance. In both cases, there is a major and a minor mode with high peaks.
The values around the minor mode are the ones with the highest distance thus the
lowest similarity to the topic. The BERT embeddings with Wasserstein distance
results in a right skewed distribution. A large part of the titles are highly similar
to the topic but there is a number of values in the tail corresponding to the titles
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Figure 4.2: The histograms of the distance of publication titles to the topic for four corpora
show similar trends when the same embeddings and same distance measures are used.
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with the lowest similarities. The BERT embedding with cosine distance results in
an almost normal distribution with a low peak, most values are around the mean.
The character strings with Levenshtein result in a right skewed distribution. A
large part of values are lower than the mean indicating a majority of titles highly
similar to the topic and a minority of less similar ones in the right tail. With
the Elsevier corpus we do not observe the bimodal distribution with the fastText
embedding. All histograms tend to resemble normal distributions, with the BERT
embeddings with Wasserstein distance histogram being right skewed as we have
seen in the WoS corpora. Similarly, the histogram of the character strings with
Levenshtein distance is also right skewed. For all the text representations and
distance measures featured in Figure 4.2, there seems to be an agreement on the
overall trend of the distributions of the similarities of the titles.

Titles with high similarity with the topic (lowest distances) Wasserstein distance
Livestock and the Environment:
What Have We Learned in the Past Decade?

0.0126

Socio-economic importance, domestication trends and in situ
conservation of wild Citrus species of Northeast India

0.0127

Implementation of Forest Canopy Density Model to Monitor
Tropical Deforestation

0.0130

Fuel switching from wood to LPG can benefit the environment 0.0134
Tree biomass equations for tropical peat swamp forest ecosystems
in Indonesia

0.0140

Titles with low similarity with the topic (highest distances) Wasserstein Distance
REDD Mitigation 0.1318
Avifauna of Hingol National Park, Balochistan 0.1159
Taxonomic observations regarding four genera of Afrotropical
robber flies, Choerades Walker, 1851, Laphria Meigen, 1803,
Nannolaphria Londt, 1977 and Notiolaphria Londt, 1977,
and the description of Ericomyia gen. n. (Diptera, Asilidae, Laphriinae)

0.1151

Reappearance of Anopheles minimus in Singhbum hills
of East-Central India

0.1142

New Density Estimates of a Threatened Sifaka Species
(Propithecus coquereli) in Ankarafantsika National Park

0.1112

Table 4.2: The titles most similar to "deforestation" are relation to the environment, forests
and conservation in general while the least similar titles are, for the most part related
to insects. Titles shown are from the Web of Science corpus. The Wasserstein distance
of their BERT embeddings to the BERT embedding of the word "deforestation" is also
shown.

Table 4.2 shows the titles most similar and least similar to the topic of de-
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forestation in the Web of Science (WoS-TC) corpus, based on the Wasserstein
distance of their BERT embeddings. We find at the top of the least similar titles,
one with only two words and no explicit mention of deforestation. The other least
similar titles are focused on animals. The most similar titles are related to forests,
the environment and conservation. This seems to validate our assumption that
we are able to find the publications that are most closely related to our topic by
looking at the titles.

4.3 Experiments

4.3.1 Datasets

Table 4.3 lists the three datasets that we use in our experiments:

(1) Web of Science Deforestation Dataset (WoS) [Akinyemi 2018]. We
collected publications from the Web of Science on the topic of deforestation.
These publication contain the term "deforest*" either in their title, abstract,
author keywords or keywords plus®, the later are frequent terms that
appear in the titles of a publication’s references but not in the publication’s
own title. We use several subsets of the WoS corpus. The full corpus with
the documents matching the topic is referred to as WoS-TC. We extract a
sub-corpus where the topic term is included either in the title or abstract
and we refer to it as WoS-TA. Another sub-corpus where the topic term is
included in the keyword is referred to as WoS-KW. The WoS-TC datasets
contains 9722 publications, the WoS-TA 6897, and WoS-KW 2772.

(2) Elsevier. The Elsevier OA CC-BY Corpus [Kershaw 2020] is a publicly
available corpus of open access scientific research publications in a variety
of Elsevier’s journals. This dataset is under a creative commons license4,
it contains 40001 articles. We created two subcorpora on the topic of
deforestation with this corpus. The first sub-corpus contains publications
containing the key term "deforest*" in the title or abstract referred to as
ELS-MINI. The second sub-corpus is made of publications with the key
term either in the title, abstract or article body, later referred to as ELS-BIG.
The total number of publications is 54 for ELS-MINI and 379 for ELS-BIG.
In our experiment we use both datasets with and without the full text body

4https://data.mendeley.com/public-files/datasets/zm33cdndxs/files/3a6bd579-aed4-48c2-
8d86-da7b07b10ca3/file_downloaded/ - Elsevier OA CC-BY Corpus licence
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for the keyword extraction task. When only the title and abstract are used,
the corpora are referred to as ELS-MINI-TA and ELS-BIG-TA. When the
body is used they are referred to as ELS-MINI-TA-B and ELS-BIG-TA-B
respectively.

(3) PubMed. The PubMed dataset [Aronson 2000]. The PubMed dataset is a
collection of publications from PubMed Central. It contains 500 documents
from which we select 161 containing our target keyword "protein" among
the author keywords. We use the title, abstract and body of the publications,
in the keyword-extracting experiments, for this dataset. We use this corpus
to show the potential of our proposed approach on other topic-specific
corpora non-related to our initial topic of interest namely deforestation.

Number of
Publications

Document
Sections

Topic Keyword
Found in

Web Of Science
WoS-TC 9722 title, abstract WoS topic
WoS-TA 6897 title, abstract title or abstract
WoS-KW 2772 title, abstract author keyword

Elsevier
ELS-MINI-TA 54 title, abstract title or abstract
ELS-MINI-TA-B 54 title, abstract, body title or abstract
ELS-BIG-TA 379 title, abstract title or abstract or body
ELS-BIG-TA-B 379 title, abstract, body title or abstract or body

PubMed
PubMed 161 title, abstract, body author keywords

Table 4.3: List of datasets used for corpus keyword extraction experiments.

Annotation: We use the author keywords as reference keywords for the
Elsevier corpora and Web of Science corpora, similarly to [Campos 2020]. For
PubMed, the keywords given are the Medical Subject Headings (MeSH), which is
a controlled vocabulary thesaurus that is used to index the PubMed publications.

4.3.2 Keyword Extraction Methods

We perform our experiments using a variety of keyword extraction methods. We
use statistical methods including word frequency, TF-IDF [Jones 1972], and YAKE
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[Campos 2020], embedding-based methods with fastText [Bojanowski 2017] and
BERT embeddings [Reimers 2019], and a mixed graph-based with embeddings
[Mothe 2018].

Frequency Method. The most straightforward method to extract keywords
from a document is to count the frequency of the words present within the
document. It is one of the simplest statistical methods for extracting keywords.
To get the frequency of the words for the whole corpus, we combine all the
publications into a single document. We then count each word and list them from
most frequent to least frequent.

TF-IDF.The term frequency inverse document frequency or TF-IDF [Jones 1972]
is a statistic that estimates how important a term is in a document while taking
into account the whole corpus. We use Scikit-learn [Pedregosa 2011] to compute
the TF-IDF statistic, for each word and each publication in the corpus, resulting in
a matrix of TF-IDF features. We then sum the TF-IDF over all the documents and
finally obtain the list of keywords from highest to lowest summed value. Let t be
a term, d a document, n the total number of documents. The frequency of a term
in a document is noted tf(t, d). The inverse document frequency of a term idf(t)
is given by: idf(t) = log 1+n

1+df(t) + 1. Where df(t) is the number of documents
in the corpus containing t. The TF-IDF of a term for a given document is thus
tf − idf(t, d) = tf(t, d) ∗ idf(t).

YAKE. YAKE! [Campos 2020] is a keyword extraction method based on statis-
tics and heuristics. For a given document YAKE extracts the relevant keywords
following a number of predefined steps such as preprocessing, feature extraction
and term ranking. Among the features used by YAKE are the term casing, the
position and a normalized frequency. Other features such as the number of times
the term appears in different sentences and the number of different terms it
appears with, are also used. YAKE outputs the keywords from most important
to least important. We use the YAKE python package5 in our experiments. We
extract the YAKE keywords for each document and then aggregate the results for
the whole corpus by taking the most frequent keywords.

fastText embeddings. We use fastText [Bojanowski 2017] word and sentence
embeddings in a manner similar to [Bennani-Smires 2018] who used Word2vec-
based [Mikolov 2013] embeddings to embed documents and candidate keywords.
We use a publicly available pre-trained fastText model6 which was trained on

5YAKE! online repository - https://github.com/LIAAD/yake
6Pre-trained fastText model - https://fasttext.cc/docs/en/crawl-vectors.html
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Wikipedia7 and Common Crawl8. We calculate the mean vector of document
sentences to get the document embedding. We calculate the cosine similarity of
each candidate keyword with each document and the most similar keywords are
returned as the top keywords for the document. We then aggregate the result for
the whole corpus, taking the most frequent top keywords.

BERTembeddings. Wealso extract keywordswith themore recent transformer-
based embeddings [Devlin 2018] similarly to [Grootendorst 2020b]. We use a
BERT-based pre-trained sentence transformer model [Reimers 2019] to embed
the words and the documents that has been shown to perform well on semantic
similarity tasks9. As we do with fastText vectors, we find the candidate keyword
that are most similar with the documents based on cosine similarity. We get the
overall result for the whole corpus by taking the keywords that most frequently
appear among the top for all publications.

Graph-based plus word embeddings. In a graph-based method, a non-
directed graph is built with the adjectives and nouns obtained from part-of-speech
tagging. The nodes are connected based on cooccurrence in a window of words
within a document. Node (word) ranking is performed based on graph-based
ranking algorithm with adjacent nodes as candidate keyterms. When multiterms
(keyphrases) are present, their ranking is equal to the sum of their single terms’
ranking. The keywords and keyphrases are extracted based on their ranking from
highest to lowest. When word embeddings are added to the graph [Mothe 2018],
instead of character strings, the cosine similarity is used along with cooccurence
as the edge weights, to connect the nodes, and also for the ranking algorithm.

Our combined TF-IDF and BERT.We propose two methods to combine the
outputs of the keyword extraction methods based on TF-IDF and BERT embed-
dings into a single list of keywords. First, we use the two methods as described
previously then we combine the resulting keyword lists by interspersing one list
into the other. The motivation for this combination is the fact that both methods
often perform better than the others, in our experiments, however they sometimes
differ in the words they correctly find in their top 25. We want to find a way to
keep as many correct top 25 words as possible by looking into both lists. The
challenge is that we do not know, in advance, for any position in the list whether
the word is correct or not. Our goal is therefore to combine the list by increasing

7Wikipedia - https://www.wikipedia.org/
8Common Crawl - https://commoncrawl.org/the-data/get-started/
9Sentence transformer model - https://huggingface.co/sentence-transformers/xlm-r-bert-base-

nli-stsb-mean-tokens/tree/main
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the number of words correctly put in top positions. We propose to do this by
interspersing every other element of the BERT list into the TF-IDF list, starting
the new list with the first element of the TF-IDF list. After this combined list is
created we keep only the unique values. The second way in which we combine
the two methods is by defining a window of three elements from the BERT list
and randomly picking one element to intersperse into the TF-IDF list, sliding over
one element at a time and not picking the same word twice. Both combinations
work well, and perform comparably, we prefer the non-random list as its outcome
is more predictable. Table 4.4 contains the list of the keyword extraction methods
that we use.

Keyword extraction method
Frequency
TF-IDF [Jones 1972]
YAKE! [Campos 2020]
fastText embeddings [Bojanowski 2017, Bennani-Smires 2018]
BERT embeddings [Devlin 2018, Grootendorst 2020b]
Graph plus word embeddings [Mothe 2018]
Combined TF-IDF and BERT embeddings *
Combined TF-IDF and BERT embeddings with random pick *

Table 4.4: Keyword extracted methods used on the evaluation corpora. (*) Denotes our
proposed methods.

4.3.3 Experiment I: Corpus Keyword Extraction

In this experiment we conduct keyword extraction on the Elsevier, Web of Science
and PubMed corpora, previously described in Section 4.3.1. We take all the
documents in each corpus and extract keywords from them, using the methods
described in Section 4.3.2. For each method we get the list of keywords in order
of importance.

Evaluation Protocol. When evaluating the performance of the keyword
extraction methods, we use single terms and therefore split keywords when
they contain multiple words. While we could have matched using multiterm
keywords, we perform this evaluation with the more straightforward single terms
allowing us to have keyword lists made of unique words. We compute the relative
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frequency of each keyword. We take the frequency of the keyword and divide
it by the number of publications with that keyword. We use the precision at
k to evaluate the performance of each keyword extraction method. We use 25
and 50 as the values of k, which are the number of keywords to consider in the
evaluation. The average number of keywords per publications varies from 5.7 to
16.6 depending on the corpus, including both single-term and multiterms, and
between 10.4 and 34.6 when considering single terms only.

[Dieng 2020] defined the diversity of topics generated by a topic model as the
percentage of unique words found in the top 25 words of all the topics. We make
a similar assumption that the top 25 (and 50) words produced by our keyword
extraction methods inform us on the quality of the whole list. As in topic models,
our keyword lists, for the most part, could be as long as the number of unique
words in a given corpus. Therefore we need to set a cutoff number k at which
we can evaluate them and obtain results that can also be qualitatively evaluated
by visually examining the keyword lists. The top 25 keywords provide a good
summary of the dominant themes of the corpus. The top 50 words show how
well the methods work as the expected number of keywords gets longer.

With the precision at k for each method and each corpus, we establish a
baseline, to which we will compare the values after using TT-SS (in subsequent
experiments, in Sections 4.3.4 and 4.3.5).

The author keywords serve as ground truth, they are therefore the reference
keywords to which we compare the keywords returned by the keyword extraction
methods that we tested. Because we want to evaluate the ability of the methods
to extract keywords representing the whole corpus, we aggregate the publication
author keywords. This aggregation is done, for each corpus, by computing the TF-
IDF of the author keywords for all the publications in the corpus. The reference
keywords are listed in order of the sum of their TF-IDF over all the publications,
from highest to lowest. This provides us with an aggregated author keyword list
that is slightly different from a pure frequency-based list. It will lower the rank
of potential corpus stop words that might be included in the author keywords,
which might happen if the list was built based on the frequency.

To compute the precision at k we take the first k words returned by each key-
word extraction method and we compare them to the first k ground truth words.
The precision at k is given by: precision at k = true positives at k

true positives at k+false positives at k
,

where the true positives at k are the keywords, among the top k, that match the
ground truth, the false positives at k are the non-matching keywords, among the
top k.



76 Chapter 4. Corpus Keyword Extraction

We find the precision at k appropriate as it rewards words correctly placed in
the top k positions without penalizing based on order. Consider the following
ground truth keywords in the top 3: "forest", "conservation", "land". Two methods
returning "land", "forest", "conservation" and "conservation", "land", "forest" would
both have a score of 1 (3/3) for precision at 3. Taking the order into account
would have given both lists a score of 0 (0/3). Since we are only evaluating on a
limited number (k) of returned keyword and not on the complete list of extracted
keywords we do not run the risk of having most methods returning all the ground
truth words, which most do eventually, albeit out of order.

Tested Methods. All methods previously described in 4.3.2 are compared on
their performance on each corpus, namely:

(1) Total frequency computed over the whole corpus as a single text;

(2) TF-IDF [Jones 1972] sumwhere the TF-IDF value for each word is calculated
for each document and then summed across all documents;

(3) YAKE [Campos 2020] which uses statistical features to extract keywords
from each document;

(4) Embedding based keyword extraction with BERT [Reimers 2019, Grooten-
dorst 2020b] finding within each document the keywords that are semanti-
cally most similar to it, using BERT from a pre-trained model;

(5) fastText [Bojanowski 2017, Bennani-Smires 2018], similarly to (4), finding
within each document the keywords that are semantically most similar to
it, using pre-trained fastText embeddings, and cosine similarity between
the embeddings;

(6) Graph-based key phrase extraction with word embeddings [Mothe 2018];

(7) Combined TF-IDF [Jones 1972] and BERT [Grootendorst 2020b], where the
resulting keyword lists from (2) and (4) are combined into one list.

Parameter Settings. For all methods, except (1), the keywords are extracted
per publication. All the keywords are combined into a common list and the
number of occurrences of each keyword is counted. The keywords are then
placed in order of their count, from highest to lowest, in the final list for a given
keyword extraction method. For YAKE we use default parameter values except for
the number of keywords that we set to 50. Max ngram range is 3, deduplication
threshold is 0.9, deduplication function is seqm and window size is 1.
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For all methods, we remove stop words from NLTK [Bird 2009] and the scikit-
learn’s [Pedregosa 2011] English stop words lists. All the text is converted to
lower case. When keyphrases with more than one word are returned we break
them up into individual keywords.

Precision at 25

Corpus Freq. TF-IDF YAKE BERT fastText Garph
+ Emb.

TF-IDF
+ BERT

Random
TF-IDF
+ BERT

WoS-TC 0.64 0.68 0.60 0.64 0.56 0.64 0.68 0.68
WoS-TA 0.60 0.68 0.60 0.64 0.56 N/A 0.64 0.64
WoS-KW 0.60 0.68 0.56 0.64 0.48 N/A 0.68 0.68
ELS-MINI-TA 0.52 0.56 0.52 0.56 0.52 0.48 0.60 0.60
ELS-MINI-TA-B 0.36 0.40 0.44 0.44 0.36 N/A 0.48 0.44
ELS-BIG-TA 0.48 0.60 0.60 0.72 0.44 0.48 0.68 0.64
ELS-BIG-TA-B 0.36 0.52 0.52 0.72 0.28 N/A 0.60 0.56
PubMed 0.40 0.40 0.44 0.40 0.24 N/A 0.48 0.48

Precision at 50
WoS-TC 0.58 0.62 0.64 0.64 0.54 0.58 0.64 0.64
WoS-TA 0.56 0.60 0.60 0.62 0.56 N/A 0.64 0.64
WoS-KW 0.52 0.58 0.56 0.58 0.52 N/A 0.60 0.60
ELS-MINI-TA 0.40 0.46 0.48 0.56 0.42 0.46 0.52 0.52
ELS-MINI-TA-B 0.38 0.38 0.40 0.42 0.30 N/A 0.40 0.42
ELS-BIG-TA 0.62 0.64 0.64 0.70 0.62 0.62 0.68 0.66
ELS-BIG-TA-B 0.48 0.54 0.54 0.60 0.38 N/A 0.62 0.58
PubMed 0.32 0.34 0.42 0.38 0.24 N/A 0.34 0.36

Table 4.5: TF-IDF outperforms other methods in precision at 25 for the largest corpus
from the Web of Science (WoS-TC) and its derived corpora (WoS-TA and WoS-KW),
without TT-SS. For the other corpora, the BERT-embedding-based method outperforms
or performs equally as TF-IDF. The combined TF-IDF and BERT methods have compa-
rable performances. They outperform other methods on the smaller Elsevier corpora
(ELS-MINI) and on PubMed. They are outperformed by BERT on the larger Elsevier
corpora (ELS-BIG-TA and ELS-BIG-TA-B). At 50, YAKE outperforms all the other methods
on PubMed. BERT outperforms the other methods on two Elsevier corpora and the
combined TF-IDF and BERT methods outperform the other methods on two Web of
Science corpora and one Elsevier corpus. The highest precision for each corpus is in
bold. The methods shown in the columns, in order, are: Frequency, TF-IDF, YAKE, BERT,
fastText, Graph method with word embeddings, TF-IDF combined with BERT method,
and TF-IDF combined with BERT random pick.

Comparison Results. Table 4.5 shows the precision at 25 and 50 for each
corpus and each keyword extraction method. We see that adding the body reduces
the performance of all methods. There is an overall decline in performance
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between the precision at 25 and at 50 when the body of publications is included
in the corpus. The performance on the PubMed corpus is relatively low for all
methods, with the max precision at 25 of 0.44 for YAKE. This might be due to
the fact that the PubMed corpus contains the body of the publications unlike the
WoS corpora for example. The combined TF-IDF and BERT methods have the
highest precision at 25 on the PubMed corpus. YAKE has the highest precision
at 50 on the PubMed corpus. No single method outperforms all the others for
all the corpora. This shows that the keyword extraction method is dependent
on the characteristics of the corpus it is being used on, including the number of
publications in the corpus and whether the body of the publications are included
or not. The larger corpora tend to have higher precision values than smaller ones
and the corpora without the publication body tend to have higher precision than
corpora with the publication body. Our two proposed methods which combine
the results of TF-IDF and BERT methods have overall higher precision at 25 than
the other method. Our first proposed method reached the top precision at 25 five
out of eight times and our second method four out of eight times. Comparatively,
TF-IDF has the highest recall at 25 three times, and BERT only twice. At 50 our
proposed methods reach the top precision four times, once on an Elsevier corpus
and on all three WoS corpora. BERT also has the top precision at 50 four out of
eight times, but on one WoS corpus and three Elsevier corpora.

4.3.4 Experiment II: Title-Topic Similarity Selection

In this experiment, we conduct publication selection using TT-SS to create a sub-
corpus prior to performing keyword extraction on this sub-corpus. We include
both quantitative evaluation based on precision at 25 and qualitative evaluation
based on the top 25 keywords from each method. We perform the experiments
on the same datasets, as in experiment I (in section 4.3.3).

1) Quantitative Evaluation. We show that our proposed sub-corpus creation
approachwith TT-SS can improve the precision at 25 for the corpus keyword
extraction task when used as a preprocessing step. After performing TT-SS,
we apply five of the keyword extraction methods described in section 4.3.2:
the frequency method, TF-IDF [Jones 1972], YAKE [Campos 2020], BERT
[Grootendorst 2020b] and fastText [Bojanowski 2017, Bennani-Smires 2018].
We measure the precision at 25 on the outputs of each method.

Tested Methods. We test several variations of TT-SS with different text



4.3. Experiments 79

representations and distance measures as previously described (in section 4.2). In
this section, we report the results for the following versions of TT-SS:

(1) TT-SS with BERT embeddings (TT-SS BERT) and Wasserstein distance,
which selects publications based on the Wasserstein distance between the
BERT embedding of their title and the BERT embedding of the topic.

(2) TT-SS BERT with cosine distance, which is similar to (1) but uses the cosine
distance (1- cosine similarity).

(3) TT-SS with fastText embeddings (TT-SS fastText) and Wasserstein distance,
which selects publications based on the Wasserstein distance between the
fastText embedding of their title and the fastText embedding of the topic.

(4) TT-SS fastText with cosine distance, which is similar to (3) but uses cosine
distance (1- cosine similarity).

(5) TT-SS fastText and BERT with Wasserstein distance, which keeps the pub-
lications that were selected by both TT-SS BERT and TT-SS fastText with
Wasserstein distance in (1) and (3).

(6) TT-SS fastText and BERT with cosine distance, which is similar to (5) but
keeps the common selections of TT-SS BERT and TT-SS fastText with cosine
distance in (2) and (4).

(7) TT-SS with Levenshtein distance, which selects publications based on the
Levenshtein distance of their title with the topic.

Parameter Settings. We set the threshold at the mean value of the distri-
bution of the similarities in all versions of TT-SS except for TT-SS fastText and
BERT withWasserstein distance selection (5). We therefore select the publications
with a title that is a distance greater than the mean of the distances of all titles
to the topic. This threshold allows us to keep only the publications with more
than average similarity to the topic based on the distance measure. These publi-
cations are more likely than the non-selected ones to contribute topic-relevant
keywords, when we apply keyword extraction. For the TT-SS fastText and BERT
with Wasserstein distance selection (5), we set the similarity threshold θ at the
mean value plus one standard deviation of the similarities between the titles and
the topic, for a given corpus. When the threshold is set at the mean for (5), the
number of selected publications is very low. Adding one standard deviation to the
mean of the distance allows for a higher number of publications to be selected.
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Results. Table 4.6 shows the results of two versions TT-SS versions with
Wasserstein distance (TT-SS BERT and TT-SS fastText+BERT), on all the corpora
we tested, for five keyword extraction methods (Frequency, TF-IDF, YAKE, BERT
and fastText). We see that most methods reach a higher precision at 25, on average,
either with TT-SS BERT or with TT-SS fastText+BERT. The only exception being
ELS-MINI-TA-B and ELS-BIG-TA-B which do not improve, on average, because
the best performing methods for these two corpora, namely YAKE and BERT,
under-perform with TT-SS. Methods that start with a relatively low value for
precision at 25 more often show increased values of precision after applying
TT-SS, such is the case with Frequency and fastText methods. 10 out 16 cases
of using TT-SS result in an increase in precision at 25 with the Frequency. 15
out of 16 cases result in an increase in precision at 25 with the fastText method
with TT-SS. For methods that have highest precision at 25 without TT-SS, such as
TF-IDF and BERT, there are more instances where the value of the precision at 25
with TT-SS remains the same. For these methods this results in fewer increases in
precision at 25 with TT-SS. For TF-IDF there are 2 out of 16 increases and 4 out
of 16 for BERT. Compared to 10 out of 16 instances of similar precision with and
without TT-SS for TF-IDF and 7 out of 16 for BERT. The TT-SS fastText+BERT
version with Wasserstein is made in such a way that it results in a higher number
of publications being selected than TT-SS BERT with Wasserstein. In some cases
this results in higher precision at 25. It is particularly effective on the PUBMED
corpus where all keyword extraction methods increased their precision at 25 with
TT-SS fastText+BERT compared to not using TT-SS.

To further compare the effect of using TT-SS, we also show the precision at
25, for all the versions of TT-SS on one Web of Science corpus (WoS-TA) corpus in
Table 4.7. On average, compared to not using TT-SS, the precision at 25 increases
with TT-SS whichever variation of TT-SS is used, with the exception of fastText
embeddings with Wasserstein distance. This result is even more impressive
considering in some cases less than half the corpus remains after the selection.
The combiend fastText and BERT embeddings with cosine similarity configuration
results in only 36% of the original corpus being used to extract the keywords.
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Corpus Number of
Publications

Freq. TF-IDF YAKE BERT fastText

WoS-TC 9722
Without TT-SS 9722 0.64 0.68 0.60 0.64 0.56

After TT-SS BERT 6065 0.60 0.68 0.60 0.68 0.60
After TT-SS fastText+BERT 7185 0.60 0.68 0.60 0.64 0.60
WoS-TA 6897

Without TT-SS 6897 0.60 0.68 0.60 0.64 0.56
After TT-SS BERT 4298 0.64 0.68 0.64 0.72 0.60

After TT-SS fastText+BERT 5064 0.60 0.68 0.60 0.64 0.60
WoS-KW 2772

Without TT-SS 2772 0.60 0.68 0.56 0.64 0.48
After TT-SS BERT 1698 0.64 0.68 0.60 0.64 0.52

After TT-SS fastText+BERT 2084 0.60 0.68 0.60 0.64 0.50
ELS-MINI-TA 54

Without TT-SS 54 0.52 0.56 0.52 0.56 0.52
After TT-SS BERT 35 0.52 0.56 0.52 0.60 0.56

After TT-SS fastText+BERT 41 0.56 0.52 0.52 0.52 0.56
ELS-MINI-TA-B 54

Without TT-SS 54 0.36 0.40 0.44 0.44 0.36
After TT-SS BERT 35 0.40 0.36 0.36 0.36 0.40

After TT-SS fastText+BERT 41 0.40 0.40 0.40 0.36 0.36
ELS-BIG-TA 379

Without TT-SS 379 0.48 0.60 0.60 0.72 0.44
After TT-SS BERT 242 0.56 0.64 0.60 0.68 0.56

After TT-SS fastText+BERT 281 0.52 0.60 0.64 0.72 0.48
ELS-BIG-TA-B 379

Without TT-SS 379 0.36 0.52 0.52 0.72 0.28
After TT-SS BERT 242 0.44 0.48 0.56 0.68 0.32

After TT-SS fastText+BERT 281 0.44 0.48 0.56 0.72 0.32
PUBMED 161

Without TT-SS 161 0.40 0.40 0.44 0.40 0.24
After TT-SS BERT 85 0.40 0.40 0.40 0.40 0.32

After TT-SS fastText+BERT 122 0.44 0.44 0.48 0.48 0.28

Table 4.6: Precision at 25 after TT-SS BERT and TT-SS fastText+BERT with Wasserstein
distance on each corpus for each keyword extraction method. Most methods reach a
higher precision at 25, on average, either with TT-SS BERT or with TT-SS fastText+BERT.
The two methods that benefit the most from TT-SS are Frequency and fastText. TT-SS
BERT results in a higher precision at 25 with the Frequency method in 5 out of 8 corpora,
the same is observed with TT-SS fastText BERT. For the fastText method, the precision at
25 increases in 15 out of all the 16 cases of using TT-SS. When the precision at 25 was
already relatively high, as with TF-IDF and BERT methods, we see fewer instances of
increase with TT-SS. We see 2 out of 16 increases for TF-IDF and 4 for BERT.
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Precision at 25 for the corpus WoS-TA

Number of
Publications

% Freq. TF-IDF YAKE BERT fastText TF-IDF
+BERT

Random
TF-IDF
+BERT

Without TT-SS 6897 100% 0.60 0.68 0.60 0.64 0.56 0.64 0.64
After TT-SS BERT

Wasserstein
4298 62% 0.64 0.68 0.64 0.72 0.60 0.64 0.68

After TT-SS fastText
+BERT

Wasserstein
5064 73% 0.60 0.68 0.60 0.64 0.60 0.68 0.68

After TT-SS fastText
Wasserstein

3075 45% 0.56 0.64 0.60 0.64 0.56 0.68 0.68

After TT-SS BERT
cosine

3363 49% 0.64 0.72 0.64 0.68 0.60 0.68 0.68

After TT-SS fastText
+BERT
cosine

2497 36% 0.60 0.68 0.64 0.68 0.64 0.72 0.72

After TT-SS fastText
cosine

3554 52% 0.60 0.72 0.60 0.68 0.60 0.68 0.72

After TT-SS
Levenshtein

3605 52% 0.64 0.68 0.64 0.68 0.60 0.64 0.64

Precision at 50 for the corpus WoS-TA

Number of
Publications

% Freq. TF-IDF YAKE BERT fastText TF-IDF
+BERT

Random
TF-IDF
+BERT

Without TT-SS 6897 100% 0.56 0.60 0.60 0.62 0.56 0.64 0.64
After TT-SS BERT

Wasserstein
4298 62% 0.54 0.58 0.62 0.62 0.58 0.60 0.62

After TT-SS fastText
+BERT

Wasserstein
5064 73% 0.54 0.60 0.62 0.62 0.58 0.62 0.60

After TT-SS fastText
Wasserstein

3075 45% 0.52 0.60 0.62 0.62 0.56 0.62 0.60

After TT-SS BERT
cosine

3363 49% 0.52 0.56 0.58 0.60 0.54 0.60 0.60

After TT-SS fastText
+BERT
cosine

2497 36% 0.50 0.56 0.56 0.58 0.54 0.58 0.58

After TT-SS fastText
cosine

3554 52% 0.50 0.58 0.58 0.60 0.52 0.62 0.62

After TT-SS
Levenshtein

3605 52% 0.52 0.60 0.58 0.60 0.56 0.62 0.60

Table 4.7: Precision at 25 on the WoS-TA corpus before and after TT-SS. The highest
values of precision at 25 and 50 are highlighted, for each keyword method. Applying
the proposed combinations of TT-SS are applied to WoS-TA shows that on average the
precision at 25 increases compared to not using TT-SS at all. At 25, each keyword
extraction method has at least one version of TT-SS that resulted in a higher precision.
At 50, 4 out of 7 keyword extraction methods saw equal or higher precision. For this
corpus, TT-SS has a consistent positive effect on the precision at 25, however the results
on the precision at 50 are higher for YAKE and fastText methods.
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2) Qualitative Evaluation. We perform the qualitative evaluation of TT-SS
by looking at a sample of the top k words extracted.

Results. Table 4.8 shows the top 25 keywords extracted using the BERT
embeddingsmethod [Grootendorst 2020b] before and after using TT-SSwith BERT
embeddings and Wasserstein distance on the WoS-TA corpus. We also include
the reference keywords for the corpus, which are the author keywords. Words
correctly found with and without TT-SS, matching the reference keywords in the
top 25, are highlighted in green. Words found only with TT-SS are highlighted
in yellow. We can see that the two lists differ by two words while they share
the remaining 23 correctly found words. With TT-SS two additional words were
found in the top 25, "amazon" and "biomass". Without TT-SS, 16 out of 25 words
are correctly found while with TT-SS 18 out of 25 correct words are found. With
TT-SS more correct keywords were placed at higher positions in the keyword list.

Reference Keywords
1. forest 6. climate 11. soil 16. management 21. biomass
2. deforestation 7. tropical 12. amazon 17. biodiversity 22. species
3. land 8. conservation 13. environmental 18. forests 23. policy
4. change 9. redd 14. remote 19. degradation 24. model
5. carbon 10. cover 15. sensing 20. analysis 25. fragmentation
BERT Keywords without TT-SS
1. forest 6. carbon 11. cover 16. study 21. vegetation
2. deforestation 7. change 12. climate 17. degradation 22. biodiversity
3. land 8. soil 13. changes 18. area 23. management
4. forests 9. conservation 14. tropical 19. emissions 24. water
5. species 10. environmental 15. areas 20. agricultural 25. global
BERT Keywords with TT-SS BERT with Wasserstein distance
1. forest 6. soil 11. species 16. emissions 21. study
2. deforestation 7. change 12. tropical 17. degradation 22. management
3. land 8. conservation 13. cover 18. agricultural 23. biomass
4. carbon 9. environmental 14. changes 19. biodiversity 24. water
5. forests 10. climate 15. areas 20. global 25. amazon

Table 4.8: Top 25 keywords extracted using BERT with and without TT-SS on the WoS-TA
corpus. The reference keywords are the top 25 keywords from the author keywords.
The top 25 keywords extracted are shown, first without TT-SS then with TT-SS with
BERT and Wasserstein distance. An extracted keyword is considered correct for the
precision at 25 if it is found in the first 25 reference keywords. With TT-SS the BERT
keyword extraction method was able to find two additional correct keywords in the top
25, "biomass" and "amazon", compared to not using TT-SS. All the words correctly found
without TT-SS were also found when TT-SS was used.
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WoS-TA ELS-MINI-TA ELS-BIG-TA
Reference
keywords

BERT Was.
keywords

Reference
keywords

BERT Was.
keywords

Reference
keywords

BERT Was.
keywords

1. forest 1. forest 1. land 1. deforestation 1. land 1. forest
2. deforestation 2. deforestation 2. forest 2. forest 2. forest 2. land
3. land 3. land 3. deforestation 3. cooking 3. change 3. environmental
4. change 4. carbon 4. change 4. forests 4. climate 4. carbon
5. carbon 5. forests 5. carbon 5. biomass 5. conservation 5. climate
6. climate 6. soil 6. climate 6. carbon 6. carbon 6. global
7. tropical 7. change 7. amazon 7. environmental 7. policy 7. change
8. conservation 8. conservation 8. energy 8 brazil 8. ecosystem 8. conservation
9. redd 9. environmental 9. ecosystem 9. vegetation 9. environmental 9. agricultural
10. cover 10. climate 10. services 10. conservation 10. water 10. biodiversity
11. soil 11. species 11. solar 11. stove 11. energy 11. energy
12. amazon 12. tropical 12. madagascar 12. soil 12. assessment 12. water
13. environmental 13. cover 13. environmental 13. ecological 13. services 13. development
14. remote 14. changes 14. cover 14. solar 14. management 14. management
15. sensing 15. areas 15. cooking 15. mangrove 15. biodiversity 15. ecosystem
16. management 16. emissions 16. forests 16. agricultural 16. biomass 16. policy
17. biodiversity 17. degradation 17. data 17. sustainability 17. agriculture 17. soil
18. forests 18. agricultural 18. africa 18. biogas 18. food 18. forests
19. degradation 19. biodiversity 19. policy 19. cattle 19. sustainability 19. food
20. analysis 20. global 20. development 20. beef 20. cover 20. sustainable
21. biomass 21. study 21. conservation 21. biodiversity 21. africa 21. study
22. species 22. management 22. intensification 22. production 22. sustainable 22. production
23. policy 23. biomass 23. soil 23. management 23. soil 23. cover
24. model 24. water 24. sustainable 24. agriculture 24. deforestation 24. species
25. fragmentation 25. amazon 25. biodiversity 25. global 25. governance 25. data

Table 4.9: Comparison between top 25 reference keywords from three corpora after
TT-SS. Comparison between top 25 reference keywords from the three corpora, WoS-TA,
ELS-MINI-TA and ELS-BIG-TA, and the top 25 keywords extracted after using TT-SS
with BERT embedings and Wassertein distance. The reference keywords are the author
keywords. The keywords extracted by the BERT [Grootendorst 2020b] keyword extraction
method are shown. An extracted keyword is considered correct if it is found in the top
25 reference keywords.
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Corpora comparison based on their keywords. We show in table 4.9 the
top 25 keywords for the following three corpora, WoS-TA, ELS-MINI-TA and
ELS-BIG-TA. The number of publications originally in each corpus is 6897 for
WoS-TA, 54 for ELS-MINI-TA and 379 for ELS-BIG-TA. Results are shown after
applying TT-SS with BERT embeddings and Wasserstein distance, for the BERT
keyword extraction method [Grootendorst 2020b]. The precision at 25 for each
corpus is 0.72 for WoS-TA, 0.60 for ELS-MINI-TA and 0.68 for ELS-BIG-TA, for
the BERT-base keyword extraction method shown. The refernce keywords are
the author keywords. An extracted keyword is considered correct with respect
to the precision at 25 if it is found in the top 25 reference keywords. In all three
cases the majority of the top 25 keywords were correctly found by the BERT
extraction method. We can see from the keyword lists that all three corpora are
related to forests as the word "forest" is either the top 1 or top 2 word in both
the reference keywords and the extracted keywords. We also see that the word
"deforestation" is in the top 3 keywords for WoS-TA and ELS-MINI-TA but was
not found as one of the top 25 keywords by the keyword extractor for ELS-BIG-TA.
We can see that while all three corpora are about forests, climate and conservation,
ELS-BIG-TA is not as specifically about deforestation, as the other two corpora.
Some geographic regions appear in the top 25 keywords. In the case of WoS-TA
it is the Amazon, both in the reference keyword list and in the extracted keyword
list. For ELS-MINI-TA, Brazil appears in the extracted keyword list while the
Amazon, Madagascar and Africa appear in the reference keyword list. Africa also
appears in the reference keyword list for ELS-BIG-TA but not in the extracted
keyword list. For someone interested in information about deforestation in the
Amazon, WoS-TA and ELS-MINI-TA are two good candidate corpora based on
the top 25 keywords. For someone mostly interested in deforestation in Africa,
ELS-MINI-TA or ELS-BIG-TA might be more interesting (ELS-MINI-TA is a subset
of ELS-BIG-TA).

4.3.5 Experiment III: Random Selection

To support the fact that our method works better than random chance we conduct
random selection experiments where publications are selected randomly to form
the sub-corpus (later used for keyword extraction). The first drawback of this
random selection is knowing the number of publications to select. A second
drawback of the random selection is the fact that results are likely to change each
time even if the same number of publication is selected. We perform the random
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selection experiments on the WoS-TA corpus. We perform each random selection
experiment 10 times and report the average precision at 25 of the 10 experiments
for each keyword extraction method.

We perform two variations of this experiment, one with the same number of
publications as selected by TT-SS fastText + BERT embeddings and Wasserstein
distance, and the second with the number of publications selected by TT-SS
fastText + BERT embeddings and cosine distance. These two variations were
selected because they resulted in the highest and lowest number of selected
publications, 5064 and 2497 respectively out of a total of 6897. A higher number
of selected publications, closer to the total number of publications in the corpus
may not make a big difference in the precision at 25 for a corpus of several
hundred publications. However, a low number of selected publications (under
50%) is more likely to impact the precision at 25.

The obtained results are shown in Table 4.10. We report both TT-SS fastText
+ BERT embeddings and Wasserstein distance and TT-SS fastText + BERT embed-
dings and cosine results along with the results of random selections made with
the same number of publications as these two versions of TT-SS.

With the two TT-SS versions reported, we see that the precision at 25 either
increased or stay the same, it never decreased, for all keyword extraction methods.
With the random selection the first experiment, which selects 5064 publications
(73% of the corpus) the results are somewhat similar to TT-SS. This should be
expected, because the higher the percentage of publication selected the more
likely the results are to resemble what is obtained on the original corpus, this
seems to hold true with or without TT-SS. There is one case where TT-SS did
better (fastText) and one case where the random selection did better (YAKE). For
the other methods, the results remain the same.

We can see that, for the same number of publications, representing about
62% of the corpus, we get a higher precision at 25 with TT-SS and BERT with
Wasserstein than with random selection. With TT-SS and the combined fastText
and BERT embeddings with Wasserstein, which selects around 73% of the corpus
the results are similar to random selection on average. This suggests that TT-SS
might work better with a lower number of publications. If we only remove a very
small number of publications from a large corpus, we are not likely to make a
big different on the aggregated keywords extracted from that corpus as we are
working with a sub-corpus that is not so different from the original full corpus.
We expect to see more of a difference when comparing a random selection to
TT-SS on a smaller corpus.
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Nb.
Pubs.

% Freq. TF-IDF YAKE BERT fastText TF-IDF
+BERT

Random
TF-IDF
+BERT

WoS-TA 6897 100% 0.60 0.68 0.60 0.64 0.56 0.64 0.64
After random selection 1

(average of 10 results)
5064 73% 0.60 0.68 0.61 0.64 0.55 0.64 0.64

After TT-SS fastText
+BERT

Wasserstein
5064 73% 0.60 0.68 0.60 0.64 0.60 0.68 0.68

After random selection 2
(average of 10 results)

2497 36% 0.60 0.66 0.62 0.65 0.56 0.65 0.65

After TT-SS fastText
+BERT
cosine

2497 36% 0.60 0.68 0.64 0.68 0.64 0.72 0.72

Table 4.10: Random selection of publication compared to TT-SS on WoS-TA corpus
for precision at 25. Selecting publications with TT-SS using BERT embeddings and
Wasserstein distance results in higher precision at 25 than performing a random selection
on the same number of publications. When 73% of the publications are selected by TT-
SS with the combined fastText and BERT embeddings with Wasserstein distance, the
precision at 25 is the same on average. For the random selections 1 and 2, the number
reported is the average of 10 experiments for each.

4.4 Discussion and Conclusion

We presented our approach for comparing single-term-topic corpora of scientific
publications and evaluating them in the prospect of using them in keyword
extraction tasks. Our title-topic similarity selection (TT-SS) approach uses the
similarity measure between the embedding of the title of the publication and the
embedding of the target topic term as a criteria to select the publications that
will be used for keyword extraction. We show that this clustering technique can
improve the precision at 25 and 50 score of state of the art keyword extraction
methods at the corpus level. This approach is potentially of value for tasks
where there is a need to reduce the size of the corpus before performing keyword
extraction without losing the top keywords. We also examined the effect of
similarity measures and text representations, corpus composition, and adding the
body of the documents to the extraction process. We found that BERT embeddings
generally perform better than fastText embeddings (as seen in the results on the
WoS-TA corpus in Table 4.7). One reason for this result might be that the BERT
model used is pre-trained on a larger corpus than the fastText model.

We also found that when the corpus is made of publications having the topic
keyword in title or abstract, our proposed title topic selection method results in
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greater improvements in the precision at 25 for keyword extraction (as see in
Table 4.6 when comparing the Web of science corpora WoS-TC versus Wos-TA
versus WoS-KW). This is probably due to the fact that TT-SS is very dependent
on how relevant the title of the publications are to the topic. By design a corpus
that is made by matching titles and/or abstracts to a topic is a good candidate to
use with TT-SS. The more relevant a publication is to the topic the more likely it
will contain the topic in its title and the more likely it is to be selected by TT-SS.

On the two corpora we tested, we found that adding the body results in lower
precision at 25 (as shown for the Elsevier corpora with and without the body
added, in Table 4.6, comparing the results for ELS-MINI-TA versus ELS-MINI-TA-
B and ELS-BIG-TA versus ELS-BIG-TA-B). The body of the publications seem to
add noise to the keyword selection process. This results in lower precision at 25
and 50 without TT-SS compared to not using the body in the keyword extraction
process. Applying TT-SS before extracting the keywords is not enough to narrow
the gap.

Among the keyword extraction methods we tested, the ones that started out
with the lowest precision at 25 were more likely to improve after using TT-SS (as
seen in Table 4.6 for the Frequency and fastText keyword extraction methods).
This is likely due to the fact that with TT-SS fewer relevant publications are
removed reducing the likelihood that non-relevant words would be extracted by
any given method, most notably the ones that have low precision before TT-SS.
The methods with the highest precision at 25 would either improve or remain
at the same level with TT-SS, they would rarely underperform with TT-SS (as
shown in Tables 4.6 and 4.7).

We also presented a way to combine TF-IDF and BERT extracted keywords in
order to more consistently reach top precision at 25 across corpora, without TT-SS
(as shown in Table 4.5). One way in which we could improve on TT-SS is by fine-
tuning the selection of the similarity threshold. In our experiments, we mostly
use the mean value (and in one case we use the mean value plus the standard
deviation) as a threshold for the distance under which we select publications to
be included in the sub-corpus used in the keyword extraction task. While this
works reasonably well, we could try to optimise the value of this threshold for
each corpus, each text representation and each distance measure. We only use
a topic represented by a single keyword in our work, however, TT-SS can be
applied in the same way with a multi-word topic and evaluated on multi-term
keyword extraction.

One of the limits of TT-SS is dealing with non-explicit titles. For instance the
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BERT embedding of the title "REDD Mitigation", in the WoS-TC corpus, has a
Wasserstein distance of 0.13 to the topic "deforestation", compared to an average
distance of 0.04 for all titles. This means that it is deemed not very similar to the
word "deforestation". However, REDD is an acronym that stands for "Reducing
Emissions fromDeforestation and forestDegradation". Therefore, the title "REDD
Mitigation" is actually very similar to our topic and even contains the word
"deforestation" implicitly. This type of problem could be addressed by pre-training
the word embeddings on more specialized corpora. In our approach we only use
embeddings pre-trained on general purpose corpora. Another type of publications
that might not work well with our approach are those with catchy titles, as their
catchiness might be competing with their informativeness [Lopez 2014].

We have found that different combinations of text representations and dis-
tance measures used in the title-topic selection process have different levels of
performance, in terms of precision at 25 and 50, for different corpora. This means
that a given combination of representation and distance may not always be the
best for a given corpus. However, we found certain combinations to perform
well on average, with the right similarity threshold. We demonstrated the effec-
tiveness of our approach using minimal preprocessing and no new training on
the data. One of our goals is indeed to reduce the volume of data that will be
used for extracting keywords, without sacrificing precision, by using TT-SS as
a light-weight pre-processing step that itself requires little data relative to the
volume of the dataset.

In the next chapter we will show how we combine satellite images and text
documents in a multi-modal learning task. This task involves matching keywords
from a corpus to images, requiring that we use a corpus that contains keywords
relevant to the images. Extracting top keywords from our corpus (as a preliminary
step) allows us to compare them to the class labels of our images as a way to
assess how relevant a corpus is to our images.
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Earth observation satellites have been capturing a variety of data about
our planet for several decades, making many environmental applications
possible such as change detection. Recently, deep learning methods have
been proposed for urban change detection. However, there has been
limited work done on the application of such methods to the annotation
of unlabeled images in the case of change detection in forests. This
annotation task consists of predicting semantic labels for a given image
of a forested area where change has been detected. Currently proposed
methods typically do not provide other semantic information beyond
the change that is detected. To address these limitations we first show
that deep learning methods can be effectively used to detect changes in a
forested areawith a pair of pre- and post-change satellite images. We show
that by using visual semantic embeddings we can automatically annotate
the change images with labels extracted from scientific documents related
to the study area.

Abstract.
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Detection

5.1 Introduction

An increasing number and variety of Earth observation (EO) satellites are or-
biting our planet providing a wealth of data for those who need to perform
environmental monitoring at various scales [Turner 2015]. This wide coverage is
particularly useful for the monitoring of large or very remote areas where on-site
data acquisition is impractical. Indeed, the impact of environmental events such
as deforestation [Shimabukuro 2000, Vargas 2019], wildfires [Van Leeuwen 2010],
and other natural disasters [Bouyerbou 2014, Du 2013] can be assessed with data
from EO satellites. With change detection techniques, the various changes that
are happening on the Earth’s surface can be automatically detected by analyzing
images of a given area taken at different times [Singh 1989]. Such techniques have
been used to monitor loss and disturbances in forests [Hansen 2016, Vargas 2019],
to track change in urban areas [Daudt 2018a], and also to map out areas affected
by natural disasters [Bouyerbou 2014, Du 2013]. Figure 5.1 shows an area in the
Amazon forest with visible change from 2017 to 2018.

Figure 5.1: An example of forest change in images from the Brazilian Amazon from 2017
to 2018. The change regions are highlighted in the 2018 images. The deforestation that
can be seen in 2017 does not count as change, only the new deforestation that appears in
the 2018 is considered change for the time period between the two images.

When a change detectionmethod neither provides nor needs additional seman-
tic information beyond the change/no-change pixels, it is called a binary change
detection method. Deep learning has been used for binary change detection in
urban areas and forests [Daudt 2018a, Ortega Adarme 2020, de Bem 2020], and
it has been shown to provide improved results compared to traditional methods
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(such as image differencing [Miller 1978] or random forest [Müller 2016]), while
requiring less post-processing [Ortega Adarme 2020, de Bem 2020].

Annotation (or semantic labeling), is needed to add semantic information to
EO data. In fact, EO images without ground truth labels (or annotations) are
plentiful. The American Landsat 1 and European Copernicus 2 programs, for
instance, provide free access to the images produced by their respective satellite
missions with new images made available every day. These open data policies
enable an increasing number of applications to be developed, with those data,
in particular for ecology and biodiversity conversation [Turner 2015]. Hence,
detecting changes that have occurred in an area of interest at a specific time
might require the use of satellite images that have not yet been annotated. In
the absence of semantic labels, changes can still be detected by comparing the
images; however, semantic information about those changes will be missing.
Without this information it is not possible to tell anything more about the area
of interest beyond the fact that some change was detected at specific locations.
Having labels for each image, acquired either through human (expert) annotators
or automatic methods, solves this problem. In a context where expert annotators
are not available, and few or no annotated images exist, for an area of interest,
automatic annotations can fill the gap.

In this chapter we present our approach to learning annotations for satellite
image pairs in the context of change detection. We use pairs of images of a
forested area that has undergone change, with one image captured before the
change took place and one image captured after. By performing change detection
on the image pair we are able to detect the changes that occurred in the time
period between the dates the images were taken. This process can be done with
one or several pairs of image.

In our approach, we first perform image segmentation on the images where
we classify each pixel as change or no-change pixels. The output of this task is a
change map showing the pixels where change has occurred on the image. We
perform the second task of learning annotations for the image pair by using a
visual semantic embedding network. The change map with the annotation shows
us where the change occurred and the semantic label(s) of the change.

We evaluate our proposed approach method quantitatively by using the recall
at 1, 5 and 10 for image to text retrieval (the annotation task) and text to image
retrieval. Qualitatively, we visually examine the change maps produced by the

1https://www.usgs.gov/land-resources/nli/landsat - Landsat Missions|U.S. Geological Survey
2https://www.copernicus.eu/en - Copernicus | European Union’s Earth Observation Program
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change detection model and the keywords returned by the image to text retrieval
task as annotations.

We show that by using an image pair for the annotation task we improve the
recall at 1,5, and 10 compared to using only a single image (post-change). We
also show qualitatively that the corpus can provide additional annotations not
learned during the training process of the visual semantic model. We also show
that using a model trained with fastText embeddings, which was trained on our
corpus [Akinyemi 2018], reaches higher recall at one for annotation retrieval than
a model trained with BERT embeddings from a pre-trained BERT model.

Finally, we show that given the same set of candidate keywords from a corpus,
our models outperform the state of the art CLIP [Radford 2021] model in the
annotation retrieval task in recall at 1.

5.1.1 Motivation and Objective

Supervised machine learning has been successfully used for semantic change
detection [Daudt 2018a]. Such models are trained on images along with their
semantic change masks. In the case of deep learning models in particular, the scale
of the data needed for trainingmakes it impractical to have experts manually anno-
tate all the images. Crowdsourcing has been used to provide image annotations at
very large scale [Russakovsky 2015]. A similar approach is not well suited for EO
images because some expertise is required to properly identify and differentiate
among classes. As a result, automatic and semi-automatic approaches are com-
monly used to build large labeled EO data sets [Shimabukuro 2000, Hansen 2016].

Scientific literature published by researchers who work with EO images is
undoubtedly a source of expert knowledge in the field. Publications in Earth
sciences therefore can be seen as a very large source of expertise that could
be leveraged for adding semantic information to EO images. Furthermore, it
is available at a large scale. In fact, across all scientific disciplines, the number
of publications has grown exponentially in the past decades [Bornmann 2015].
Using the text from those publications, we can train a neural network to learn
word vector representations or embeddings. Word embeddings [Mikolov 2013,
Bojanowski 2017, Devlin 2018] are vectors of real numbers, which can be learned
by a neural network in an unsupervised way, from a text corpus, without any
annotation. For example, Word2vec [Mikolov 2013] learns word vectors with the
skip-gram model. With Word2vec, the words with similar meaning will have a
similar vector representation.
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Visual semantic embeddings allow us to learn to represent textual and visual
data in the same vector space. Data points that are semantically closer have a
smaller distance between them in this joint space. Different approaches have
been proposed to learn visual semantic embeddings for tasks such as image
classification [Frome 2013, Radford 2021] and image description [Socher 2014],
using the joint embedding of images and words [Frome 2013, Radford 2021] or
the joint embedding of images and sentences [Socher 2014] into a common space.

Our goal is to provide a method to learn annotations for satellite image pairs
that can be used for change detection. We want to do so by using keywords
from a related corpus as candidate annotations, by learning joint image and text
embeddings. Therefore, we perform the two core tasks of change detection and
annotation of the image pairs. We propose using scientific publications as a source
for the annotations, and learning the vector representations of these annotations
with a neural language model. Such annotations can be used later in tasks like
image indexing and retrieval.

We test our method on images from Sentinel and Landsat missions, and text
from the Web of Science, including our largest deforestation corpus presented in
Chapter 3. The data used are described in detail in section 5.3.1.

5.1.2 Overview of our Method

Figure 5.2 shows an overview of our approach. While change detection can be
applied to any type of image pairs of the same scene or location, we are focusing
on the case of changes occurring in forest areas to test our approach. Given a pair
of images, we use a change detection model to detect pixels that have changed
from one image to the other. The change detection model outputs a change map.
With the same image pair we use a visual semantic embedding model to learn
the representation of the image pair in the same space as the embbedings of its
label. We then use this representation to retrieve the corresponding annotation
for the image pair from a corpus, by finding the words embeddings most similar
to the image pair representation.

5.1.2.1 Change Detection in Image Pairs

Two satellite images of the same area taken at different times can be compared
to find if (and where) changes happened during the time period between the
first and the second image. We aim to detect changes in pairs of satellite images
of forests, for specific time periods. By doing so we can not only confirm that
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Figure 5.2: Overview of our method for annotating an image pair with words extracted
from a corpus of scientific publications. Change detection is performed, with an encoder–
decoder model, to predict a change map for an image pair. Word Embeddings are used, to
learn the vector representations of all the words in a corpus. Visual Semantic Embeddings
are used to learn the feature vectors of the images in the same vector space as the word
embeddings. We obtain the image annotations by performing Information Retrieval;
given the vector representation of the image pair as the query, we retrieve its annotations
from the corpus word vectors.
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change happened in those areas, for these periods, but also visibly show where
the changes happened. For change detection we use state of the art deep neural
network models, which have been shown to perform well on change detection
for satellite images. We perform change detection first to find the model that is
best at predicting change. We propose to use part of this same model for learning
and predicting annotations.

5.1.2.2 Annotation of Satellite Image Pairs

Image annotations provide information about what is present in the image. The
same principle applies to an image pair where we assign an annotation jointly to
the two images in the pair. We aim to perform the task of automatically annotating
image pairs by training a regression model to correctly learn representations for
the image pairs that are similar to the representations of their respective annota-
tions. We propose to use the encoder of the same network used in the change
detection task (introduced previously) as the model that learns representations
of our image pairs. In doing so, we hope to learn image representations that
emphasize the change between the two images, because we want the annotations
to be related to the changes when they are present. We propose to use those
representations in a text retrieval task (where the query is an image pair and the
result a word), to find the annotations by searching through candidate words
from a given corpus. This allows the possibility of annotations to be any relevant
word from the corpus whether the regression model had seen it during training
or not.

5.1.3 Summary of Contributions

This chapter includes the following contributions:

(1) We propose a text retrieval approach to annotate image pairs, which al-
lows the matching of words with a pair of images, resulting in improved
performance compared to annotating single images.

(2) We examine the influence of using different corpora as the source of candi-
date annotations.

(3) We propose novel multimodal datasets with satellite image pairs and scien-
tific text to evaluate visual semantic embedding models, along with baseline
performance on our models.
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5.2 Annotating Satellite Images in a Change De-
tection Context

In this section we present the problem of change detection and image pair anno-
tation and our proposed solution using common text and image representations
also called visual semantic embeddings.

5.2.1 Problem Statement

Our goal is to be able to detect changes that can be seen on satellite image pairs
and also assign annotations to the image pair that can correctly label the images
but also potentially give us additional relevant information. We achieve this by
performing several tasks, namely change detection, visual semantic embedding
learning and information retrieval.

Given a pair of satellite images of the same area captured at different times,
we want to be able to find if and where change has occurred. We do this by
using a supervised change detection learning model. Given the same image pair
we want to represent them in a way that makes them similar to their semantic
label. We use a supervised visual semantic embedding learning model to learn
the representation of the images in the same vector space as the embedding of
their label(s). Finally, given the image pair we want to find annotations that
are most relevant to it. We do this by performing information retrieval with the
representation of the image pair as the query we search among the representations
of the words from a relevant corpus for the ones that are most similar to our
images. The text used for training the word embedding model and for the retrieval
task play an important role in our proposed approach. We need abundant text for
the word embedding model and very relevant text for information retrieval. We
use scientific publications related of our change type and area of interest. If our
chosen corpus is insufficient to satisfactorily train a word embedding model, we
take a larger corpus and align it to our smaller corpus in order to improve results.
Our proposed approach produces a change map and its related annotations given
an image pair as its input.

5.2.2 Change Detection Method for Image Pairs

Our approach for annotating the changes in satellite images uses a change de-
tection method for image pairs. We are therefore using a bi-temporal approach
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to change detection where we only consider two images of the same area taken
at two different times, once before the change event occurred and once after the
change event occurred. We are only using images with a single broadly defined
type of change such as wildfire or deforestation. Therefore we are performing
binary change detection in which the change map indicates only whether a pixel
has changed or not.

Figure 5.3: The U-Net architecture (from [Ronneberger 2015]). The blue boxes are multi-
channel feature maps. The white boxes are copied feature maps. The gray arrows are the
skip connections. On top of each box is its number of channels. The vertical numbers
are the input size. The left side of the network is the encoder and the right side is the
decoder.

For change detection, several deep learning models based on U-Net [Ron-
neberger 2015] have been proposed [Daudt 2018b, Daudt 2018a, Peng 2019]. The
U-Net architecture is a fully convolutional neural network combining an encoder
and a decoder connected with skip connections. A skip connection (or shortcut
connection) connects two layers of the networks while skipping layers in between.
The role of the encoder is to extract features at different spatial resolutions using
convolutional filters, generating a downsampled feature map of the original input.
The skip connections propagate information from the encoder to the decoder to
define the output. Figure 5.3 shows an illustration of the U-Net architecture.

Different encoders can be usedwith the U-Net architecture. Two such encoders
are the Very Deep Convolutional network from the Oxford Visual Geometry
Group or VGG [Simonyan 2014], and the Residual Network or ResNet [He 2016].
VGG [Simonyan 2014] is a deep convolutional network that supports up to 19
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layers. In fact, the deeper the convolutional network, the more difficult it becomes
to train. ResNet [He 2016] was proposed as a way to increase the depth of deep
networks while improving accuracy and performance. The first proposed version
of ResNet contained 34 layers. ResNets are made of Residual Blocks in which
skip connections are used, typically skipping two or three layers at a time. These
residual blocks are stacked on top of each other to form the residual network.
Adding the skip connections helps avoid the degradation of performance as
the network gets deeper. Figure 5.4 illustrates the architectures of VGG19 and
ResNet34 along with a plain 34 layer network (without skip connections).

In this work, we use a model similar to the U-Net-based early fusionmodel that
was initially proposed by [Daudt 2018a] to perform the binary change detection
task. This network uses a ResNet encoder and takes a concatenation of two images
as its input as in [Daudt 2019]. Adding residual blocks to the network has been
shown to improve its performance on the image segmentation task for change
detection [Daudt 2019]. This model the most simple and generic architecture
that outperformed other tested models such as siamese networks, on the binary
change detection task [Daudt 2018a, Daudt 2019]. An overview of our change
detection approach is shown in Figure 5.5. In addition, we use attention blocks in
the decoder as proposed by [Roy 2018]. The attention mechanism was introduced
by [Bahdanau 2014], it provides a connection between the encoder and decoder
to share information from every encoder hidden state. These attention blocks
have been shown to improve the performance of fully convolutional network
architectures such as U-Net for image segmentation [Roy 2018]. Figure 5.6 shows
an illustration of our encoder decoder architecture with residual and attention
blocks.

5.2.3 Visual Semantic Embeddings

To learn annotations for our images we want to use the representation of the
images to be able to compare them to the representations of annotations. Visual
semantic embeddings create joint representations for image and text in a shared
embedding space.

Our approach is built on visual semantic embeddings for annotating changes
to add semantic labels to binary change detection. We use deep learning models
to predict the binary change map and the vector representation of the images in
the word vector space. The encoder of the U-Net [Ronneberger 2015] architecture
is then used, with an approach similar to [Frome 2013]. A regression head is
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Figure 5.4: By adding skip connections to a plain 34 layer network, ResNet34 avoids
training issues that occur in very deep networks. The architectures of VGG19 and
ResNet34 are illustrated along with a plain 34 layer network for comparison. Skip con-
nections are shown in ResNet34, the dotted connection increase dimensions. (Illustration
from [He 2016]).
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Figure 5.5: Change detection on a satellite image pair. An encoder-decoder model is used
to predict a change map for an image pair.

Figure 5.6: An illustration of our encoder decoder network with residual blocks, and
attention.
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added on top of the encoder to learn the feature vector of the image pair in the
same dimension as the vector of its label (Figure 5.7). In [Frome 2013], the vector
representations of images are projected into vectors of the same dimensions as
the word vectors, and the model predicts the label vector using a similarity metric.
In our case, we use a text corpus made of publications related to the area and the
type of change of interest to train a word embedding model. We use the word
embeddings of the image labels to train the regression head.

Figure 5.7: Visual semantic embedding. A word embedding model is used to learn the
vector representations of all the words in a corpus; a regression head is added to the
encoder used in the change detection task (Figure: 5.5), to predict a vector for the image
pair, based on the word vector corresponding to its label, which is used as the ground
truth.

When making predictions, we search for an annotation among all the word
embeddings learned by the word embedding model (Figure 5.8). Predicted anno-
tations can, therefore, be among labels present during training, but they might
also be among words that have not been seen during training but are nearest
neighbors of the image label in the word vector space.

We use two types of word embeddings, fastText [Bojanowski 2017] and
BERT [Reimers 2019]. FastText [Bojanowski 2017] is an extension of theWord2vec
model [Mikolov 2013]. With Fasttext (unlike Word2vec) words are broken into
n-grams, which are portions of words. For example, the word "forest" will have
5-grams such as "fores" and "orest". Each n-gram will have its own vector, and
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the full word will have a vector that is the sum of all its n-gram vectors. BERT
[Devlin 2018] is a transformer model that uses a self-attention mechanism. Trans-
formers accept a sequence as input to produce an output. In this case the input
is a sequence of words or a sentence. Transformers process all the elements in
the sequence together using self-attention. The self-attention mechanism is used
to associate each word in a sentence with every other word. The self-attention
of a word in a sentence is a function of every word in the sentence (similar to
a weighted average). With BERT (unlike fastText), a word can have multiple
embedding representations based on its context, this is useful for words that may
carry multiple meanings within a same corpus.

We use different corpora to investigate how results might differ with a larger,
more general text corpus as opposed to a smaller, more relevant corpus.

Figure 5.8: Information Retrieval. The proposed method is tested by performing text and
image retrieval tasks with the predicted vectors. The vector of an image pair, referred to
as an image vector, is compared to all the word vectors learned from the corpus, using
a similarity metric; the vector of the label of an image pair, referred to as a text vector,
is compared to all the predicted image vectors using the similarity metric. When the
input is an image vector, the most similar text vectors are found. When the input is a text
vector, the most similar image vectors are found.

Unlike [Daudt 2018a, Peng 2019], our approach is suitable for a change de-
tection dataset that is not fully annotated, meaning that some annotations may
be missing or incorrect. We are also not manually building an ontology like
[Bouyerbou 2014, Bouyerbou 2019]. Our approach is closer to [Uzkent 2019];
however, they do not perform the change detection task but classify and segment
individual EO images.

We want to have a model that is suitable for environmental applications;
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therefore, we test on these types of data first. We test on optical satellite imagery,
but our proposed approach can be adapted to other types of remotely sensed data,
with an adapted network architecture, as needed. Additionally, applications in
domains other than environmental sciences are possible, as long as we can find a
dataset of image pairs with a corpus of relevant documents.

Evaluation. We assess the task of automatically annotating a pair of EO
images used in change detection. Given a pair of images, we want to automatically
predict the correct labels for it. Labels are deemed correct if they match the
ones assigned by the human annotator. We train the visual semantic model
with a single label per image pair and treat this as a single-label multiclass
classification problem. We use the cosine similarity to measure the similarity
between the predicted annotations and target annotations. We reported the
recall at k, which is commonly used for text-image/image-text retrieval tasks
[Faghri 2017, Wang 2018], to evaluate the visual semantic embeddings. For the
purpose of adding semantic information to the change detected in the images, we
also look at predicted annotations that were not an exact match with the target
label but were among its closest word vectors.

5.3 Experiments

5.3.1 Evaluation Datasets

5.3.1.1 Portugal Forest Fire Datasets

We use two satellite image datasets and several publication collections. The first
image dataset that we use is of the area of Pedrógão Grande in Portugal. The
images are from June and July 2017 of the area of Pedrógão Grande in Portugal,
which was affected by wildfires in June 2017. The images were captured by the
MultiSpectral Instrument of the Sentinel-23 satellite. The first image is from 14
June 2017, and the second image is from 4 July 2017. Both images are from the
Sentinel-2 tile T29TNE. In this work, we use the three red, green, and blue (RGB)
spectral channels, which are the B4, B3, and B2 bands, respectively, for Sentinel-2.
The data, provided by the European Space Agency 4 (ESA), were preprocessed
and therefore atmospherically corrected and resampled at 10 m. These images
are openly available for download from the Copernicus Open Access Hub 5.

3https://sentinel.esa.int/web/sentinel/missions/sentinel-2 - Sentinel-2 Mission | Sentinel Online
4https://www.esa.int/ - The European Space Agency
5https://scihub.copernicus.eu/ - Copernicus Open Access Hub
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For the ground truth, the Normalized Burn Ratio (NBR) [García 1991] was
used to identify the burnt areas and label the pixels accordingly to obtain a binary
segmentation mask. The Normalized Burn Ratio is presented as a reliable means
to detect burnt areas by comparing a first pre-fire image to a second post-fire
image. The NBR is defined as the ratio between the Near Infrared (NIR) and the
Shortwave Infrared (SWIR) spectral bands, (NIR − SWIR)/(NIR + SWIR).
The difference between the two images in terms of NBR decreases with time
because of vegetation regrowth. In our case, the image of the burnt areas was
taken only about two weeks after the fires, which limits regrowth. Furthermore,
the burnt areas are mostly large continuous areas, and a visual evaluation of the
performance of the NBR can also be performed.

Figure 5.9: Sample images from the dataset with an example text containing relevant
keywords for annotating the images. A pair of images is shown with the first image taken
at t1 (14 June 2017), and the second one taken at t2 (4 July 2017) showing apparent burnt
areas. A portion of text is shown to illustrate the content of the scientific publications
being used, and relevant keywords within the text are highlighted.

We collected 16 publications with their title and abstract from the Web of
Science 6, which were published from 2017 to 2019 using the topic "Portugal forest
fire June 2017". We refer to this corpus as the Portugal Fire (PF) corpus. As there
have been other instances of wildfires in the country, we restricted our corpus
to the documents more closely related to the June 2017 events. Figure 5.9 shows
sample image patches from the dataset from before and after the wildfires along
side a text sample with the most relevant keywords highlighted as candidate
keywords for the annotations. Because the number of publications that match
exactly our dataset is small, whereas word embedding models are better trained on

6https://www.webofknowledge.com - Web of Science
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large corpora, we also used our deforestation corpus [Akinyemi 2018] introduced
in Chapter 3, initially created for investigating deforestation in scientific literature,
containing 16136 publications from the years 1975 to 2016. We refer to this corpus
as the "Forest" corpus. While this larger corpus does not exactly match our event
of interest, it is nevertheless thematically related to it and is appropriate to train
a word embedding model.

5.3.1.2 Amazon Deforestation Datasets

The second dataset that we use contains images of a site in the Brazilian Amazon.
The images are from the Landsat 8 satellite mission and were captured by its
Operational Land Imager sensor. We use the scene 230_65 with images captured
on June 21 2017, June 24 2018 and July 13 2019. The images were downloaded
from the United States Geological Survey’s EarthExplorer 7. The ground truth
masks were created by [de Bem 2020] using data from the Brazilian Institute of
Space Research’s Project for Deforestation Mapping [Shimabukuro 2000]. In our
experiment we only use the Red, Green and Blue bands (bands 4, 3 and 2). In the
ground truth, all changes from forest to another land cover type are marked as
positive for change (deforestation). Figure 5.10 shows a patch from our second
image dataset with the changemask. To create a corpus more related to our second
image dataset than the corpora we already have, we collected an additional 446
publications from the Web of Science using the topic keywords "Amazon Brazil
deforestation" and restricting our search to the years 2017 to 2020. We refer to
this corpus as the "Amazon" corpus. This allows us to include publications about
deforestation in Brazil that are contemporary to the images in the dataset and
that do not overlap with our largest deforestation corpus [Akinyemi 2018] (the
"Forest" corpus), which does not contain publications beyond 2016.

We perform three sets of experiments with the data. The first set on change
detection where we are learning to detect change on image pairs and generating
the change map. The goal is to find the network that provides the best results and
use its encoder in the following experiments. The second set of experiments are
on learning the visual semantic embeddings and finding the annotations for the
image pair using the encoder from the previous experiment as a visual feature
extractor. The third and final set of experiments is on learning annotations using
only the post-change image to compare with the results of using image pairs and
show the benefit of the later approach.

7https://earthexplorer.usgs.gov/ - EarthExplorer
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Figure 5.10: Images from the Amazon forest showing changes from 2017 to 2018. The
change map shows the areas that have undergone change between the two years. The
2017 images already shows deforested regions. Additional deforestation can be seen in
2018 accounting for the change that can be seen in the change map.

5.3.2 Experiment I : Change Detection for Image Pairs

The change detection task was treated as a binary image segmentation task where
two images are segmented as a pair. We trained a U-net [Ronneberger 2015]
with pairs of images of the same area taken at different times, as input, and
the segmentation map (positive or negative label) of the pixels as ground truth.
The two RGB images were concatenated and passed to the network as a single
six-channel input. The output was the predicted segmentation map. Pixels that
were positive in the segmentation map are the pixels where change occurred. The
model was thus trained to learn to differentiate between positive (change) and
negative (no-change) pixels in the image pair.

The change detection model used is a fully convolutional neural network (U-
Net) [Ronneberger 2015] with a residual network (ResNet34) [He 2016] encoder
and decoder attention [Roy 2018].

We used the segmentation models implemented by [Yakubovskiy 2020] with
Pytorch [Yakubovskiy 2020] version 1.6.0 and Python version 3 to train the
model with the following hyperparmeters: dice loss, Adam optimizer with default
parameters, 200 epochs, and a 0.001 learning rate.

We trained the network from scratch without any pretraining. We report the
precision, recall, F1 score and mean Intersection over Union (mIoU) obtained from
training the U-net model with residual network encoders (ResNet) [He 2016] and
very deep convolutional networks originally from the Oxford Visual Geometry
Group (VGG) [Simonyan 2014]. Table 5.1 shows the results for binary change
detection on the images. The values of the F1 scores varied from 0.71 to 0.85. For
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Encoder Precision Recall F1 mIoU
Portugal Forest Fire Images
ResNet18 0.78 0.89 0.83 0.70
ResNet34 0.78 0.90 0.83 0.72
ResNet50 0.77 0.89 0.83 0.71
VGG11 0.79 0.91 0.85 0.73
VGG16 0.75 0.90 0.82 0.70
VGG19 0.58 0.93 0.71 0.55
Amazon Deforestation Images
ResNet18 0.85 0.77 0.81 0.68
ResNet34 0.83 0.82 0.83 0.70
ResNet50 0.73 0.76 0.74 0.59
VGG11 0.77 0.86 0.81 0.68
VGG16 0.70 0.84 0.76 0.62
VGG19 0.69 0.83 0.75 0.60

Table 5.1: ResNet and VGG encoders yield comparable performance measures for the
binary change detection task. The values of F1 and mIoU differ only by a few points
for the Portugal Forest Fire images for all the encoders. The only exception is VGG19,
which had poorer performance than the other networks especially in terms of recall.
VGG11 has the highest precision on the Portugal Forest Fire images while Resnet18 has
the highest precision on the Amazon Deforestation images. Overall the smaller networks
have higher precision than the larger networks. VGG19 has the highest recall on the
Portugal Forest Fire images. VGG11 has the highest recall on the Amazon Deforestation
images. In terms of F1 and mIoU, the best encoder for the Forest Fire image is VGG11, in
terms of F1 and mIoU the best encoder for the Amazon Forest Fire is ResNet34. For the
Amazon Deforestation images, ResNet18, ResNet34 and VGG11 have comparable results
in terms of F1 and mIoU. For these images, ResNet50, VGG16 and VGG19 underperform.
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the mIoU, the values were between 0.55 and 0.73. While the overall performance
varied with each network, many of them had comparable performance on the
Portugal Forest Fire images except for VGG19 which had much lower precision
thatn all the other networks. The results are a bit more varied on the Amazon
Deforestation images where larger networks, VGG19, VGG16 and ResNet50 had F1
between 0.74 and 0.76, and mIoU between 0.59 and 0.62. While smaller networks,
VGG11, ResNet18 and ResNet34 had higher F1 values between 0.81 and 0.83, and
mIoU values between 0.68 and 0.70.

On the basis of the results from the binary change detection task, we chose a
ResNet34 encoder for the visual semantic embedding learning task. While it did
yield slightly lower F1 and mIoU scores than the VGG11 on the Portugal Forest
Fire images it had the best performance on the Amazon Deforestation images.

Figure 5.11: The model correctly predicts negative pixels inside water bodies when the
ground truth mask has them marked as positive. The positive pixels are the yellow spots.
For these image pairs, the model does not make the same mistake as the ground truth
mask, and has not marked any pixel as positive as this image does not show burned areas.

In terms of qualitative results, we found that in some cases the model did
better than the ground truth mask at predicting negative pixels for the Portugal
Forest Fire images. In fact, in some cases, the Normalized Burn Ratio used to
create the ground truth mask erroneously marked pixels inside water bodies as
burnt vegetation. The deep learning model seemed to be less prone to make the
same mistake, as illustrated in Figure 5.11.
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5.3.3 Experiment II : Visual Semantic Embedding for Image
Pair Annotation

The goal of the visual semantic task is to find a common representation (essentially
a vector of real numbers) for images and text in which the images and texts that
are related are similar. An image and a text are deemed similar if they relate
to the same concept. For example, an image of an ocean would have a similar
representation of the word "ocean". With this common representation, we can
then find words similar to the images that we wish to annotate and choose the
needed annotations from those words.

Given an image pair, we learn the vector representation of that pair in the
word vector space. We do this by performing regression with the encoder used
for the binary change detection task. We add additional layers to the encoder
to predict a single vector for the image features. This image feature vector is of
the same dimension as the word vector for the label of the image pair, which we
obtain from a word embedding model.

For learning the visual semantic embeddings needed for our annotation task
we use a convolutional neural network encoder with a regression head. The
regression head is a small neural network added on top of the encoder. This
network is made of two fully connected layers with batch normalization, dropout
regularization at 25% then 50%, and rectified linear activation function (ReLU). It
takes the output of the encoder as its input, then applies adaptive max pooling to
reduce the number of dimensions, then flattens the resulting tensor, then passes it
through the linear layers, and outputs a vector the same size as the word vectors.

We calculate annotation retrieval metrics to evaluate the performance of
our visual semantic model as is common for visual semantic learning models
[Frome 2013, Wang 2018]. We therefore report both annotation retrieval (also
referred to as text retrieval) and image retrieval metrics.

We report the average recall at k (R@k) with k taking values 1, 5, and 10. The
recall at k is calculated for text-image retrieval where the query is an annotation,
and the result is the corresponding image pairs; for image-text retrieval where
the image pair is the query, the result is the corresponding text. For a given
text/image (in our case annotation/image pair), the recall at k was set to 1 if the
target text/image was present in the top k-nearest neighbors and 0 if not. For the
image-text retrieval task, the recall at 1 was equal to the R − precision in our
case, because for each image pair we only had a single annotation as its ground
truth.
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For the text retrieval only, we report the average R-precision (R-Prec), where
R represents the number of image pairs with a given annotation, and Ac is the
number of correctly predicted annotations; the R-precision is given by Ac/R. For
each annotation, the R-precision is therefore the proportion of top R image pairs
that were correctly found to match this label, based on the similarity between
the predicted vector of the image pair and the vector of the label. R is the total
number of image pairs with that label in the dataset.

We perform several experiments on the Portugal Forest Fire data and on the
Amazon Deforestation data, which will be described in the following sections.

5.3.3.1 Learning Annotations for the Portugal Forest Fire Images

The images in the Portugal Forest Fire dataset are labeled on the basis of their
land cover and land use classes. We define a total of six unique label values:
’agriculture’, ’city’, ’forest’, ’ground’, ’wildfire’, and ’water’. Each image pair has
one or several labels, based on its content. We use one label per image pair to
test our method. The label was selected as follows: if wildfire was detected, the
image pair was labeled with ’wildfire’, if not it was labeled with one of its other
labels. The input of the model is the image pair similarly to the change detection
task, the difference is that the ground truth is now a word vector, and the training
objective is to maximize the similarity between the word vector and the image
vector. We use cosine similarity as the vector similarity metric that we are trying
to maximize. The word vectors are obtained using fastText [Bojanowski 2017].

We report the evaluation of the change detection task (Table 5.1), the image
retrieval and text retrieval (annotation retrieval) tasks, of the image pairs with
visual semantic embeddings (Tables 5.2 and 5.3).

We report the values of R-precision (in Tables 5.2 and 5.6) as the averages
over all tested keywords for each model. To perform image retrieval we proceed
as follows, for each representation (embedding) of a ground truth annotation, we
found the representations of the image pair from the test dataset that were most
similar to it using the k-nearest neighbors algorithm.

We use two training strategies for learning visual semantic embeddings. The
first strategy is to use the encoder to perform each task independently, once
for the change detection and once for the visual semantic embedding learning.
The second strategy was first to train the model for the binary change detection
task, and then use that trained model to train the encoder on the visual semantic
embedding learning. In both strategies we performed the change detection task
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first. We apply our two training strategies with the different combinations of
word embeddings. In addition to word embeddings from our Portugal Fire (PF)
corpus (Section 5.3.1), we also test our method with pretrained Wikipedia (Wiki)
word embeddings (from FastText [Bojanowski 2017]). Additionally, we test our
method with our deforestation corpus (Forest) from [Akinyemi 2018] to find out
if having a relatively big corpus, which is more thematically close to our images
than Wikipedia, will lead to better predictions. The results can be found in Tables
5.2 and 5.3.

In tables 5.2, 5.3, 5.6, and 5.7, the training strategy indicates whether the model
was first pre-trained on the change detection task or not. Aligned word vectors
are noted with the ’&’ symbol, meaning the vectors on the left were aligned to
the vectors on the right using [Smith 2017].

For image retrieval evaluation (see Table 5.2), when the query is a word and
the result is an image pair, the highest recall at 1, on average, is obtained when
the network is not pre-trained. The network trained on the Forest corpus, without
pre-training, has the highest recall at 1 for image retrieval. Pre-training the
network on the change detection task slightly improves R-precision and recall
at 10 for image retrieval, on average. Recall at 1 decreases, on average, when
the network is pre-trained on the change detection task. This might be due to
the fact that the ground truth annotations do not always capture the differences
between the two images, which is essentially what the change detection task does.
In fact, for most image pairs, there is no difference to be found. It is likely that
by emphasizing the features related to change in the image pair, the pre-training
resulted in lower performance for the retrieval task when there are no changes in
the image pair.

Pre-training on the change detection task can be beneficial when using aligned
corpora for training the visual semantic embeddings. It increases the recall at 1,
from 0.25 to 0.50 for Wiki & PF, and recall at 5, from 0.50 to 0.75 for Forest & PF,
for image retrieval.

For text retrieval evaluation, when the query is an image pair and the result
is a word, considering only recall at 1, the models trained with the corpora that
were aligned with the PF corpus obtained the best results in the no-pretraining
strategy, the difference for Wiki & PF is the highest of the two, at 0.13. For the
pre-training strategy, the model trained on the Forest corpus reached the best
recall at 1 of 0.55; however, it performed less well than the top performers under
the strategy, without pre-training, for this same task, where the highest recall at 1
was 0.57. The text retrieval results show one limitation of our approach, as we do
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Image Retrieval

Training Strategy
Word Vectors
Trained on

R-Prec R@1 R@5 R@10

No Pre-training
on Change Detection

PF 0.17 0.25 0.25 0.25
Forest 0.36 0.75 0.75 0.75
Wiki 0.39 0.50 0.75 0.75

Forest & PF 0.40 0.25 0.50 0.75
Wiki & PF 0.30 0.25 0.75 0.75

Wiki & Forest 0.34 0.25 0.75 0.75

Pre-training
on Change Detection

PF 0.18 0.00 0.50 0.50
Forest 0.27 0.25 0.50 0.75
Wiki 0.40 0.50 0.75 0.75

Forest & PF 0.36 0.25 0.75 0.75
Wiki & PF 0.37 0.50 0.75 0.75

Wiki & Forest 0.40 0.50 0.75 0.75

Table 5.2: Choice of corpus and training strategy both influence the performance of the
visual semantic model. For image retrieval, when the query is a word and the result
is an image pair, recall at 1 is higher, on average, when the network is not pre-trained.
Pre-training the network on the change detection task slightly improves R-precision and
recall at 10. The models trained with the corpora that are aligned with the PF (Portugal
Fire) corpus obtain their best results under the pre-training strategy. The model trained on
the Forest corpus reached the highest recall at 1, 5 and 10 under the no-pre-train strategy.
Except for the models trained on the PF corpus, all models performed equally well in
recall at 10, getting the same score of 0.75 under both the pre-training and no-pre-training
strategies.
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Text Retrieval

Training Strategy
Word Vectors
Trained on

R@1 R@5 R@10

No Pre-training
on Change Detection

PF 0.00 0.10 0.29
Forest 0.47 0.82 0.90
Wiki 0.50 0.68 0.72

Forest & PF 0.57 0.61 0.61
Wiki & PF 0.57 0.69 0.69

Wiki & Forest 0.51 0.56 0.56

Pre-training
on Change Detection

PF 0.00 0.04 0.18
Forest 0.55 0.65 0.68
Wiki 0.50 0.68 0.72

Forest & PF 0.52 0.60 0.63
Wiki & PF 0.44 0.45 0.45

Wiki & Forest 0.51 0.51 0.51

Table 5.3: Text retrieval results for the visual semantic model trained on image pairs. For
text retrieval, when the query is an image pair and the result is a word, recall is higher,
on average, when the network is not pre-trained. The highest values for recall at 1 are
found with the two corpora aligned with PF, in the no-pre-training strategy. At 5 and 10
the highest recall are found with the Forest corpus under the no-pre-training strategy.
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not perform any re-ranking or merging of the predicted annotations, we simply
use the nearest neighbors; this results in many variations of the same word in
our predicted annotations in many cases (Figure 5.12). One area of improvement
would be to post-process our results and filter out words that are only variations
of the same word or synonyms.

Figure 5.12: An image pair with its ground truth mask and the mask predicted by the
change detection model (Section 5.3.2) along with the top five annotations predicted
by three models. The results from the models trained on PF without pre-training, PF
under the change detection pre-training strategy and Forest aligned with PF without pre-
training are shown. The model trained on PF after pre-training on the change detection
task is predicting "burn" related words while the non-pre-train model is not. The model
trained on the Forest corpus aligned with PF predicts the true annotation as the top 1
annotation.

Models trained with words from the PF corpus, which is the most related
to our images, perform less well than the other models in almost all metrics.
We can try to qualitatively evaluate samples of the predictions made by these
models to see whether they could still be used to add semantic information to the
changes detected in the images. As shown in Figure 5.12, while models trained
on the PF corpus failed to predict the correct image-pair annotation, they had
related words in their top five predictions that add semantic information to the
images. Additionally, the effect of the pre-training can be seen in the differences
between the top words predicted by each model. The model with change detection
pre-training is predicting "burn"-related words, whereas the model that was not
pre-trained is not. The third model which was trained on the Forest corpus aligned
with the PF corpus (without pre-training) predicts the image annotation correctly.
The next four words predicted by this third model are the plural form of the word
"wildfire" and words containing either its first part "wild" or its last part "fire".
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No much additional information can be learned from those five words that is
not already known. These observations lead us to presume that a corpus that
is very thematically related to the images is likely to predict annotations that
add semantic information, but in order to predict the correct top annotation this
corpus should not be too small.

5.3.3.2 Learning Annotations for the Amazon Deforestation Images

We use two labels for the images in the Amazon Deforestation dataset. When
an image pair is positive for deforestation it is labeled "deforestation" if not,
it is labeled "forest". We are therefore not taking other classes that might be
present into account as we do not have any other reference labels for this dataset.
However, we find that this allows us to represent themajority classes of our dataset.
Four variations of the visual semantic model were used in our experiments, a
model trained with fastText embeddings, which were trained on a the Forest
corpus (fastText-Forest), a model trained with fastText embeddings, which were
trained on the Amazon corpus (fastText-Amazon), a model trained with fastText
embeddings pre-trained on Common Crawl and Wikipedia (fastText-CCWiki),
and a model with BERT embeddings pre-trained on Web data (BERT-Web). Pre-
trained word embedding models were not retrained on our corpora but used as is.
Candidate annotations, for all models except fastText-Forest, were taken from
the top 25 words for the Amazon corpus extracted using fastText (when fastText
embeddings are use) and BERT (when BERT embeddings are used) using methods
described in Chapter 3. For fastText-Forest, the candidate annotations were taken
from the Forest corpus in the same manner. We used top keywords as candidate
annotations to limit the possible annotations (and the possibility of erroneous
predictions) while still keeping the most relevant candidates. We report image to
text retrieval (annotation retrieval) metrics only for the Amazon Deforestation
Images. Table 5.4 shows the results obtained with fastText and BERT embeddings,
with visual semantic models trained from scratch. For recall at 1, the highest
value of 0.70 is obtained with the fastText-Forest and fastText-CCWiki models.
For recall at 5, the BERT-Web model reaches the highest value of 0.99. For recall
at 10 the fastText-Amazon model reaches the highest value of 1.

We can evaluate ourmodels qualitatively by looking at a sample of the obtained
results. In Figure 5.13 we see the change detection map obtained by the U-Net-
ResNet34 change detection model along with the annotations predicted by the
variations of the visual semantic model (ResNet34 with regression head). Only
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Model
Name

Word
Embeding
Model

Word
Embeddings
Trained on

R@1 R@5 R@10

fastText-Forest fastText Forest 0.70 0.95 0.96
fastText-Amazon fastText Amazon 0.68 0.68 1.00
fastText-CCWiki fastText CC. + Wiki 0.70 0.94 0.94
BERT-Web BERT Web Data 0.65 0.99 0.99

Table 5.4: Recall at 1, 5 and 10 for the visual semantic models predicting annotations for
the Amazon Deforestation images. The word embedding models are the models used for
the word embeddings. The corpora are listed on the third column showing what data the
word embeddings were trained on. The visual semantic model uses the embeddings of
the labels of the images as the target in a regression task with the image pair as input.
The models were trained from scratch without pre-training on the change detection task.
For recall at 1 the models using fastText embeddings outperform the one using BERT. For
recall at 5, the BERT-based model outperforms all the others. The fastText model trained
on the smallest corpus (fastText-Amazon) performs less well than the ones trained on
larger corpora for recall at 1 and at 5, but it outperforms them at 10.

the fastText-Forest and BERT-Web models predicted the true annotation correctly
as the first annotation.

Figure 5.13: An image pair with its ground truth mask and the mask predicted by the
change detection model (Section 5.3.2) along with the top five annotations predicted by
three visual semantic models. fastText-Forest and BERT-Web correctly predicted the true
annotation "deforestation" as the top 1 annotation. fastText-CCWiki produced the correct
annotation in second position. These three models predicted forest related words. The
fastText-Amazon model does not predict the correct annotation in the top 5 but it predicts
the relevant annotation "amazon" in fourth position.
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We compare our models to CLIP-RSICD [Radford 2021, Lu 2017] by testing on
the case where the candidate annotations are only the labels present in the dataset
that were are using for the tests. CLIP [Radford 2021] is a visual semantic model
that uses a visual transformer to extract image features, and a causal language
model to extract text features. These features are then projected, with the same
dimensions, into a latent space. In that new space the similarity between the visual
and text features is calculated. CLIP-RSCID is a version of CLIP [Radford 2021]
trained on the RSICD dataset [Lu 2017] and other high resolution satellite imagery
[Yang 2010]. We report the recall at 1, for this case we do not report recall at
5 or 10 because in the case of the Amazon data set there are only two possible
annotations. Table 5.5 shows the recall at 1 for all the models tested. CLIP-RSICD
reaches a recall at 1 value of 0.49 compared to our models that reach values from
0.65 to 0.75.

Model
Name

R@1

fastText-Forest 0.71
fastText-Amazon 0.68
fastText-CCWiki 0.75
BERT-Web 0.65
CLIP-RSICD* 0.49

Table 5.5: When only using the two labels as candidate annotations, the fastText model
trained on Common Crawl and Wikipedia improved its performance from 0.70 to 0.75
in recall at 1 compared to when it used the top 25 words of the Amazon corpus as the
candidate annotations. The BERT model and the fastText models trained on the Amazon
corpus show the same performance as when they were using the top 25 words as candidate
annotations. The fastText model trained on the Forest corpus improve its performance
slightly from 0.70 to 0.71. The CLIP-RSICD model underperforms our models. (*) The
CLIP-RSICD model was trained on single images and tested on the post-change image,
contrary to our models, which were trained and tested on image pairs.

5.3.4 Experiment III : Visual Semantic Embedding Learning
for Post-Change Image Annotation

We further test our approach using single images instead of image pairs on the
Portugal Fire Dataset. The goal is to show the benefit of using pairs for the
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annotation task. We use the post-change image in the following experiments and
report the image retrieval results with the no-pre-training strategy.

Results of this set of experiments are presented in tables 5.6, for image retrieval.
Recall at 1 for Wiki & Forest went from 0.25 to 0.50. Recall at 10 for Wiki & Forest
went from 0.75 to 1.00. Recall at 1 for PF went from 0.25 to 0.50. Recall at 5 for
Forest & PF went from 0.50 to 0.75. R-precision values have also all increased.

Image Retrieval
Training Strategy Word Vectors R-Prec R@1 R@5 R@10

No Pre-training
on Change Detection

PF 0.19 0.25 0.50 0.50
Forest 0.42 0.75 0.75 0.75
Wiki 0.41 0.50 0.75 0.75

Forest & PF 0.42 0.25 0.75 0.75
Wiki & PF 0.37 0.25 0.75 0.75

Wiki & Forest 0.40 0.50 0.75 1.00

Table 5.6: Image retrieval results when the visual semantic model is trained on a a single
post-change image. Training the visual semantic model only on the second (post-change)
image improves image retrieval scores. The model performs better in image retrieval
than when trained on the image pair.

For text retrieval, results are shown in Table 5.7. Overall results are lower for
all models. Most notably, for PF, recall is 0.00 at 1, 5 and 10 while it was 0.10 and
0.29 at 5 and 10 when trained on the image pair. For Forest recall at 1, 5 and 10
are 0.42, 0.54, 0.54 compared to 0.47, 0.82, 0.90 (when trained on the image pair).

We can make a more direct comparison with CLIP because only the post-
change image is used in our experiments. When all the words from the corpus
are provided as candidate labels, as is the case with our models, CLIP scores 0
for recall at 1. We tested by providing only the four labels found in the test set
as candidate words and CLIP scored 0.41. This is still lower than three out of six
models as shown in Table 5.7.

We tested to see if the model can learn the annotations when it is trained
only on a single (post-change) image. We found, in that case, the model performs
slightly better in the image retrieval tasks, where the goal is to predict an image
for a given annotation. However, it underperforms in text retrieval tasks, where
the goal is to predict an annotation for an image (Table 5.7).
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Text Retrieval
Training Strategy Word Vectors R@1 R@5 R@10

No Pre-training
on Change Detection

PF 0.00 0.00 0.00
Forest 0.42 0.54 0.54
Wiki 0.47 0.59 0.61

Forest & PF 0.40 0.41 0.41
Wiki & PF 0.39 0.49 0.49

Wiki & Forest 0.49 0.53 0.54

Table 5.7: Text retrieval results when the visual semantic model is trained on a a single
post-change image. Training the visual semantic model only on the second (post-change)
image yields lower values for recall at k for the text retrieval (annotation prediction task).
When the same visual semantic embedding model was trained on a single image taken
after the change event, it reached lower scores than when trained on the image pair, for
all the corpora, in text retrieval.

5.4 Conclusions

We propose a new method to predict relevant annotations for pairs of satellite
images in areas undergoing visible change that can be detected by comparing two
images. Our goal is to have a model that can annotate unlabeled image pairs, and
then be able to provide additional semantic information on the area of interest as
extra annotations. We showed that this can be done using state-of-the-art deep
neural networks. Since both the change detection and annotation tasks rely on
feature extraction from the images, they can share the same feature extractor,
i.e., the same convolutional neural network encoder. We attempted to use word
vectors learned from a small corpus relevant to the area and the changes of
interest to predict the most relevant keywords. We showed the limitation of this
basic approach with image-text retrieval metrics and demonstrated how, using
a larger, less relevant corpus that is aligned to the initial small corpus, we can
achieve better performances on the retrieval tasks, in particular in the image to
text retrieval task, which is in essence what annotation prediction is doing (i.e.,
given an image predict the top words associated with it).

Overall, we emphasized the role of the corpora on which the word embedding
model is trained in the performance of the visual semantic model. To the best of
our knowledge, this is the first work to propose a method for learning to predict
annotations of change detection image pairs, with word vectors learned from a
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scientific publication corpus.
Our proposed method can be applied to a dataset of images presenting several

types of changes. The only requirement, for this dataset is that the image pairs
used for training are labeled with their respective change types. For the corpus,
any collection of documents with text related to the types of changes of interest
can be used.

Our approach can be used as is, or easily adapted to other types of input data
including from other types of sensors such as radar. Future studies could continue
to explore broader applications of our method, for example, to larger and more
diverse satellite image datasets, with a variety of changes. Along with these new
image datasets, the use of new types of corpora could be explored such as news
articles.

Our method is generic although we only used it on deforestation data in our
work. It can be used with data from other domains where there are available
images and related text.

We wanted to show how our method works on real data; therefore, we used
satellite images from real change events and corpora of scientific publications
related to both the areas and the types of changes that occurred there. Conse-
quently, the size of our image datasets is small. This might limit the ability for
our models to generalize on images of different forests, with different types of
changes or from different sensors. One possible solution could be to use models
trained of larger and more varied data such as CLIP [Radford 2021]. However
we showed that our models perform better than the version of CLIP specifically
pre-trained on satellite images on the annotation prediction task.
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Conclusion

In this thesis we present methods for performing change detection on satellite
images, and adding annotations to the images, by extracting keywords from an
unpaired corpus. We show (in Chapter 5) the impact of the corpus choice and
how to improve the performance on the annotation task by aligning relevant
corpora.

We take deforestation as an example of change that may occur on the land
cover and that can be detected by using satellite images. First, we present an
examination of deforestation in scientific literature with detailed bibliometric
analyses of a corpus on the topic. We conduct several quantitative analyses of sci-
entific publications on the topic of deforestation to visualize scientific production
as well as collaboration networks. We perform keyword and network analyses as
well as metadata analyses to find locations of interests and author and country
collaboration. For the top countries and regions of interest, we also analyse their
top keywords over time to identify the ones more specifically relevant to each
country/region.

Then, we present a method to select publications from a corpus prior to ex-
tracting keywords. We propose a title-topic similarity selection (TT-SS) approach
for creating a sub-corpus that is used to extract the keywords. TT-SS uses the
similarity between the title of the publication and a word representing the topic of
the corpus to find and thus select the publication with high enough similarity. We
show that using BERT embeddings to represent the topic word, the titles and the
abstracts, we can extract keywords for a single-topic corpus with high precision
by finding the words most similar to the title and abstract. We further improve
the precision by combining BERT-based keywords with TF-IDF keywords.

We investigate the close relation between images and the semantic labels of
those images in a change detection context. By focusing specifically on defor-
estation we were able to adopt a single-topic approach and use a topic-specific
corpus to extract candidate annotations for our images. In that settings the cor-
pus keywords proved not only informative but also relevant to the images. We
conclude that a topic-specific corpus of scientific publications is appropriate and
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even beneficial as a source of candidate keywords to annotate images related to
the same topic.

Finally, we present a method for detecting change and providing annotations
for change images combining image segmentation, word embeddings and visual
semantic embeddings. The later learns the similarity between an image pair and
the vector representation of its label by projecting the representation of the image
pair into the same vector space as its label vector. By doing so, we are able to
find additional words (annotations) that relate to the image pair using the cosine
similarity between the vector of the images and all the word vectors from a related
corpus. We evaluate the performance of our proposed method using image-text
retrieval. We show how the quality of these annotations varies with the choice of
corpus by comparing results from Wikipedia, and other corpora.

One area of complementary research to the work presented in this thesis
would be perform semantic change detection on time series of satellite images.
This would require images with semantic change labels for training. Having
the time series would allow to follow the evolution of the changes over time.
The same could be done with a related corpus covering the same area for the
same time periods by tracking the semantic labels (keywords). While finding
real data for these tasks might be challenging it could result in finding a broader
variety of annotations than the ones we could find when limited to a single type of
change, and give insight into the dynamics between the different types of changes
observed.

We have attempted to better understand the phenomenon of deforestation
with innovative approaches based on deep learning and statistical analyses applied
to a mix of text corpora and satellite imagery datasets. We focused our work on
an environmental domain but there are other domains also interested in matching
text with images. For example, in the medical field, medical imagery produced
for patients are accompanied with annotations and reports produced by medical
doctors. There is also an extensive scientific medical literature that is available.
The approaches presented in our work could be applied in such context especially
in cases involving the production of repeated follow up images being produced
for the same patient.
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