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Titre: Apprentissage de la langue des signes à partir des sous-titres
Mots clés: langue des signes; vision par ordinateur; mouvement du corps; vidéo texte
Résumé: Les langues des signes sont unmoyen de communication essentiel pour lescommunautés sourdes. Elles sont des languesvisuo-gestuelles, qui utilisent commemodalitésles mains, les expressions faciales, le regard etles mouvements du corps. Elles ont des struc-tures grammaticales complexes et des lexiquesriches qui sont considérablement différents deceux que l’on trouve dans les langues parlées.Les spécificités des langues des signes en ter-mes de canaux de communication, de struc-ture et de grammaire exigent des méthodolo-gies distinctes.Les performances des systèmes de traduc-tion automatique entre des langues écrites ouparlées sont actuellement suffisantes pour denombreux cas d’utilisation quotidienne, telsque la traduction de vidéos, de sites web,d’e-mails et de documents. En revanche, lessystèmes de traduction automatique pour leslangues des signes n’existent pas en dehors decas d’utilisation très spécifiques avec un vocab-ulaire limité. La traduction automatique delangues des signes est un défi pour deux rais-ons principales. Premièrement, les langues dessignes sont des langues à faibles ressourcesavec peu de données d’entraînement dispon-ibles. Deuxièmement, les langues des signessont des langues visuelles et spatiales sansforme écrite, naturellement représentées sousforme de vidéo plutôt que d’audio ou de texte.Pour relever le premier défi, nous fourn-issons de grands corpus de données pourl’entraînement et l’évaluation des systèmes detraduction automatique en langue des signes,avec des contenus vidéo en langue des signesinterprétée et originale, ainsi que des sous-titres écrits. Alors que les données interprétéesnous permettent de collecter un grand nombre

d’heures de vidéos, les vidéos originalement enlangue des signes sont plus représentatives del’utilisation de la langue des signes au sein descommunautés sourdes. Les sous-titres écritspeuvent être utilisés comme supervision faiblepour diverses tâches de compréhension de lalangue des signes.Pour relever le deuxième défi, cette thèsepropose des méthodes permettant de mieuxcomprendre les vidéos en langue des signes.Alors que la segmentation des phrases estgénéralement triviale pour les langues écrites,la segmentation des vidéos en langue dessignes en phrases repose sur la détectiond’indices sémantiques et prosodiques subtilsdans les vidéos. Nous utilisons des indicesprosodiques pour apprendre à segmenterautomatiquement une vidéo en langue dessignes en unités de type phrase, déterminéespar les limites des sous-titres. En dévelop-pant cette méthode de segmentation, nous ap-prenons ensuite à aligner les sous-titres dutexte sur les segments de la vidéo en languedes signes en utilisant des indices sémantiqueset prosodiques, afin de créer des paires auniveau de la phrase entre la vidéo en languedes signes et le texte. Cette tâche est par-ticulièrement importante pour les données in-terprétées, où les sous-titres sont générale-ment alignés sur l’audio et non sur la languedes signes. En utilisant ces paires vidéo-textealignées automatiquement, nous développonset améliorons plusieurs méthodes différentespour annoter de façon dense les signes lex-icaux en interrogeant des mots dans le textedes sous-titres et en recherchant des indicesvisuels dans la vidéo en langue des signes pourles signes correspondants.



Title: Learning Sign Language from Subtitles
Keywords: sign language; computer vision; human pose; video text
Abstract: Sign languages are an essentialmeans of communication for deaf communit-ies. Sign languages are visuo-gestual lan-guages using the modalities of hand gestures,facial expressions, gaze and body movements.They possess rich grammar structures and lex-icons that differ considerably from those foundamong spoken languages. The uniqueness oftransmission medium, structure and grammarof sign languages requires distinct methodolo-gies.The performance of automatic translationssystems between high-resource written lan-guages or spoken languages is currently suffi-cient for many daily use cases, such as trans-lating videos, websites, emails and documents.On the other hand, automatic translation sys-tems for sign languages do not exist outside ofvery specific use cases with limited vocabulary.Automatic sign language translation is challen-ging for two main reasons. Firstly, sign lan-guages are low-resource languages with littleavailable training data. Secondly, sign lan-guages are visual-spatial languages with nowritten form, naturally represented as videorather than audio or text.To tackle the first challenge, we contrib-ute large datasets for training and evaluatingautomatic sign language translation systemswith both interpreted and original sign lan-guage video content, aswell aswritten text sub-titles. Whilst interpreted data allows us to col-

lect large numbers of hours of videos, originalsign language video is more representative ofsign language usage within deaf communities.Written subtitles can be used as weak super-vision for various sign language understandingtasks.To address the second challenge, we de-velop methods to better understand visualcues from sign language video. Whilst sentencesegmentation is mostly trivial for written lan-guages, segmenting sign language video intosentence-like units relies on detecting subtlesemantic and prosodic cues from sign lan-guage video. We use prosodic cues to learnto automatically segment sign language videointo sentence-like units, determined by subtitleboundaries. Expanding upon this segmenta-tion method, we then learn to align text sub-titles to sign language video segments usingboth semantic and prosodic cues, in order tocreate sentence-level pairs between sign lan-guage video and text. This task is particularlyimportant for interpreted TV data, where sub-titles are generally aligned to the audio andnot to the signing. Using these automaticallyaligned video-text pairs, we develop and im-prove multiple different methods to denselyannotate lexical signs by querying words in thesubtitle text and searching for visual cues inthe sign language video for the correspondingsigns.
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Abstract

Sign languages are an essential means of communication for deaf com-
munities. Sign languages are visuo-gestual languages using the modalities
of hand gestures, facial expressions, gaze and body movements. They pos-
sess rich grammar structures and lexicons that differ considerably from those
found among spoken languages. The uniqueness of transmission medium,
structure and grammar of sign languages requires distinct methodologies.

The performance of automatic translations systems between high-
resource written languages or spoken languages is currently sufficient
for many daily use cases, such as translating videos, websites, emails
and documents. On the other hand, automatic translation systems for
sign languages do not exist outside of very specific use cases with limited
vocabulary. Automatic sign language translation is challenging for two
main reasons. Firstly, sign languages are low-resource languages with little
available training data. Secondly, sign languages are visual-spatial languages
with no written form, naturally represented as video rather than audio or
text.

To tackle the first challenge, we contribute large datasets for training and
evaluating automatic sign language translation systemswith both interpreted
and original sign language video content, as well as written text subtitles.
Whilst interpreted data allows us to collect large numbers of hours of videos,
original sign language video is more representative of sign language usage
within deaf communities. Written subtitles can be used as weak supervision
for various sign language understanding tasks.

To address the second challenge, we develop methods to better under-
stand visual cues from sign language video. Whilst sentence segmentation
is mostly trivial for written languages, segmenting sign language video into
sentence-like units relies on detecting subtle semantic and prosodic cues
from sign language video. We use prosodic cues to learn to automatically
segment sign language video into sentence-like units, determined by subtitle
boundaries. Expanding upon this segmentation method, we then learn to
align text subtitles to sign language video segments using both semantic and
prosodic cues, in order to create sentence-level pairs between sign language
video and text. This task is particularly important for interpreted TV data,
where subtitles are generally aligned to the audio and not to the signing.
Using these automatically aligned video-text pairs, we develop and improve
multiple different methods to densely annotate lexical signs by querying
words in the subtitle text and searching for visual cues in the sign language
video for the corresponding signs.

Our contributions are as follows: (i) a 2D-skeleton-keypoint French Sign
Language dataset with written French translations, a unique corpus with
original sign language content produced outside of a laboratory context

9



(ii) baseline results for the new task of sentence-like segmentation of sign
kanguage video on the aforementioned dataset (iii) a dataset of British
Sign Language interpreted videos with English subtitles, the largest corpus
currently available for sign language research (iv) a state-of-the-art method
for aligning subtitles to sign language video for interpreted data (v) new and
improved methods for weakly-supervised dense annotation of lexical signs
and (vi) an extended version of our French Sign Language dataset including
RGB videos for future research perspectives.
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Résumé

Les langues des signes sont un moyen de communication essentiel pour
les communautés sourdes. Elles sont des langues visuo-gestuelles, qui
utilisent commemodalités les mains, les expressions faciales, le regard et les
mouvements du corps. Elles ont des structures grammaticales complexes et
des lexiques riches qui sont considérablement différents de ceux que l’on
trouve dans les langues parlées. Les spécificités des langues des signes en
termes de canaux de communication, de structure et de grammaire exigent
des méthodologies distinctes.

Les performances des systèmes de traduction automatique entre des
langues écrites ou parlées sont actuellement suffisantes pour de nombreux
cas d’utilisation quotidienne, tels que la traduction de vidéos, de sites
web, d’e-mails et de documents. En revanche, les systèmes de traduction
automatique pour les langues des signes n’existent pas en dehors de
cas d’utilisation très spécifiques avec un vocabulaire limité. La traduction
automatique de langues des signes est un défi pour deux raisons principales.
Premièrement, les langues des signes sont des langues à faibles ressources
avec peu de données d’entraînement disponibles. Deuxièmement, les
langues des signes sont des langues visuelles et spatiales sans forme écrite,
naturellement représentées sous forme de vidéo plutôt que d’audio ou de
texte.

Pour relever le premier défi, nous fournissons de grands corpus de don-
nées pour l’entraînement et l’évaluation des systèmes de traduction auto-
matique en langue des signes, avec des contenus vidéo en langue des signes
interprétée et originale, ainsi que des sous-titres écrits. Alors que les don-
nées interprétées nous permettent de collecter un grand nombre d’heures de
vidéos, les vidéos originalement en langue des signes sont plus représentat-
ives de l’utilisation de la langue des signes au sein des communautés sourdes.
Les sous-titres écrits peuvent être utilisés comme supervision faible pour di-
verses tâches de compréhension de la langue des signes.

Pour relever le deuxième défi, cette thèse propose des méthodes per-
mettant de mieux comprendre les vidéos en langue des signes. Alors que la
segmentation des phrases est généralement triviale pour les langues écrites,
la segmentation des vidéos en langue des signes en phrases repose sur la
détection d’indices sémantiques et prosodiques subtils dans les vidéos. Nous
utilisons des indices prosodiques pour apprendre à segmenter automatique-
ment une vidéo en langue des signes en unités de type phrase, déterminées
par les limites des sous-titres. En développant cette méthode de segment-
ation, nous apprenons ensuite à aligner les sous-titres du texte sur les seg-
ments de la vidéo en langue des signes en utilisant des indices sémantiques
et prosodiques, afin de créer des paires au niveau de la phrase entre la vidéo
en langue des signes et le texte. Cette tâche est particulièrement importante
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pour les données interprétées, où les sous-titres sont généralement alignés
sur l’audio et non sur la langue des signes. En utilisant ces paires vidéo-
texte alignées automatiquement, nous développons et améliorons plusieurs
méthodes différentes pour annoter de façon dense les signes lexicaux en in-
terrogeant des mots dans le texte des sous-titres et en recherchant des in-
dices visuels dans la vidéo en langue des signes pour les signes correspond-
ants.

Nos contributions sont les suivantes : (i) un corpus de points-clés de sque-
lettes en 2D de la langue des signes française avec des traductions écrites en
français, un corpus rare avec contenu original en langue des signes produit en
dehors de contexte d’un laboratoire (ii) des résultats de référence pour la nou-
velle tâche de segmentation en phrases des vidéos en langue des signes sur
le corpus susmentionné (iii) un corpus de vidéos interprétées en langue des
signes britannique avec des sous-titres anglais, le plus grand corpus actuelle-
ment disponible pour la recherche en langue des signes (iv) une méthode de
pointe pour aligner les sous-titres à la langue des signes pour les données in-
terprétées (v) desméthodes améliorées et de nouvellesméthodes faiblement
supervisées pour l’annotation dense des signes lexicaux et (vi) une version
étendue de notre corpus en langue des signes française incluant des vidéos
RGB pour les perspectives de recherche futures.

12



Acknowledgements

I would first and foremost like to thank Michèle Gouiffès and Annelies
Braffort, for introducing me to the complexities of automatic sign language
understanding, for the support and the freedom to pursuemany different dir-
ections, and also for the opportunities to learn LSF from the fantastic teachers
at Visuel LSF. I would especially like to thank Gül Varol for the lively collabor-
ations during the quiet periods of covid lockdowns and beyond. I have had
the chance to work closely with many incredible people, in particular, with
Daffy Afouras, Lili Momeni, Sam Albanie, Prajwal K R, Coline Petit-Jean, Am-
broise Mopendza, Théo Cheynel, Yanis Ouakrim and Andrew Zisserman. I
would also like to thank the jury members Mounîm El Yacoubi, Thomas Hue-
ber, Vincent Lepetit, François Yvon, for taking the time to provide feedback
on my research. Throughout my studies, I have benefited greatly from the
support of my family, even from afar. I am also grateful for all the wonderful
moments spent with friends, and above all with Igor.

The work in this thesis has been partially funded by the ROSETTA project,
financed by the French Public Investment Bank (Bpifrance). We thank Média-
Pi! for the data used in Chapter 2, Chapter 3 and Chapter 7, as well as for
the useful discussions contributing to these chapters. The work in Chapter 4,
Chapter 5 and Chapter 6 was supported by EPSRC grant ExTol, and a Royal
Society Research Professorship. The work in Chapter 6 was additionally sup-
ported by ANR project CorVis ANR-21-CE23-0003-01. The dataset in Chapter 4
was made possible due to the support of Red Bee Media Ltd. and their BSL
interpreters, the assistance of Andrew Brown in preparing identity embed-
dings, Abhishek Dutta and his tireless support of the VIA annotation tool, the
support of Ashish Thandavan, DavidMiguel Susano Pinto and Ivan Johnson to-
wards the dataset release, aswell asNecati Cihan Camgöz andhis suggestions
on dataset distribution. We thank TomMonnier, Himel Chowdhury, Abhishek
Dutta, Ashish Thandavan for helping in various ways towards Chapter 5, as
well as Sagar Vaze for helping towards Chapter 6.

13



14



1 - Introduction

This thesis explores various aspects of automatic sign language under-
standing from sign language videos with written subtitles, including segment-
ation of sign language into sentence-like units using skeleton keypoint data
(Part I), video-text alignment of sentences and dense annotation of lexical
signs using interpreted sign language videos (Part II) and creation of a new
corpus with non-interpreted sign language videos (Part III).

In Sec. 1.1, we provide a brief description of some of the characteristics
of sign languages. We outline the goals of this thesis in Sec. 1.2, the motiva-
tions for these goals in Sec. 1.3 and the challenges in Sec. 1.4. We provide an
overview of the history of sign language recognition and translation in Sec. 1.5
to provide context on our work on sign language understanding. Our article,
software and dataset contributions are listed in Sec. 1.6 and an outline of this
thesis is presented in Sec. 1.7.

1.1 . Sign Languages

Sign languages are used by millions of people around the world and
are an important means of communication for deaf communities. They
are visual-gestural languages, using the modalities of hand gestures, facial
expressions, gaze and body movements (see Fig.1.1). The complexity of sign
languages is the same as that of spoken languages [180]. However, sign
languages have rich grammar structures and lexicons that differ considerably
from those found among spoken languages [180]. Sign languages are oral
languages, there are no standard written forms of sign languages, and the
natural form of recording sign languages is through video.

Sign language is not universal; there are an estimated 144 different sign
languages used globally [62]. LSF is the acronym for French Sign Language
or la Langue des Signes Française, and BSL is the acroynm for British Sign
Language. One universal characteristic across sign languages is the strong
presence of iconicity [159]. Forms can be naturally depicted using gestures,
and thus there is a strong connection between form and meaning in signed
languages that is less present in vocal languages [85].

Technologies for sign languages lag behind those for written and spoken
languages. Search engines, automatic translation tools and even dictionaries
are at primitive stages for sign languages compared to the resources available
for many common written and spoken languages. We aim to address this
imbalance by contributing to more inclusive technologies.
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Figure 1.1: Illustration from [84] on the modalities of sign language commu-nication

1.2 . Goals

The goal of this thesis is to create corpora with both sign language and
written subtitles, and to use information from the subtitles to better under-
stand the signing. These signing and subtitle sentence-like pairs form a par-
allel corpus, similar to large parallel bilingual corpora which have been suc-
cessful in achieving translation systems for written languages [108, 217, 156].

We aim to create large corpora of sign language and written subtitles
which can be used by academic researchers to train and evaluate automatic
sign language understanding models. Although such sign language corpora
will never be fully representative of how the deaf community uses sign lan-
guage in daily life, we aim to release corpora with a large, open vocabulary
such that models can learn a wide variety of expressions.

A long-term goal is to achieve translation systems of practical value for
sign languages to written languages. There are numerous intermediate steps
in order to achieve accurate translation sign language to written language,
such as automatic annotation of sentence-level pairs in sign language and
written language. This thesis explores three such goals. Our first goal is to
understand and detect sentence-like boundaries in sign language. Secondly,
we aim to learn to align written sentences to sign language segments. The
third goal is to use the aligned sentence text to densely annotate lexical signs.
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1.3 . Motivations

The World Federation of the Deaf estimates that there are around 70 mil-
lion deaf individuals world-wide using hundreds of different sign languages.1
Yet, technologies for sign languages lag far behind technologies for spoken
and written languages. Home assistance tools such as Alexa, Siri and Google
Assistant use spoken and not signed language [202]. Automatic translation
tools are sufficiently accurate to allow cross-lingual communication across
spoken and written languages, such as automatic subtitling and translation
of videos or automatic translation of documents. Performance of automatic
translation from sign language to written language is very poor and has cur-
rently has limited practical applications [110].

One of the key reasons for the lack of sign language technologies is the
quantity and quality of datasets available for training [20]. A large source of
sign language video comes from news sources or other journalistic content
in sign language. Fig. 1.2 shows examples of TV shows with sign language
interpretation. Such data sources are valuable, as they are a good way to
obtain many hours of identical content in both spoken/written language and
sign language. However, due to the nature of interpretation, there is source
language interference in the signing and this data may not be representat-
ive of original sign language content. Fig. 1.3 shows examples of information
content originally produced in sign language with a written translation in the
form of subtitles. While interpretation is delivered in real time, translation al-
lows for preparation and corrections. If there is no audio track, then the sub-
titles are likely to be well aligned to the signing. This is the case for Médiapi 2
and The Daily Moth. 3 These data sources create many new opportunities for
sign language technologies, due to the large quantity of video content and the
presence of written language subtitles.

Although automatic translation tools for sign language would facilitate
production of sign language content and associated written content, this is
a difficult problem which may take many more years of research to solve.
Nevertheless, there are many other technologies that could already be made
or improved using the work in this thesis.

For example, segmenting sign language into sentence-like units can be
useful for an assistive subtitling tool, which plays back short segments to be
translated into written subtitles by the user. This kind of assistive subtitling
tool could be also be improved by automatic video-text alignment, where the
user writes a translation, which is then automatically aligned to the signing in
the video in the form of subtitles. A second application is to create bilingual
written-signed corpora aligned at a sentence or phrase-like level. Such cor-

1http://wfdeaf.org/our-work/2https://media-pi.fr/3https://www.dailymoth.com/blog
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Figure 1.2: There are many sources of interpreted TV data in multiple signlanguages. This data source generally comes with subtitles which are alignedto the audio track and not to the signing.

Figure 1.3: There are multiple news and information sources which are origin-ally produced in sign language. These productions may also use audio or not,and they may contain translated subtitles in a written language to improveaccessibility.

pora can be used in contextual or concordance dictionaries, useful for transla-
tion or for language learning [103]. An illustration of a bilingual concordancer
for sign language is provided in Fig. 1.4.

Dense annotation can be used in multiple applications. Annotating sign
language video is a time consuming task, and dense annotation methods
can allow researchers to annotate more data in a shorter period of time.
Search engines for sign language could use dense annotation methods to in-
dex keywords (lexical signs) or to cluster videos with similar content. Sign
language learners could use automatic dense annotation methods to assist
with comprehension of sign language video.

Many technologies initially created to improve accessibility for the deaf
also prove useful in other applications. For example, subtitles are increasing
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Figure 1.4: Illustration of a possible bilingual concordancer for French andFrench Sign Language. Users can search for phrases in either written or evensigned language, and search results appear from the dataset.

ubiquitous and are preferred and used by a majority of young people.4 Simil-
arly, technologies for sign language can extend far beyond sign language ap-
plications. Improvements in sign language understanding could transfer to
other areas, including human pose recognition [33], in particular the difficult
problem of hand shape recognition [112, 147], action recognition on common
datasets such as Kinetics [35], and automatic avatar generation, for example
for video games [91, 70].

1.4 . Challenges

We discuss three main challenges for learning sign language from sub-
titles: particularities of sign language grammar (Sec. 1.4.1), lack of sufficient
data (Sec. 1.4.2), and limitations in computer vision and natural language pro-
cessing techniques (Sec. 1.4.3).

1.4.1 . Particularities of Sign Language
Research on automatic sign language understanding should take into ac-

count differences between sign languages and spoken or written languages.
The grammar of sign languages differs from that of spoken or written lan-
guages [180]. Sign languages have a strong connection between form and
meaning referred to as iconicity, they aremultilinear and cannot be considered

4https://www.bbc.com/news/entertainment-arts-59259964
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a linear sequence of gestural units, and they use a three-dimensional sign-
ing space[72, 9]. Due to these differences, methods which perform well for
spoken languages will not necessarily work well for signed languages.

Signers generate or adapt signs based on context, creating infinitely many
iconic structures that cannot be listed in a lexical dictionary. For example,
the sign for a ball can be modified based on the size, position, texture and
motion of the ball. There is no simple correspondence between ‘signs’ and
‘words’; many signs are non-lexical, without a direct translation into a written
language. Fully lexical signs are only part of sign language discourse. Par-
tially lexical signs are iconic elements such as pointing signs, depicting signs
and fragment buoys [9]. Partially lexical signs include signs such as spacial
referents, motion, size and shape of objects [19]. These signs may be highly
dependent on context. For written languages, a native speaker may use a
vocabulary in the order of tens of thousands of words, and so a language
model ‘only’ needs to understand to manipulate this list of words. For sign
languages, a model must learn how signs can be created or modified in po-
tentially infinite ways depending on context.

Signers can convey multiple concepts simultaneously by exploiting mul-
tiple articulators, including both hands, facial expressions, gaze and body
movements. Sign languages cannot be considered as a linear sequences of
gestural units, as information can be communicated using different modal-
ities. For example, the non-dominant hand may represent a static object in
a scene, and the dominant hand indicates the action or relation between a
person and that static object. A facial expression may indicate an attitude,
emotion or adjective. Fig. 1.5 shows an example of gloss annotations from
the Dicta-Sign-LSF-v2 corpus [9]. There are numerous cases of multiple sim-
ultaneous gloss annotations.

Sequence-to-sequence models are commonly used to translate a linear
sequence of words or tokens from one language into a linear sequence of
words or tokens from another language [178, 188]. As sign languages are not
a linear sequence of signs, perhaps such models are ill-adapted to sign lan-
guage translation. Nevertheless, we note that sign language video is a se-
quence of video frames, and so at some level, it can be considered a linear
sequence. However, individual frames are not semantic units, unlike words.

A discourse in sign language is not a linear sequence of signs, rather is
structured in a signing space. The three-dimensionality of the signing space
is also used to arrange elements of a sign language discourse including
people, objects, places and temporal events [72]. Sign language video is a
two-dimensional representation of a three-dimensional world. Multi-view
cameras or other depth perception techniques could potentially assist in
automatic sign language understanding through better perception of the
three-dimensional signing space.
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Figure 1.5: Dicta-Sign-LSF-v2 simultaneous gloss annotations [9]: There maybe multiple simultaneous gloss annotations when different articulators areused to convey multiple concepts. RH, 2H and LH refer to right-handed, two-handed and left-handed signs resprectively. FLS and PLS refer to fully andpartially lexical signs. Fully lexical signs can be glossed into a word in writtenlanguage. Some non-manual elements have not been annotated, for examplemouthings and facial expressions. Translation: In Paris, if you climb the Eiffel
Tower, you will find a square-shaped restaurant at the middle floor.

1.4.2 . Lack of Data
Sign languages areminority languages with relatively little content in com-

parison to many spoken and written languages. In [20], the authors discuss
the limitations of existing sign language corpora for sign language research.
In addition to limited possibilities to acquire large numbers of hours of sign
language content for research purposes, there is also the difficulty of acquir-
ing relevant annotations to train models for sign language understanding.

Annotation is a time consuming task requiring fluent signers with a strong
understanding of sign language grammar. In Sec. 1.4.1, we mentioned the us-
age of lexical signs and partially lexical signs in sign language discourse. There
are many structures in sign language discourse that can be annotated in vari-
ous levels of detail. The Dicta-Sign-LSF-v2 corpus [9] is annotated with lex-
ical signs, partially lexical signs (pointing signs, depicting signs and fragment
buoys), as well as non-lexical signs (fingerspelling, numbers and gestures).
This choice of annotation is based on the categories proposed in [98], but
there is no standard annotation method.

One way of avoiding high annotation costs is to use weak annotations
from subtitle texts. Where possible, we limit the use of human annotators
and use subtitles as weak annotations in this thesis.

1.4.3 . Technical Limitations
Limitations in computer vision and natural language processing

techniques also limit sign language understanding. More general computer
vision techniques are not yet capable of some tasks which would advance
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research in sign language understanding. For example, hand pose detection
methods currently do not have sufficiently high performance in order to
reliably detect the subtle differences in hand shape when signing [162]. There
is also a large margin of improvement for 3D human pose detection [198].

The performance of neural machine translation models is highly correl-
ated with the amount of training data [83]. Improve techniques in natural
language processing for low resource languages are vital for sign language
understanding.

1.5 . A Brief History of Sign Language Recognition and Transla-
tion

The main focus of this thesis is learning sign language from subtitle texts,
which builds upon an extensive body of research on sign language recognition
and translation tasks. We refer to [110] for amore detailed quantitative survey
of sign language recognition and translation.

The first example of an attempt to automatically recognise signs is a pat-
ent from 1983 [82] for a glove equipped with sensors and capable of recog-
nising the single-hand hand shapes of the alphabet and numbers of American
Sign Language. In an article from 1991, Murakami et al. [141] use a data glove to
capture data from the alphabet in Japanese Sign Language, aswell as 10 lexical
signs, and train a neural network to recognise these hand gestures. In 1993,
Fels and Hinton [69] train neural networks to recognise 203 gesture classes in
the context of a hand-gesture to speech system also using electronic gloves.
Braffort (1996) [17] emphasises the fact that sign language is much more than
just hand shapes, and propose an architecture to take into account spatial
information and spatial relations in order to recognise non-lexical constructs.

Nevertheless, early work in sign language recognition has a central focus
on hand shape and hand movement, in particular due to the prominence of
electronic and colour gloves to facilitate hand shape recognition. As a step to-
wards recognising hand shape directly from images, colour gloves were used
in a number of works between 1995 and 2005, such as Lu et al. (1997) [127]
and Deng et al. (2002) [53]. Early examples of sign language recognition from
images and videos are Tamura (1988) [181], who train a model to recognise
signs from images, and Starner (1995) [175], who use a single colour camera
to recognise signs. However, both works focus on hand tracking rather than
information from the body pose and facial expressions.

Although electronic gloves and colour gloves may have been useful in-
termediate steps for developing methods in computer vision for sign lan-
guage understanding, intrusive methods requiring the signer to wear partic-
ular equipment have limited practical purposes. The deaf community has ex-
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tensively criticised the proposed everyday uses of signing-gloves.5 Since 2005,
image and video-based methods have dominated over glove-based or other
intrusive methods. Cooper and Bowden [47] classify a vocabulary of 164 signs
from video. Using Arabic Sign Language videos with simple phrases and lim-
ited vocabulary, Assaleh et al. [6] train a hiddenMarkovmodel for continuous
sign language recognition.

Prior to 2015, most works on sign language recognition use a vocabulary
of a few hundred or fewer signs. Some early attempts to recognise signs from
a large 5k vocabulary includeMa et al. (2000) [128] andWang et al. (2002) [196].
The PHOENIX14 [75] and PHOENIX14T [111] datasets became by far the most
popular benchmark datasets for sign language recognition and translation
after 2015, and have a vocabulary of around 1k sign glosses. These datasets
contains weather reports with a very specific vocabulary and simple sentence
structure.

The current recognition and translation performances on the
PHOENIX14 [75] and PHOENIX14T [111] datasets are reasonbly high, albeit
significantly lower in comparison to transcription and translation of high
resource written and spoken languages. For example, Hu et al. (2022) [92]
achieve state-of-the-art results on continuous sign language recognition
and obtain a word error rate of 21 on the test set of PHOENIX14 [111]. For
translation, Camgoz et al. (2020) [31] achieve a word error rate of 26 on
PHOENIX14T [111]. Attempts at sign language translation on open vocabulary
sign language data currently achieve catastrophically low results. In the
very recent challenge WMT-SLT22 (2022) [140], the best performing model
achieved a human evaluation score of 4 out of 100.

Automatic sign language understanding has largely focused on the recog-
nition of lexical signs in continuous sign language video and isolated sign
language video, with little work on recognition of non-lexical signs [10]. In
Braffort (2001) [18], ethical concerns are raised regarding misunderstandings
about sign language and overemphasis on lexical signs, a concern also raised
in Bragg et al. (2019) [20].

The work in this thesis attempts to build upon this base of sign language
recognition and translation literature. We use non-invasive methods for sign
language understanding (videos) and large-vocabulary datasets with continu-
ous sign language. We look at alternative tasks such as semantic segmenta-
tion and video-text alignment, and not just lexical sign recognition. Although
I would have liked to be able to develop a sign language translation system
with somewhat reasonable performance for this thesis, this remains a goal
for future research.

5https://www.theatlantic.com/technology/archive/2017/11/why-sign-
language-gloves-dont-help-deaf-people/545441/
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1.6 . Contributions

We list the publications (Sec. 1.6.1), software (Sec. 1.6.2) and datasets
(Sec. 1.6.3) produced as part of this work. Parts of this thesis were produced
at LISN (CNRS) at the Université Paris-Saclay, and other parts of this thesis
were produced in collaboration with other researchers from LIGM (CNRS),
Ecole des Ponts, Université Gustav Eiffel and VGG, University of Oxford.

1.6.1 . Publications
Thework done during this PhD led to the following publications (* denotes

equal contribution):
• Bull, H., Braffort, A. & Gouiffès, M. (2020). MEDIAPI-SKEL - A 2D-Skeleton
Video Database of French Sign LanguageWith Aligned French Subtitles.
In LREC. [24] (Chapter 2)
For this publication, I ran all of the analyses and wrote the majority
of the text. My supervisors Annelies Braffort and Michèle Gouiffès
sourced this dataset and greatly contributed to the ideas behind this
paper.

• Bull, H., Gouiffès, M. & Braffort, A. (2020). Automatic Segmentation
of Sign Language into Subtitle-Units. In ECCV Workshop Proceedings
(SLRTP Best Paper Award). [25] (Chapter 3)
For this publication, I ran all of the analyses and wrote the majority of
the text. My supervisors Annelies Braffort and Michèle Gouiffès greatly
contributed to the ideas behind this paper.

• Albanie, S.*, Varol, G.*, Momeni, L.*, Bull, H.*, Afouras, T., Chowdhury,
H., Fox, N., Woll, B., Cooper, R., McParland, A., Zisserman, A. (2021). BBC-
Oxford British Sign Language Dataset. [4] (Chapter 4)
The release of BOBSL is a very large project involving many people. For
this publication, I contributed to the pre-processing of the BOBSL data
by automatically aligning the subtitles to the audio track due to align-
ment errors in around one quarter of videos. I also contributed to the
all of the parts of the article on alignment of subtitles to sign language
video, as well as making the BOBSL challenges available online on the
CodaLab platform.6

• Bull, H.*7, Afouras, T*., Varol, G., Albanie, S., Momeni, L. & Zisserman,
A. (2021). Aligning Subtitles in Sign Language Video. In ICCV. [26]
(Chapter 5)

6https://codalab.lisn.upsaclay.fr/competitions/67907∗ denotes equal contribution
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For this publication, all of the experiments were run by Triandaffolys
Afouras and myself. The writing and ideas were shared by all of the
listed authors.

• Momeni, L.*, Bull, H.*, Prajwal, K R*, Albanie, S., Varol, G. Zisserman, A.
(2022). Automatic dense annotation of large-vocabulary sign language
videos. In ECCV. [136] (Chapter 6)
For this publication, my main contributions were on using synonyms,
aligned subtitles and exemplars to increase the yield of dense annota-
tions. The writing and ideas were shared by all of the listed authors.

• Bull, H.*, Ouakrim, Y.*, Braffort, A. & Gouiffès, M. (2022). Mediapi-RGB
- A Video Database of French Sign Language With Aligned French Sub-
titles. Pre-print. (Chapter 7)
For this publication, I ran most of the analyses and wrote the major-
ity of the text. My supervisors Annelies Braffort and Michèle Gouiffès
sourced this dataset. The ideas were shared by all of the listed authors.
1.6.2 . Software

The following software was developed to aid this research:
• Heuristic method to track the main signers in a video with multiple
people and potentiallymultiple signers (e.g. signers in the background):
https://github.com/hannahbull/clean_op_data_sl

• Code to reproduce results and run model used in [25] (Chapter 3):
https://github.com/hannahbull/sign_language_segmentation

• Code to reproduce results and run model used in [26] (Chapter 5):
https://github.com/hannahbull/subtitle_align

1.6.3 . Datasets

Figure 1.6: Logos for the three released datasets: MEDIAPI-SKEL, BOBSL andMediapi-RGB

We release the following datasets for academic research purposes:
25

https://github.com/hannahbull/clean_op_data_sl
https://github.com/hannahbull/sign_language_segmentation
https://github.com/hannahbull/subtitle_align


• MEDIAPI-SKEL, available at https://www.ortolang.fr/market/
corpora/mediapi-skel. See Chapter 2 or [24] for more details. This
dataset contains 2D OpenPose [33] keypoints for 27 hours of original
journalistic content in LSF with French subtitles aligned to the signing.

• BOBSL, available at https://www.robots.ox.ac.uk/~vgg/data/
bobsl/. See Chapter 4 or [4] for more details. The BOBSL dataset
contains around 1400 hours of BSL-interpreted TV programmes from
the BBC with written English subtitles. The subtitles are aligned to
the audio track and not to the signing, and so there is a variable lag
between the subtitles and the signing.

• Mediapi-RGB, available at https://www.ortolang.fr/market/
corpora/mediapi-rgb. See Chapter 7 for more details. Mediapi-RGB
contains 86 hours of original sign language in LSF with French subtitles
aligned to the audio. The source data for this corpus is identical to
that of MEDIAPI-SKEL, however, we are able to release the original
RGB videos as well as derivative products (such as 2D OpenPose [33]
keypoints).

1.7 . Outline

This thesis is structured in three parts, corresponding to the three differ-
ent corpora we make available in this work. The common characteristic of
the three corpora is that they all contain sign language video with associated
written subtitles. The first corpus contains 2D-skeleton keypoints of original
LSF content, the second corpus contains RGB video of interpreted BSL content
and the third corpus contains RGB video of original LSF content. The differ-
ences between these three corpora make them better adapted for certain
goals in sign language understanding from subtitles.

Part I presents the MEDIAPI-SKEL corpus in Chapter 2, as well as three
potential challenges for this dataset: semantic segmentation, sign language
sentence alignment and video-text embeddings. Baseline results for semantic
segmentation on MEDIAPI-SKEL are provided in Chapter 3. Due to the limit-
ations of MEDIAPI-SKEL, we attempt the challenge of sign language sentence
alignment on another dataset in Part II.

We begin Part II by introducing the BOBSL dataset in Chapter 4, a corpus
containing 1400 hours of interpreted BSL video with written English subtitles.
Chapter 5 improves upon our semantic segmentation method, and we train
a model using both semantic and prosodic cues to simultaneous segment
sign language video and align the segments to text subtitles. The subtitles
in BOBSL are not aligned to the signing, and so we can use the method
developed in Chapter 5 to automatically create video-text sentence pairs.
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Chapter 6 exploits this automatic alignment by querying words in the aligned
subtitle text to densely annotate lexical signs in sign language video.

Finally, Part III introduces Mediapi-RGB, an improved version of MEDIAPI-
SKEL, withmore hours and original sign language video, not just skeleton key-
points. This corpus contains journalistic content originally in LSF, rather than
interpreted content as in BOBSL, and is thus more representative of spontan-
eous sign language usage by native deaf signers. We discuss the characterist-
ics and opportunities of this new corpus in Chapter 7.
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2 - Mediapi-Skel: A Skeleton-Based Sign Lan-
guage Dataset

This chapter presents MEDIAPI-SKEL, a 2D-skeleton database of French
Sign Language videos aligned with French subtitles. The corpus contains 27
hours of video of body, face and hand keypoints, aligned to subtitles with a
vocabulary size of 17k tokens. In contrast to existing sign language corpora
such as videos produced under laboratory conditions or interpretations of TV
programs into sign language, this dataset is constructed using original sign
language content largely produced by deaf journalists at the media associ-
ationMédia-Pi!.1 Moreover, the videos aremanually synchronised with French
subtitles. We propose three challenges appropriate for this corpus that are
related to processing units of signs in context: semantic segmentation of sign
language, automatic alignment of text and video, and production of video-
text embeddings for cross-modal retrieval. These challenges deviate from the
classic task of identifying a limited number of lexical signs in a video stream.

The work in this chapter resulted in the publication [24]. I contributed to
the majority of the writing and analyses in this chapter. The ideas behind
this work come from all authors: Annelies Braffort, Michèle Gouiffès and my-
self. Annelies Braffort and Michèle Gouiffès sourced this dataset through an
agreement with Média-Pi!.

2.1 . Introduction

There is a relative lack of sign language corpora in comparison to other
areas of natural language processing, particularly of large, diverse sign lan-
guage corporawith high quality native speakers in natural settings. Moreover,
much attention in the computer vision literature has been given to automatic
detection of a limited number of signs, in comparison to other sign language
processing tasks [20]. In order to combat these two shortcomings, we pro-
pose a new dataset for new challenges.

We provide a new corpus available for public research called MEDIAPI-
SKEL2. Our dataset consists of 368 videos totaling 27 hours of French Sign
Language (LSF) with French subtitles, generated from the content of the bi-
lingual LSF-French media company Média-Pi!. The videos are provided in the
form of 2D-skeletons with 135 face, hand and body keypoints, but the original
videos can be accessed through a subscription with Média-Pi!. The subtitles
provide an accurate alignment between short segments of text and short seg-

1https://media-pi.fr/2ortolang.fr/market/corpora/mediapi-skel
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ments of sign language video. A frame of this data is shown in Figure 2.1.
This new corpus allows for challenges for sign language processing at a

‘sentence’ or ‘phrase’ level, rather than at the ‘word’ or ‘sign’ level. We propose
three such machine learning challenges for MEDIAPI-SKEL.

The structure of the chapter is as follows. Firstly, we discuss differences
between MEDIAPI-SKEL and other existing sign language corpora. Secondly,
we justify our particular focus on 2D-skeleton data. Thirdly, we provide in-
formation relating to the production and content of the corpus. Finally, we
present three data challenges appropriate for MEDIAPI-SKEL.

Figure 2.1: Frame from MEDIAPI-SKEL

2.2 . Comparison with Existing Corpora

MEDIAPI-SKEL is distinct from existing sign language corpora in multiple
aspects.

Firstly, MEDIAPI-SKEL is a large sign language corpus predominantly pro-
duced by deaf journalists. The quantity and quality of original and natural con-
tent produced by deaf participants in MEDIAPI-SKEL is difficult to find outside
of laboratory-produced corpora. The British Sign Language Corpus [164] is
one such linguistic corpus created under laboratory conditions, that contains
videos of narratives invented by the participants. The DictaSign corpus [9]
contains dialogues in LSF between participants. These corpora are produced
in a standard format, with consistent camera angles and uniform background
conditions. Such corpora are expensive to acquire, translate and annotate;
but conditions can be better controlled. On the other hand, the diversity of
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scenarios and camera angles in MEDIAPI-SKEL better reflects the diversity of
real-world sign language videos.

Secondly, the corpus is not produced by real-time translation of written
or spoken text. This is distinct from corpora such as RWTH-PHOENIX-Weather
[74] and the BBC TV corpus [151], which are acquired from sign language trans-
lations of TV programs. Sign language during real-time interpretation tends to
closely follow the grammatical structure of the spoken language due to strong
time constraints [116]. The spontaneous LSF used in our corpus follows amore
natural grammatical structure, and it is the text in the subtitles that is adapted
accordingly to align to the LSF.

Thirdly, the alignment between subtitles and video is accurate. Some
laboratory-produced corpora contain aligned written translations of sign
language, such as the Belgian French Sign Language corpus [129] . This is
generally not the case for live interpretations, where the subtitles will be
aligned to the speech and the sign language translation appears with a
time lag. In the case of RWTH-PHOENIX-Weather, the subtitles are manually
realigned to match video segments. In the case of the BBC TV corpus, the
subtitles are not aligned to the sign language video.

Finally, we provide 2D-skeleton data for all the videos, rather than the ori-
ginal data. This allows us to publish data without negative impact on the eco-
nomic model of Média-Pi!, which relies on offering exclusive content to sub-
scribers. We include hand shapes, body pose and facial keypoints in order
to best conserve the the intelligibility of the sign language. Skeleton-based
representations are used in a significant number of contributions in sign lan-
guage processing and offer several advantages, discussed in Section 2.3.

2.3 . Skeleton-Based Models

2D-skeleton keypoints of the face, hands and body are sufficient to main-
tain relatively high intelligibility in sign language videos. In [107], the authors
use these keypoints to automatically translate a limited range of sentences
in Korean Sign Language. In [185], signers discuss in American Sign Language
using 27 hand and face keypoints.

The drastic data reduction of information by using skeleton-basedmodels
compared to the original videos, should lead to lighter and faster models,
with fewer parameters to train. Moreover, external validity of models is more
readily attainable, as sign language processing becomes independent of the
background and appearance of the signer. Skeleton data can be normalised
such that each person has the same body proportions, which removes some
of the variation irrelevant to sign language processing.

Skeleton data has proved valuable in action recognition tasks. In [206], the
authors demonstrate that the performance of a 2D-skeletonmodel is capable
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of achieving a similar accuracy to models using RGB or optical flow data on
action classes strongly related with body motion. The performance of skel-
eton models is lower for human actions in interaction with the environment.
However, unlike actions such as ‘playing football’, sign language does not in-
volve interaction with external objects, and so skeleton data is particularly
appropriate for our case.

Finally, another key area in sign language processing is sign language pro-
duction using avatars. Motion capture is highly successful in creating realistic
animations. Body keypoints are captured from an actor and then transferred
onto an animated figure. For example, face, body and hand keypoints can be
used to animate avatars signing intelligible isolated signs [5, 190, 162]. Skel-
etonmodels can contribute to this area of research in order to create natural-
looking signing avatars.

2.4 . Presentation of Corpus

To constitute this corpus, we use 368 subtitled videos totaling 27 hours of
LSF footage and written French produced by Média’Pi!. The content is in the
journalistic genre, providing information on a wide variety of events of public
interest.

The mode of production varies depending on the subject matter. For
example, news stories of national and international interest are generally
presented by one journalist, where factual elements are assembled from
written press releases. Coverage of local Deaf-related events may involve
discussions and interviews with multiple people at the scene.

In a handful of videos, interviews are conducted with people who use an
oral language or a foreign sign language, and these interviews are translated
or interpreted into LSF. Both the interviewee and the interpreter will be shown
on the screen, however the subtitles will be aligned with the LSF of the inter-
preter and not the original language of the interviewee. In the case where
spoken French is used, the written content of the subtitles is derived from
the spoken French and not from the LSF interpretation, and the audio track
is removed in the final video.

The number of videos with one main signer is 295, and the number of
videos with multiple signers is 73 (Table 2.1). This diversity in mode of produc-
tion and mixture of monologue and dialogue makes MEDIAPI-SKEL a challen-
ging dataset that covers a broad range of journalistic styles.

From the original videos, we extract 25 body keypoints, 2x21 hand keypo-
ints and 70 face keypoints using OpenPose [33, 169]. We provide these 135
keypoints for every person in every frame of the 368 videos. Each keypoint
includes theX and Y pixel value, as well as a confidence score between 0 and
1. Keypoints which fail to be detected or are occluded are accorded 0 values.
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Note that the body keypoints of the legs and feet are essentially irrelevant
for sign language processing, despite the fact that they are included in our
extracted skeleton keypoints.

In addition to the 2D-skeleton video data, we provide the associated sub-
titles in French with their time tags. The subtitles of this corpus are accurately
aligned to the 2D-skeleton video content. Each subtitle corresponds to the as-
sociated segment of sign language video. This is a particularly complex task,
as the syntax of LSF is very different to the syntax of French. In LSF, contex-
tual elements are generally provided at the start of a discourse and then later
referred to, while in written French, contextual elements tend to be spread
out throughout a text.

In order to maintain an accurate alignment of video segments and sub-
titles despite strong ordering differences in LSF and French, the subtitles pro-
duced by Média’Pi! are relatively long. The average length is 4.2 seconds or 11
words (Table 2.1). The French Audiovisual Council (CSA) requires subtitles to
have amaximumnumber of 72 characters and to have a duration of at least 15
characters per second, or around 4.8 seconds for a subtitle of 72 characters.3
This provides enough flexibility to reorder the French phrases in a natural
way. The final sign of a video segment can correspond to the first word of a
subtitle.

The frames at moments of transition between subtitles are semantic
breaks in the LSF discourse, often characterized by a deceleration of
movement. These semantic breaks are worth studying from a linguistic and
machine learning perspective, as described in the challenge in Section 2.5.1

Table 2.1 provides a summary of the size and quality of MEDIAPI-SKEL. The
number of signers in each video is roughly estimated by counting the number
of individuals with non-occluded hands which are large enough to be easily
visible in the video frame, and which also are not static. We then using facial
recognition to count the number of unique individuals. We consider a video
to have one signer if over 95% of the subtitle texts in that video correspond
to the same signer. The vocabulary size is computed by counting the number
of unique tokens, omitting punctuation.

Table 2.2 provides summary statistics for the proposed train-dev-test split
for the challenges in Section 2.5

2.5 . Data Processing Challenges
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Global statistics# subtitled videos 368# hours 27# frames 2.5 million
Video statisticsResolution 1080p (327 videos)720p (41 videos)Framerate 30 fps (111 videos)25 fps (242 videos)24 fps (15 videos)Average length of video 4.5 minutes# signers >100# videos with one main signer 295# videos with multiple signers 73
Text statistics# subtitles 20 187Average length of subtitle 4.2 seconds10.9 wordsVocabulary size (tokens) 17 428Vocabulary size(nouns+verbs+adjectives) 14 383

Table 2.1: Descriptive statistics

Train Dev Test# subtitled videos 278 40 50# hours 20.9 3.0 3.5# frames 1980k 277k 323k
Table 2.2: Train - Dev - Test split

We list the three challenges of semantic segmentation, sentence-level
video-text alignment and video-text features that we intend to pursue using
MEDIAPI-SKEL. These challenges are illustrated in Figure 2.2.

2.5.1 . Semantic Segmentation

3https://www.csa.fr/Mes-services/Foire-aux-questions/Proteger/L-
accessibilite-des-programmes-aux-personnes-souffrant-de-deficience-
auditive-ou-visuelle/Pourquoi-la-presentation-des-sous-titres-varie-
t-elle-d-une-chaine-a-l-autre
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Figure 2.2: Illustration of challenges: semantic segmentation of sign language(challenge 1), alignment of text and video (challenge 2), and production ofvideo-text embeddings for cross-modal retrieval (challenge 3)

In this challenge, we are interested in semantically segmenting a video
into short units (‘clauses’) showing signs in their context. Concretely, we aim
to detect the moments between the end of one subtitle and the beginning of
the next. This challenge is useful for segmenting a video into bite-sized pieces,
each of which could be translated separately. Breaking up a translation task
from sign language to written language in this way can speed up the process
of translation.

Moreover, this task can be considered as an intermediate task in achiev-
ing automatic alignment. A prior segmentation of a sign language video can
be used to discretise the problem of matching text segments to continuous
video.

The segmentation of sign language into sentence units is discussed in the
linguistic literature, and automatic detection of the semantic breaks chosen
by Média’Pi!’s subtitlers can contribute to this discussion. Different ways of
defining sentences in sign language are discussed in [49], and both signers
and non-signers are capable of recognizing visual cues of the start and end
of sentences [71]. These visual cues could be automatically detected by us-
ing skeleton-based neural networks, such as the graph convolutional network
proposed in [206]. Our challenge can help to quantitativelymeasure the visual
cues of semantic segmentation.

2.5.2 . Alignment
We are interested in automatically aligning subtitles, or short segments

of text, with the corresponding segments of sign language video. Given an
ordered list of subtitle texts, can we automatically subtitle the video?

The authors of [50] conduct a similar task, aligning words to lexical sign
glosses using recurrent neural networks. In [13], the authors automatically
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align textual descriptions of sub-tasks to instructional videos. The order of
sub-tasks described in the text annotation follows the order of actions ob-
served in the video, and it is this feature which is exploited in their weakly-
supervised learningmethod. This is also the case forMEDIAPI-SKEL; the order
of the subtitles follows the order of the corresponding video segments.

There are numerous applications of automatic alignment of segments of
text with segments of video. For example, this task can be used to create an
automatic tool for subtitling videos. The process of subtitling a video manu-
ally, translating from LSF to written French, takes Média’Pi! almost 1 hour for
each minute of video. This painstakingly long task can be simplified by auto-
matically aligning text with sign language videos. Such tools exist for written
languages, for example the software aeneas4, which automatically aligns text
with segments of video.

Furthermore, this task can be used to create a bilingual concordancer sim-
ilar to DeepL’s Linguee5. A bilingual concordancer aligns phrases in one lan-
guage with phrases in another language. Such a concordancer is a translation
aide tool, displaying words and phrases in their context. Whilst Linguee aligns
text phrases with text phrases, we aim to construct an alignment between
segments of text and segments of sign language video. With a concordancer,
a translator can quickly search for previously translated segments of text (or
even search for signs).

Finally, we can enhance existing corpora such as the BBC TV Corpus [151]
by aligning the subtitles to the video stream.

2.5.3 . Video-Text Embeddings
Our third challenge is to find joint vector representations of segments of

sign language video and segments of text for video-text retrieval. The goal is
to find video embeddings and text embeddings in the same high-dimensional
vector space, and then compute the distance between them in that space.
This distance represents the semantic distance between the LSF content and
the French content.

In [133], the authors present amethod for video-text cross-modal retrieval,
which they apply to two datasets containing short videos with textual annota-
tions: the Microsoft Research Video to Text dataset [205] and the Microsoft
Video Description dataset [39]. The method is evaluated using rank-based
performance in finding the video segment that matches with a text segment,
or vice versa.

One possible application of this challenge is a search engine for sign lan-
guage that finds segments of video given textual input. Another application is
to use the distance between video and text embeddings as a measure of loss

4https://www.readbeyond.it/aeneas/5https://www.linguee.fr/
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for the task in Section 2.5.2, which aims to find the closest match between text
segments and video segments.

2.6 . Conclusion

In this chapter, we present MEDIAPI-SKEL, a new 2D-skeleton database of
sign language content accurately aligned with subtitles. This corpus can be
freely downloaded for public research on Ortolang6, a language data reposit-
ory.

MEDIAPI-SKEL is appropriate for training a number of sign language pro-
cessing tasks beyond the classical task of sign spotting. Additionally, the cor-
pus can be used for linguistic purposes. For example, one can quantitatively
measure visual cues for semantic or grammatical structures, such as ques-
tions or lists of items. It could also be used in avatar animation from body
keypoints.

In Chapter 3, we develop a method for the first of the three challenges
presented in this chapter: semantic segmentation of sign language. We re-
turn to the second of the three challenges in Chapter 5, but using a different
dataset. In the final Chapter 7, we present an improved version of MEDIAPI-
SKEL, including RGB videos in addition to skeleton keypoints and more hours
of video content.

6https://www.ortolang.fr/market/corpora/mediapi-skel
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3 - Semantic Segmentation of Sign Language
into Sentence-Like Units

In this chapter, we present baseline results for the new task of automatic
segmentation of Sign Language video into sentence-like units, presented
in the previous chapter. We use the MEDIAPI-SKEL corpus, presented in
Chapter 2, as it contains natural Sign Language video with accurately aligned
subtitles. We train a spatio-temporal graph convolutional network with a
BiLSTM on 2D skeleton data to automatically detect the temporal boundaries
of subtitles. In doing so, we segment Sign Language video into subtitle-units
that can be translated into phrases in a written language. We achieve a
ROC-AUC statistic of 0.87 at the frame level and 92% label accuracy within a
time margin of 0.6s of the true labels.

The work in this chapter lead to a publication [25] at the ECCV workshop
SLRTP, where it won the best paper award. I contributed to all of the experi-
ments and the writing. The ideas come from many discussions with Annelies
Braffort and Michèle Gouiffès.

3.1 . Introduction

The treatment of language as a sequence of words from a lexicon is un-
suitable for SLs [72]. The notion of a ‘word’ in SL is ill-defined, as the beginning
or end of a sign in fluent discourse is unclear. Moreover, signs can occur sim-
ultaneously, further blurring the notion of a ‘word’ and rendering impossible
the modelisation of SL as a linear sequence of words. The iconicity of SLs
means that signs are created and strongly modified according to context and
meaning, rather than being drawn largely unmodified from a lexicon.

Classic natural language processing tasks including speech-to-text, word
embeddings and parts-of-speech tagging currently do not have direct coun-
terparts in SL processing. Tasks such as automatic translation between SL and
written language are in a preliminary stage, with translation only possible for
short and rudimentary phrases with limited vocabulary [20].

We wish to define a sentence-like unit that can be used to segment SL into
short and coherent sequences that can be translated individually. This task
of segmentation of SL video is useful for numerous tasks, including software
for subtitling assistance, reducing sequence length for continuous SL recogni-
tion, or phrase-level alignment between SLs and spoken or written languages.
Manual segmentation of SL video into sentence-like units is a fastidious and
extremely time consuming task, and so we aim to automatise this problem.

Fenlon et. al. [71] demonstrate that both native signers and non-signers
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can reliably segment sentence boundaries in SL using visual cues such as head
rotations, nodding, blinks, eye-browmovements, pauses, lowering the hands
and clasping the hands together. We aim to automatically identify such visual
cues for sentence-like segmentation.

We define a subtitle-unit (SU) as a segment of SL video corresponding to
the temporal boundaries of a written subtitle in accurately subtitled SL video.
The SU is of linguistic relevance, as the person subtitling the SL video purpose-
fully aligns phrases of text with what they consider to be equivalent phrases in
SL. Implicitly, the subtitiler labels segments of SL video that can be translated
into a phrase in written language.

Our key contribution is to present baseline results of the new task of auto-
matically segmenting SL video at a sentence-like level. Our method is an
adaptation of a state-of-the-art graph-based convolutional network for se-
quences of 2D skeleton data of natural SL. We also study the influence of
different sets of articulators (body, face and hands) in this task.

After a short overview on the related work in Sec. 3.2, Sec. 3.3 introduces
the corpus and Sec. 3.4 details the proposed methodology. The results are
provided in Sec. 3.5.

3.2 . Related Work

To our knowledge, this chapter presents the first attempt of the task of
automatic segmentation of SL into sentence-like units. This task has been
suggested by Dreuw andNey [57] as a tool for integration into a SL annotation
program.

Despite a large amount of existingwork for speech and text segmentation,
there is debate surrounding the precise linguistic definition of a sentence in
languages such as French or English [52]. Nevertheless, division by punctu-
ation from written language is a good working solution for almost all cases.
Automatic punctuation of speech can be achieved either using prosodic cues
from audio or directly from a text transcription. On reference datasets, the
former method tends to perform worse than the latter, but a combination
of prosodic cues and a written transcription can have superior performance
than either individually, as shown by Kolář and Lamel [109].

In SLs, purely oral languages, even a working notion of a sentence is un-
clear. Crasborn [49] proposes the pragmatic solution of identifying sentences
in SL by firstly translating them into a written language and then calling a sen-
tence the closest equivalent portion of SL to a sentence in the written lan-
guage. This solution is somewhat unsatisfactory, as it requires translation to
a written language.

Our definition of a SU requires translation to a written language, but our
goal is to learn to segment SL into sentence-like units purely from visual cues
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without translation into a written language. We note that SUs are not neces-
sarily the same as what are sometimes called clauses, sentences or syntactic
units in the linguistic literature on SL. Börstell et. al. [15] compare SUs with
‘syntactic boundaries’ annotated by a Deaf SL researcher. They find thatmany
of the boundaries of the SUs overlap with the syntactic boundaries, but that
there are more syntactic boundaries than there are SUs.

We consider SU boundary detection as a continuous SL recognition prob-
lem, as we learn visual cues in long sequences of video data. One main ap-
proach for continuous SL recognition consists of using RGB SL video as input,
and then combining a 3D Convolutional Neural Network (CNN) with a Recurs-
ive Neural Network (RNN) to predict a sequence of words in the written lan-
guage. Koller et. al. [113] use a CNN with a bi-directional LSTM (BiLSTM) and
Huang et. al. [94] use a Hierachical Attention Network (HAN). Both of these
articles use corpora in controlled environments with a single signer facing the
camera.

Another main approach is to use sequences of skeleton data as input,
which is arguably less dependent on the conditions of SL video production.
Belissen et. al. [9] and Ko et. al. [107] use sequences of skeleton keypoints
for continuous SL recognition, but concatenate the 2D skeleton keypoints into
two vectors rather than exploiting the graph structure of the skeleton keypo-
ints.

Yan et. al. [206] propose a Spatio-Temporal Graph Convolution Network
(ST-GCN) for action recognition using sequences of skeleton keypoints that
achieves state-of-the-art results. This model takes into account the spatio-
temporal relationships between body keypoints. Our model is an adaptation
of the ST-GCN, as this type of model is appropriate for our 2D skeleton video
data. We combine the ST-GCN model with a BiLSTM, as we are predicting
sequences not classes. This combination of a convolutional network and a
BiLSTM is commonly used in language modelling [177].

3.3 . Corpus

As described in Chapter 2, the MEDIAPI-SKEL corpus [24] contains 27h of
subtitled French Sign Language (LSF) video in the form of sequences of 2D
skeletons (see Fig. 3.1). This corpus has the rare quality of being both natural
SL (produced outside laboratory conditions) and having accurately aligned
subtitles.

The subtitles in this corpus are aligned to the SL video such that the video
segment corresponds to the subtitle. The original language of almost all the
videos is SL, which is then translated into written language for the subtitles.1

1There are rare video segments where a hearing person is interviewed and thisinterview is translated into SL.
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Politique : Jean-Marie Le Pen face à la justice. 

Figure 3.1: MEDIAPI-SKEL corpus [24] with skeleton keypoints of LSF andaligned subtitles in written French. The graph structure connecting body key-points (blue), face keypoints (red) and hand keypoints (green) is shown

The subtitles have been written by different people and aligned by hand, and
so we expect some variation in the length and placement of the SUs. The
2D skeleton data contains 25 body keypoints, 2×21 hand keypoints and 70
facial keypoints for every person at every frame in the 27h hours of video
content. Each 2-dimensional coordinate is also associated to a confidence
value between 0 and 1.

This corpus contains 2.5 million frames associated to 20k subtitles, where
each subtitle has an average length of 4.2 seconds and 10.9 words. The train-
ing data contains 278 videos, the validation data 40 videos, and the test data
50 videos. The average length of a video is 4.5 minutes. Videos may con-
tain signers at different angles (not necessarily facing the camera) and around
one-fifth of the videos contain multiple signers.

Since the corpus contains dialogues between multiple people in various
environments, it is necessary to clean the data automatically by detecting and
tracking the current signer and by removing irrelevant keypoints.

The code for our skeleton data cleaning procedure is available online.2
The main steps consist in:

• Converting all videos to 25 frames-per-second
• Omitting the legs and feet keypoints, as they are not relevant for SL,
leaving us with a total of 125 keypoints

• Tracking each person in each video using a constraint on the distance
between body keypoints between consecutive frames

• Omitting people unlikely to be signers, specifically thosewith hands out-
side of the video frame, those with hands that hardly move, those that
are too small (in the background of the video) or those that appear only
for very short time periods (under 10 frames)

2https://github.com/hannahbull/clean_op_data_sl
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Figure 3.2: Density histogram of the average velocity of the 15 upper bodykeypoints of likely signers in the training set. Units are pixel distance movedper frame with 1080p resolution

• In the case of multiple potential signers, choosing themost likely signer
in each second of video based on a criterion involving hand size times
variation of wrist movement of the dominant hand

• Imputation of missing skeleton keypoints using past or future frames
• Temporal smoothing with a Savitzky-Golay filter
Our final input data consist of temporal sequences of variable lengths of

2D skeleton keypoints corresponding to individuals in SL video.
We label a frame of a sequence with 0 if there is no subtitle associated

to that frame or if the frame is within a distance of 2 frames from a frame
with no associated subtitle. We label all other frames as 1. The padding of the
0-labelled frames partially controls for the fact that the SUs are not precise
at the frame-level. Frames labelled 1 are SUs, and frames labelled 0 are SU
boundaries.

Fig. 3.2 shows the distribution of the average velocity of the body keypo-
ints of likely signers in the training set by label. Sequences where there is
unlikely to be a signer due to lack of hand visibility or hand movement are
omitted using our data cleaning procedure. True SU boundaries tend to have
lower average body keypoint velocity compared to true SUs, but velocity is an
insufficient indicator to predict SU boundaries in SL discourse.

3.4 . Methodology

3.4.1 . Model
Ourmodel is a spatio-temporal graph convolutional network (ST-GCN) fol-

lowing Yan et. al. [206], which we adjoin to a BiLSTM network to capture
the sequential nature of the output (Fig. 5.2). The spatial graph structure
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Figure 3.3: ST-GCN+BiLSTM model on skeleton sequence for SU detection

of the body keypoints, face keypoints and hand keypoints follows the human
joint structure. The temporal graph structure connects body keypoints across
time. The edge importance in the graph is learned during training. The con-
volution operation is across the spatial and temporal edges of the graph.

The ST-GCN architecture is identical to that used by Yan et. al. [206], but
without temporal pooling. Themodel is composed of 9 layers of ST-GCNunits,
where the first 3 layers have 64 output units, the second 3 layers have 128
output units and the final 3 layers have 256 output units. The embedding
dimension of the BiLSTM is thus 256 and we also set the hidden dimension of
the BiLSTM to be 256.

Each input sequence of skeleton keypoints has a length of 125 frames, but
we take every second frame of the video, so this corresponds to a sequence
length of 10s. This means that we expect around two or three SUs per se-
quence, as the average subtitle length is 4.2s.

Each skeleton sequence is normalised such that the mean and variance
of the x-coordinates and y-coordinates of the skeleton over time are equal
to 0 and 1. During training, we add random flips to the horizontal dimension
of the skeleton keypoints in order to take into account for left-handed and
right-handed signers. We also shuffle the order of skeleton sequences at each
epoch.

We use SGD optimisation with a learning rate of 0.01, a weight decay of
0.0001, Nesterov momentum of 0.9 and binary cross-entropy loss. The model
is trained for 30 epochs. Due to memory constraints, the batch-size is 4.

3.4.2 . Experiments
We train our model on 278 videos and test our model on 50 videos. Our

fullmodel uses 15 body keypoints, 70 face keypoints and 2×21 hand keypoints
shown respectively in blue, red and green in Fig. 3.1. In order to understand
the contributions of the body, face and hand keypoints, we train the model
using only the body keypoints, only the face keypoints and only the hand key-
points, as well as the body + face, the body + hand and the body + face + hand
keypoints. We keep the architecture of the model constant.

Moreover, we compare the performance of our model between videos
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with one signer and videos with multiple signers. The videos with multiple
signers often contain dialogues between people not necessarily facing directly
at the camera. This is to test the robustness of our model to more diverse
scenarios.

3.4.3 . Evaluation Criteria
Our evaluation metrics should take into account that SUs are not annot-

ated by the subtitler at a frame-level accuracy. We propose both frame-wise
and unit-wise metrics, allowing for shifts in SUs.

As a flexible frame-wise metric, we propose dynamic time warping (DTW)
with awindow constraint as an evaluation criteria. This computes the distance
between the true sequence and the predicted sequence of SUs, allowing for
frames to be shifted within a certain window length w. We compute this DTW
accuracy for different values of the window length w. When w = 0, this is
the frame-wise difference between the predicted SUs and the true SUs. We
also compute the DTW distance for w ∈ {5, 10, 15}, which corresponds to the
minimum frame-wise difference between the predicted SUs and the true SUs
allowing for frames to be shifted up to 5, 10 or 15 frames.

Additionally, we compute the ROC-AUC statistic, the frame-wise precision,
recall and F1-score. The precision is given by the number of frames correctly
identifiedwith the label 0 dividedby the total number of frames identifiedwith
the label 0. The recall is given by the number of frames correctly identified
with the label 0 divided by the total number of true frames with the label 0.
The F1 score is the harmonic mean of precision and recall.

Furthermore, we consider unit-wise evaluation metrics, allowing for 15
frame (0.6s) shifts in SU boundaries. We match each predicted SU bound-
ary to the closest true SU boundary, where the closest true SU boundary is
defined as the true SU boundary with the greatest intersection with the pre-
dicted SU boundary, or, in the case of no intersection, the closest true SU
boundary within 15 frames. Calculating the number of matches divided by
the total number of predicted SU boundaries gives us a unit-wise precision
metric. In the same way, we can match each true SU boundary to the closest
predicted SU boundary. The number of matches divided by the total number
of true SU boundaries gives us a unit-wise recall metric. From this precision
and recall metric, we can compute a unit-wise F1 score.

3.5 . Results and Discussion

Table 3.1 shows frame-wise evaluation metrics on the test set. Our results
are encouraging andwe obtain a ROC-AUC statistic of 0.87 for our predictions,
with the highest score obtained using the body, face and hand keypoints. In-
stead of relying on the frame-wise error rate, it is important to account for
slight shifts in SUs as those who subtitle the videos do not aim for accuracy at
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DTW0 DTW5 DTW10 DTW15 AUC Prec. Recall F1
full 0.1660 0.1255 0.1045 0.0927 0.8723 0.5023 0.7510 0.6019face+body 0.1560 0.1172 0.0973 0.0868 0.8708 0.5241 0.7259 0.6087body+hands 0.1661 0.1269 0.1064 0.0952 0.8659 0.5023 0.7380 0.5977face 0.1858 0.1483 0.1248 0.1100 0.8325 0.4624 0.6830 0.5514body 0.1410 0.1055 0.0882 0.0790 0.8704 0.5616 0.7122 0.6280hands 0.1821 0.1417 0.1186 0.1053 0.8554 0.4713 0.7360 0.5747
Pre-processing 0.1406 0.1365 0.1333 0.1309 0.6039 0.7828 0.2201 0.3436
Constant pred. 0.1672 0.1672 0.1672 0.1672 0.5000 0.1671 1.0000 0.2865

Table 3.1: Frame-wise evaluationmetrics on the test set. The full modeluses face, body and hand keypoints. The pre-processing version showsan evaluation after annotation of segmentswithout an identified signeras not belonging to SUs. The final line shows the results for a constantprediction. DTW0 is the frame-wise prediction error. DTW5, DTW10 andDTW15 are the DTW errors respectively allowing for a 5, 10 and 15 framediscrepancy in predictions

the level of the frame. Allowing for shifts of up to 0.6s (15 frames), we obtain
a frame-wise error rate of 8% when using only the body keypoints. Table 3.2
presents unit-wise evaluation results and shows that 76% of true SU bound-
aries can be associated to a predicted SU boundary within 15 frames.

When asking native signers to annotate sentence boundaries in SL, Fenlon
et. al. [71] found inter-participant agreement of sentence boundary annota-
tion within 1 second to be around 63%. Whilst this is not exactly the same
task as subtitling SL video, we can expect that there is quite a high degree of
variation in the choice of subtitle boundaries. In light of this finding, our error
rate seems reasonable.

Part of the accuracy of our model is accounted for by pre-processing
the data to label obvious SU boundaries, such as moments where there
are no signers in the video. Such frames are correctly identified as having
no associated subtitle 78% of the time, as noted in the second last line of
Table 3.1. Errors here seem to be mostly due to subtitles extending beyond
scenes containing signers, rather than failure to detect a signer in a scene,
however further annotation of signers would be needed to verify this. Our
ST-GCN+BiLSTM model makes significant improvements on top of this
pre-processing.

From Table 3.1, we see that the full model has the highest ROC-AUC stat-
istic and the highest recall, suggesting that including the facial and hand key-
points detects the most SU boundaries. However, the body model makes
fewer incorrect predictions of SU boundaries and has a higher precision. Our
unit-wise metrics in Table 3.2 reinforce this observation. The full model cor-
rectly identifies 76% of the true SU boundaries within 15 frames, but the body
model has the highest precision with 71% of the predicted SU boundaries
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Prec. Recall F1
full 0.6609 0.7631 0.7083face+body 0.6840 0.7408 0.7113body+hands 0.6250 0.7492 0.6815face 0.6403 0.6909 0.6646body 0.7090 0.6866 0.6976hands 0.6147 0.7619 0.6804
Pre-processing 0.9341 0.0803 0.1478

Table 3.2: Unit-wise evaluation metrics on the test set allowing for 15frame (0.6s) shifts in SU boundaries. The full model uses face, body andhand keypoints. The pre-processing version shows an evaluation afterannotation of segments without an identified signer as not belongingto SUs
within 15 frames of a true SU boundary. Börstell et. al. [15] find that there
are more ‘syntactic boundaries’ than SUs. Perhaps our full model is good at
learning visual cues of such ‘syntactic boundaries’, which do not always cor-
respond to actual SU boundaries.

Fig. 3.4 shows an example of the predictions and true labels on a video
from the test set using the full model. Most of the true SU boundaries are
correctly detected, however there is an over-detection of SU boundaries. Fig.
3.7 shows that the predicted lengths of SUs using the full model is shorter
than the true lengths of SUs. This difference in length is less pronounced
when using the body model. Moreover, predicted SU boundaries tend to be
slightly longer than the true SU boundaries. The median difference between
predicted SU boundaries and the associated true SU boundaries within 15
frames is around 5-7 frames in all our models. The median absolute differ-
ence between predicted SU boundaries and the associated true SU bound-
aries is 7-9 frames. The problem of over-detection or under-detection of SU
boundaries and differences in lengths could be alleviated by assigning length
and regularity priors to the SUs. This is similar to applying shape priors in
image segmentation [37], [189].

Fig. 3.5 and Fig. 3.6 show examples of correct and incorrect predictions
from Fig. 3.4. The left of Fig. 3.5 shows an example of an obvious SU boundary
where the signer pauses with their hands folded. This is correctly predicted
by our model, albeit our predicted SU boundary is a little longer than the true
boundary. The right of Fig. 3.5 shows a SU boundary with more subtle visual
cues, including the head turning towards the camera and a slight deceleration
of movement. This is also correctly detected by our model, but with a slight
shift of about half of a second.

The left of Fig. 3.6 shows an SU boundary detected by our model but
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Figure 3.4: True and predicted labels for a video sequence using the full(face+body+hands) model

Figure 3.5: Correctly detected SU boundaries from Fig. 3.4

which is not a true SU boundary. However, this particular example could have
been an SU boundary, had the subtitles for this video been aligned differently.
Some of our incorrectly detected SU boundaries are thus likely to correspond
to sentence-like boundaries but which are simply not annotated as such by
the subtitler. The right of Fig. 3.6 shows a SU boundary not detected by our
model. This particular SU boundary does not have clear visual cues, and its
detection may perhaps require an understanding of the SL sequence.

Facial visual cues for semantic boundaries in SL can include blinks, eye-
brow movements, head nodding or turning the head to stare directly at the
camera. Manual cues include specific handmovements and the signer folding
their hands together at the waist level. We thus assess whether or not includ-
ing facial and hand keypoints improves SU detection. We cannot conclude
that adding the face and the hand keypoints to the body model makes a sig-
nificant improvement to SU detection. Nevertheless, the face keypoints or the
hand keypoints alonemake surprisingly accurate predictions. The facemodel
has a ROC-AUC statistic of 0.83. Subtle facial cues are likely to be picked up by
our model. Similarly, the hands alone make relatively accurate predictions.

As shown in Table 3.3, accuracy is reduced amongst test videos with more
than one signer, but the ROC-AUC statistic is still relatively high at 0.84. The
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Figure 3.6: Incorrectly detected SU boundaries from Fig. 3.4

Figure 3.7: Length of true SUs compared to predicted SUs

DTW0 DTW5 DTW10 DTW15 AUC Prec. Recall F1
full 1 signer 0.1366 0.0959 0.0776 0.0686 0.8876 0.5144 0.7456 0.6088body 1 s. 0.1204 0.0838 0.0676 0.0601 0.8854 0.5611 0.7140 0.6284
full >1 s. 0.2227 0.1824 0.1562 0.1392 0.8388 0.4878 0.7579 0.5936body >1 s. 0.1809 0.1474 0.1278 0.1156 0.8365 0.5622 0.7100 0.6275

Table 3.3: Evaluationmetrics for videoswith one signer and videoswithmultiple signers. Models and evaluation metrics are as in Table 3.1
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DTW error rate with a window length of 15 is 12%. On videos in the test set
with one signer, the ROC-AUC statistic is 0.89 and the DTW error rate with a
window length of 15 frames is only 6%. This suggests that our model is robust
to natural SL video, including examples of dialogue betweenmultiple signers.

3.6 . Conclusion

We provide baseline results for automatic segmentation of SL video into
sentence-like units. We use natural SL video and allow multiple signers and
camera angles. Our results are encouraging, given the variability of identifica-
tion of semantic boundaries in a SL discourse across different annotators and
given the fact that the SU annotations are not accurate at the frame level.

Our full model using face, body and hand keypoints has a high recall stat-
istic but findsmore SUs than necessary. We are interested to find out whether
or not these additional SU boundaries correspond to semantic boundaries in
the SL discourse that are not annotated by the subtitler. Further annotation
of our test data would be required in order to see whether or not this is the
case.

Some ways to improve our model include better controlling the final dis-
tribution of the SUs. For example, we would like to be able to set priors on
the duration of the SUs in order to control the length of segments and the
regularity of the segmentation. Identifying certain signs would also improve
detection of SUs.

Segmenting sign language into subtitle-units is a first step towards align-
ing text sentences to sign language video. Given a text segmentation (e.g.
subtitles) and an approximate alignment of text to video, we can use our SU
detection model to segment sign language video and then associate the text
segments to the nearest video segments.

Due to the relatively small number of hours in MEDIAPI-SKEL (27 hours),
we explore the problem of subtitle alignment in the context of a new data-
set, BOBSL [4], containing 1400 hours of British Sign Language video. The
subtitle alignment problem is particularly applicable to this dataset, because
the videos contain subtitles which are aligned to the audio track and not to
the signing, in contrast to MEDIAPI-SKEL. We present the BOBSL dataset in
Chapter 4, then describe a new method for subtitle alignment on BOBSL in
Chapter 5, comparing to the SU-detection baseline presented in this chapter.
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4 - BOBSL: A Large Dataset of Sign Language
Interpreted TV Shows

In this chapter, we introduce the BBC-Oxford British Sign Language
(BOBSL) dataset, a large-scale video collection of British Sign Language
(BSL). BOBSL is an extended and publicly released dataset based on the
BSL-1K dataset [2]. We describe the motivation for the dataset, together with
statistics and available annotations. Finally, we describe several strengths
and limitations of the data from the perspectives of machine learning and
linguistics, note sources of bias present in the dataset, and discuss potential
applications of BOBSL in the context of sign language technology. The
dataset is available at https://www.robots.ox.ac.uk/~vgg/data/bobsl/.

This work was conducted as part of a collaboration with researchers from
VGG, Univeristy of Oxford and from LIGM, Ecole des Ponts, Université Gustav
Eiffel. There are a number of authors responsible for various aspects of ac-
quiring, preparing, annotating and presenting the BOBSL dataset. I contrib-
uted to only some parts of the resulting publication [4]. My contributions are
in part of the pre-processing of the BOBSL dataset, where I found and correc-
ted an alignment error in the subtitles of around one quarter of the videos,
and in the parts of the article on aligning subtitles to the signing.

4.1 . Introduction

To date, a central challenge in conducting sign language technology re-
search has been a lack of large-scale public datasets for training and eval-
uating computational models [20]. The goal of the BBC-Oxford British Sign
Language (BOBSL) dataset is to provide a collection of BSL videos to support
research on tasks such as sign recognition, sign language alignment and sign
language translation.

The rest of the chapter is structured as follows: in Sec. 4.2 we provide an
overview of the BOBSL dataset; in Sec. 4.3, we describe the collection and
annotation (both automatic and manual) of the dataset, and also the evalu-
ation partitions. In Sec. 4.4 we discuss the opportunities and limitations of
the data from the perspectives of sign linguistics and downstream applica-
tions and note several sources of bias present in the data before concluding
in Sec. 4.5.

4.2 . BOBSL Dataset Overview
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In this section, we first give an overview of BOBSL content and statist-
ics (Sec. 4.2.1). Next, we compare BOBSL to existing sign language datasets
(Sec. 4.2.2), outline data usage terms (Sec. 4.2.3) and describe its relationship
to the BSL-1K dataset (Sec. 4.2.4).

4.2.1 . Dataset Content and Statistics
The data consists of BSL-interpreted BBC broadcast footage, along with

English subtitles corresponding to the audio content, as shown in Fig 4.1. The
data contains 1,962 episodes, which span a total of 426 differently named TV
shows. The term episode refers to a single video of contiguous broadcast con-
tent, whereas a show (such as “Countryfile”) refers to a collection of episodes
grouped thematically by the broadcaster, whose episodes typically share sig-
nificant overlap in subject matter, presenters, actors or storylines. The shows
can be partitioned into five genres using BBC metadata as shown in Fig. 4.2;
with themajority of shows being factual, i.e. documentaries. These can be fur-
ther divided into 22 topics, as shown in Fig. 4.3. Including horror, period and
medical dramas, history, nature and science documentaries, sitcoms, chil-
dren’s shows, and programs covering cooking, beauty, business and travel,
the BOBSL data covers a wide range of topics.

Statistics of the BOBSL data are presented in Tab. 4.1. The 1,962 episodes
have a duration of approximately 1,467 hours (i.e. 45 minutes per episode on
average, with themajority of episodes lasting approximately 30 or 60minutes,
as shown in Fig. 4.5). The videos have a resolution of 444 × 444 pixels and a
frame rate of 25 fps. There are approximately 1.2M sentences extracted from
English subtitles covering a total vocabulary size of 78K English words. BOBSL
contains a total of 39 signers (interpreters). The data is divided into train, val-
idation and test splits based on signers, to enable signer-independent evalu-
ation, i.e. there is no signer overlap between the three splits. The distribution
of programs associated to each signer, together with the split information is
illustrated in Fig. 4.4. We note that a few signers appear very frequently.

4.2.2 . Comparison to Existing Datasets
In Tab. 4.2, we present a number of existing datasets used for sign

language research – mainly for the tasks of sign recognition, sign spotting,
continuous sign language recognition, sign language translation and sign
language production. We refer to [114] for an extended list of corpora
of European sign languages, including those used for linguistic analyses.
Benchmarks have been proposed for American [7, 102, 117, 201, 58, 59], Ger-
man [195, 111], Swiss-German [63, 32], Flemish [32], Chinese [36, 93, 94, 214],
Finnish [191], Indian [172, 104], Greek [1], Turkish [146, 170], Korean [107]
and British [135, 163, 2] sign languages. These datasets can be grouped
into isolated signing (where the signer performs a single sign, usually at
a slow speed for clarity, starting from and ending in a neutral pose) and
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beautiful petals that wave about in the wind

Figure 4.1: BOBSL source data. The source data consists of British Sign Lan-guage interpreted footage of BBC broadcasts (in this example from a Garden-
ers’ World program), along with English subtitles corresponding to the audiocontent.

Figure 4.2: BOBSL division into genres. The duration of each BOBSL datasetsplit can be divided into 5 genres, with factual representing the largest pro-portion for train, validation and test splits.

co-articulated signing. Co-articulated signing, or “signs in context”, describes
signing that exhibits variation in sign form caused by immediately preceding
or following signs, or signs articulated at the same time. If we are to build
robust models which can understand sign language “in the wild”, we need to
recognise co-articulated signs.

Most datasets in Tab. 4.2 fall into one or more of the following categor-
ies: (i) They have a limited number of signers – for example, Devisign [36],
ASLLVD [7], ISL [104], GSL [1] have 8 or fewer signers. (ii) They have a limited
vocabulary of signs – for example, Purdue RVL-SLLL [201], BOSTON104 [58],
INCLUDE [172], AUTSL [170], SMILE [63] only have a few hundred signs. (iii)
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Figure 4.3: BOBSL division into topics. Each BOBSL dataset split can be di-vided into 22 topics, with science & nature representing the largest proportionfor train, validation and test splits. The figure is best seen on computer screenand in colour.

They have a large vocabulary of signs but only of isolated signs – for example
MSASL [102] and WLASL [117] have vocabularies of 1K and 2K signs, respect-
ively. (iv) They are recorded in lab settings. (v) They are limited in total dura-
tion – for example the popular PHOENIX14T [111] dataset contains only 11 hours
of content. (vi) They represent natural co-articulated signs but cover a lim-
ited domain of discourse – for example, the videos in PHOENIX14T [111] and
SWISSTXT-WEATHER [32] are only from weather broadcasts.

BOBSL is most similar in content to PHOENIX14T [111], SWISSTXT-
WEATHER [32], SWISSTXT-NEWS [32], VRT-NEWS [32] and BSL-1K [2]. These
datasets are all built from sign language interpreted TV broadcasts.
PHOENIX14T [111], SWISSTXT-WEATHER [32], SWISSTXT-NEWS [32] and
VRT-NEWS [32] all provide valuable aligned subtitle annotations, but are
comparatively small in scale (the latter three datasets also provide larger
“RAW” unaligned variants akin to BOBSL that are approximately an order of
magnitude smaller than BOBSL in duration). They are also restricted to a
single domain of discourse: weather broadcasts for PHOENIX14T [111] and
SWISSTXT-WEATHER [32]; news broadcasts for SWISSTXT-NEWS [32] and
VRT-NEWS [32]. In contrast, BOBSL covers a variety of genres (see Fig. 4.2)
and topics (see Fig. 4.3). The relationship of BOBSL to the BSL-1K dataset is
discussed in Sec. 4.2.4.

In summary, the BOBSL dataset presents several advantages: it consists of
co-articulated signs as opposed to isolated signs, representing more natural
signing (note that BOBSL nevertheless remains distinct from conversational
signing, due to its use of interpreted content). BOBSL provides the largest
source of continuous signing (1,467 hours); it covers a large domain of dis-
course; it is automatically annotated for a large vocabulary ofmore than 2,000
signs. We note that since the annotations provided on the training and valid-
ation sets are obtained through automatic methods, they may contain some
noise.
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Figure 4.4: Distribution over signers. The number of episodes associatedwith each BSL interpreter in the BOBSL dataset follows a power law distribu-tion (note the log-scale on the y-axis).
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Figure 4.5: Distribution over episode durations. The duration of episodevideos in the BOBSL dataset. The majority of episodes are either 30 minutesor 60 minutes in duration, with the longest episode lasting 120 minutes.
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Split Episodes Num. Num. Num. Sent. Text Out-of-vocab Singletons Avg. Dur. Total Dur.Signers Raw Subs. Sent. Word Count Vocab. (O-O-V) (mins) (hours)
train 1,675 28 1,108K 1,004K 9,557K 72K - 22.0K 44.3 1,236val 33 7 22K 20K 205K 14K 0.8K 6.1K 50.2 28test 254 4 192K 168K 1,593K 35K 4.8K 11.9K 48.2 204
total 1,962 39 1,322K 1,193K 11,356K 78K - 23.6K 45.1 1,467

Table 4.1: Statistics summarising the data distributed across the
splits of BOBSL.Num. Signers indicates the number of signer identitieswithin a partition, Num. Raw Subtitles denotes the number of subtitles(which do not necessarily form complete sentences) associated withthe original broadcasts, while Num. Sentences indicates the numberof English sentences that were parsed from these subtitles using theprocess described in Sec. 4.3.4. Text Vocabulary indicates the vocab-ulary across the sentences after removing punctuation, special char-acters, digits etc. Out-of-vocab denotes the number of words that arenot present in the training split, while Singletons denotes the numberof words appearing only once in the given partition. Duration indicatesthe duration of the episodes.

4.2.3 . Research Use and Potential Changes

BSL translation services are currently supplied to the BBC by Red Bee Me-
dia Ltd. They have indicated that they and their staff are happy for their foot-
age to be used for research purposes. However, if the position changes the
dataset will need to be revised accordingly. Researchers should bemindful of
this, and should be aware that the ‘Permission to Use’ form they will need to
sign obligates them to delete portions (or, indeed, the whole) of the dataset
in the future, if so instructed.

4.2.4 . Relationship to the BSL-1K Dataset

Previous work [2] introduces the BSL-1K dataset, a collection of BSL videos
that were automatically annotated with sign instances via a keyword spot-
ting method. This collection of automatic sign instances was further expan-
ded through other methods for sign localisation [135, 187]. A short test se-
quence was manually annotated for temporal sign segmentation evaluation
in [154, 155]. However, BSL-1K remained as an internal dataset. BOBSL repres-
ents a public, extended dataset based on BSL-1K using videos drawn from the
same source distributionwith no overlap between episodes to BSL-1K, but sig-
nificant overlap between signers and shows, and preserving the same signer
independent train, validation and test split identities for signers that appear
in both datasets. The BOBSL dataset is larger than BSL-1K (1,467 hours vs 1,060
hours). BOBSL has been automatically annotated with sign instance timings
using the same techniques as for BSL-1K. Through a data-sharing agreement
with the BBC, BOBSL is available for non-commercial research usage.
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Dataset lang co-articulated sign #sign annots text #words #sequences #signers source #hoursvocab (avg. per sign) vocab
Devisign [36] CSL ✗ 2,000 24K (12) - - - 8 lab 13-33CSL500 [93] CSL ✗ 500 125K (250) - - - 50 lab 69-139ASLLVD [7] ASL ✗ 2,742 9K (3) - - - 6 lab 4ASL-LEX 2.0 [165] ASL ✗ 2,723 2723 (1) - - - - lexicons, lab, web -MSASL [102] ASL ✗ 1,000 25K (25) - - - 222 lexicons, web 25WLASL [117] ASL ✗ 2,000 21K (11) - - - 119 lexicons, web 14BSLDict [135] BSL ✗ 9,283 14K (1) - - - 148 lexicons 9BosphorusSign22k [146] TSL ✗ 744 23K (30) - - - 6 lab 19AUTSL [170] TSL ✗ 226 38K (170) - - - 43 lab 21INCLUDE [172] ISL ✗ 263 4K (16) - - - 7 lab 3SMILE [63] DSGS ✗ 100 9K (90) - - - 30 lab -
S-pot [191] FinSL ✓ 1,211 6K (5) - - 4K 5 lab 9Purdue RVL-SLLL [201] ASL ✓ 104 2K (19) 130 213 - 14 lab -BOSTON104 [58] ASL ✓ 104 1K (10) - - 201 3 lab 1How2Sign [59] ASL ✓ - - 16K 598K 35K 11 lab 79CSL100 [94] CSL ✓ - - 178 175K 25K 50 lab 100CSL-Daily [214] CSL ✓ 2,000 151K (76) 2K 312K 21K 10 lab 23SIGNUM [195] DGS ✓ 450 137K (304) 1K 166K 33K 25 lab 55Phoenix14T [111, 29] DGS ✓ 1,066 76K (71) 3K 114K 8K 9 TV 11KETI [107] KSL ✓ 524 15K (28) - - - 14 lab 28ISL [104] ISL ✓ - - 10K - 9K 5 web 18GSL [1] GSL ✓ 310 41K 481 44K 10K 7 lab 10SWISSTXT-WEATHER [32] DSGS ✓ - - 1K 7K 1K - TV 1SWISSTXT-NEWS [32] DSGS ✓ - - 11K 73K 6K - TV 9SWISSTXT-RAW-WEATHER [32] DSGS ✓ - - - - - - TV 12SWISSTXT-RAW-NEWS [32] DSGS ✓ - - - - - - TV 76VRT-NEWS [32] VGT ✓ - - 7K 80K 7K - TV 9VRT-RAW [32] VGT ✓ - - - - - - TV 100MEDIAPI-SKEL [24] LSF ✓ - - 17K 220K 20K >100 TV 27Dicta-Sign-LSF-v2 [9] LSF ✓ 2,551 35K (14) - - - 16 lab 11BSL Corpus [163] BSL ✓ 5K 72K (14) - - - 249 lab 125BSL-1K [2] BSL ✓ 1,064† 273K† (257) 59K 9M 1M 40 TV 1,060
BOBSL BSL ✓ 2,281† 452K† (198) 78K 11.4M 1.2M 39 TV 1,467

Table 4.2: Summary statistics of sign language datasets. Language,co-articulated vs. isolated signing, sign vocabulary size, total num-ber of sign annotations, corresponding spoken language vocabulary (ifprovided by dataset), total number of spoken language words, numberof sequences, number of signers, source of data and duration in hoursfor each dataset. †Denotes the statistics of the subset of annotationsused for sign language recognition experiments on these datasets, butin practice larger vocabularies are annotated for details of annotationson BOBSL).

4.3 . BOBSL Dataset Construction

In this section, we describe the construction of the BOBSL dataset. We
first describe the raw source data and the pre-processing pipeline employed
to prepare the data for sign language research (Sec. 4.3.1). Next, we describe
how the data was divided into train, validation and test splits (Sec. 4.3.2) and
the automatic methods used to annotate this data with sign instance tim-
ings (Sec. 4.3.3). We detail the manual annotation processes in (Sec. 4.3.5)
together with details on subtitle sentence extraction (Sec. 4.3.4). Finally, we
describe the BOBSL partitions for translation and alignment tasks (Sec. 4.3.6).
Dataset genesis. This dataset has been created in partnership with the
British Broadcasting Corporation (BBC), the UK’s largest public service
broadcaster. The UK broadcast regulator has set a threshold for the amount
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of accessible content broadcasters must supply. As a result, the BBC
produces subtitles for 100% of its TV output, audio description for more than
20% of its output and BSL translations for more than 5% of its output. Due
to the size of its weekly broadcast output and its long-term retention of this
metadata it has a comparatively large datastore of useful data for partner
universities to work with.

The sort of data release represented by BOBSL is a core part of BBC R&D’s
remit as mandated by the UK Parliament.1 As a result the BBC is keen to sup-
port research into accessibility services by supplying data to partner universit-
ies and administering non-commercial testing and training data to the wider
academic community.

4.3.1 . Source Data and Pre-Processing
Source data. An initial collection of TV episodes were provided by the BBC.
These were broadcast between 2007 and 2020 and vary from a fewminutes to
120minutes in duration (see Fig. 4.5 for the distribution of episode durations).
Each episode is accompanied by a corresponding set of written English sub-
titles, derived from the audio track of the show. The programs span a wide
range of topics (history, drama, science etc.)—a detailed summary of the con-
tent included is provided in Sec. 4.2.1. Themajority of these shows are accom-
panied by a BSL interpreter, overlaid on the bottom right hand corner of the
screen in a fixed location. Note that sign interpreters produce a interpretation
of the speech that appears in the subtitles, as opposed to a transcription.2 This
means that words in the subtitles may not correspond directly to individual
signs produced by the interpreters, and vice versa. The videos have a height
of 576x pixels, a display aspect ratio of 16:9 and a frame rate of 25 fps.
Filtering and pre-processing. First, TV programs that were known to not
contain a BSL interpreter in a fixed region of the screen were removed from
the collection. A small number of videos that exhibited significant data cor-
ruptions were also removed.
Video pre-processing. Each video is cropped to include only the bottom-right
444× 444 pixel region containing the BSL interpreter (see Fig. 4.6). The auto-
matic face detection and tracking pipeline provided by the authors of [44]
was used to detect and track faces, with the goal of blurring those appearing
in the content behind the intepreter. There are 224,957 blurred face tracks
over 170 hours of video. Some examples are shown in Fig. 4.7. The pipeline

1The 2016 Agreement with the Department for Media, Culture and Sport man-dates the BBC to “ensure it conducts research and development activities geared to...maintain[ing] the BBC’s leading role in research and development in broadcasting...in co-operation with suitable partners, such as university departments ...” (Section65 of http://downloads.bbc.co.uk/bbctrust/assets/files/pdf/about/how_we_
govern/2016/agreement.pdf).2There may also be discrepancies between the audio and the subtitle text.
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performs well for clearly visible background faces, but there are likely to be a
small number of background faces that are not blurred.
Subtitle pre-processing. After manual inspection, we observed that approxim-
ately one quarter of the subtitle files exhibited discrepancies in time align-
ment between the audio track and the subtitle timestamps. To address these
cases, we applied standard methods of forced alignment using an acoustic
model.3

After pre-processing the videos and subtitles, the audio track of each video
was removed. The final result of these filtering and pre-processing steps was
a collection of 1,962 videos containing BSL interpreters with corresponding
audio-aligned written English subtitles that form the public dataset release.

Figure 4.6: Pre-processing. Raw broadcast footage is pre-processed by ex-tracting a 444× 444 pixel square crop from the bottom right-hand corner re-gion occupied by the BSL interpreter in each video (illustrated by the orangedashed box).

4.3.2 . Dataset Splits
To support the development of signer-independent systems (in which

models are evaluated on signers not seen during training), the dataset is
divided into train, validation, test splits according to the estimated identity of
the BSL interpreters.

Signers are assigned to separate splits, to produce the dataset statistics
given in Tab. 4.1. The distribution of episodes associated to each signer, to-
gether with the split information is illustrated in Fig. 4.4.

3https://www.readbeyond.it/aeneas/, https://subsync.online/
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Figure 4.7: Background face blurring. Faces appearing behind the inter-preter are automatically tracked and blurred for anonymisation purposes.

4.3.3 . Automatic Annotation via Sign Spotting and Localisation
Methods

Due to the large scale of the BOBSL dataset, exhaustive manual
annotation of individual signs would be prohibitively expensive. Automatic
annotation techniques for sign instance localisation are used, making use
of the information within weakly-aligned subtitles. In particular: (1) the
mouthing keyword spotting approach from [2], (2) the dictionary spotting
approach from [135], and (3) the attention spotting approach from [187] to
annotate the data. We give a brief summary of each method here and refer
the reader to the original papers for further details. Fig. 4.8 provides sample
annotations from each method on a sample training video.
(1) Keyword spotting with mouthings. A sign may consist of not just move-
ments of the hands, but also headmovements, facial expressions andmouth-
ings [180]. Mouthings have multiple roles: they can be used to specify the
meaning of a sign in the case of polysemy and to disambiguate manual hom-
onyms [203]. Mouthings appear frequently in BSL - accompanying over 2/3 of
signs in one study [179]. From an annotation perspective, mouthings provide
a cue for sign spotting, the task of localising a given sign in a signing sequence.

The method proposed in [2] is used to spot signs, by searching for mouth-
ings corresponding to subtitle words. A keyword spotting model is used to
find whether and when amouthing occurs within a 10s window of the weakly-
aligned subtitle. The model outputs a confidence score associated to each
frame, and all localisations above 0.5 threshold are considered automatic
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Subtitles

Sign spottings

elephant really curious

Frames

The elephants are really curious and not really afraid of humans.

Time

Figure 4.8: BOBSL sample with automatic sign annotations. A sampletraining video, together with the corresponding English language subtitle, andautomatic annotations generated through three sign spotting techniques (M:mouthing, D: dictionary, A: attention, described in Sec. 4.3.3).

mouthing annotations (after a non-maximum suppression stage as in [2]).
Fig. 4.14 provides statistics for the amount of annotations on the training set.

To derive the list of candidate keywords for spotting, text normalisation is
applied to the subtitles using the method of [73]. This normalisation converts
dates and numbers to their written form, e.g. 13 becomes “thirteen”. The list
of keywords is further filtered to words that appear in the CMU phonetic dic-
tionary [171] with at least four phonemes. This filtering results in a final list of
43K search keywords.

The keyword spotting model used is an improved variant of the model
of Stafylakis et al. [173] from [134] (described in their paper as “P2G [173]
baseline”). The model is trained on “talking heads” datasets (LRW [45]
and LRS2 [46]) of BBC TV broadcasts. While the model has never been
trained on signers, it generalizes well to a large set of signer mouthings.
As observed in [2], the peak in the posterior probability assigned to the
presence of a keyword typically corresponds to (approximately) the end of
the mouthing/sign. Qualitative examples of automatically retrieved signs
through this method are shown in Fig. 4.9.
(2) Sign spotting with dictionaries. Following the method proposed in [135],
given a video of an isolated sign from a dictionary, signs are located in con-
tinuous, co-articulated sign language video. A joint embedding space is used
tomeasure similarity between isolated dictionary videos and continuous sign-
ing. This method leverages the weakly-aligned sentences by querying words
in the sentence within a ±4sec padded neighbourhood around the subtitle
timestamps. In particular, words and phrases from the BSLDict [135] vocabu-
lary are queried. In order to determine whether a query from the dictionary
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Magic

Special

Quality

Wonderful

Figure 4.9: BOBSL automatic sign annotations through mouthings. Ex-amples of automatically retrieved instances of four different signs on eachrow (magic, special, quality, wonderful) obtained through the pipeline ofkeyword spotting with mouthings.

66



Dictionary queries

Continuous input

Keyword: apple

Max similarity: 0.82

Time (#frames)

Si
m

ila
rit

y

Figure 4.10: BOBSL automatic sign annotations through dictionaries. Thelocalisation procedure for comparing dictionary samples for a given keywordwith a continuous signing.

occurs in the sentence, the sentence is represented in its original and lem-
matised forms and the query in its original and text-normalised forms. If a
match is found, the dictionary videos corresponding to the word/phrase are
queried.

In order to obtain the embedding space, a slightly different training pro-
cedure as [135] is used for simplicity (see [4] for details). An I3D classifica-
tion model is trained jointly on continuous annotations and BSLDict samples,
using the mouthing (threshold=0.8) and dictionary (threshold=0.8) spottings
from BSL-1K, as well as BSLDict videos filtered to the 1K vocabulary of [2].

A single embedding for the dictionary sample is obtained by averaging fea-
tures computed with multiple frame rates as in [135]. A sequence of embed-
dings for the BOBSL search window is obtained by applying a sliding window
with a stride of 4 frames. After computing the similarity between the con-
tinuous signing search window and each of the dictionary variants for a given
word/phrase, the best match is determined to be the match with the highest
similarity score. All localisations with a similarity above a 0.7 threshold are
considered automatic dictionary annotations. Fig. 4.14 provides statistics for
the number of annotations on the training set. Fig. 4.10 contains an illustration
of the similarity plots across variants.
(3) Sign localisationwith Transformer attention. In contrast to the two pre-
vious automatic annotation methods, the approach [187] of localising signs
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differs considerably in that it is context-aware. A Transformer model [188] is
trained to predict, given an input stream of continuous signing, the sequence
of corresponding written tokens. By using the trained attention mechanism
of the Transformer to align written English tokens to signs, signs can be local-
ised. More specifically, once themodel is trained, new sign instances are local-
ised for tokens that have been correctly predicted by determining the index at
which the corresponding encoder-decoder attention is maximised. Even low
values for the maximum attention score provide good localisations; there-
fore, thus no threshold is applied for attention spottings. Fig. 4.14 provides
statistics for the amount of annotations on the training set.

In practice, the Transformer is trained on a subset of video-text pairs
which contain at least one sign automatic annotation (from the two
previously described methods) within the sentence timestamps, in order to
ensure there is an approximate alignment between the source signing video
and target written token sequence. The encoder input video is represented
by a 1024-dimensional feature sequence, extracted from an I3D model
provided by [187] which is trained on sign classification with BSLK-1K [2] for
a 5K vocabulary of signs (obtained from mouthing and dictionary spottings)
applied with a sliding window of stride 4. For building the target written
sequences, (1) words in every sentence are lemmatised, assuming inflected
versions of the same word map to the same sign, (2) the vocabulary is
filtered to 18K lemmas obtained by combining the automatic annotations
from mouthing (threshold=0.7) and dictionary (threshold=0.8) spottings, and
(3) stop words are removed.

Recent work has also demonstrated the effectiveness of the Transformer
for sign spotting with dictionaries [95]—we defer an investigation of this ap-
proach to future work.

4.3.4 . Sentence Extraction
The subtitles associated with the BOBSL episodes are approximately

aligned to the audio track of the corresponding content but do not necessarily
fall into well-formed sentences. To support research into tasks such as sign
language translation (which often operates at the sentence-level [29, 32])
well-formed sentences are extracted from the subtitles. This is done
semi-automatically by splitting subtitles on sentence boundary punctuation
and employing a combination of heuristics and manual inspection to
resolve ambiguous cases. To preserve an approximate time alignment
between the sentences and the signing, when multiple sentences fall within
a single subtitle, each sentence is assigned a duration in proportion to its
written length (in characters) as a fraction of the original subtitle. Finally,
sentences that correspond to descriptions of background music lyrics (these
are typically unsigned) and sentences that are known to fall outside the
feasible signing period (e.g. those that occur after the show credits) are
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Figure 4.11: The distribution of lengths for the original and sentence-
aligned subtitles. In contrast to the broadcast subtitles which possess a rel-atively small variance in length, the sentence-based subtitles exhibit a broadervariance, with a greater number of very short (just a few words) and very long(more than 30 words) sequences.

removed. The result of this sentence extraction process is a collection of
“sentence-based” subtitles (in which each subtitle corresponds to a single
sentence), summarised in Tab. 4.1. In comparison to the original subtitles
(which are relatively uniform in duration) the distribution of sentence lengths
exhibits broader variance (this effect is visualised in Fig. 4.11). Note that since
the sentence extraction process makes use of punctuation in the subtitles,
some long subtitles may be due to missing punctuation: a manual inspection
of random samples determined that this occurs relatively rarely.

4.3.5 . Manual Annotation
Sign verification. Deaf annotators proficient in BSL used a variant of the VIA
tool that was adapted for whole-sign verification [61] (see Fig. 4.12), similarly to
the process used by [2]. To enable efficient collection, labels were collected for
temporal proposals for signs in the test split by verifying/discarding automatic
spottings that were assigned high confidence scores by the automatic sign
spotting techniques (above 0.9 confidence for mouthing annotations, above
0.8 for the dictionary annotations). When viewing a temporal proposal, the
video could be played at different speeds (and replayed if needed). For each
proposed spotting location, the annotator is able to indicate: (i) whether the
sign is correct, incorrect, or that they are unsure, (ii) whether fingerspelling
(using the manual alphabet to spell English words) was used, (iii) further com-
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Figure 4.12: Manual annotations. A screenshot of the VIA Whole-Sign Verific-ation Tool. Given proposed temporal windows from the automatic sign spot-tingmethods described in Sec. 4.3, annotators canmark the proposals as cor-rect, incorrect or unsure, and provide additional metadata (see Sec. 4.3.5 fordetails).

ments, including the meaning of the sign (if the proposedmeaning was incor-
rect), and any other observations.

For quality control, a small random sample of the annotations were fur-
ther verified by a deaf native signer of BSL. Of themouthing spottings within a
2,281 vocabulary with a confidence of at least 0.9 that were annotated, 63.6%
were marked correct, yielding 9,263 verified signs spanning 1,653 classes. The
latter figure includes predictions that were corrected by annotators, as well
as a small number of verified low confidence signs that were annotated dur-
ing early development. Of the dictionary spottings within the 2,281 vocabulary
with a confidence of at least 0.8 that were annotated, 75.8%weremarked cor-
rect, yielding 15,782 verified signs (spanning 765 classes) after including cor-
rections. These verification statistics also exclude a small number signs that
were tagged by annotators as “inappropriate” in modern BSL signing.
Sentence alignment. To support research into the tasks of sign language
alignment and translation, the sentences for a subset of the episodes are
manually aligned with the signing content (they are initially coarsely aligned
with the audio content). The audio-aligned sentences differ from the signing-
aligned subtitles in both start time and duration, as shown in Fig. 4.15. To
perform the alignment, an adapted version of the VIA tool is used, shown in
Fig. 4.13. The annotator is presented with a list of sentences for which they
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Figure 4.13: Sentence alignment tool. A screenshot of the VIA sentence align-ment tool [61]. The annotator uses a “draggable” visualisation of the temporalextent of the sentences at the bottom of the screen to perform alignment,with the ability to pause and replay segments.

are able to adjust timings by clicking and dragging elements on a webpage
(this methodology is similar to the alignment tool described in the concurrent
approach of [32]). These sentence-level alignment annotations are available.

4.3.6 . BOBSL Partitions for Sentence Alignment and Translation
Evaluations

In order to develop methods for sign language sentence alignment and
translation, we need aligned continuous signing segments and correspond-
ing English sentences. We propose to make use of two levels of alignment: (i)
audio-aligned video-sentence alignments that have been filtered using auto-
matic spotting annotations to select sentences that are likely to be reasonably
well aligned to the signing (these are available in large numbers); (ii) manual
video-sentence alignments (these are available in smaller numbers).
Spotting-filtered signing video-sentence alignments. These correspond
to video segments for which an automatic sign instance annotation falls
within the corresponding sentence timestamps (we restrict ourselves to
annotations obtained from mouthings and dictionaries with confidence over
0.8 and use all annotations obtained through attention) and the word match-
ing the sign occurs in the sentence. This indicates a probable approximate
alignment between the signing video and corresponding sentence. For the
sentence timestamps, we use the audio-aligned timestamps shifted by +2.7
seconds – this is the average shift calculated between audio-aligned and
signing-aligned sentences in our manual training set (Sent-TrainH) describednext. We define these splits as Sent-TrainSF, Sent-ValSF, Sent-TestSF. These
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Mouthing Dictionary Attention

Figure 4.14: Automatic training set of sign instances. There are severalmillion automatic annotations through sign spotting, with varying levels ofnoise. Different subsets of the training set obtained from mouthing (M), dic-tionary (D) and attention (A) spottings are shownaccording to their confidencescores. Note that the range of scores for each annotation type is different;minimal thresholds of 0.5, 0.7, 0.0 are necessary for M, D, A, respectively.

spotting-filtered alignments enable large-scale training over multiple domains
of discourse.
Manual signing video-sentence alignments. These manual sentence-level
alignments are obtained through the process described in Sec. 4.3.5, with stat-
istics shown in Tab. 4.3. There is a total of 32Kmanually aligned sentences for
a total duration of 46 hours. The training set episodes are chosen to max-
imise the number of signers. Given access only to the manual training set,
the number of out-of-vocabulary (OOV) words is 1,127 words for the valida-
tion set and 8,030 words for the test set. The distribution of show topics for
the different splits is shown in Fig. 4.16, with science & nature representing the
largest proportion for all dataset splits (see Fig. 4.3). We define these splits as
Sent-TrainH, Sent-ValH, Sent-Test.

4.4 . Opportunities and Limitations of the Data

In this section we discuss some of the opportunities and limitations of the
data from several perspectives: sign linguistics (Sec. 4.4.1), annotator obser-
vations (Sec. 4.4.2) and dataset bias (Sec. 4.4.3).

4.4.1 . A Sign Linguistics Perspective
The availability of this dataset represents a positive advance for

enabling studies from a linguistics perspective. One challenge with existing
technologically-focused research on sign languages is that it has made use of
small databases, with few signers, limited content and limited naturalness.
The present dataset is large-scale, with a broad range of content, and
produced by signers of recognised high levels of proficiency. Nevertheless,
there are limitations that should be recognised. First among these is that
although this is a relatively large dataset, it includes only 39 signers, all
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Figure 4.15: Audio-aligned versus signing-aligned subtitles. We plot thedistribution of temporal shifts between the signing-aligned and audio-alignedsubtitles for Sent-TrainH by showing the differences in subtitle (a) start timesand (b) duration.

Figure 4.16: Manual signing video-sentence alignment data divided into
topics. While science & nature represent the largest proportion of the valida-tion and test set, the training set covers a broader range of themes.

using the same formal linguistic register, and—because the signing is in
the context of broadcast television—little of the well-documented regional
lexical variation in BSL [174] is apparent. Secondly, all of the material is
translated from English. There is research evidence of systematic differences
between interpreted and non-interpreted language [51]. with evidence that
differences in forms of language are reduced in interpreted texts. Finally, as
an additional observation, we note that there is some evidence of differences
between the output of hearing and deaf interpreters [176], which may
manifest in the BOBSL data.

4.4.2 . Observations from the Annotation Process
During the process of constructing the dataset, several observations arose

from the annotation process that provide useful additional context for work-
ing with BOBSL. First, it was highlighted that it is frequently the case that not

73



Split Episodes Signers Sentences Vocab. O-O-V Singletons Duration(hours)
Sent-TrainH 16 16 9,168 8,906 - 4,371 13Sent-ValH 4 3 1,973 3,528 1,127 1,837 3
Sent-TrainSF 1673 28 294,944 8,954 - 23 1,236Sent-ValSF 33 4 7,594 6,318 0 337 28
Sent-Test† 36 3 20,870 13,641 (H: 8,030, SF: 6,490)∗ 5,604 31
Table 4.3: Aligned sentence-level subtitles. Statistics summarisingthe BOBSL data for which manually aligned sentence-level subtitles(indicated with an H subscript) and automatically “spotting-filtered”sentence-level subtitles (indicated with an SF subscript) are available.See Sec. 4.3.5 for a description of the annotation process and Sec. 4.3.6for details on how these splits were constructed. †Note that Sent-Testconsists of human-aligned sentences. ∗Out-of-vocabulary (O-O-V) stat-istics reported w.r.t Sent-TrainH and Sent-TrainSF.

all words present in the subtitles are captured by the signing of the BSL in-
terpreter. Instances when this occurs are tagged and provided as part of the
manually aligned sentence annotations to support further analysis. Second,
it was noted that a small number of signs are used that would no longer be
considered appropriate in modern BSL. These signs have been identified in
the manually verified spottings of the test set, and are excluded from evalu-
ation. However, we note that there are likely to be other occurrences of such
signs in the rest of the data. We highlight this property to researchers working
with the dataset, with particular relevance for research that uses the data to
train sign language production models.

4.4.3 . Data Bias
While there are several promising research opportunities associated with

BOBSL, it is important to also recognise the limitations of the dataset. Here
we note factors that may have implications for the generalisation of models
trained on this data. First, the data was gathered from TV broadcast footage:
consequently, the content of the signing reflects the content of TV shows,
rather than spontaneous, conversational signing. A second consequence is
that the distribution of interpreters follows that of the original broadcasts,
in which not all demographics are equally represented. A third consequence
of using broadcast interpretations is that the interpreters may choose not to
convey information from the audio stream that they consider to be redund-
ant to the visual stream of the footage. Additional potential sources of bias
stem from our use of automatic annotation: (1) First, the distribution of signs
that were annotated by spottingmouthings skew towards signs that aremore
commonly associated with mouthing patterns, as well as towards interpret-
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ers who sign with more pronounced spoken components. (2) Second, by con-
structing benchmark test sets for sign classification through human verifica-
tion of automatic sign proposals, the distribution of test set signs will exhibit
higher similarity to the training set distribution than would be expected if the
test set was annotatedwithout automatic proposals. There is a trade-off here:
our semi-automatic “propose and verify” pipeline has the benefit of signific-
antly enhanced annotator efficiency (enabling the creation ofmuch larger and
more comprehensive test sets than would otherwise be possible). However,
as a consequence of the bias introduced by the propose and verify pipeline, re-
searchers and practitioners should note the gap that remains between evalu-
ation performance on the BOBSL test sets and expected performance on real
world signing. Noting these important caveats, we nevertheless hope that
BOBSL forms a useful, large-scale benchmark to spur progress within the re-
search community.

4.5 . Conclusion

We introduced BOBSL, a large-scale dataset of British Sign Language. We
hope that this dataset will provide a useful resource for researchers in the
computer vision, natural language processing and sign linguistics communit-
ies. BOBSL contains around 1400 hours of BSL with written English subtitles.
There are around 55 hours of video for which the written English subtitles
have beenmanually aligned to the signing (13 hours in the training set). These
manually aligned subtitles can be used as strong supervision for the task of
automatically aligning subtitles to sign language video. The remaining sub-
titles are aligned to the audio, and can be used as weak supervision for this
task. There are automatic annotations using mouthing, dictionary and atten-
tion spotting methods. These annotations are sparse, and there are many
words present in the subtitle text and present in the videos in the form of
lexical signs. In order to fully annotate the lexical signs in BOBSL, we need to
significantly increase the yield of automatic annotations.

In the following two chapters, we use BOBSL to train models to align sub-
titles to sign language video (Chapter 5), and to densely annotate lexical signs
(Chapter 6).
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5 - Aligning Subtitles to Signing in Interpreted
TV Data

This chapter extends upon the segmentation method proposed in
Chapter 3, where we segment sign language video into subtitle units using
prosodic cues. In this chapter, we train a model to jointly segment and
align subtitle units to subtitle texts using both prosodic and semantic cues.
We train and evaluate our model on three British Sign Language datasets,
BSL-1K [2], BSL Corpus [164] and BOBSL, presented in Chapter 4.

Our goal is to temporally align asynchronous subtitles in sign language
videos. In particular, we focus on sign-language interpreted TV broadcast data
comprising (i) a video of continuous signing, and (ii) subtitles corresponding
to the audio content. We propose a Transformer architecture tailored for this
task, which we train on manually annotated alignments. We use BERT sub-
title embeddings and CNN video representations learned for sign recognition
to encode the two signals, which interact through a series of attention layers.
Ourmodel outputs frame-level predictions, i.e., for each video frame, whether
it belongs to the queried subtitle or not. Through extensive evaluations, we
show substantial improvements over existing alignment baselines that do
not make use of subtitle text embeddings for learning, such as in Chapter 3.
Our automatic alignmentmodel opens up possibilities for advancingmachine
translation of sign languages via providing continuously synchronized video-
text data.

The resulting publication of this chapter [26] is the result of a collaboration
between researchers at VGG, University of Oxford and LIGM, Ecole des Ponts,
Université Gustav Eiffel. In particular, Triantafyllos Afouras and myself con-
tributed equally to setting up and running all the experiments in this chapter.
The writing was shared amongst all co-authors. The ideas come from many
discussions between all of the co-authors.

5.1 . Introduction

Our goal in this chapter is to temporally localise subtitles in continuous
signing video. Automatic alignment of subtitle text to signing content has
great potential for a wide range of applications including assistive tools for
education and translation, indexing of sign language video corpora, efficient
subtitling technology for signing vloggers1, and automatic construction

1Unlike spoken vlogs that benefit from automatic closed captioning on sites suchas YouTube, signing vlog creators who wish to provide written subtitles must bothtranslate and align their subtitles manually.
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Figure 5.1: Subtitle alignment: We study the task of aligning subtitles to con-tinuous signing in sign language interpreted TV broadcast data. The subtitlesin such settings usually correspond to and are aligned with the audio content(top: audio subtitles, Saudio) but are unaligned with the accompanying sign-ing (bottom: Ground Truth annotation of the signing corresponding to thesubtitle, Sgt). This is a very challenging task as (i) the order of subtitles variesbetween spoken and sign languages, (ii) the duration of a subtitle differs con-siderably between signing and speech, and (iii) the signing corresponds to a
translation of the speech as opposed to a transcription.

of large-scale sign language datasets that support computer vision and
linguistic research.

Despite recent advances in computer vision, machine translation between
continuous signing and written language remains largely unsolved [20]. Re-
centworks [29, 31] have shownpromising translation results, but to date these
have been achieved only in constrained settings where continuous signing is
manually pre-segmented into clips, with each clip associated to a written sen-
tence from a limited vocabulary. Two key bottlenecks for scaling up translation
to continuous signing depicting unconstrained vocabularies are (i) the seg-
mentation of signing into sentence-like units, and (ii) the availability of large-
scale sign language training data.

Manual alignment of subtitles to sign language video is tedious – an ex-
pert fluent in sign language takes approximately 10-15 hours to align subtitles
to 1 hour of continuous sign language video. In this work, we focus on the
task of aligning a particular known subtitle within a given temporal signing
window. We explore this task in the context of sign language interpreted TV
broadcast footage – a readily available and large-scale source of data – where
the subtitles are synchronised with the audio, but the corresponding sign lan-
guage translations are largely unaligned due to differences between spoken
and sign languages as well as lags from the live interpretation.

Subtitle alignment to continuous signing remains a very challenging task.
First, sign languages have grammatical structures that vary considerably from
those of spoken languages [180], and as a result the ordering of words within
a subtitle as well as the subtitles themselves is often not maintained in the
signing (see Fig. 6.2). Second, the duration of a subtitle varies considerably
between signing and speech due to differences in speed and grammar. Third,
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the signing corresponds to an interpretation of the speech that appears in the
subtitles as opposed to a transcription: there is no direct one-to-onemapping
between audio/subtitle words and signs produced by interpreters, and entire
parts may not be signed.2

Previous work exploiting such weakly-aligned data has mainly focused on
finding sparse correspondences between keywords in the subtitle and indi-
vidual signs [2, 135, 187], as opposed to localising the start and end times of a
complete subtitle text in continuous signing. Though, as we show, localising
isolated signs identified by keyword spotting nevertheless forms a useful pre-
training task for full subtitle alignment. In Chapter 3, we consider the task
of segmenting a continuous signing video into subtitle units purely based on
body keypoints. In fact, similarly to speech which can be segmented based on
prosodic cues such as pauses, sign sentence boundaries can to an extent be
detected through visual cues such as lowering the hands, head movement,
pauses, and facial expressions [71]. However, as shown in our evaluations
in Sec. 5.4, such approaches based on prosody-only perform poorly in our
setting, where subtitles do not necessarily correspond to complete sign sen-
tences with clear visual boundaries.

In this chapter, we instead propose to use the subtitle text as an additional
signal for better alignment. We make the following three contributions: (1) we
show that encoding the subtitle text as input to the alignment model signi-
ficantly improves the temporal localisation quality as opposed to only relying
on visual cues to segment continuous sign language videos into subtitle units;
(2) we design a novel formulation for the subtitle alignment task based on
Transformers; and (3) we present a comprehensive study ablating our design
choices and provide promising results for this new task when evaluating on
unseen signers and content.

Sec. 5.2 details related work, Sec. 5.3 describes our method, Sec. 5.4
presents our experimental results and before concluding in Sec. 5.5.

5.2 . Related Work

Here, we review relevant works on temporal localisation at the levels of in-
dividual signs and sequences, in addition tomore general temporal alignment
methods from the literature.
Temporal localisation of individual signs. A rich body of work has con-
sidered the task of localising sparse sign instances in continuous signing, of-
ten referred to as “sign spotting”. Early efforts using signing gloves [122] were
followed bymethods employing hand-crafted visual features to represent the
hands, face andmotion that were integrated with CRFs [208, 207], HMMs [161]

2Note that there may also be discrepancies between the audio and the writtensubtitle transcription.
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Figure 5.2: SAT model overview: We input to our model (i) token embed-dings of the subtitle text we wish to align, (ii) a sequence of video featuresextracted from a continuous sign language video segment and (iii) the shiftedtemporal boundaries of the audio-aligned subtitle, Sprior. Using these inputs,the model outputs a vector of values between 0 and 1 of length T . Its first andlast values above a threshold τ delimit the predicted temporal boundaries forthe query subtitle. The location of the subtitle with respect to the window isrepresented in dashed yellow.

and HSP Trees [145]. Several studies have sought to employ subtitles as weak
supervision for learning to localise and classify signs, using apriori mining [48]
and multiple-instance learning [22, 23, 150]. More recent work has leveraged
cues such as mouthings [2] and visual dictionaries [135] and by making use of
deep neural network features with sliding window classifiers [119] and atten-
tion learned via a proxy translation task [187]. In deviation from these works,
our objective is to localise complete subtitle units, rather than individual signs.
Temporal localisation of sign sequences. The alignment of subtitles to con-
tinuous signing was considered in creative early work by combining cues from
multiple sparse correspondences [67], but under the assumption that order-
ing of words in subtitles are preserved in the signing (which does not hold
in our problem setting). Other sequence-level sign language temporal local-
isation tasks that have received attention in the literature include category-
agnostic sign segmentation [66, 155], active signer detection [42, 14, 138, 168]
and diarisation [79, 78, 3]—each considers a temporal granularity that differs
from subtitle units. In Chapter 3, we employ a keypoint-based model to seg-
ment continuous signing into sentence-like units without knowledge of the
written subtitles during inference. Our approach relaxes this assumption and
considers instead the practical scenario in which we assume access to the
written subtitle to be aligned. We compare our approach with our approach
in Chapter 3 in Sec. 5.4.

Continuous sign language recognition. Hybrid models coupling CNNs with
HMMs [112, 113], attention mechanisms [94] and CTC losses [28, 41] have been
studied for continuous sign language recognition, with recent extensions to
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sequence-to-sequence models [29] and Transformers [31, 118] to tackle the
task of sign language translation. These models produce either implicit or
explicit alignments over a signing sequence corresponding to a sentence.
However, these approaches have only been demonstrated to work on
pre-segmented sentences of signing [29].
Aligning bodies of text to video. The Dynamic Time Warping (DTW)
algorithm [142] has been applied to the problem of aligning sequences
of movies to transcripts [65, 160] and plots synopses [183] using cues
such as character recognition and subtitle content. It has also been
successfully applied to the problem of aligning generic text descriptions
against untrimmed video [13]. While effective, these methods require the
preservation of sequence ordering across modalities, which does not hold in
our problem setting. We nevertheless show in Sec. 5.3 how DTW can be used
as a secondary stage of processing that resolves conflicting local alignments
on the re-ordered subtitle prediction timings via a global objective. The
fixed ordering assumption is relaxed by the work of [184], which aligns book
chapters to video scenes. Their approach, however, which works through
matching sparse character identifications against specific shots, is not
applicable in our setting where shot boundaries do not provide a natural
segmentation of the signing content.
Natural language grounding in videos. Our work is also related to
the task of natural language grounding, which aims to locate a temporal
segment within an untrimmed video sequence corresponding to a given
natural language query. Existing methods have considered two-stage
propose and rank approaches [88, 77, 124, 204], iterative grounding agents
trained with reinforcement learning [87, 199] and single-stage regression
models [211, 80, 40, 212]. Our proposed subtitle alignment task differs from
natural language grounding in three ways: (i) The signing content is more
fine-grained—the visual appearance of a signing sequence remains very
similar across frames, necessitating nuanced recognition of body dynamics;
(ii) Differently from language grounding, each subtitle to be aligned comes
with its own reference location, providing an instance-specific prior over
the start time and duration. As we show in Sec. 5.4, our effective use of
this reference is important to achieving good performance, and our model
is specifically designed to take advantage of this cue; (iii) Subtitles occupy
mutually exclusive temporal regions, a property that we further exploit to
improve alignment quality, but that does not hold in general for natural
language grounding.

5.3 . Method
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In this section, we describe our Transformer-based subtitle alignment
model operating on a single subtitle and a short video segment (Sec. 5.3.1),
our pretraining on sparse sign spottings (Sec. 5.3.2), and our final step that
globally adjusts multiple subtitles in a long video using DTW (Sec. 5.3.3).
Problem formulation. As inputs to the model, we provide (i) token embed-
dings of the subtitle text we wish to align to signing, (ii) a sequence of video
features extracted from a continuous sign language video segment, as well
as (iii) prior estimates of the temporal boundaries for the given query, which
we refer to as Sprior. The latter is provided as an approximate location and
duration cue of the signing-aligned subtitle. Using these inputs, we predict a
binary vector of the same length as the video features, where a consecutive
sequence of 1s denotes the temporal location of the subtitle.

5.3.1 . Subtitle Aligner Transformer
The core of our model is a Transformer [188], as shown in Fig. 5.2, which

we refer to as Subtitle Aligner Transformer (SAT). In contrast to the common
approach of feeding video frames as input to the encoder [54, 34], we input
the video frames to the decoder side in order for the model to learn the asso-
ciation between the frame-level features and the output vector of the same
duration. We first describe the structure of the Transformer, and then the
text and video feature extraction.
Encoder. The input to the encoder is a sequence of text embeddings corres-
ponding to the subtitle we wish to align. Positional encodings are not used on
the encoder side of the Transformer since the text embeddings (see below)
already contain positional information. The encoder is a stack of Transformer
layers, each containing amulti-head attentionmechanism followed by a feed-
forward network and embedding dimensionalities of size dmodel.
Decoder. The decoder is a stack of Transformer layers that attend on the en-
coded sequence.3 The input to the decoder consists of a sequence of video
features encoding the visual signing information from the video, as well as
a binary vector representing a prior estimate of the location of the signing-
aligned subtitle (Sprior). Positional encodings are added to the decoder inputin order for the model to exploit the temporal ordering of the signing. The
final layer of the model is a linear layer with a sigmoid activation which out-
puts T predictions in the range [0, 1] one for each video frame. Values of this
output vector, Spred, that are above a threshold τ correspond to the predicted
temporal location of the queried subtitle text.
Text features. Each subtitle is encoded using a BERT [56] model, pretrained
on a large text corpus with a masked language modelling task, to produce a
sequence of 768-dimensional vectors, one for each token in the sentence. To
match the input dimension of the encoder Transformer, these embeddings

3Note: There is no auto-regression.
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are first linearly projected to dmodel.
Video features. The visual features are 1024-dimensional embeddings ex-
tracted from the I3D [35] sign classification model made publicly available by
the authors of [187]. The features are pre-extracted over sign language video
segments. A visual feature sequence of length T is used as input to themodel.
Prior position encoding. Besides the video features, the input to the decoder
also includes a subtitle timing estimate as a prior position and duration cue.
This prior estimate is encoded as a binary vector of length T , where 1 indic-
ates that the associated video frame is within the temporal boundaries of the
subtitle, and 0 otherwise. The video and prior inputs are fused via concaten-
ation before being passed as input to the decoder. Before the concatenation
both inputs are linearly projected to the same dimension. The fusion output
is finally projected to dmodel in order to be input to the Transformer decoder.
Training objective. The model is trained with a binary cross entropy loss
between the predicted vector and the ground truth Sgt of the signing-alignedsubtitle within the video segment:

L = − 1

T

T∑
t=1

St
gt logS

t
pred + (1− St

gt) log
(
1− St

pred

)
.

5.3.2 . Word Pretraining with Individual Sign Locations
SAT is designed for alignment of subtitles to video signing streams. How-

ever, the same architecture can be used without any alterations to align smal-
ler text units, e.g. single words. Given that we have access to sparse sign
annotations from mouthings [2] and dictionary exemplars [135], we can use
these to initialise the model weights and incorporate this knowledge via a
potentially easier single-sign spotting task. We obtain timings of the sparse
word-level annotations and assume a fixed single-second width as the pre-
cise sign boundaries are not available. The model is then trained to spot the
single sign occurrence within a video window of size T . In our experiments,
we demonstrate the advantages of such a pretraining strategy.

5.3.3 . Global Alignment with DTW
Our model does not take into account global information from the length

of the video (e.g. 1-hour), rather it looks for signing associated to a given sub-
title within a short temporal window T (e.g. 20-seconds). Hence, theremay be
overlaps between predictions for different subtitles; we resolve these overlap
conflicts using DTW [142]. We find an order-preserving global alignment from
all elements of a sequence of video frames to all elements of sequence of
subtitles, maximising the sum of sigmoid outputs of our model in our cost
function for each subtitle query.

As DTW aligns all frames in a video sequence to subtitles, we select all
frames of the signing videowhich are likely to be associatedwith subtitle quer-
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ies. Specifically, we select all frames associated to an output score over τdtw.In the case where our model outputs only values below τdtw for a particular
subtitle, we instead select all frames within the prior location Sprior.We order the subtitles by the mid-point of their predicted temporal loc-
ation. This allows the predicted subtitles to follow a different order to the
original subtitles, because the order of phrases in the sign language interpret-
ation does not necessarily follow the order of phrases of the written English
subtitles (see Sec. 5.4.6 for further details).

We construct a costmatrix of dimension (i) the number of frames by (ii) the
number of subtitles, andwith entries of 1−pij , where pij is the sigmoid output
corresponding to frame i with subtitle j as the encoder input. We apply the
DTW algorithm to this cost matrix of aligning video frames to subtitles. This
maximises the overall sum of the sigmoid outputs of the model under the
ordering and allocation constraints of DTW.

If not otherwise mentioned, our full SAT model uses DTW postprocessing.

5.4 . Experiments

In this section, we first give implementation details (Sec. 5.4.1) and
describe the datasets and evaluation metrics used in this work (Sec. 5.4.2).
We then compare the results of the proposed SAT model against strong
baselines (Sec. 5.4.3) and present a series of ablation studies (Sec. 5.4.4).
Next, we demonstrate the performance of our model on additional datasets
(Sec. 5.4.5). Finally, we provide qualitative results and discuss limitations
(Sec. 5.4.6).

5.4.1 . Implementation Details
Architecture. For both the encoder and the decoder we use 2 identical Trans-
former layers with 2 heads and size dmodel = 512 each.
Backbone pretraining. The I3D model is pretrained to perform 1064-way
classification across the sign spotting instances with mouthings [2] and dic-
tionary exemplars [135] (further details can be found in [187]). The model is
then frozen and used to densely pre-extract visual features with stride 1 over
the clips of the datasets.
Prior input selection. As the prior estimate input Sprior we use the tem-
poral location of the audio-aligned subtitle Saudio shifted by +3.2 seconds. Thisvalue, which we denote with S+audio, corresponds to the average temporal shift
between the audio-aligned subtitles Saudio and the ground truth subtitles Sgtin our training data (see Fig. 5.3a).
Search windows. During training, we randomly select a search window of
20 seconds around the location of the ground truth subtitle Sgt, select thedensely extracted video features for this window, and temporally subsample
them by a factor of 4. All videos are sampled at 25 FPS, therefore this results
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in T = 125 frames. During testing, we select a search window of the same
length centered around the shifted subtitle location S+audio. An ablation studyon the window size can be found in Tab. 5.12.
Text augmentation. During training, we augment the text query inputs ran-
domly to reduce overfitting. For 50% of the samples, we shuffle the word
order and add or delete up to two words.
Text embeddings. For the text embeddings, we use a pretrained BERTmodel
fromHuggingFace4with a standard architecture of 12-layers, 12-heads and 768
model size. The model is pretrained on BookCorpus5 and English Wikipedia6.
Positional encodings. For the input to the video encoder, we use
512-dimensional sinusoidal positional encodings as in [188]. The positional
encodings are added to the video features before feeding to the Transformer.
Output thresholding. The output of our model is a temporal sequence of
predictions between 0 and 1. For the single-subtitle SAT model, we consider
the start of the subtitle to be the first timewhen theprediction is above τ = 0.5

and the end of the subtitle to be the last time when the prediction is above
τ = 0.5 in the search window. When we apply a global alignment step with
DTW to correct for overlapping subtitles, we no longer use these thresholds,
but rather the temporal sequence of predictions between 0 and 1.
Parameters. We set thresholds τ to 0.5, τdtw to 0.4. We use the Adam op-
timiser with a batch size of 64. We train with a learning rate of 10−5 at the
word-pretraining stage, and of 5 × 10−6 at finetuning with subtitles. At the
word pretraining stage, the model is trained over 5 epochs. In one epoch of
word pretraining, there are approximately 700K sign instances (including sign
spotting both with mouthings and dictionaries). At this point the word align-
ment model obtains a frame-level accuracy of 30.38% and F1@50 of 40.75%
on the 1630 sign instances of the test set episodes. During full-sentence fine-
tuning, the model is trained over 80 epochs.

5.4.2 . Data and Evaluation Metrics
Statistics on the number of videos, hours, subtitles and vocabulary of each

of our training and evaluation datasets are provided in Tab. 5.1.
BSL-1Kaligned is a subset of BSL-1K [2], covering 24 different television
programmes (food, nature, travel and lifestyle documentaries). The subtitles
were originally aligned to the audio, but we have manually aligned them to
the signing. The unaligned subtitles (i.e. those that are synchronised with the
audio track, rather than the signing) differ from the signing-aligned subtitles
in both start time and duration. In particular, Fig. 5.3, shows that there is no
fixed shift or temporal scaling that can be consistently applied to transform
audio-synchronised subtitles to their signing-aligned counterparts. We note

4https://huggingface.co/bert-base-uncased5https://yknzhu.wixsite.com/mbweb6https://en.wikipedia.org
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Figure 5.3: Sgt vs. Saudio: We plot the distribution of temporal shifts betweenground-truth (Sgt) and audio-aligned (Saudio) subtitles on the training split ofthe BSL-1Kaligned dataset by showing the differences in subtitle (a) start timesand (b) duration. We observe the difficulty of the subtitle alignment task:(i) there is no fixed shift between ground-truth and audio-aligned subtitletimings, and (ii) the subtitle duration varies between spoken and signed lan-guages.

#vids. #hours #subs #inst. Vocab. OOV
BSL-1Kaligned Train 20 14.4 13.8K 128.1K 8.6K \Test 4 3.3 2.0K 18.6K 2.8K 0.7K
BSL Corpus Train 191 22.9 33.7K 261.5K 7.5K \Val 15 1.5 2.6K 18.1K 1.8K 0.2KTest 21 2.6 3.8K 27.3K 2.4K 0.4K
BOBSL Train 16 13 9.2K 91.5K 8.9K \
(manually aligned) Val 4 3 2.0K 23.6K 3.5K 1.1KTest 36 31 20.9K 248.9K 13.6K 8.0K

Table 5.1: Datasets: number of videos, hours, subtitles, word in-stances, vocabulary size and number of out-of-vocabulary (OOV)words.
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that the differences exhibit an approximately Gaussian distribution, with the
exception of an accentuated peak at 0 in Fig. 5.3b; we attribute this to the
fact that if the duration of the subtitle is approximately correct, annotators
tend to not further refine the boundaries.

The training set contains 7 cooking, 9 food-related travel, 1 environment-
related travel and 3 lifestyle documentary shows. The test set contains 2
nature and 2 cooking shows. The 4 test episodes are chosen to evaluate the
alignment model in different settings: seen/unseen signer and seen/unseen
programme genre (which affects the number of out-of-vocabulary words) as
shown in Tab. 5.2.

The signing-aligned subtitles were annotated by one deaf native BSL
signer and a random subset was verified by another deaf native BSL signer,
taking around 200 hours for the 24 episodes. The instruction was to shift the
start and end times of each subtitle to correspond to the signing using the
open-source VIA tool [61]. The process was refined over several iterations,
incorporating annotator feedback. A handful of subtitles were excluded due
to annotation uncertainty.

#vids. #hours #subs #inst. Vocab. OOV
Train 20 14.4 13.8K 128.1K 8.6K \Test (total) 4 3.3 2.0K 18.6K 2.8K 726signerseen, genreseen 1 0.7 648 6.1K 1.3K 188signerseen, genreunseen 1 0.9 465 4.1K 1.0K 233signerunseen, genreseen 1 0.7 506 5.6K 1.1K 99signerunseen, genreunseen 1 1.0 360 2.8K 882 234

Table 5.2: BSL-1Kaligned: The test set videos were chosen to evaluateperformance on episodes with either signers or genre unseen duringtraining.
BSL Corpus [163, 164] is a public dataset of videos of deaf signers gathered
from several regions across the UK and accompanied by a variety of linguistic
annotations. Unlike BSL-1K, the subtitles in this dataset are aligned to signing,
and the translation direction is from sign language to English. We therefore
simulate unaligned data by perturbing the subtitle locations in our experi-
ments.

For our task, we employ the FreeTranslation annotation tier, which
provides written English subtitles to accompany portions of the Conversation
and Interview subsets of the corpus. In total, the annotations cover a total of
227 videos after cropping to include a single signer. Of these, 141 are sourced
from the Interview subset and 86 videos are sourced from the Conversation
subset. For consistency with prior work, we follow the train, validation and
test partition employed by [154, 2]. However, since this partition does not
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fully span the dataset, we add any dataset instances that were not present in
the partition to the training set.
BOBSL is a dataset similar to BSL-1Kaligned in style and content. See Chapter 4for a detailed description of BOBSL and the manually aligned episodes. The
test set contains 36 videos, almost all of which are factual documentaries re-
lated to nature, science and the environment. There are also a handful of
food-related shows.
Evaluation metrics. We consider two main evaluation metrics: (i) frame-
level accuracy, and (ii) F1-score. For the F1-score, hits and misses of sub-
title alignment to sign language video are counted under three temporal over-
lap thresholds (IoU ∈ {0.1, 0.25, 0.50}) between predicted Spred and manually
aligned Sgt subtitles, denoted as F1@.10, F1@.25, F1@.50, respectively.

5.4.3 . Comparison to Baselines
Simple temporal shift baseline (S+audio). As a first baseline we use the shiftedaudio-aligned subtitles S+audio. Only a third of the shifted-audio subtitles S+audiohave more than 50% overlap (IoU) with the ground truth aligned subtitles.
Prosodic cues baseline (Chapter 3). We compare to the method used in
Chapter 3, which is a model based on 2D body keypoints. In contrast to our
framework, this method only uses visual prosodic cues and does not use se-
mantic information from the query subtitle. It has been trained on a large-
scale sign language corpus with aligned subtitles, and the pretrained model
is public. The model consists of ST-GCN [206] and BiLSTM layers and seg-
ments sign language video into subtitle units. However, this is a different task
than alignment, i.e. segments have no correspondence to subtitles. To obtain
an association from each predicted segment to a subtitle, we align the shifted
subtitles S+audio to a subtitle-unit segmentation of Chapter 3 using DTW, where
the cost of alignment is the temporal distance.
Heuristic baseline based on sparse sign spottings. Inspired by previous
works that approached the alignment task through sparse correspond-
ences [67], we implement a heuristic approach to align the subtitles
using a combination of sign spotting and active signer detection. Sign
spotting, performed by [2, 135], searches in the temporal vicinity of each
audio-synchronised subtitle (the search window is constructed by padding
the original subtitle by four seconds at each end) for individual sign instances
corresponding to words that appear in the subtitle. From these sparse sign
localisations, we perform subtitle alignment in four stages. First, we segment
the episode into sequences that contain active signing, following [3]. Second,
for any subtitle containing words that were spotted in the signing (assigned
a posterior probability of 0.8 or greater by the model of [135]), we shift the
subtitle such that its centre falls on the mean position of the spotted signs.
Third, we transform all subtitles without spottings by affine transformations
such that they fall within the “gaps” between those subtitles that contained
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Method frame-acc F1@.10 F1@.25 F1@.50
Saudio 44.67 45.82 30.51 12.57S+audio 60.76 71.69 60.74 36.10
Sign-spotting heuristics 61.71 69.23 59.60 36.04Chapter 3 62.14 73.93 64.25 38.16
SAT (random subtitle) 65.52 70.30 60.36 40.04SAT w/out DTW 65.81 74.32 64.69 41.27SAT 68.72 77.80 69.29 48.15

Table 5.3: Comparison to baselines: We show significant improve-ments by training a Subtitle Aligner Transformer (SAT) over severalbaselines. Moreover, providing a random subtitle as the text input res-ults in poor performance, demonstrating that our model does indeedrely on token embeddings, and does not simply learn prosodic cues toalign the subtitles. We obtain a further boost by correcting the over-laps of our predicted subtitles using DTW.
spotted signs, while preserving ordering (we use one such transformation
per gap). Finally, we expand the duration of subtitles locally (applying a
single scaling factor to each subtitle) in left to right ordering, such that
they maximally fill the active signing segments predicted by the first stage.
We note that only 15% of the subtitles in our test set can be confidently
associated to a sign spotting, therefore relying only on sign localisation is
expected to be insufficient for subtitle alignment.

A comparison of ourmodel to the above baselines is given in Tab. 5.3. The
simple temporal shift baseline and the heuristic baseline based on sparse sign
spottings perform similarly, but are a significant improvement over the non-
shifted subtitles Saudio. Using prosodic cues through the model in Chapter 3
results in a slight improvement over these two baselines. Our model signific-
antly outperforms all baselines by exploiting the subtitle text to find the as-
sociated video segment. Indeed, when providing random subtitle text during
training, our model is forced to rely on prosodic cues and fails to outperform
the baseline F1 scores. Using DTW to resolve overlaps in predicted subtitles
boosts our model performance.

5.4.4 . Ablation Study
We ablate the effects of inputting the prior estimate Sprior = S+

audio to themodel, modifying the text input to the encoder, pretraining on sign localisa-
tion, using alternative model formulations, changing the number of attention
heads, evaluating on seen and unseen signers and genres, training on differ-
ent amounts of data, using different text encodings, changing the duration
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Additional input frame-acc F1@.10 F1@.25 F1@.50
w/out Saudio 61.37 59.03 49.35 30.66w/ Saudio 67.81 74.69 66.53 45.10w/ S+audio 3.2-sec shift 68.72 77.80 69.29 48.15

w/ Saudio centre position 61.40 58.07 51.13 35.01w/ S+audio rand. duration 68.61 75.10 66.84 46.72
Table 5.4: Inputting Sprior variants: Without information on the ap-proximate position and duration of the subtitle, our model fails to im-prove upon our baselinemethods. In particular, when setting the inputSprior to be systematically in the centre of the search window and withthe duration of Saudio, model performance is poor. When using S+audioin its correct location in the search window, but varying the durationrandomly of up to 2s, performance is relatively high. This suggests thatposition is a stronger cue than duration.

of the search window, shifting the search window and the prior estimates,
as well as sampling the prior estimate from a Gaussian distribution during
training.
Knowledge of Sprior. We experiment with several versions of inputs as
additional information to the alignment task. Tab. 5.4 summarises the
results. We first observe a significant drop in performance when Sprior is notprovided (48.15 vs 30.66 F1@.50), suggesting that the position and duration
of the corresponding audio content allows an approximate localisation cue,
enabling the model to refine this via a series of attention layers. Inputting
the 3.2 seconds shifted subtitle timings (Sprior = S+

audio) performs better than
inputting the audio-aligned subtitle timings (Sprior = Saudio). Nevertheless,our model still performs well when the average subtitle lag is unknown and
the audio-aligned subtitle timings are used. Moreover, we carry out two
additional experiments to investigate whether this cue is more important
for providing a position prior or a duration prior. First, we always input
the subtitle timing centred with respect to the search window. The poor
performance of this model suggests the importance of the position. Second,
we preserve the shifted location, but randomly change the input subtitle
duration at training time by up to 2s. This slightly reduces the performance,
therefore we infer that duration cues are less essential for the model than
location cues.
Effect of text input to the encoder. We perform a series of ablations re-
garding the text encoding, including: no text augmentations, adding extra
positional encodings to the BERT text features, and using the sentence em-
bedding only (the output embedding corresponding to the BERT “CLS" token)
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Method frame-acc F1@.10 F1@.25 F1@.50
w/o augmentations 67.35 75.72 66.85 45.31w/ augmentations 68.72 77.80 69.29 48.15w/ aug. + positional enc. 68.21 74.89 67.14 46.36w/ aug. sentence emb. 66.18 72.99 63.71 41.71

Table 5.5: Text ablations: Our best model uses word embeddingswithout positional encodings as well as text augmentations duringtraining (shuffling words in 50% of the subtitles, adding and deletingup to 2 words). Adding positional encodings to the BERT text featuresdoes not improve our model. Using sentence embeddings instead oftoken embeddings for the subtitle query degrades performance.
Pretraining frame-acc F1@.10 F1@.25 F1@.50
w/o word pretraining 67.26 76.18 66.19 42.47w/ word pretraining 68.72 77.80 69.29 48.15

Table 5.6: Pretraining for sign localisation: By pretraining our modelto locate individual words within a given temporal window, we boostperformance of subtitle alignment.
instead of the sequence of individual token embeddings. Tab. 5.5 presents
the results on BSL-1Kaligned with these text ablations. Augmenting the subtitle
text improves performance, while adding extra positional encodings or using
the sentence embedding degrades performance.
Effect of sign localisation pretraining. As explained in Sec. 5.3.2, we initially
pretrain our model for temporal localisation of individual signs on a large set
of word-video training pairs. In Tab. 5.6, we measure the effect of this pre-
training and conclude that it provides a good initialisation for finetuning on
long subtitles.
Model formulation. We consider an alternative version of the Transformer
model, inspired by the DETRmodel in [34] for object detection in images. This
model inputs image features into the Transformer encoder and text query
into the Transformer decoder. Similarly, we input the sign language video
features into the Transformer encoder. On the decoder side, we input the
subtitle text features as well as either (i) the start and end times or (ii) the shift
and scale of the shifted subtitles S+audio relative to the temporal window. We
then consider the problem of subtitle alignment as a regression problem, and
aim to predict (i) the start and end times or (ii) the shift and scale of the subtitle
relative to the temporal window. As a further ablation, we also consider the
same model architecture (with subtitle features and the start and end times
as decoder input), but outputting a fixed binary vector of length T , which we
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Prior input Loss frame-acc F1@.10 F1@.25 F1@.50
shift/scale shift/scale regress. 59.23 70.55 59.00 33.71start/end start/end regress. 60.04 72.20 60.41 34.33start/end binary classif. 60.48 74.05 62.75 35.07binary binary classif. (SAT) 68.72 77.80 69.29 48.15

Table 5.7: Model formulation: We present an ablation where we ex-perimentwith aDETR-style Transformermodel [34]. Video features areinputs to the Transformer encoder, and the subtitle query is fed to theTransformer decoder. Moreover, on the decoder side, we input eitherthe start and end times or the shift and scale of the shifted subtitlesS+audio relative to the temporal window, and use a regression model topredict the true values. This model fails to produce satisfactory res-ults. Changing the regression model to a classification one by insteadpredicting a binary vector of length T (as in the SAT model) results in asmall improvement; however SAT outperforms all the alternativemod-els with a large margin.
No. heads frame-acc F1@.10 F1@.25 F1@.50
1 66.00 75.35 66.13 44.082 68.72 77.80 69.29 48.154 67.99 75.50 67.60 46.97

Table 5.8: Number of attention heads: We choose 2-head attentionfor our final model.

train with a binary classification objective (as in SAT).
The results in Tab. 5.7 suggest that our proposed approach with video

features as input to the Transformer decoder enables significantly better
learning, perhaps by providing a one-to-one mapping between video inputs
and the frame-wise outputs. Another possible explanation for our proposed
model’s superiority is that it outputs alignment scores between subtitles and
individual frames which allows for better conflict resolution strategies for
overlapping subtitle predictions.
Number of attention heads. In Tab. 5.8, we ablate 1, 2 and 4 attention
heads. We conclude that the model with 2-head attention performs best.
Performance on unseen signers/genres. Tab. 5.9 shows the SATmodel res-
ults by test set episode. Our model tends to result in larger improvements
over the S+audio baseline for signers seen in the training episodes, but still out-performs the S+audio baseline for unseen signers in unseen genres. More train-
ing data would be needed to better generalise to unseen signers.
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Test episodesigner genre Method frame-acc F1@.10 F1@.25 F1@.50
seen seen S+audio 45.48 66.92 55.02 31.84SAT 60.23 77.74 68.47 49.00

seen unseen S+audio 64.31 74.84 64.73 34.19SAT 72.56 81.29 74.19 52.47

unseen seen S+audio 56.30 80.79 69.70 44.95SAT 63.68 80.32 72.40 52.82

unseen unseen S+audio 71.84 63.29 53.16 33.76SAT 74.93 69.76 59.92 34.32

Table 5.9: Performance breakdown by test episode: Our model im-proves upon the S+audio baseline for all the combinations of seen/unseenfor signer and genre. The improvements however are greater in thetest episodes where the signer has been seen during training.
Amount of training data. By increasing the amount of training data, we im-
prove performance of our model on the test set. Tab. 5.10 shows our results
when training on random subsets of 25%, 50% and 75% of the videos in our
training data. For subset selection, we randomly sample 4 times, and report
the average performance across 4 trainings, as well as the standard deviation.

#training videos frame-acc F1@.10 F1@.25 F1@.50
5 66.62±0.16 75.55±0.86 66.04±1.09 43.24±0.81

10 67.40±0.28 75.74±0.25 66.60±0.25 45.41±0.88

15 67.71±0.23 75.24±0.43 66.29±0.84 46.16±0.66

20 68.72 77.80 69.29 48.15

Table 5.10: Amount of training data: We train with a subset of ourvideos, using 5, 10, or 15 episodes instead of the total 20 episodes avail-able. We observe increased performance as we increase the trainingsize.
Text encoding choice. Weexperimentwithword2vec [131] encodings for sub-
title words instead of BERT.Weuse the pretrainedword2vecmodel from [130],
forming sentence embeddings bymax pooling the encodings of all words over
the channel dimension. In Tab. 5.11, we see that this results in lower perform-
ance compared to using the BERT encodings. We hypothesize that this is due
to word2vec using a limited vocabulary, ignoring word order, and lacking the
large-scale pretraining of the BERT model.
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Method frame-acc F1@.10 F1@.25 F1@.50
word2vec 67.16 74.59 64.96 42.06BERT 68.72 77.80 69.29 48.15

Table 5.11: Text encoding: We experiment with word2vec encodingsinstead of BERT to embed words in the subtitle.
Window size frame-acc F1@.10 F1@.25 F1@.50
8 sec 66.98 73.12 64.66 44.1312 sec 68.63 75.52 67.56 47.2916 sec 68.51 76.18 68.63 48.1020 sec 68.72 77.80 69.29 48.15

Table 5.12: Search window size T : We vary T between 50 and 125frames (corresponding to 8- and 20-second inputs, respectively). Lar-ger windows tend to perform better, possibly due to increased contex-tual information and the fact that the difference between Saudio and thealigned subtitle Sgt can be in the order of 10s.

Size of the searchwindow T . In Tab. 5.12, we report the performance against
different choices for input durationT Weconclude that larger searchwindows
generally improve performance, at the cost of computational complexity. This
might be due to increased supervision, since with larger windows the training
sees more negative examples, as well as due to better coverage at test time.
A too short window size inhibits recovery of the correct location, if the correct
location falls outside of the window boundaries.
Sensitivity analysis. During inference, we predict the location of a subtitle
within a 20 second search window surrounding the location of S+audio. In orderto analyse the sensitivity of the choice of search window, we shift the window
by 1s, 3s and 5s at inference time. Tab. 5.13 shows that the choice of window
within a margin of a few seconds does not have a large impact on the results.

However, if we keep the position of the search window constant and
change the position of the prior estimate S+audio, then this has a significant
effect on results. Tab. 5.14 shows the results of an experiment where we shift
the prior estimate S+audio by 1s, 3s and 5s at inference time. The performance
degrades when the model is given a worse prior as input, i.e., shifting S+audio.
Sampling the prior estimate. We consider an alternative choice of prior
where we randomly sample Saudio during training from a Gaussian distribu-
tion with sample mean (3.2s) and standard deviation (3.6s) of the difference
between the start of Sgt and Saudio. This choice seems equally valid in compar-
ison to our original prior, which shifts Saudio by the estimated mean of 3.2s.

94



Shift window frame-acc F1@.10 F1@.25 F1@.50
0s 68.72 77.80 69.29 48.151s 68.53 76.99 69.23 47.693s 68.53 76.99 68.32 47.905s 68.32 76.58 68.42 48.50

Table 5.13: Shifting search window: We shift the search window atinference time by 1s, 3s and 5s. This does not have a major impact onresults.
Shift prior frame-acc F1@.10 F1@.25 F1@.50
0s 68.72 77.80 69.29 48.151s 68.26 75.77 67.36 45.673s 58.69 58.08 47.80 28.185s 46.11 35.49 26.21 12.52

Table 5.14: Shifting prior estimate S+audio: By shifting the location ofthe prior S+audio at inference time by respectively 1s, 3s and 5s, the per-formance degrades.

We obtain similar results, i.e. a slightly higher frame accuracy (69.15 vs 68.72),
but slightly lower F1 scores ({F1@.10, F1@.25, F1@.50}={75.42 vs 77.80, 67.61 vs
69.29, 47.59 vs 48.15}).

5.4.5 . Performance on Different Datasets
We demonstrate ourmodel’s performance on twomore datasets: the BSL

Corpus [163, 164] and the BOBSL dataset, which we introduced in Chapter 4.
BSL Corpus. The subtitles in this dataset are aligned to the sign language, and
sowe randomly shift and scale the subtitles in order to create artificial training
data. We then train our SAT model to learn the correct alignment of subtitles
to video in the BSL Corpus. We train the model (i) without any pretraining,
(ii) with only word pretraining (on BSL-1K) and (iii) with SAT pretraining on BSL-
1Kaligned. We report results in Tab. 5.15.

At each subtitle, we apply a random shift following a normal distribution
with standard deviation σpos and a random change of duration of the subtitle
also following a normal distribution with standard deviation σdur. Tab. 5.15shows that our model is able to partially recover the correct original align-
ment. Larger shifts make it more difficult for our model to recover the correct
original alignment, but random changes in subtitle duration seems to have
less effect. This is consistent with the results in Tab. 5.4, where changing the
duration of S+audio does not greatly impact results. Word pretraining on BSL-
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“I’m going to cut half a lemon. I’ll need that later.”Subtitle text:

31:54 31:55 31:56 31:57 31:59 32:03

S+audio

SGT

SPred

Bull et al.
Heuristics

IoU: 0.91

31:58 32:00 32:01 32:02

“They use a lot of sesame seeds also. ”Subtitle text:

35:46 35:47 35:48 35:49 35:51 35:55

S+audio

SGT

SPred

Bull et al.
Heuristics

IoU: 0.00

35:50 35:52 35:53 35:54

Figure 5.4: Qualitative results: This figure shows short time windows of 9swith shifted audio-aligned subtitles (S+audio), heuristic and Chapter 3 baselines([26]), ground truth signing-aligned subtitles (Sgt) and our predicted signing-aligned subtitles (Spred). Note that in practice, we input 20 seconds of videoduring training and testing as our searchwindow. Wedepict shorter, “zoomedin” 9 second windows here for clearer visualisation. The right shows a failurecase.
Rand. perturb.(σpos, σdur) Method frame-acc F1@.10 F1@.25 F1@.50
(3.5s, 1.5s) Rand. shift & scale 63.24 37.13 26.54 12.47SAT w/out pretrain. 73.73 51.51 43.33 27.98SAT pretrain. 75.77 55.55 47.45 32.57SAT w/ word pretrain. 76.29 57.65 50.35 34.54

(4.5s, 1.5s) Rand. shift & scale 60.18 29.52 20.61 10.00SAT pretrain. 73.69 48.41 41.34 28.06SAT w/ word pretrain. 74.29 51.33 44.37 30.13

(3.5s, 2s) Rand. shift & scale 62.62 37.47 26.82 11.87SAT pretrain. 75.79 55.31 47.24 32.89SAT w/ word pretrain. 76.00 57.86 50.43 33.79

Table 5.15: BSL Corpus: We randomly shift and scale the correctlyaligned subtitles in BSL Corpus to simulate unaligned data and thenuse our SAT model to recover the original correct alignments.
1K helps the model, but SAT pretraining on BSL-1Kaligned does not. Word pre-
training may help the SAT model recognise certain signs in BSL, but domain
difference between BSL Corpus and BSL-1Kaligned subtitles may explain why
SAT pretraining on BSL-1Kaligned does not lead to any significant gains on BSLCorpus.
BOBSL. The BOBSL test set allows us to evaluate our model on a larger and
more diverse set of videos than the BSL-1Kaligned test set. We report results in
Tab. 5.16 and show further qualitative analysis in Fig. 5.9.

We follow the same procedure as for BSL-1Kaligned, but pre-train the
model using the 1675 episodes in Sent-TrainSF in addition to Sign-TrainM,D.
We firstly pretrain SAT on word-level boundaries from Sign-TrainM,D with
confidence scores above 0.8, where we predict a 1-second interval centred at
the automatic mouthing or dictionary sign instance annotation in a randomly
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chosen 20-second search window around the annotation. We do not input a
prior alignment to the decoder. Secondly, we finetune this model using the
sentence-level boundaries from Sent-TrainSF, where we use random shifts
of these sentence-level boundaries of up to 3 seconds as a prior alignment.
Thirdly, we further finetune the model on sentence-level boundaries from
Sent-TrainH. We use 2.7-second shifted audio-aligned subtitles S+audio as a
prior alignment, where 2.7 is the average lag between the audio-aligned and
annotated signing-aligned sentences in the BOBSL training set (see Fig. 4.15).
We apply additional random shifts of up to 2 seconds during training for data
augmentation. When training on sentence-boundaries, we randomly select a
search window of 20 seconds around the location of the prior alignment and
filter to sentences longer than 0.5 seconds. We also randomly shuffle the
words in 50% of the sentences and drop 15% of words during training as a
data augmentation step.

We use the Adam optimiser with a batch size of 64. We train with a
learning rate of 10−5 at the word-pretraining stage, 0.5 × 10−5 at finetuning
with sentence-level boundaries from Sent-TrainSF and 10−6 at finetuning with
sentence-level boundaries from Sent-TrainH. At the word pretraining stage,
the model is trained over 22 epochs. During the full-sentence finetuning on
Sent-TrainSF and Sent-TrainH, the model is trained over 44 and 143 epochs
respectively.

We report the performance of baseline sign language alignment methods
in Tab. 5.16 on Sent-Test: (i) the original audio-aligned subtitles (Saudio), (ii) theshifted (by +2.7 seconds) audio-aligned subtitles (S+audio) and (iii) SAT model.
We observe that SAT performs best.

Method frame-acc F1@.10 F1@.25 F1@.50
Saudio 40.27 46.80 33.88 14.33S+audio 62.33 73.01 64.28 44.75
SAT 70.37 73.33 66.32 53.18

Table 5.16: Sign language alignment on Sent-Test. We reportbaselines for sign language alignment on the 36manually aligned epis-odes. We observe a significant improvement for SAT over the simplerbaseline methods.

5.4.6 . Qualitative Analysis
Results on BSL-1Kaligned. Fig. 5.4 illustrates several test examples on BSL-
1Kaligned. The timeline shows the ground truth alignment (Sgt), our prediction(Spred), as well as the S+audio baseline, alongside a sample of video frames and
the query subtitle text. While the shifted baseline S+audio provides an approx-
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GT

SAT

SAT+DTW

GT

SAT

SAT+DTW

GT

SAT

SAT+DTW

Figure 5.5: DTW: Our SAT model predicts the locations of subtitles independ-ently of each other, and thus there can be overlaps in subtitle localisations.Using a global alignment step with DTW, we resolve these overlaps and im-prove performance.

imate position, it is largely unaligned. Our model effectively learns to attend
to both visual and textual cues. A typical failuremode happenswhen the prior
position encoding is significantly far from the ground truth (see Fig. 5.4 right).
Effect of global alignment with DTW. In Fig. 5.5, we present results before
and after the global alignment with DTW on a long timeline. We observe that
the single-subtitle Transformermodel produces overlapping regions between
consecutive subtitles which are resolved after the global DTW stage. Con-
sequently, we see that the overall duration of subtitles decreases after DTW
(see Fig. 5.6). During the DTW stage, we order subtitles by their predicted
order, not by the original order of Saudio. Indeed, in BSL-1Kaligned, 1.6% of sub-
titles in Sgt do not respect the original order of Saudio. On the test set, 1.6% of
subtitles in Spred switch position with respect to Saudio.
Results on BSL-1Kaligned. Fig. 5.7 demonstrates qualitative results on BSL-
1Kaligned.
Results on BSL Corpus. Fig. 5.8 demonstrates qualitative results on BSL Cor-
pus.
Results on BOBSL. Fig. 5.9 demonstrates qualitative results on BOBSL.
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SAT-DTW
SAT

Figure 5.6: Duration before and after DTW: The median duration of Sgt is3.3s. Before DTW, the median duration of our predicted subtitles is 4.1s, butafter DTW the median duration is reduced back down to 3.5s by resolvingconflicts in overlapping subtitles.
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“The same as African elephants.”Subtitle text:

9:23 9:24 9:25 9:26 9:27 9:28

S+audio

SGT

SPred

Bull et al.
Heuristics

IoU: 0.84

“But when it tastes this good, who cares?”Subtitle text:

S+audio

SGT

SPred

Bull et al.
Heuristics

IoU: 0.76

“The catfish are still here.”Subtitle text:

S+audio

SGT

SPred

Bull et al.
Heuristics

IoU: 0.97

21:32 21:33 21:34 21:35 21:36 21:37

35:50 35:51 35:52 35:53 35:54 35:55

“Salt. Just a little pepper.”Subtitle text:

S+audio

SGT

SPred

Bull et al.
Heuristics

IoU: 0.95

24:28 24:29 24:30 24:31 24:32 24:33

Figure 5.7: Qualitative results on BSL-1Kaligned: This figure shows shorttime windows of 5s with shifted audio-aligned subtitles (S+audio), groundtruth signing-aligned subtitles (Sgt) and our predicted signing-aligned subtitles(Spred). In practice, we input 20 seconds of video during training and testingas our search window.
“I sign and I am proud of sign language.” “It varies, but that'll be the difference between the two people.”Subtitle text: Subtitle text:

Subtitle text: “Like, in the future, they might want to become an interpreter.”

4:59 5:00 5:01 5:02 5:03 5:04

Sprior

Sgt

Spred

11:53 11:54 11:55 11:56 11:57 11:58 11:59 12:00

Sgt

Spred

12:27 12:28 12:29 12:30 12:31 12:32 12:33 12:34

Sprior

Sgt

Spred

Sprior

Subtitle text: “If I saw their body language, I would know what they mean.”

4:33 4:34 4:35 4:36 4:37 4:38 4:39 4:40

Sgt

Spred

Sprior

Figure 5.8: Qualitative results on BSL Corpus: This figure shows short timewindows of 5s and 7s with shifted and rescaled subtitles (Sprior), ground truthaligned subtitles (Sgt) and our predicted subtitles (Spred). In practice, we input20 seconds of video during training and testing for our search window. Theshifted and rescaled subtitles (Sprior) are created using a random shift withstandard deviation of 3.5s and a random change in length of standard devi-ation 1.5s.
“and that was deep inside his gut.”Subtitle text:

Subtitle text: “It's a severe tummy bug.”

27:14 27:15 27:16 27:17 27:18 27:19 27:20 27:00

SGT

SPred

14:01 14:02 14:03 14:04 14:05 14:06 14:07 14:08

S+audio

SGT

SPred

S+audio

Subtitle text: “I think this is what set me on the road to farming.”

39:33 39:34 39:35 39:36 39:37 39:38 39:39 39:40

SGT

SPred

S+audio

IoU: 0.15 IoU: 0.57

IoU: 0.95“I've met butchers...”Subtitle text:

27:41 27:42 27:43 27:44 27:45 27:46 27:47 27:48

SGT

SPred

S+audio

IoU: 0.95

Figure 5.9: Qualitative results on BOBSL: This figure shows short time win-dows of 7s with shifted audio-aligned subtitles (S+audio), ground truth signing-aligned subtitles (Sgt) and our predicted signing-aligned subtitles (Spred).
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5.5 . Conclusion

We presented a Transformer-based approach to synchronise subtitles
with sign language video content in interpreted data. We showed that
knowledge of subtitle content is essential to effectively align subtitles
to signing. We hope that our work will be a stepping stone to obtain
video-subtitle pairs that allow training of unconstrained machine translation
systems for sign languages.

In Chapter 6, we use our Subtitle Aligner Transformer to improve auto-
matic annotation methods of lexical signs. By automatically aligning subtitles
to sign language video, we narrow the searchwindow in order to localise signs
corresponding to words from the subtitle text.
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6 - Dense Annotation of Sign Language Video

BOBSL (Chapter 4) is a large dataset consisting of sign language inter-
preted TV broadcasts, comprising (i) a video of continuous signing and (ii) sub-
titles corresponding to the audio content. However, one key challenge in the
usability of such data is the lack of sign annotations. In Chapter 5, we provide
an method for automatically aligning sentences to the sign content. In this
chapter, we aim to localise individual words in the sign video.

We propose a simple, scalable framework to vastly increase the density of
automatic annotations. Our contributions are the following: (1) we signific-
antly improve previous annotation methods by making use of synonyms and
subtitle-signing alignment from Chapter 5; (2) we show the value of pseudo-
labelling from a sign recognition model as a way of sign spotting; (3) we pro-
pose a novel approach for increasing our annotations of known and unknown
classes based on in-domain exemplars; (4) on theBOBSLBSL sign language cor-
pus, we increase the number of confident automatic annotations from 670K
to 5M. We make these annotations publicly available to support the sign lan-
guage research community.

This chapter was published in ECCV 2022 [136]. I contributed to many dif-
ferent aspects of this chapter, including improving yield of annotations by
using synonyms and subtitle-signing alignment, developing a new method
of automatic annotation using exemplars and running experiments. All co-
authors contributed to the writing and to the ideas developed in this work.

6.1 . Introduction

An important factor impeding progress in automatic sign language recog-
nition – in contrast to automatic speech recognition – has been the lack of
large-scale training data. To address this issue, researchers have recently
made use of sign language interpreted TV broadcasts, comprising (i) a video
of continuous signing, and (ii) subtitles corresponding to the audio content,
to build datasets such as Content4All [27] (190 hours) and BOBSL, described
in Chapter 4, (1460 hours).

Although such datasets are orders of magnitude larger than the long-
standing benchmark RWTH-PHOENIX [29] (9 hours) and cover a much wider
domain of discourse (not restricted to only weather news), the supervision
they provide on the signed content is limited in that it is weak and noisy. It
is weak because the subtitles are temporally aligned with the audio content
and not necessarily with the signing. The supervision is also noisy because
the presence of a word in the subtitle does not necessarily imply that the
word is signed; and subtitles can be signed in different ways. Recent works
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have shown that training automatic sign language translationmodels on such
weak and noisy supervision leads to low performance [27, 187, 4].

In an attempt to increase the value of such interpreted datasets, mul-
tiple works [2, 135, 187] have leveraged the subtitles to perform lexical sign
spotting in an approximately aligned continuous signing segment – where the
aim is to determine whether and when a subtitle word is signed. Methods in-
clude using visual keyword spotting to identify signer mouthings [2], learning
a joint embedding with sign language dictionary video clips [135], and exploit-
ing the attention mechanism of a transformer translation model trained on
weak, noisy subtitle-signing pairs [187]. These works leverage the approxim-
ate subtitle timings and subtitle content to significantly reduce the corres-
pondence search space between temporal windows of signs and spoken lan-
guage words. Although such methods are effective at automatically annot-
ating signs, they only find sparse correspondences between keywords in the
subtitle and individual signs.

Our goal in this chapter is to produce dense sign annotations, as shown in
Fig. 6.2. We define densification in two ways: (i) reducing gaps in the timeline
so that we have a densely spotted signing sequence; and also (ii) increasing
the number of words we recall in the corresponding subtitle. This process
can be seen as automatic annotation of lexical signs. Automatic dense an-
notation of large-vocabulary sign language videos has a large range of ap-
plications including: (i) substantially improving recall for retrieval or intelligent
fast forwards of online sign language videos; (ii) enabling large-scale linguistic
analysis between spoken and signed languages; (iii) providing supervision and
improved alignment for continuous sign language recognition and translation
systems.

In this chapter, we ask the following questions: (1) Can we improve current
methods to improve the yield of automatic sign annotations whilst maintain-
ing precision? (2) Can we increase the vocabulary of annotated signs over
previous methods? (3) Can we ‘fill in the gaps’ that current spotting methods
miss? The answer is yes, to all three questions, and we demonstrate this on
the recently released BOBSL dataset of British Sign Language (BSL) signer in-
terpreted video.

Wemake the following four contributions: (1) we significantly improve pre-
vious methods by making use of synonyms and subtitle-signing alignment;
(2) we show the value of pseudo-labelling from a sign recognition model as
a way of sign spotting; (3) we propose a novel approach for increasing our
annotations of known and unknown sign classes based on in-domain exem-
plars; (4) we will make all 5 million automatic annotations publicly available
to support the sign language research community. Our increased yield and
vocabulary size is shown in Fig. 6.1. Our final vocabulary of 24.8K represents
the vocabulary of English words (including named entities) from the subtitles
which have been automatically associated to a sign instance; different words
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Figure 6.1: Yield of automatic annotations and vocabulary size: We high-light the increase in the number of automatic annotations and vocabulary sizeat each stage in our proposed framework. M, D, A refer to annotations fromprevious methods. M∗, D∗, P, E, N refer to new and improved annotations de-scribed later in this chapter. The number of annotations is shown within eachcircle. The vocabulary size is reported below each circle and also representedby the circle diameter.

may have the same sign.
We note that this chapter is focused on interpreted data, which can differ

from conversational signing in terms of style, vocabulary and speed [20]. Al-
though our long-term aim is to move to conversational signing, learning good
representations of signs from interpreted data can be a ‘stepping stone’ in
this direction. Moreover, non-lexical signs, such as pointing signs, depicting
signs and spatially located signs, are essential elements of sign language, but
our method is limited to the annotation of lexical signs associated to words
in the text.

In this chapter, we firstly provide a summary of the relevant literature in
Sec. 6.2, describe our densification methods in Sec. 6.3, present our experi-
mental resuls in Sec. 6.4 and conclude in Sec. 6.6.

6.2 . Related Work

Our work relates to several themes which we give a brief overview of
below.
Sign Spotting. One line of research has focused on the task of sign spotting,
which seeks to detect signs from a given vocabulary in a target video. Early
efforts for sign spotting employed lower-level features (colour histograms
and geometric cues) in combination with Conditional Random Fields [207],
Hidden Markov Models (HMMs) [191] and Sequential Interval Patterns [145]
for temporal modelling. A related body of work has sought to localise signs
while leveraging weak supervision from audio-aligned subtitles. These in-
clude the use of external dictionaries [119, 135, 95] and other localisation cues
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Subtitle: “But Ron did not want to go into a home so he’s persuaded his son David to be his full-time carer.”
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Figure 6.2: Densification: For continuous sign language, we show automaticsign annotation timelines, along with their confidence and annotation source,
before and after our framework is applied. M, D, A refer to automatic annota-tions from previous methods from mouthings [2], dictionaries [135] and theTransformer attention [187]. M∗, D∗, P, E, N refer to new and improved auto-matic annotations collected in this work.

such as mouthing [2] and Transformer attention [187]. The performance of
these approaches depends on the quality of the visual features, keywords,
and the search window. In this work, we show improved yield of existing sign
spotting techniques by employing automatic subtitle alignment techniques
to adjust the time window and incorporating synonyms when forming the
keywords. Going further beyond the spotting task explored in prior work,
we use the automatic spottings to initiate additional algorithms for sign dis-
covery based on in-domain exemplar matching (Sec. 6.3.1). This is similar to
dictionary-based sign spotting techniques [135, 95] except we do not source
the exemplars from external dictionaries, avoiding the domain gap issue. Be-
sides in-domain sign exemplars as in [95], we explore the weak subtitle exem-
plars with unknown sign locations.

A recent progress in mouthing-based keyword spotting was presented by
Transpotter [152]. This architecture comprises a transformer joint encoder
of visual features and phoneme features that is trained to regress both the
presence and location of the target keyword in a sequence from mouthing
patterns. Preliminary small-scale experimental results reported by Prajwal et
al. [152] demonstrated that Transpotter can perform visual keyword spotting
in signing footage. Here, we showcase its suitability for the large-scale an-
notation regime, and further train it on sign language data to obtain a greater
density of sign annotations.

In this work, we demonstrate the additional value of pseudo-labelling [209,
115] with a sign classifier as an effective mechanism for sign spotting. While
pseudo-labelling has been explored previously for category-agnostic sign seg-
mentation [155] and temporal alignment of glosses [113, 41] to the best of our
knowledge, this is the first use of pseudo-labelling for sign spotting by directly
leveraging the predictions of a sign classifier in combination with a pseudo-
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label filter constructed from the subtitles themselves.
Sign Language Recognition. Efforts to develop visual systems for sign re-
cognition stretch back to work in 1988 from Tamaura and Kawasaki [181], who
sought to classify signs from hand location and motion features. There were
later efforts to design hand-crafted features for sign recognition [38, 175, 193,
194, 144]. Deep convolutional neural networks then came to dominate sign
representation [112], particularly via 3D convolutional architectures [102, 117,
2, 119] with extensions to focus model capacity around human skeletons [93]
and non-manual features [90].

In the domain of continuous sign language recognition, in which the ob-
jective is to infer a sequence of sign glosses, prior work has exploredHMMs [8,
111] in combination with Dynamic TimeWarping (DTW) [213], RNNs [50] and ar-
chitectures capable of learning effectively from CTC losses [215, 41]. Recently,
sign representation learning methods inspired by BERT [56] have shown the
potential to learn effective representations for both isolated [89] and continu-
ous [216] recognition. Koller [110] provides an extensive survey of the sign re-
cognition literature, highlighting the extremely limited supply of datasets with
large-scale vocabularies suitable for continuous sign language recognition. In
our work, we aim to take a step towards addressing this gap by developing
“densification” techniques for constructing such datasets automatically.
Sign Language Translation. The task of translating sign language video to
spoken language sentences was first tackled with neural machine translation
by Camgöz et al. [29], who also introduced the PHOENIX-Weather-2014T data-
set to facilitate research on this topic. Several frameworks have been pro-
posed to employ transformers for this task [31, 210], with extensions to im-
prove temporal modelling [118], multi-channel cues [30] and signer independ-
ence [97]. Related work has also sought to contribute to progress on this
task by exploiting monolingual data [214] and gloss sequence synthesis [139,
120]. To date, various works have shown promise on the PHOENIX-Weather
2014T [29] and CSL Daily [214] benchmarks. However, sign language transla-
tion has not yet been demonstrated for a large vocabulary across multiple
domains of discourse. Differently from the works above, this chapter focuses
on developingmethods that are applicable to large/open vocabulary regimes.
Weakly-supervised Object Discovery and Localisation. Our ap-
proach is also related to the rich body of literature on object
cosegmentation [157, 100, 106, 158], weakly supervised object localisa-
tion [143, 55, 167, 197, 81], object colocalisation [182, 101] and unsupervised
object discovery and localisation [43, 192]. Here, we propose an algorithm
for discovering and localising novel signs (i.e. for which we have no labelled
examples), but instead have weak supervision in the form of subtitles
containing keywords of interest. Moving beyond initial work that sought to
learn from subtitles in an aligned setting [67], classical approaches for sign
discovery using subtitles have included Multiple Instance Learning where
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the subtitles are considered as positive and negative bags for a particular
keyword [22, 105, 150] and a priori mining [48]. Differently from these
works, we first bootstrap our sign discovery process with sign spotting to
both obtain initial candidates and learn robust sign representations, then
propagate these examples across video data by leveraging the similarities
between the resulting representations together with noisy constraints
imposed by the subtitle content.

6.3 . Densification

Our goal is to leverage several ways of sign spotting to achieve dense an-
notation on continuous signing data. To this end, we introduce both new
sources of automatic annotations, and also improve the existing sign spot-
ting techniques. We start by presenting two new spotting methods using in-
domain exemplars: tominemore sign instanceswith individual exemplar signs
(Sec. 6.3.1) and to discover novel signs with weak exemplar subtitles (Sec. 6.3.2).
We also show the value of pseudo-labelling from a sign recognition model
for sign spotting (Sec. 6.3.3). We then describe key improvements to pre-
vious work which substantially increase the yield of automatic annotations
(Sec. 6.3.4). Finally, we present our evaluation framework to measure the
quality of our sign spottings in a large-vocabulary setting (Sec. 6.3.5). The
contributions of each source of annotation are assessed in the experimental
results.

6.3.1 . Mining more Spottings through In-domain Exemplars (E)
The key idea is: given a continuous signing video clip and a set of exem-

plar clips of a particular sign, we can use the exemplars to search for that sign
within the video clip. In our case, the exemplars are obtained fromother auto-
matic spotting methods (M∗, D∗, A, P), described in Sec. 6.3.3 and Sec. 6.3.4,
and come from the same domain of sign language interpreted data, i.e. the
same training set. We hypothesise that signs from the same domain aremore
likely to be signed in a similar way and in turn help recognition; in contrast,
for example, to signs from a different domain such as dictionaries.

Formally, suppose we have a reference video V0 in which we wish to loc-
alise a particular sign w, whose corresponding word occurs in the subtitle.
We also have N video exemplars V1, . . . , VN of the sign w. For each video,
Vi, let Ci denote the set of possible temporal locations of the sign w and let
c = (f, p) ∈ Ci denote a candidate with features f at temporal location p. We
compute a score map between our reference video V0 and each exemplar
V1, . . . , VN by computing the cosine similarity between each feature at each
position in c0 ∈ C0 and (c1, c2, . . . cn) ∈ C1 × · · · × CN . This results in N score
maps of dimension |C0| × |Ci| for i = 1 . . . N . We then apply a max operation
over the temporal dimension of the exemplars, giving us N vectors of length

108



|C0|, which we callM1, . . . ,MN .We subsequently apply a voting scheme to find the location of the com-
mon sign w in V0. Specifically, we let L = 1

N

∑N
i=1 1(Mi>h) for a threshold

h, where the vector 1(Mi>h) takes the value 1 for entries of Mi which are
greater than h and 0 otherwise. The candidate location of w in V0 is then
c = (f, p) ∈ C0 where p corresponds to the position of the maximum non-
zero entry in the vector L (see Fig. 6.3 for a visual illustration). If there are
multiple maxima, we assign p to be the midpoint of the largest connected
component. If all entries in L are zero, we conclude w is not present. We per-
form two variants of this approach using mean and max pooling of the score
maps (instead of voting). We note that for a given signing sequence, we only
focus on finding signs for words in the subtitle that have not been annotated
by other methods.

We choose N video exemplars of spottings of signs that we wish to find
in the reference video. For an exemplar sign, we choose 8 consecutive stride-
4 features surrounding each spotting (|Ci| = 8 for i = 1 . . . N ), where the
features come from the last layer of the M∗ + D∗ + A [187] + P MLP model of
Tab. 6.6 and are 256 dimensional. The values of N are shown in the fourth
column of Tab. 6.5. For the reference video, we choose a subtitle with 2s pad-
ding on either side, and use stride-4 features as candidate locations of signs.

The methods ‘avg’ and ‘max’ noted in the fifth column of Tab. 6.5 are com-
puted slightly differently to the method ‘vote’ described in Sec. 6.3.1. As be-
fore, we compute the cosine similarity between each feature at each position
of the reference video c0 ∈ C0 and each position of the spottings exemplars
(c1, . . . , cn) ∈ C1 × · · · × CN . The cosine similarity is rescaled to the interval
[0, 1]. This results in N score maps of dimension |C0| × |Ci| for i = 1 . . . N ,
which for us can be represented as a matrixM of dimension |C0|×8×N . We
take either the average or the maximum value of M over the N exemplars
to obtain a matrix M′ of dimension |C0| × 8. We then take the maximum of
|C0| × 8 across the exemplar temporal dimension to obtain a vector L of di-
mension |C0|. We consider the first element of L above a threshold h to be
the corresponding sign in the reference video. For the version where we take
the average value of M over the N exemplars, we let h = 0.7; for the ver-
sion where we take the maximum value of M over the N exemplars, we let
h = 0.8.

6.3.2 . Discovering Novel Sign Classes (N)
One limitation of our proposed method in Sec. 6.3.1 is that we are only

able to collect more sign instances from a closed vocabulary, determined by
sign exemplars obtained from other methods (described in Sec. 6.3.3 and
Sec. 6.3.4). Here, we extend our approach to localise novel signs, for which
we have no exemplar signs but whose corresponding word appears in the
subtitle text. We follow our approach described in Sec. 6.3.1, computing score
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Figure 6.3: Sign spotting through exemplars to find instances of known
classes (E) and novel classes (N): By comparing a reference video V0 to a setof exemplars (either sign exemplars for known sign class instances or weaksubtitle exemplars for novel sign class instances), we can find the commonlexical sign in the collection. We (1) form a set of score maps by calculating thecosine similarities between reference and exemplar representations; (2) weperform a maximum operation over the temporal dimension of exemplars;(3) we apply a voting-based aggregation to find the temporal location of thecommmon sign in V0. The duration of exemplar signs is fixed.

maps between our reference video and exemplar subtitles (instead of exem-
plar signs, see Fig. 6.3). We note that by ‘exemplar subtitle’, we are referring
to the video frames corresponding to the subtitle timestamps. Non-lexical
signs, such as pointing signs or pause gestures, are very common in sign lan-
guage. To avoid annotating such non-lexical signs as the common sign across
V0 and V1, . . . , VN , we also chooseN− negative subtitle exemplars U1 . . . UN−

presumed to not contain w (due to the absence of w in the subtitle). We com-
puteL+ andL− using the scoremaps frompositive exemplars V1, . . . , VN and
negative exemplars U1, . . . , UN− respectively. We then let L = L+ − L−.

In order to find a sign corresponding to a word w in a reference video, we
take N = 9 positive exemplars corresponding to subtitles containing w, and
N ′ = 27 negative exemplars corresponding to subtitles not containing w. We
do not use padding around either the reference video nor the exemplars. The
confidences for these spottings correspond to the proportion of theN exem-
plars with a cosine similarity match above a threshold h, i.e. the maximum
value of L+. We consider all novel sign classes with a confidence threshold
above 0, that is, with at least one match amongst the positive exemplars.

6.3.3 . Pseudo-labelling as a Form of Sign Spotting (P)
We propose to re-purpose a pretrained large-vocabulary sign classifica-

tion model (see vocabulary expansion in Sec. 6.3.5) for the task of sign spot-
ting. Specifically, we predict a sign class from a fixed vocabulary for each time
step in a continuous signing video clip. We subsequently filter the predicted
signs to words which occur in the corresponding English subtitle. Similarly
to [187], here the task is to recognise the sign from scratch, without a query
keyword. The subtitle is only used as a post-processing step to filter out signs
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which are less likely performed (due to absence in the subtitle).
6.3.4 . Improving the Old (M∗, D∗)

Here, we briefly describe our improvements over the existing sign spotting
techniques.
BetterMouthingswith anUpgradedKWS fromTranspotter [152]. In previ-
ous work [4], an improved BiLSTM-based visual-only keyword spotting model
of Stafylakis et al. [173] from [134] (named “P2G [173] baseline") is used to auto-
matically annotate signs via mouthings. In this work, we make use of the re-
cently proposed transformer-based Transpotter architecture [152], provided
by the authors, that achieves state-of-the-art results in visual keyword spot-
ting on lipreading datasets. We follow the procedure described in [2, 4] to
query words in the subtitle in continuous signing video clips.
Finetuning KWS on Sign Language Data through Bootstrapping. The
visual keyword spotting Transpotter architecture in [152] is trained on silent
speech segments, which differ considerably from signer mouthings. In
fact, signers do not mouth continuously and sometimes only partly mouth
words [16]. In order to reduce this severe domain gap, we propose a
dual-stage finetuning strategy. First, we extract high-confidence mouthing
annotations using the pre-trained Transpotter from [152] on the BOBSL
training data. We query for the words in the subtitle and obtain the temporal
localization of the word in the video. We finetune on this pseudo-labeled
data using the same training pipeline of [152], where the spotted mouthings
(word-video pairs) act as positive samples. For the negative samples, we pair
a given word with a randomly sampled video segment from the dataset. As
we observe the Transpotter to predict a large number of false positives, we
remedy this by sampling a larger number of negative pairs in each batch.
We also do a second round of fine-tuning by training on the pseudo-labels
from the finetuned model of the first stage. We did not achieve significant
improvements with further iterations.
Better Search Window with Subtitle Alignment with SAT [26]. One chal-
lenge in using sign language interpreted TV broadcasts is that the original
subtitles are not aligned to the signing, but to the audio track. In [4], a sign-
ing query window is defined as the audio-aligned subtitle timings together
with padding on both sides to account for the misalignment. We automatic-
ally align spoken language text subtitles to the signing video by using the SAT
model introduced in [26], trained on manually aligned and pseudo-labelled
subtitles as described in [4]. By using subtitles which are better aligned to the
signing, we reduce the probability of missing spottings.
Better Keywords with Synonyms and Similar Words. To determine
whether a keyword belongs to a subtitle, previous works [4] check whether
the raw form, the lemmatised form, or the text normalised form (e.g. two
instead of 2) appears in the subtitle text. We notice that this is sub-optimal
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as multiple words may correspond to the same sign, often due to (i) English
synonyms, (ii) identical signs for similar words, or (iii) ambiguities in spoken
language. For example, dad and father or today and now can be the same
signs in BSL. In this work, we investigate whether the automatic annotation
yield could be improved by querying words beyond the subtitle, by querying
synonyms and similar words to the words in the subtitle. We collect the
additional words to query through (i) English synonyms from WordNet [68],
(ii) the metadata present in online sign language dictionaries such as
SignBSL1 [135] and BSL Sign-Bank2 which provide a set of ‘related words’ for
each sign video entry; (iii) words with GloVe [149] cosine similarity above 0.9
to account for ambiguities in spoken language.

6.3.5 . Evaluation Framework
Our framework consists of three stages: (a) a costly end-to-end classi-

fication training to learn sign category aware video features given an initial
set of sign-clip annotation pairs; (b) a lightweight classification training given
pre-extracted video features for a large number of annotations; (c) a sliding
window evaluation of the trained lightweight model by comparing dense sign
predictions against the subtitles (see Sec. 6.4.1). These stages are illustrated
in Fig. 6.4. Note that the annotations we refer to are always automatically loc-
alised sign spottings from continuous videos using subtitle information. The
motivation for the video backbone and lightweight classifier is purely related
to computational costs. Unlike traditional video recognition datasets, wework
with untrimmed videodata of 1400 hours, where the set of sign-clip pairs is not
fixed. Instead, our goal is to increase the number of sign-clip pairs within the
continuous stream, and assess the quality of the expanded annotation yield
on the proxy task of continuous sign language recognition. Next, we describe
the training stages for the video backbone and the lightweight classifier.
Improving the I3D Feature Extractor through Vocabulary Expansion. Fol-
lowing previous works [102, 117, 2, 4], we use the I3D spatio-temporal convolu-
tional architecture to train an end-to-end sign recognition model. We input 16
consecutive RGB frames and output class probabilities. As explained above,
this model forms the basis of sign video representation which corresponds
to the spatio-temporally pooled latent embedding before the classification
layer. The prior work of [4] trains this classifier on the BOBSL dataset (see
Sec. 6.4.1) with 2K categories obtained through the vocabulary of mouthing
spottings. As a first step, we perform a vocabulary expansion and construct
a significantly increased vocabulary of 8K categories. This is achieved by in-
cluding each sign that has at least 5 training spottings above 0.7 confidence
from both mouthing (M) and dictionary (D) annotations. The confidence for
the mouthing annotation corresponds to the probability that a text keyword

1www.signbsl.com2bslsignbank.ucl.ac.uk
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Figure 6.4: Evaluation framework: (a) Video features are obtained by train-ing an I3D architecture end-to-end given M + D annotations from [4]. The I3Dingests 16-frames of video and has a linear classifier for 8K sign categories.The end-to-end training is a costly procedurewhich is not affordable to repeatfor each set of our new sign spottings that are on the order of several milliontraining samples. (b) As new sets of spottings are generated, a light weightMLP classifier is trained on the pre-extracted I3D features. This relatively in-expensive training procedure means that we benefit from new annotationswithout the expense of end-to-end training. (c) The MLP is applied in a slidingwindow fashion to the signing sequence to generate sign predictions.

(corresponding to the sign) is mouthed at a certain time frame, as computed
in [2]. The confidence for the dictionary annotation corresponds to the cosine
similarity (normalised between 0-1) between the representations of a diction-
ary clip of the sign and the continuous signing at each time frame, as in [135].
The resultingM+D training set comprises 670K annotations, with a long-tailed
distribution. Furthermore, we note that the categories are noisy where mul-
tiple categories may correspond to the same sign, and vice versa. Despite this
noise, we empirically show that this model provides better performance than
its 2K-vocabulary counterpart. We use our improved I3D model for two pur-
poses: as the frozen feature extractor and as the source of pseudo-labelling
for sign spotting (see Sec. 6.3.3).
Lightweight Sign Recognition Model. Following [187], we opt for a 4-layer
MLP module (with one residual connection) to assess the quality of different
sets of annotations. Given pre-extracted features, this model is trained for
sign recognition into 8K categories. We note that we do not train on a lar-
ger vocabulary to avoid the presence of many singletons in the training set.
The efficiency of the MLP allows faster experimentation to analyse the value
of each of our sign spotting sets. The input is one randomly sampled fea-
ture around the sign spotting location (the receptive field of one feature 16
frames). The MLP weights are randomly initialised. Additional training and
implementation details are given in Sec. 6.3.8.

6.3.6 . Obtaining Synonyms for Querying Keywords and for Eval-
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uation
We use synonyms both when querying keywords for spottings and when

evaluating the performance of our MLP model. For these two purposes, we
construct two different lists of synonyms. The first list is used for querying
keywords for spottings and is large and flexible. The second list is a subset
of the first; it is used to deem a prediction correct when evaluating our MLP
model and is therefore more restrictive.

The first list is an extensive list of synonyms combined from multiple
sources: the online dictionaries SignBSL3, and BSL SignBank4 ‘related words’
propositions for each sign video entry; words from the English synonym
list from WordNet [68] as well as words with GloVe [149] cosine similarity
above 0.9. In order to reduce noise, we remove synonyms with GloVe cosine
similarity of less than 0.5. The second list of synonyms is a subset of the
first, but we do not add all words with GloVe [149] cosine similarity above 0.9.
Instead, amongst words with GloVe similarity above 0.9, we keep only those
predicted to be sign synonyms by a simple sign synonym detection model.
The sign synonym model is a 4 layer MLP model predicting whether or not
two video features correspond to the same or different signs. The model
is trained on pairs of M+D+A spottings from [4], and evaluated using the
validation split with 33 videos, rather than the 36 aligned test set episodes
used in the rest of the chapter. At evaluation, we search for sign synonyms
from our first list only amongst words with GloVe similarity of 0.9 and above.
For each potential pair or synonyms with more than 5 spottings in the
evaluation set, we consider the pair to be sign synonyms if it is predicted to
be identical for at least 50% of the evaluation set examples. Tab. 6.1 shows
examples of synonyms.

6.3.7 . Different Automatic Annotation Approaches
We provide a summary of the different approaches mentioned in this

chapter for annotating signs automatically in sign language interpreted TV
shows, which consist of continuous signing and weakly-aligned English sub-
titles. We highlight specifically the limitations of different approaches and
their dependencies.

• M refers to automatic sign annotations obtained in previous work [2]
from mouthings, as signers often mouth a word and sign it simultan-
eously. Specifically, the sign annotations are obtained by querying sub-
title words in a signing window with a mouthing-based keyword spot-
ting model and saving the most confident model predictions. Mouth-
ing is a strong signal, but it cannot be used to annotate all data (since

3www.signbsl.com4bslsignbank.ucl.ac.uk
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Word Synonymschange evolution, diversity, conversion, switch, variety, convert, other, acquire,transform, amend, transformation, deepen, selection, evolve, adaptation,alteration, amendment, various, adapt, transfer, become, exchange, alter,modify, variation, modification, vary, among, shiftbus coach, heap, metro, subway, tube, underground, vehicle, bus stoprare uncommon, fewcontent message, capacity, substance, subject, context, insert, reliefarchitect designerairplane aeroplaneskyscraper cityking royal, prince, princess, mogul, queen, power, tycoon, baron
Table 6.1: Examples of synonyms: Our list of synonyms contains Eng-lish words with similar meaning or words that can be signed using thesame sign.

signers do not mouth continuously). Furthermore, these automatic an-
notations are skewed towards words with ‘easy’ mouthings.

• D refers to automatic sign annotations obtained in previous work [135]
by leveraging online sign language dictionary clips. In more detail, a
joint embedding space is learned between the isolated dictionary video
clips and the continuous signing video sequences. At inference time, the
cosine similarity between the continuous signing sequence and diction-
ary clips corresponding to subtitle words is calculated. The sign annota-
tions correspond to the dictionary clipswith highest similarity. Although
these automatic annotations are not limited to signs accompanied by
mouthings, they are limited to the vocabulary of the online sign dic-
tionary. Furthermore, they are biased to an extent towards mouthings
since the joint embedding space is learned using M annotations.

• A refers to automatic sign annotations obtained in previous work [187]
by using the localisation ability from the attention mechanism of
a video-to-text Transformer model. The encoder takes as input
pre-computed video features (from a sign recognition model trained
with M and D annotations) and outputs a sequence of word stems.
The sign annotations correspond to words which are correctly
predicted and the sign timestamps are obtained by looking at the
temporal position where the encoder-decoder attention is maximised.
Compared to mouthing (M) and dictionary (D) annotations, the
attention (A) annotations are obtained by taking context into account.

• M∗ refers to new and improved mouthing annotations obtained in this
work. In fact, we upgrade to a state-of-the-art keyword spotting model
(Transpotter [152]) and finetune this model on signer mouthings. We
also use subtitles which are better aligned to the signing for centering
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our queryingwindows. This enables the number of detectedmouthings
and therefore automatic sign annotations to be greatly expanded.

• D∗ refers to new and improved dictionary annotations obtained in this
work by (i) using subtitles which are better aligned to the signing for
centering our querying windows, and (ii) expanding the query set to
dictionary clips corresponding to similar words and synonyms to words
in the subtitles.

• P refers to new sign annotations obtained in this work through
pseudo-labelling. In fact, we train a large-vocabulary (8K) sign
classification model with automatic annotations from mouthings (M),
dictionaries (D) and attention (A) and use it to pseudo-label. We firstly
predict a sign class at each time step in a continuous signing video
clip. We then filter the predicted signs to words in the corresponding
subtitle.

• E and N are automatic sign annotations obtained in this work by relying
on in-domain occurrences of signs. We localise a sign w in a reference
video V0 given (i) the word corresponding to w occurs in the subtitle as-
sociated with V0, and (ii) other exemplar videos V1 . . . VN with w in the
associated subtitles. When mining instances of known classes E, the ex-
emplar videos V1 . . . VN are short video segments of the sign w from
previous annotation methods. When mining instances of novel classes
N, the exemplar videos V1 . . . VN are longer, subtitle-length videos that
have w in their corresponding subtitle. E and N are collected by calcu-
lating amatrix of cosine similarities between video features of the refer-
ence and exemplar videos. These video features are extracted from the
last layer of a sign recognition MLP model trained with M∗, D∗, A [187],
and P (see Tab. 6.6 ). These in-domain methods are necessary as not all
signs have mouthing cues, and signs in continuous signing may differ
from their isolated realisations in dictionaries.
6.3.8 . Implementation Details

Transpotter Finetuning

In Section 6.3.4, we discuss the domain gap between the lip movements in
videos with the audio track removed (for example, from TV programmes) and
the mouthings in sign language videos. As the Transpotter [152] is trained on
the former, we finetune it on the pseudo-annotated sign languagemouthings
to reduce the domain gap. In this section, we describe the process of extract-
ing pseudo annotations and the subsequent finetuning.

Extracting Pseudo-annotations: We start with a pre-defined list of
keywords that are at least 3 phonemes in length according to the CMU
dictionary [171] and find all occurrences of these keywords in the subtitles.
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We take the video segment corresponding to the subtitle as our search
window. We add 10 second padding (as also done in [4]) on either side of
this video segment to account for the temporal misalignment between the
continuous signing and audio-aligned subtitles. We query for the keywords
present in the subtitle in order to obtain the temporal localization of each
keyword in the video segment. As the video segment is much longer than
the segments seen by the model during training, we perform a windowed
inference with short 3 second windows. We have a 1.2 second overlap
between successive windows. We run two windowed passes through the
video, where the start time of the second pass is delayed by one second.
This is to ensure that in at least one of these passes, the desired sign (often
< 1 second in length) occurs completely within the short window. The
Transpotter outputs a per-frame probability indicating whether a word
is uttered at that frame. We save the frame number with the maximum
probability as a possible annotation for the word and later filter these
annotations based on confidence values.

Finetuning: We perform two rounds of finetuning. We first extract
pseudo-labels using the Transpotter model from [152], pretrained on silent
speech videos. We filter the mouthings with a confidence ≥ 0.7 as positive
samples. In each batch, we oversample negative word-video pairs, in order
to reduce false positives. We finetune the pre-trained Transpotter at a low
learning rate of 1e−6 using the AdamW optimizer [126]. After convergence, we
extract annotations with this more accurate finetuned model. We finetune
the model a second time using the same hyper-parameters as above but
resuming from the model weights from the first stage of finetuning. Further
rounds of finetuning bring negligible improvements. Our final mouthing
annotationsM∗ are extracted using this model.

How Does Finetuning Help? We observe that the Transpotter
pre-trained on silent speech segments produces a large number of false
detections on signing video segments as shown in Fig 6.5.

After finetuning, the model is less likely to erroneously predict a query
word. The decreased number of false positives is reflected by a reduction in
overall size of the automatically annotated dataset, noted in Tab. 6.4. The
finetuned model only spots 412K mouthings compared to the pre-trained
model’s 661K. Despite a 1.5× reduction in dataset size, the MLP model
achieves better performance when trained on the 412K mouthings. Thus,
finetuning the Transpotter improves downstream task performance, while
also enabling faster and more efficient training of our MLP classifier due to
fewer training samples.
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Figure 6.5: Finetuning the Transpotter on pseudo-annotations leads to
fewer false positive detections: We show two qualitative examples to illus-trate the impact of finetuning the mouthing model. For a given query wordand a short video segment, we plot the per-frame confidence scores of thetwo models, i.e. before and after finetuning. We can see that the pre-trainedTranspotter spots mouthings even though they are not present, whereas thefinetuned model correctly predicts near-zero confidence, indicating that theword is indeed not mouthed in the given video segments.

Video Backbone (I3D)

Here, we describe the training of our I3D video backbone, which is used as
the frozen feature extractor and as the source of pseudo-labelling for sign
spotting.

As shown in Tab. 6.3.8, we start with the M+D baseline from [4] which
is initialised with Kinetics [35] pretraining. This model is trained with sign an-
notationswith confidence above 0.8, resulting in 426K training samples froma
2,281 sized vocabulary. The model takes as input 16 consecutive video frames
at 25 fps and a cropped 224 × 224 spatial region (from an initial 256 × 256

region). The input to the model is therefore 3 × 16 × 224 × 224, since our
frames are RGB. For each sign annotation from mouthing (M), a sequence of
16 contiguous frames is randomly sampled from awindow covering 15 frames
before the time associatedwith the annotation and 4 frames after the annota-
tion, i.e., [−15, 4] around the mouthing peak. For dictionary annotations, the
window around the similarity peak is [−3, 22]. I3D is trained for 25 epochs us-
ing SGD with momentum (with a momentum value of 0.9), with a batch-size
of size 4. An initial learning rate of 0.01 is decayed by a factor of 10 after 20
epochs. Augmentations are applied during training including spatial cropping
and color augmentations as well as scale and horizontal flip augmentations.
The model produces a 1024-dimensional embedding (following average pool-
ing) which is passed to our last linear layer, which outputs scores with the
dimensionality of the number of classes. When evaluating the I3D predic-
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tions, I3D is run in a sliding window manner over the continuous signing with
a stride of 4.

We explore how changing our pretraining effects performance: instead of
only pretraining on Kinetics, we use a publicly released model (available on
the webpage for [187]) which is first pretrained on Kinetics then finetuned on
BSL1K [2] on a 5K vocabulary size. As shown in Tab. 6.3.8, this marginally im-
proves performance on our downstream task of continuous sign recognition.

We explore how expanding the vocabulary from 2K to 8K varies perform-
ance: this increases the number of training instances with confidence over
0.8 from 426K to 670K. In this case, our model is only trained for 17 epochs
(due to computational costs) with an initial learning rate of 3e-2, reduced by
a factor of 10 at epoch 12. As shown in Tab. 6.3.8, this increases our recall
from 25.5 to 26.3 and coverage from 15.5 to 16.3. This final model is chosen
as our frozen feature extractor and as our source of pseudo-labelling for sign
spotting: both features and class predictions are obtained by running I3D in
a sliding window fashion with a stride of 4.

Lightweight Classifier (MLP)

As new sets of spottings are generated, a light weight MLP classifier is trained
on the pre-extracted I3D features. Our 4-layer MLP module has layers of di-
mension (1024,512,256,8K) where the last layer corresponds to the number of
sign classes and contains LeakyRelu activations in between. The first linear
layer also has a residual connection on the 1024-dimensional I3D input fea-
tures. The MLP is trained with a batch size of 128 for 15 epochs, with the learn-
ing rate initially set to 1e-2 and decayed by a factor of 10 at epochs 5 and 10.
When evaluating theMLP predictions, theMLP is run in a sliding window fash-
ion, outputting one feature for each I3D input feature (where the I3D features
are extracted with a stride of 4).

6.4 . Experiments

We start by describing our dataset and evaluation metrics (Sec. 6.4.1). We
then present experimental results on the contribution of each source of an-
notation and show qualitative examples (Sec. 6.4.2).

6.4.1 . Data and Evaluation Protocol
BOBSL [4] is a public dataset consisting of British Sign Language interpreted
BBC broadcast footage, along with English subtitles corresponding to the
audio content. The data contains 1,962 episodes, which have a total duration
of 1,467 hours spanning 426 different TV shows. BOBSL has a total 1,193K
subtitles covering a total vocabulary of 78K words. We note that in this work
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we use the word subtitle to refer to the processed BOBSL sentences from [4]
as opposed to the raw subtitles. There are a total of 39 signers in the dataset.
Further dataset statistics can be found in [4]. For a subset of 36 episodes
in BOBSL, referred to as SENT-TEST in [4], the English subtitles have been
manually aligned temporally to the continuous signing video. We make use of
this test set to evaluate the quality of our predicted automatic annotations.
SENT-TEST covers a total duration of 31 hours and contains 20,870 English
subtitles. The total vocabulary of English words is 13,641, of which 5,604 are
singletons. The 3 signers in SENT-TEST are different to the signers in the
training set, this enables signer-independent BSL recognition to be evaluated.
Evaluation protocol. Given an English subtitle and the temporally aligned
continuous signing video clip, we evaluate our predicted signs for the clip
using (i) intersection over union (IoU); (ii) recall between signs and the English
word sequence; and (iii) temporal coverage: this is defined as the proportion
of frames in the clip assigned to signs that occur in the word sequence, where
a sign is given a fixed duration of 16 frames (for 25Hz video). Note that none
of these metrics depend on the word order of the English subtitle, only the
words it contains. All metrics are rescaled from the range 0-1 to 0-100 per-
centage for readability.

For this evaluation, stop words are filtered out since often they are not
signed. This reduces the number of test subtitles from 20,870 to 20,547: sub-
titles such as “is it?”, “Oh!”, “but no” are removed. The sign and word se-
quences are also lemmatised. We also remove repetitions from the predicted
sign sequence and allow the prediction of synonyms of words in the English
subtitle. This processing is highlighted in Fig. 6.6, where the IoU and recall are
computed for a pair of predicted signs and English text. While this evaluation
is suboptimal due to the simplified word-sign correspondence assumption, it
tests the capacity of the sign recognitionmodel in a large-vocabulary scenario,
necessary for open-vocabulary sign language technologies.

Note, the predicted signs for a clip can be produced in two ways. In the
first way, the signs are obtained from the automatic annotations using know-
ledge of the content of the English subtitle – we refer to these as Spottings.
In the second, signs are predicted directly from the clip using the MLP sign
predictions, without access to the corresponding English subtitle. These are
referred to as MLP predictions. Spottings are evaluated using all the words;
this metric is important to monitor how dense we can automatically annotate
the data. The MLP evaluation is limited to the fixed classification vocabulary
(of size 8K in our experiments). We note that when different annotations are
combined, the sign spotting methods are applied independently.

6.4.2 . Results
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Subtitle: 	 	 I hope they taste really good!

Lemmatise, no stopwords (L+NS): 	 hope taste really good 

MLP predictions: 	                             do hope miss mouth taste delicious delicious good do do do

L+NS+combine synonym classes:	 hope miss mouth taste good

Recall = 0.75  
(MLP predicts 3 out of 4 words in subtitle)

 
IoU = 0.5  
(intersection=3, union=6)

Subtitle: 	 	 So one of the first indicators of spring?

Lemmatise, no stopwords (L+NS): 	 one first indicator spring


MLP predictions:  	                              receive green year grow sell true start start start spring spring spring spring one one fast charles

L+NS+combine synonym classes:	 receive green year spring sell true first one fast charles

Recall = 0.75  
(MLP predicts 3 out of 4 words in subtitle)

 
IoU = 0.27  
(intersection=3, union=11)

Figure 6.6: Evaluation illustration on sample prediction: We illustrate theprocessing applied to the predicted sign sequence from the MLP predictionsand corresponding English subtitle for calculating our metrics. As the MLPmodel predicts one sign per time-step, some predictions are repeated andirrelevant words appear at transition periods between signs, decreasing theIoU. Some signs are not predicted as they are not signed, showing the limita-tions of using the subtitle to measure performance.
I3D predictions

(subtitle independent)Annot. source Num. I3D train annot. Vocab. size Recall IoU Coverage
M [2]+D [135] 426K 2K 25.5 6.4 15.5M [2]+D [135] 670K 8K 26.3 7.9 16.3

Table 6.3: Comparison of I3D video features: We highlight the im-proved performance of I3D on the test set (SENT-TEST) when trainedon a larger vocabulary (8K instead of 2K) with more samples (670K in-stead of 426K).
Comparison of Video Features. By finetuning our Kinetics pretrained I3D
model on BOBSLM+D annotations from [4] using an 8K vocabulary instead of
a 2K vocabulary, we improve predictions on the test set, as shown in 6.3. We
increase the recall from 25.5 to 26.3 and the coverage from 15.5 to 16.3. We
therefore use the 8K M+D model for the rest our experiments as the frozen
feature extractor. We note that we restrict the M+D annotations to the high-
confidence ones (over 0.8 threshold) used for the I3D baseline in [4], as these
present an appropriate signal-to-noise ratio. We use the same threshold for
subsequent automatic annotations unless stated otherwise.
Oracle. As the MLPs are trained on a restricted 8K vocabulary, it is not pos-
sible to predict the full vocabulary of 13,641 words present in the test set sub-
titles. Furthermore, not all words in the subtitle are signed and vice versa.
This means a recall, IoU and coverage of 100% is not achievable between pre-
dicted signs and English subtitle words. However, we propose an oracle in
Tab. 6.4 whereby we measure the recall and IoU assuming each word in the
subtitle, which either falls within the 8K vocabulary or corresponds to a syn-
onym of a word in the 8K vocabulary, is signed and correctly predicted. The
oracle achieves a recall of 86.7 and IoU of 86.3. For the coverage metric, we
assume each correctly predicted sign has a duration of 16 frames and no signs
overlap. The resulting oracle coverage is 55.2. This low coverage is partly due
to the signer pausing within subtitles and also due to the presence of non-
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Training set Spottings [full] MLAP predictions [8K]Subtitle full #ann. #ann. (subtitle dependent) (subtitle independent)Annotation source alignment Synonyms vocab [full] [8K] Recall IoU Coverage Recall IoU Coverage
Oracle - - - - - - 86.7 86.3 55.2
Translation baseline [4] - - - - - - 11.7 8.3 7.6
M [2] 13.6K 197K 187K 2.5 2.2 1.3 15.1 3.2 8.7M [152] (no finetuning) 21.5K 725K 661K 9.4 8.3 4.9 20.4 4.8 11.9
M [152] 18.6K 445K 412K 7.1 6.5 3.9 23.6 4.8 13.8M [152] (M∗) ✓ 19.6K 598K 552K 8.9 8.2 4.9 27.4 6.3 16.7M [152] ✓ ✓ 19.6K 1.38M 1.25M 11.8 10.4 6.1 25.3 6.2 16.3D [135] 4.4K 482K 482K 6.5 6.3 3.7 24.0 7.2 15.1D [135] ✓ 4.5K 535K 535K 7.0 6.9 4.0 24.2 7.3 15.3D [135] (D∗) ✓ ✓ 5.0K 1.40M 1.39M 12.5 11.6 7.0 26.0 7.3 16.9M∗+ D∗ ✓ ✓(D-only) 20.9K 2.00M 1.94M 19.0 17.6 10.5 29.0 7.9 18.4M∗+ D∗+ A [187] ✓ ✓(D-only) 20.9K 2.43M 2.37M 21.9 20.1 11.8 29.6 9.1 19.0

Table 6.4: Improved mouthing and dictionary spottings: We eval-uate different sets of spottings and their respective MLP predictions.M [152] shows our finetuned version for all the rows in the last block.We quantify the effects of subtitle alignment and querying synonyms.We also show the oracle performance and a translation baseline.
lexical signs. In fact, the percentage of fully lexical signs in three other sign
language corpora (Auslan [99], ASL [99] and LSF [10]) is estimated to be only
70-85% of total signing.
Translation Baseline. Although the goal in this work is not translation, but
achieving dense annotations, we can nevertheless compare our MLP predic-
tions to the translation baseline in [4]. Using the test set translation pre-
dictions from this model, we perform the same processing as highlighted in
Fig. 6.6 to calculate ourmetrics. As shown in Tab. 6.4, all our simpleMLPmod-
els clearly outperform the transformer-based translation model used in [4],
demonstrating thatwe are able to recognisemore signs in the English subtitle.
Improving Mouthing and Dictionary Spottings. As shown in Tab. 6.4, by
using the Transpotter [152] for spotting mouthings M, our yield of total an-
notations triples from 197K to 725K. The quality of these new annotations is
reflected in the increased performance of the MLP: the recall increases from
15.1 to 20.4 and the coverage from 8.7 to 11.9. Finetuning the keyword spot-
ter on sign language data through pseudo-labelling also helps considerably
despite the drop in the number of training annotations since there are less
false positives; recall increases from 20.4 to 23.6 and coverage from 11.9 to
13.8. Subtitle alignment improves the yield of both mouthing and dictionary
annotations, as shown in Tab. 6.4. This translates to a significant boost for
mouthings on the MLP performance; the recall increases from 23.6 to 27.4
and the coverage from 13.8 to 16.7. For dictionary annotations, the improve-
ment by using aligned subtitles is less striking. By querying synonyms when
searching for mouthings, the yield more than doubles. However, these addi-
tional annotations seem to be quite noisy as they decrease the performance
of our MLP. Due to the nature of sign language interpretation, it is possible
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Subtitle 1: “I'm a teeny tiny bit claustrophobic, so if you  
could leave the light on...”

Subtitle 1: “But local suspicions wouldn't stop an  
English aristocrat from realising his vision.”
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Figure 6.7: Discovering novel sign classes (N): For two pairs of continuoussigning sentences, we plot the scoremaps (as described in Sec. 6.3.1) betweentheir feature sequences. We highlight the ability of our approach to spot novelsign classes.

that signers are farmore likely tomouth awordwhich is actually in thewritten
subtitle than a synonym of that word. We therefore do not query synonyms
for mouthing spottings. For dictionary spottings, we observe the opposite ef-
fect. By incorporating synonyms, the yield of dictionary spottings more than
doubles and the recall of theMLP predictions also increases from 24.2 to 26.0.
We denote our best performing mouthing and dictionary spottings with M∗

and D∗, respectively. Adding attention spottings from [4] (with a threshold
of 0) adds around 400K additional annotations and boosts the MLP perform-
ance; increasing recall from 29.0 to 29.6 and coverage from 18.4 to 19.0, com-
pared to the oracle recall of 86.7 and coverage of 55.2.
Sign Recognition as a Form of Pseudo-labelling. Pseudo-labels P are a
source of over 1M new annotations (when using a threshold of 0.5) on top
of our best M∗, D∗, A spottings. As shown in Tab. 6.6, they greatly increase
the spottings recall from 21.9 to 25.4 and coverage from 11.8 to 13.9, while
only marginally increasing the recall and coverage for MLP predictions. As
the pseudo-labels come from our 8K I3D model in Tab. 6.3 whose frozen fea-
tures are also used for training the MLP, P may not be providing additional in-
formation for our downstream evaluation. Nevertheless, they provide a great
source of additional spottings (not found by previous methods) for our goal
of dense annotation.
Mining more Examples of Known and Novel Sign Classes with In-domain
Exemplars. By explicitly querying words in the subtitle text which are not
present in our annotations, we can obtain significantly more annotations.
Tab. 6.5 shows multiple methods to use exemplar signs to find additional
annotations for these signs. The best performing method takes spotting ex-
emplars from across the whole training set, irrespective of signer or episode,
and uses the voting scheme described in Sec. 6.3.1 to localise signs. By us-
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Training set Spottings [full] MLP predictions [8K]Ann. ex. ex. ex. ex. full #ann. #ann. (subtitle dependent) (subtitle independent)src. data thres # pooling vocab [full] [8K] Recall IoU Coverage Recall IoU Coverage
E same ep. 0 var avg 11.6K 869K 833K 10.4 9.6 5.8 25.1 6.9 15.3E same signer 0 20 avg 15.9K 505K 421K 7.8 7.5 4.4 23.1 5.6 14.2E all 0 20 avg 16.7K 351K 252K 5.7 5.7 3.3 21.5 5.1 13.4
E all 0.5 20 avg 16.6K 370K 261K 5.9 5.8 3.4 21.9 5.2 13.5E all 0.8 20 avg 16.6K 458K 358K 7.4 7.3 4.3 25.2 6.2 15.7
E all 0.8 20 max 15.4K 1.48M 1.38M 20.2 18.6 10.8 27.6 8.4 17.7E all 0.8 10 max 15.4K 1.07M 982K 15.2 14.0 8.3 27.9 8.0 17.7E all 0.8 5 max 15.3K 740K 664K 10.7 10.0 6.0 27.6 7.6 17.4
E all 0.8 20 vote 15.9K 1.76M 1.63M 25.8 23.3 13.5 28.4 8.5 18.1E all 0.8 10 vote 15.8K 1.32M 1.21M 20.0 18.1 10.7 28.4 8.3 18.1

Table 6.5: Ablation onmining exemplar-based spottings for known
signs E:We perform different ablations for mining known signs whichhave been unannotated by previous methods (M∗, D∗, A, P). We exper-iment with the source of exemplar data (same episode, same signer,all data), the confidence of exemplar signs (0,0.5,0.8), the number ofsamples of exemplar data (5,10,20) and the pooling mechanism (aver-age, max, vote). We evaluate on the test set (SENT-TEST).
ing 20 spotting exemplars, we acquire 1.63M additional annotations. An MLP
model trained only on these additional annotations achieves a recall of 28.4
and coverage of 18.1. Tab. 6.6 illustrates the impact of combining these addi-
tional annotations from spotting exemplars to M∗, D∗, A and P annotations.
With the additional exemplar-based annotations E, recall increases from 29.8
to 30.7 and coverage increases from 19.2 to 19.8, where the oracle recall and
coverage are 86.7 and 55.2. Furthermore, by mining instances of novel sign
classes N (see Fig. 6.7), we increase our total vocabulary to 24.8K and total
number of annotations to 5.47M.

6.5 . Qualitative Examples

6.5.1 . Densification Visualisations
In Fig. 6.8, we show visualisations of our densified sign sequences after

our framework is applied.
6.5.2 . Known Classes Spottings Visualisations

In Fig. 6.9, we show visualisations of our score maps for annotating in-
stances of known classes through our in-domain exemplar signs.

6.5.3 . Novel Classes Spottings Visualisations
We show visualisations of score maps for annotating instances of novel

classes through our in-domain weak exemplar subtitles. Fig. 6.10 illustrates
the necessity of using negative samples to avoid incorrectly identifying signs
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Training set Spottings [full] MLP predictions [8K]full #ann. #ann. (subtitle dependent) (subtitle independent)Annotation source vocab [full] [8K] Recall IoU Coverage Recall IoU Coverage
M∗ + D∗ + A [187] + P 20.9K 3.64M 3.56M 25.4 23.5 13.9 29.8 8.9 19.2M∗ + D∗ + A [187] + P + E 20.9K 5.40M 5.19M 45.3 40.7 23.3 30.7 9.5 19.8M∗ + D∗ + A [187] + P + E + N 24.8K 5.47M - 45.6 40.9 23.4 - - -
Table 6.6: Pseudo-label spottings P & Exemplar-based sign spot-
tings for known E and novel classes N: We highlight the boost inannotations by adding our pseudo-label annotations (P) as well asexemplar-based spottings of known (E) and novel (N) classes. We eval-uate Spottings andMLP predictions on the test set (SENT-TEST). For thenovel classes, we only show the evaluation of spottings since these arebeyond the 8K training vocabulary of the MLP.
common to many subtitles such as pointing signs, pause gestures or other
common gestures as the common lexical sign across exemplars. Fig. 6.11
shows a failure case, where we cannot identify the sign for ‘mandible’ due
to two different realisations of the sign depending on context.
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Subtitle: “This is a beauty, he’s got a fantastic stripe right down his back, lots of warts, and lots of different colours of brown and green and yellows.”

Annotation 
 source:

Before

Sp
ot

tin
g 

co
nfi

de
nc

e

Time

Recall: 20% 
IoU: 20% 
Coverage: 18%

Recall: 79% 
IoU: 79% 
Coverage: 52%

After

Recall: 29% 
IoU: 29% 
Coverage: 21%

Subtitle: “On average, they lost 1.5kg in just four weeks and absorbed 6% less fat.”
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Recall: 20% 
IoU: 20% 
Coverage: 18%

Recall: 29% 
IoU: 31% 
Coverage: 21%

Recall: 18% 
IoU: 18% 
Coverage: 12%

After

Recall: 73% 
IoU: 73% 
Coverage: 46%

Figure 6.8: Densification: For two continuous signing sequences, we showplots of automatic sign annotation timelines, along with their confidence andannotation source, before and after our framework is applied. We observethat our method enables densification by two measures: removing gaps inthe timeline so that we have a dense signing sequence spotted; and also in-creasing the number of words in the corresponding spoken language subtitlewe recall. M, D, A refer to spottings obtained from previous methods frommouthings [2], dictionaries [135] and attentions [187] respectively. M∗, D∗,P, E, N refer to new and improved spottings from mouthings [152], dictionar-ies [135], I3D sign recognition pseudo-labels, in-domain exemplar spottings ofknown sign classes as well as in-domain exemplar spottings of novel classesrespectively.
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Exemplar signs for “yellow”
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Figure 6.9: Mining with spotting exemplars: By comparing the score mapsbetween a subtitle text and multiple spotting exemplars, we can temporallylocate a lexical sign in a video segment. The left example illustrates how wecan find the sign for ‘yellow’. There are two different signs for ‘yellow’, wherethe second, third and fifth exemplars correspond to the sign used in the sub-title, and the first and fourth exemplars show an alternative sign. By usinga voting method, we can count the number of exemplars with a high cosinesimilarity at a particular temporal location in the reference subtitle. The rightexample searches for the sign ‘English’ in a subtitle using 5 exemplars. Thefifth exemplar in an incorrect spotting annotation, and has a low cosine sim-ilarity. However, with enough exemplars by different signers in different con-texts, we can locate likely temporal locations of a sign in a subtitle.
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Figure 6.10: Necessity of negative samples: On the left, we show the cosinesimilarity between features of two subtitles, both of which contain the word‘Hasidic’. The cosine similarity is indeed high at the temporal intersection ofboth signs for ‘Hasidic’; but the cosine similarity does also peak at pointingsigns common to both subtitles. On the right, we show a score map for asubtitle containing the word ‘Hasidic’ and a subtitle without this keyword. Byusing the score maps of negative examples, we can identify non-lexical signscommon across subtitles, such as pointing signs, and hence avoid incorrectlylabeling the common lexical query sign.
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Subtitle 1: “And the patient will be on the road to  
having a normal function in the lower mandible.”

Subtitle 1: “And the patient will be on the road to 
 having a normal function in the lower mandible.”
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Figure 6.11: Failure case: On the left, we show the score map for two subtitlessharing the common word ‘mandible’. However, in the first example, ‘mand-ible’ refers to a humanmandible and in the second example, mandibles of anant. The sign language interpretation of this word differs in each context, andthe score map only shows strong cosine similarity when the signers are in aneutral pause position. The right score map demonstrates that this neutralposition, frequent across many subtitles, can be located using negative ex-emplars. Using information from negative exemplars, we can avoid incorrectannotations.
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6.6 . Conclusion

Progress in sign language research has been accelerated in recent years
due to the availability of large-scale datasets, in particular sourced from in-
terpreted TV broadcasts. However, a major obstacle for the use of such data
is the lack of available sign level annotations. Previous methods [2, 135, 187]
only found sparse correspondences between keywords in the subtitle and in-
dividual signs. In our work, we propose a framework which scales the number
of confident automatic annotations from 670K to 5.47M (which wemake pub-
licly available). Potential future directions for research include: (1) increasing
our number of annotations by incorporating context from surrounding signing
to resolve ambiguities; (2) investigating linguistic differences between spoken
English and British Sign Language such as the different word/sign ordering or
the spatial organisation of signs; (3) leveraging our automatic annotations for
sign language translation.

One of themain limitations of BOBSL is that it is interpreted sign language,
which may not be representative of spontaneous sign language usage by nat-
ive deaf signers. In Chapter 7, we present a new dataset, originally in LSF, with
aligned French subtitles.
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Part III

Returning to Non-Interpreted
Data with a New Corpus
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7 - Mediapi-RGB

In this chapter, we introduce MEDIAPI-RGB, an extension of the
MEDIAPI-SKEL dataset presented in Chapter 2. MEDIAPI-RGB contains 86
hours of video, and is thus around 3 times larger than MEDIAPI-SKEL. Most
importantly, MEDIAPI-RGB contains videos of signers, rather than only
skeleton keypoints. Unlike BOBSL, presented in Chapter 4, this dataset does
not consist of interpreted sign language content, rather original journalistic
content in French Sign Language, and has subtitles in written French
aligned to the signing. The current release of MEDIAPI-RGB is available at
www.ortolang.fr/workspaces/mediapi-rgb, and can be used for academic
research purposes. The test set contains 13 hours of video and the validation
set contains 7 hours of video. The training set contains 66 hours of video
and will be released progressively, with the full release by December
2024. Additionally, the current release contains skeleton keypoints, sign
segmentation, features and subtitles for all the videos in the train, validation
and test sets, as well as a suggested vocabulary of common and proper
nouns for evaluation purposes. We suggest potential technological and
linguistic applications for this new dataset.

The dataset release was prepared with the help of Yanis Ouakrim, An-
nelies Braffort and Michèle Gouiffès. I contributed to the majority of the pre-
processing steps and the writing.

7.1 . Introduction

Mediapi-RGB is a large corpus of original LSF content produced by deaf
journalists, available for academic research purposes. The source of the data
is the French media association Média-Pi!,1 the same source of the data used
to create MEDIAPI-SKEL (Chapter 2). The dataset contains 1230 videos, repres-
enting a total of 86 hours of LSF with written French subtitles aligned to the
signing. Relying on the subtitle timings, we temporally crop the videos into
50k sentence-like video segments with their associated translations from the
subtitle text. These sign language video-text pairs can be used for numerous
purposes such as training or evaluating sign language retrieval, recognition or
translation models. Figure 7.1 shows a screenshot of a video from Mediapi-
RGB along with its associated subtitle.

The Mediapi-RGB corpus has the same advantages of the MEDIAPI-SKEL
corpus discussed in Section 2.2, in addition to two main improvements: it
is significantly larger (86h vs. 27h) and includes RGB videos in addition to

1https://media-pi.fr/
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Figure 7.1:Mediapi-RGB source data. The source data consists of journalisticcontent in LSF, along with translated French subtitles aligned to the signingcontent.

skeleton keypoints. Although BOBSL (Chapter 4) has more hours of sign lan-
guage video (1400 hours), BOBSL contains BSL content interpreted from Eng-
lish, whereas Mediapi-RGB contains original content in LSF. Moreover, in con-
trast to BOBSL, the subtitles in Mediapi-RGB are aligned to the signing.

Using skeleton keypoints instead of the original RGB videos results in a
loss of information and tends to decrease both human understanding of the
sign language as well as model performance. In a human study in [190], the
authors find that the level of understanding of signing represented by skel-
eton keypoints is between ‘Poor’ (2) and ‘Fair’ (3) on amean opinion score scale
from 1-5. Using the skeleton keypoints to generate realistic human avatars
slightly improves the level of understanding, but it still remains between ‘Poor’
(2) and ‘Fair’ (3). In particular, the authors note that hand keypoints are of high
uncertainty and low precision, which reduces comprehensibility of sign lan-
guage. Fingerspelling, for example, relies on accurate hand shape detection.

Methods using RGB frames for action recognition as well as for sign lan-
guage recognition currently tend to work better thanmethods which only use
skeleton keypoints. In [206], the authors improve results for action recog-
nition under the constraint of using only skeleton keypoints on the Kinetics
dataset [35] with a 30% top-1 accuracy rate, in comparison to the previous
state-of-the-art at 20% top-1 accuracy. This is in contrast to numerous meth-
ods using RGB frames, easily achieving over 50% top-1 accuracy. The current
state-of-the-art methods of action recognition on kinetics all use RGB frames,
including [186] (87%), [200] (87%), [121] (86%).

134



For sign recognition, [4] find that using OpenPose 2D keypoints achieves
lower results (62% top-1 accuracy) than using RGB frames (76% top-1 accur-
acy) on BOBSL (Chapter 4). The highest performing models on the popular
benchmark corpus PHOENIX14-T [74, 75] for continuous sign language recog-
nition also all use RGB frames as input, including [86] (20.5 word error rate),
[132] (22.1 WER) and [148] (24.0 WER). Nevertheless, skeleton keypoints can be
used in order to improve the performance of models that take RGB frames as
input, as demonstrated in [76] on the PHOENIX14-T dataset (BLEU-4 score of
0.225 without skeletons and 0.248 with skeletons) and a CSL dataset (BLEU-4
score of 0.916 without skeletons and 0.990 with skeletons).

One key issue with sign language corpora available for research is the
lack of representation of native deaf signers outside of laboratory conditions.
Tab. 4.2 details a list of sign languagedatasets available for research purposes.
Most of the datasets which come from outside of laboratory conditions are
from interpreted TV data, e.g. PHOENIX14-T [74], SWISSTXT-WEATHER and
SWISSTXT-NEWS [32], and BOBSL (Chapter 4). Interpreters are highly skilled
but they are not all deaf native signers. As discussed in Sec. 4.4.1, there are
differences between interpreted and non-interpreted language [51] due to
source language interference and time constraints. There is some evidence
of differences between hearing and deaf interpreters [176], and differences
between hearing non-native signers, deaf non-native signers and deaf sign-
ers [137].

There are very few sign language corporamade outside of laboratory con-
ditions with original sign language production, rather than sign language in-
terpretation. Two examples of sign language corpora produced outside of
laboratory conditions areMEDIAPI-SKEL (Chapter 2) and [166], a fingerspelling
dataset compiled from various online sources such as YouTube videos. For a
very recent sign language translation challenge, [140] release a dataset with 19
hours of original Swiss-German Sign Language content. Mediapi-RGB aims to
complement existing corpora for automatic sign language recognition tasks,
by providing 86 hours of video of sign language content outside of laboratory
conditions with a high representation of deaf native signers.

7.2 . Dataset Overview

In Section 7.2.1, we first provide a summary of the current Mediapi-RGB
dataset release and future releases. In Section 7.2.2, we provide a comparison
with the MEDIAPI-SKEL dataset, described in Chapter 2.

7.2.1 . Dataset Content and Statistics
The source data for the Mediapi-RGB corpus is from videos produced by

the deaf media associationMédia-Pi!. In order to protect the economic model
of Média-Pi!, we publish videos of information and sports programmes pro-
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duced over three years ago, and these videos may only be used for academic
research purposes. We are nevertheless able to partially release elements
of the training set, including OpenPose keypoints [33], video features, auto-
matic sign segmentations [154] and subtitles. Due to the time constraint of
releasing the original videos 3 years after the production date, we have de-
cided to use videos dating from 2017-2018 in the validation set, and videos
from 2019 in the test set, so that models trained on other data sources can
already be evaluated on Mediapi-RGB. Other videos from 2020-2022 will be
progressively released until December 2024. The current release of the train-
ing set of Mediapi-RGB contains skeleton keypoints, features, automatic sign
segmentations and subtitles of the Mediapi-RGB training set (as well as the
validation and test sets). We also suggest a 7k vocabulary of common and
proper nouns in the Mediapi-RGB subtitles for evaluation purposes.

Train Dev Test TotalRelease date Progressivereleaseof RGBvideos untilDec. 2024

Fully avail-able Fully avail-able -

(featuresand skel-eton key-pointsavailable)# videos 950 74 206 1230# subtitles 37651 4373 8060 50084# hours (vid.) 66.1 7.2 12.5 85.9# hours (subs.) 52.3 4.9 10.8 68.0
Table 7.1: Train - Dev - Test split

7.2.2 . Relationship to Mediapi-SKEL
The Mediapi-RGB dataset is intended as a replacement dataset for

MEDIAPI-SKEL, rather than a complementary dataset to MEDIAPI-SKEL.
This is because the training set of MEDIAPI-SKEL partially overlaps with the
test partition of Mediapi-RGB. The current release of the training set of
Mediapi-RGB contains skeleton keypoints for the train, validation and test
sets, and so skeleton-based models can currently be trained and evaluated
on Mediapi-RGB rather than MEDIAPI-SKEL. The advantages of Mediapi-RGB
are that: 1) there are more hours of video (86 hours vs. 27 hours), 2) all videos
are converted to 25 fps to facilitate analysis, 3) the original RGB videos are
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available on the validation and test sets, and will soon be released on the
training set, and 4) additional data such as OpenPose keypoints [33], features
and automatic sign segmentations are available on the train, validation
and test sets. The main disadvantage of Mediapi-RGB in comparison to
MEDIPAI-SKEL is the fact that there are fewer signers, due to the exclusion
of certain types of programmes including interviews with members of the
public. A comparison of the statisics of MEDIAPI-SKEL and Mediapi-RGB can
be found in Table 7.2.

MEDIAPI-SKEL Mediapi-RGB
Global statistics# subtitled videos 368 1230# hours 27 86# frames 2.5 million 7.7 million
Video statisticsResolution 1080p (327 videos) 2160p (28 videos)720p (41 videos) 1080p (1182 videos)720p (18 videos)480p (2 videos)Framerate 30 fps (111 videos) 25 fps25 fps (242 videos)24 fps (15 videos)Average length of video 4.5 minutes 4.2 minutes# signers >100 >10
Text statistics# subtitles 20 187 50 084Average length of subtitle 4.2 seconds 4.9 seconds10.9 words 12.2 wordsVocabulary size (tokens) 17 428 35 599Vocabulary size(nouns+verbs+adjectives) 14 383 27 343
Table 7.2: Descriptive statistics of our datasets MEDIAPI-SKEL andMediapi-RGB.

7.3 . Dataset Collection

This section describes the dataset collection, as well as various
post-processing steps to facilitate usage of Mediapi-RGB. We download all
available videos from Média-Pi!’s private YouTube channel, and convert all
videos to 25fps. We release these videos for the validation and test sets,
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Figure 7.2: Duration of subtitles. The distribution of the duration of the ex-tracted subtitle clips (without 0.5s padding).

and will progressively release the videos for the training set. We temporally
crop the videos using the start and end times of each subtitle (Sec. 7.3.1)
and spatially crop the signers of each subtitle text (Sec. 7.3.2). This creates
video-text sentence-like pairs, with the signer centred within a square crop
of 444 × 444 pixels at 25fps. We remove duplicates to ensure that there are
no identical videos across the train, validation and test splits (Sec. 7.3.3).
Although we cannot currently release the training set videos, we can release
derivative products on the training set, including 2D skeleton keypoints
(Sec. 7.3.4), features (Sec. 7.3.5), sign segmentation (Sec. 7.3.6), original and
processed subtitles (Sec. 7.3.7), as well a proposed noun vocabulary for
evaluation purposes (Sec. 7.3.8).

7.3.1 . Temporally Cropping Subtitles
In Mediapi-RGB, the subtitles are aligned to the signing. Almost all of the

Média-Pi! videos are produced in LSF, then subsequently subtitled in written
French. There are rare cases where a hearing person is interviewed in spoken
language and this is interpreted into LSF. In these cases, the subtitles corres-
pond to the original audio, but are aligned to the signing, and the audio track
is removed. We temporally crop the videos using the subtitle timestamps,
adding 0.5s on each side as padding. This creates sentence-like video-text
pairs. The distribution of subtitle durations is shown in Fig. 7.2, and the distri-
bution of the original video durations is shown in Fig. 7.3.
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Figure 7.3: Duration of episodes. The distribution of the duration of Média-
Pi! episodes.

7.3.2 . Spatially Cropping Signers
As the Média-Pi! videos capture signers in different positions and orienta-

tions, we automatically extract bounding boxes around the most likely signer
in each of the extracted subtitle crops (Sec. 7.3.1). To do this, we follow the
methodology described in Sec. 3.3 with available online code.2 We extract the
2D OpenPose [33] keypoints of each person in the videos, omit the legs and
feet keypoints, track each person between consecutive frames, impute miss-
ing skeleton keypoints using past or future frames, temporally smooth key-
points using a Savitzky-Golay filter and omit unlikely signers such as people
with occluded hands, people with hands that hardly move or people in the
background. In the case of multiple potential signers, we then choose the
most likely signer based on a metric computed by multiplying the hand size
and the variation of wrist movement of the dominant hand. We then use a
static square crop around this most likely signer for the duration of each sub-
title. This square crop is then resized to 444 × 444 pixels. Fig. 7.4 shows an
example when two people are detected using OpenPose. The person on the
left has static hands, so the person on the right will be detected as the signer.
We note also that OpenPose fails to detect the fingers of the person on the
left due to the gloves. Nevertheless, failure to detect hands due to gloves or
other occlusions also indicates that the person is not the main signer.

2https://github.com/hannahbull/clean_op_data_sl
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7.3.3 . Removing Duplicate Videos
To ensure that there are no duplicate videos across train, validation and

test splits, we firstly look for subtitleswith identical text. The associated videos
may simply be a common phrase used in different contexts, but the associ-
ated videos with these subtitles also could be identical, due to the same video
sequence being used in two videos (e.g. an advertisement video for another
video, a citation or the opening sequence of a programme). To avoid biases
due to duplicate videos in both the train and validation or test sets, we meas-
ure the similarity of subtitle crops with the same subtitle text.

We extract features for sequences of 16 frames using the method
described in Sec. 7.3.5. For each pair of videos, corresponding to two
subtitles with the same subtitle text, we extract the features at stride 4 and
compute the maximum cosine similarity between each pair of features.
Letting {a1, ...,an} be features of a video A and {b1, ...,bm} be features of a
video B, we compute:

SA,B = max
i∈1,...,n,j∈1,...,m

ai · bj

∥ai∥∥bj∥
. (7.1)

If the maximum cosine similarity SA,B in Equation 7.1 is above a threshold
T = 0.95, we consider the two videos to be identical. IfA andB are in different
splits (e.g. train and test sets), we lower the threshold to T = 0.85, in order to
prevent duplicates across splits. We then remove either video subtitleA orB
corresponding to the shortest original video episode. We choose to omit the
subtitle from the shortest original video episode in order to remove videos
corresponding to advertisement segments of longer videos.

7.3.4 . Extract OpenPose Skeleton Keypoints
OpenPose [33] keypoints are useful inputs for many automatic sign

language processing tasks. For example, skeleton keypoints were used in
Chapter 3 to extract signers and to segment sign language, and have been
used for making hand or face crops [94, 166], generating sign language
[190, 162], or as inputs to improve recognition methods [10, 96]. We thus
provide OpenPose keypoints for the body (25 keypoints), the hands (21×2

keypoints) and the face (70 keypoints) [33, 169]. The OpenPose keypoints are
X and Y pixel coordinates with confidence scores between 0 and 1, where
keypoints which fail to be detected or are occluded have 0 confidence score
values. Fig. 7.4 shows an example of the face, body and hand OpenPose
keypoint detection. There are alternatives to OpenPose keypoints, such as
MediaPipe3. However, we choose to provide OpenPose keypoints due to
their widespread usage in sign language understanding [162, 190, 4, 24].

7.3.5 . Extract Features

3https://google.github.io/mediapipe/

140

https://google.github.io/mediapipe/


Figure 7.4: Illustration of OpenPose keypoints. Illustration of the face, bodyand hand keypoint detection using OpenPose [33].
I3D predictions

(subtitle independent)Model Annot. source Num. train annot. Vocab. size Recall IoU Coverage
I3D M [2]+D [135] 426K 2K 25.5 6.4 15.5I3D M [2]+D [135] 670K 8K 26.3 7.9 16.3I3D M [2]+D [135]+A [135]+P 3.56M 8K 28.6 9.5 17.6Swin M [2]+D [135]+A [135]+P 3.56M 8K 30.9 10.9 19.1

Table 7.3: Comparison of video features. Swin features outperformI3D features on the task of sign recognition. (Extension of Tab. 6.3.)

Features are a useful input for automatic sign language processing sys-
tems, because they allow models to be trained more rapidly than end-to-end
systems using RGB video frames as input. We use features directly as input
in Chapter 5 to align subtitles to sign language video. Features are also used
in Chapter 6 to search for lexical signs using exemplars (Sec 6.3.1).

To extract features, we use the Swin transformer model [125] trained for
the task of sign recognition using dense automatic annotations acquired using
the methods described in Chapter 6, and also used in [153]. The input to the
Swin transformer model is a temporal context window of 16 frames, and the
output is a vector of features of dimension 768. We extract these features at
stride 1. Due to 0.5s padding applied on each of the subtitle timestamps dur-
ing temporal cropping, all of the extracted videos contain at least 16 frames.
Tab. 7.3 extends upon Tab. 6.3, illustrating the improvements of the Swin
model in comparison to the I3D model used in Chapter 6.

Fig. 7.5 illustrates an example of the cosine similarity between pairs of
features from two video extracts corresponding to subtitles, computed using
Equation 7.1. The highest value on the cosine similarity map corresponds to
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Figure 7.5: Feature similarity. Example of cosine similarity between sub-titles containing the same word ‘France’. The highest cosine similarity occurswhen both signers sign ‘France’. There is also a high cosine similarity whenthe signer on the vertical axis signs ‘jamais’ (never) and the signer on the ho-rizontal axis signs ‘France’.

the moment when both signers sign ‘France’, the common word in both sub-
title texts. There is also a high cosine similarity corresponding to when the
signer on the y-axis signs ‘jamais’ (never) and the signer on the x-axis signs
‘France’, due to similar hand movements, although different hand shapes.

7.3.6 . Sign Segmentation
In [155], the authors train a model to automatically segment sign glosses

using annotated sign glosses from BSL Corpus [164]. This model inputs I3D
features from [4] andoutputs change-points between sign glosses. Themodel
tends to recognise changes in handshape, and thus over-segments finger-
spelling. We use available online code4 to segment signs in the Mediapi-RGB

4https://github.com/RenzKa/sign-segmentation
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Figure 7.6: Sign segmentation. Example of sign segmentation on an extractof video fromMediapi-RGB. The pink line denotes the predicted output scoresand the green blocks denote a binary threshold for scores above 0.5.
subtitle crops. Although trained on BSL data, this model seems to provide
valuable approximations of sign gloss boundaries in LSF. Fig. 7.6 shows an il-
lustration of the sign segmentation model on a Mediapi-RGB video. The sign
segmentation model recognises transitions between signs due to visual cues
such as changes in hand shape.

7.3.7 . Text Processing
We provide the raw subtitle texts for all of the videos in the train, valida-

tion and test sets. Additionally, we extract the part-of-speech of each subtitle
word.5 The total vocabulary size is 35599 and the vocabulary size of nouns,
verbs and adjectives is 27343 (Tab. 7.2). The later vocabulary size is relevant
for sign language analysis, as it is unlikely that other parts of speech such as
prepositions, determinants and adverbs have associated lexical signs.

7.3.8 . Noun Vocabulary
We propose a vocabualary of 6939 common and proper nouns for eval-

uation purposes. This vocabulary corresponds to a list of nouns and proper
nouns from the Mediapi-RGB subtitles (prior to episode filtering), appearing
at least 5 times. Fig. 7.7 plots the frequency of the top 20 most commonly
used nouns in this corpus. This vocabulary is for the purposes of evaluating
weakly-supervised sign recognition with subtitle text. Certain parts of speech
such as nouns and proper nouns are more likely to be present in the signing
as lexical signs than parts of speech such as adverbs, prepositions or determ-
inants. We would like to be able to evaluate models for recognising certain

5https://huggingface.co/gilf/french-postag-model
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Figure 7.7: Top 20most frequentwords in noun vocabulary. The frequencyof the top 20 noun occurrences.

sign in continuous sign language sequences without manual sign gloss an-
notations. The nouns and proper nouns in the subtitle text give information
on the presence or absence of certain lexical signs. Fig. 7.8 shows the distribu-
tion of the number of words in each subtitle, as well as the number of words
in the vocabulary in each subtitle.

7.4 . Opportunities and Limitations

In this section, we discuss opportunities and limitations of the Mediapi-
RGB dataset for technological applications (Sec. 7.4.1) and for research in sign
language linguistics (Sec. 7.4.2).

7.4.1 . Applications perspective
In this section, we discuss the potential of Mediapi-RGB to lead to useful

applications for deaf communities. We note that there are historical examples
of sign language technological applications with little consultation of the deaf
community nor practical value [20, 64]. Research projects using Mediapi-RGB
should take into consideration input from deaf researchers and members of
the deaf community in order to ensure practical benefits and to avoid harm.
Média-Pi! is a project created by deaf journalists to increase access to inform-
ation in the deaf community. We thus note three potential applications of
Mediapi-RGB for information access: anonymity, sign retrieval and automatic
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Figure 7.8: Number ofwords in subtitles. In pink, the distribution of the totalnumber of words in the Mediapi-RGB subtitles; and in green, the distributionof the number of the nouns in our vocabulary in each subtitle (see Sec. 7.3.8for details on this vocabulary).

subtitling.
One key characteristic of written language is the ability to share

information anonymously. It is onerous to present information in sign
language without also representing the identity of the signer. Solutions such
as computer-generated avatars are difficult to implement. MOCAP methods
for animating sign language avatars are not necessarily anonymous, as
individuals can be recognised by their movements and signing style [11].
In [12], the authors discuss methods to remove identity cues from sign
language production. Such methods could be combined with techniques
of realistic sign generation [162, 190]. Anonymous representations of sign
language can then be used to communicate factual information such as legal
or administrative information, governmental documents or weather reports,
or to represent signers who wish to conceal their identity.

Search engines are very efficient for finding written information based on
textual queries. Searching for information in sign language using text quer-
ies or sign queries is very difficult due to the challenges of recognising signs
and clustering similar topics in sign language videos without written transla-
tions. In [60], the authors present a method for searching for sign language
sequences using free-form textual queries. In [95], the authors search for
isolated signs in continuous sign language video on BSL Corpus [164] and
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PHOENIX14-T [74, 75]. The Mediapi-RGB corpus can be used to train and eval-
uate models for retrieval tasks on continuous sign language videos using tex-
tual or sign queries, as the subtitles of the videos may be used as weak an-
notation.

Adding subtitles to sign language video improves accessibility and com-
prehension, but is a time-consuming task. Various ways to simplify this task
are automatic segmentation into subtitle-units (as discussed in Chapter 3),
automatic alignment of subtitles to video (as discussed in Chapter 5), and
eventually automatic translation of sign language video to text. These tasks
can be trained and evaluated using the videos in the Mediapi-RGB corpus.

Users of Mediapi-RGB should be aware of the specificities of this data-
set. Models trained on other datasets may not necessarily perform well on
Mediapi-RGB, and models trained on Mediapi-RGB may not generalise well
to other situations. The Média-Pi! videos are of professional quality and are
unlikely to be representative of spontaneous conversations in daily life. This
can be considered both an advantage and a limitation of Mediapi-RGB. The
signers are highly skilled deaf journalists producing examples of eloquent and
formal LSF, butmodels trained onMediapi-RGBmaybe less applicable to sign-
ers with lower levels of fluency or a more informal register.

7.4.2 . A sign linguistics perspective
One common critique of current large sign language corpora for auto-

matic sign language processing is the over-representation of interpreted TV
data (See 5.1 for a table of sign language corpora) [20]. Nevertheless, the dif-
ferences between interpreted sign language data and non-interpreted sign
language data are not well understood. Comparing Mediapi-RGB with the
other available journalistic sign language content from interpreted journal-
istic data sources such as SWISSTXT-NEWS [32], VRT-NEWS [32] and BOBSL
(Chapter 4) may provide some clues on how sign language production from
deaf journalists differs from interpreted journalistic content from both hear-
ing and deaf interpreters. Increased linguistic knowledge about this differ-
ences would help acknowledge and alleviate the biases of models trained on
interpreted sign language data.

The number of signers is lower inMediapi-RGB than inMEDIAPI-SKEL, due
to the removal of numerous videos involving interviews with members of the
public at events. Nevertheless, there are over 10 different signers in Mediapi-
RGB, allowing for linguistic comparisons across signers.

7.5 . Conclusion

Wepresented a summary of the newdatasetMediapi-RGB, a large dataset
with 86 hours of sign language content from deaf journalists at the French
media association Média-Pi!. The videos are in LSF with aligned subtitles in

146



written French. We hope that Mediapi-RGB can be used to train and evaluate
automatic sign language processing tasks, as well as contribute to research in
sign language linguistics.
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8 - Conclusion

In this chapter, we summarise our contributions in Sec. 8.1. We note the
risks of this work in Sec. 8.2. We then outline perspectives for future work in
Sec. 8.3, developing upon the contributions of this research.

8.1 . Summary of Contributions

This thesis provided large sign language datasets with subtitles for aca-
demic research purposes. Using these datasets, we developed new methods
for automatic sign language understanding.

• Chapter 2 introduced MEDIAPI-SKEL, a 2D-skeleton keypoint dataset
of 27 hours of French Sign Language with written French subtitles.
The dataset comes from journalistic content originally in LSF, and the
subtitles are well aligned to the signing. We presented three potential
challenges for this dataset: sentence-like segmentation, alignment and
video-text features.

• Chapter 3 developed baseline results for a new task of segmenting sign
language into sentence-like units, using 2D-skeleton keypoints as input.
Our model is a spatial-temporal graph convolutional neural network.
We trained and evaluated sentence-like segmentation on the MEDIAPI-
SKEL dataset of Chapter 2.

• Chapter 4 presented the BOBSL dataset, a collection of around 1400
hours of interpreted British Sign Language video from BBC programs,
with English subtitles. The subtitles are not aligned to the signing, rather
to the audio track. We detailed the different splits of the data, as well
as available annotations. We also discussed the limitations of this data.

• Chapter 5 demonstrated a new method to jointly segment video and
align subtitles to signing, building upon the work in Chapter 3. Our
model is a transformer, inputting the query subtitle text in the encoder
and inputting the video in the decoder. We trained and evaluated the
model using BOBSL, as well as other datasets.

• Chapter 6 improved upon existing methods and developed new meth-
ods for dense annotation of lexical signs. We improved mouthing and
dictionary spotting methods, made use of pseudo-labelling using a sign
recognition model for sign spotting and proposed a novel approach
for increasing annotations using sign exemplars. These methods were
trained and evaluated using BOBSL.
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• Chapter 7 introduced MEDIAPI-RGB, a dataset with 86 hours of RGB
video from the same source as MEDIAPI-SKEL. The videos are originally
in LSF, with aligned French subtitles. We also released 2D-skeleton key-
points, video features, sign segmentations and a proposed vocabulary
for sign recognition tasks.

8.2 . Risks

There are risks associated with work on automatic sign language
understanding. An important risk of sign language research is that the deaf
community is ignored or excluded from projects, leading to either useless
or harmful applications and redirecting funding from other projects with
a more positive impact. There are numerous examples of such projects,
such as gloves for recognising the ASL alphabet, from the computer science
community [20].

Automatic sign language understanding can lead to increased surveillance
of deaf communities. As sign language production in videos is generally not
anonymous, even if the face is blurred, automatic methods can potentially be
used to recognise and track content produced by particular individuals [11].
Sign language content can be automatically moderated or censured, or used
for additional purposes such as targeted advertising.

Another risk is that the language models developed in this work learn to
replicate undesirable aspects of the corpora onwhich they are trained. For ex-
ample, despite the fact that our corpora come from reputable, professional
sources, models may learn racist or sexist biases present in the data. The
corpora used in this work may not be representative of the diverse range of
signers and situations that occur in daily life. In particular, models trained
using interpreted data may have lower performance on non-interpreted sign
language videos. Some groups of signers are not well represented in our cor-
pora, including children and elderly signers as well as minority groups. These
populationsmaybe inadvertently excluded fromaccess to sign language tech-
nologies trained using our data due to low performance.

8.3 . Future Work

In this section, we outline ideas on how to build upon the work developed
in this thesis.

Sentence-like segmentation: It would be interesting to revisit the prob-
lem of sign language segmentation in Chapter 3, but using the MEDIAPI-RGB
dataset described in Chapter 7. Using RGB videos rather than skeleton key-
points would likely improve performance. It would also be interesting to train
segmentation using corpora frommultiple sign languages. The visual cues for
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sentence-like segmentation - such as short pauses, blinks and nodding - are
likely to be similar across sign languages, as suggested by the fact that even
non-signers can reliably segment sign language into sentence-like units [71].

Alignment: After developing our method for dense annotation in
Chapter 6, it would be interesting to revisit the problem of alignment
discussed in Chapter 5. By recognising many new lexical signs from the
subtitle text, it should be possible to improve automatic alignment of subtitle
texts to segments of sign language video.

From dense annotation to translation: In Chapter 6, we densely annot-
ate lexical signs. This is one step towards translation, however there remains a
lot of research to understand the non-lexical signs in sign language discourse.
In [9], the authors recognise learn to recognise types of non-lexical signs. It
remains unclear how to consolidate the knowledge of lexical and non-lexical
signs to form coherent written sentences in automatic sign language transla-
tion.

Differences between interpreted and non-interpreted data: In
Chapter 2 and Chapter 7 we present two non-interpreted sign language
datasets and in Chapter 4, we present a dataset with interpreted sign
language. Although fluent signers can generally tell the difference between
interpreted sign language and non-interpreted sign language, as well as
signing by native deaf signers and non-native or non-deaf signers, there is
little work on describing or quantifying these differences. Using automatic
methods, it is possible to conduct large-scale experiments to quantify
differences in interpreted and non-interpreted data, as well as differences
between non-native, native, hearing and deaf signers. For example, perhaps
mouthings or lexical signs are more frequent in interpreted sign language,
or amongst certain groups of signers.

Cross-language sign features: Due to iconicity, there are many similarit-
ies across different sign languages. For example, the sign for the verb ‘to eat’
generally involves some sort of hand-to-mouth motion, although the hand
shape may vary. Rather than collect large datasets for each existing sign lan-
guage, it could be better to train a multi-language model to recognise dif-
ferent signs across different sign languages, and then finetune these models
depending on the content. A model trained across different sign languages
could learn tomake fine-grained distinctions between signs, such as different
mouthings or slight variations between hand shapes. Large language models
such as GPT-3 [21] and XGLM [123] are trained on multiple written languages
in order to have better generalisation to various applications.

Practical tools: Although perhaps not the main mission of researchers,
there is much future work to making automatic sign language tools available
to the public. For example, the VIA Sign Language Annotator 1 [155, 61] is a tool

1https://github.com/RenzKa/VIA_sign-language-annotation
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to automatically segment signs and to annotate propositions of lexical signs.
There are many other tools which would be relatively simple to implement,
based on the work in this thesis and in other sign language research. For
example, an automatic alignment tool could be useful to signing vloggers to
save time when temporally aligning written subtitles to their sign language
video. An automatic alignment tool could also be useful to create bilingual
concordancers with aligned written language and sign language video, similar
to DeepL’s Linguee 2. A dense annotation tool could be useful for creating a
sign language learning application, or for making a collection of sign language
videos easily searchable using text queries.

2https://www.linguee.com/
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