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General introduction

A medium is said to be “disordered” when it presents a complex spatial inhomo-
geneity of a certain parameter affecting the propagation of waves in the medium (e.g.,
the refractive index for electromagnetic waves). Examples of disordered materials are
ubiquitous in nature: liquids with suspended particles like proteins in a glass of milk,
biological tissues, classical or quantum gases like the atmosphere or cold atomic vapors,
or solids with defects. All these media can be seen as composed of a large ensemble
of scatterers with the waves propagating inside them undergoing a multiple scattering
process. On average, waves entering a disordered medium propagate “ballistically”
only up to a certain distance called the scattering mean free path. The corresponding
ballistic portion of the signal, named coherent mode, gets depleted by the disorder as
the wave penetrates deeper in the medium, with the multiple scattering component
quickly becoming dominant at large optical thicknesses.

Wave propagation in disordered media typically generates, as a result of the process
of multiple scattering, an apparently random distribution of the wave field, known as a
speckle pattern. Naively, one could think that from such speckle patterns no interest-
ing physics could be extracted. But, starting from the 70s, it was shown that at scales
where the coherence of the propagating wave is preserved, the interference between
scattered wavelets in the multiple scattering process could produce interesting and
non-trivial phenomena. In the context of coherent transport of electrons in mesoscopic
disordered conductors, a first example is the appearance of a small negative correction
to the Drude conductivity, known as weak localization [1, 2]. In optics, another exam-
ple is the enhancement of the average intensity in the exact backscattering direction
for electromagnetic waves scattered from a disordered dielectric medium, known as co-
herent backscattering [3, 4]. Both phenomena turn out to stem from the constructive
interference between reversed multiple scattering trajectories in the medium, the only
difference being their respective global (for weak localization) and local (for coherent
backscattering) character. Another interesting phenomenon arising for waves in disor-
dered media is Anderson localization, which corresponds to the absence of diffusion at
strong enough disorder, originating from the proliferation of destructive interference
in the multiple scattering process [5, 6]. Interestingly, in three dimensions Anderson
localization manifests itself as a phase transition, with the transport being diffusive
below a certain disorder threshold, and localized above. In the regime where Ander-
son localization shows up, other relevant interference phenomena surviving disorder
averaging can appear like, for example, the coherent forward scattering effect [7], the
mesoscopic echo [8, 9] and the quantum boomerang effect [10, 11] that were discovered
recently. Even in the diffusive regime, the speckle patterns themselves are generated
by the interference between scattered waves and, as such, were shown to exhibit non-
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trivial long-range temporal [12, 13] and spatial [14, 15] correlations, making them not
as random as they seem.

Many mechanisms of wave propagation in a random medium, such as diffusion or
the aforementioned wave interference effects, are shared by many types of waves, from
quantum (e.g., electrons or cold atoms) to classical (e.g., sound and light) waves. Nev-
ertheless, in practice the peculiar features of a given wave system can affect, sometimes
drastically, the manifestation of these phenomena. The propagation of electromagnetic
waves in disordered dielectric media is, in this respect, representative. Indeed, because
in the course of the diffusion process pertained to multiple scattering light polarization
is typically randomized after a few scattering events, it was for long time assumed
that the polarization degree of freedom could be completely discarded in disordered
media, and light propagation treated within a scalar approximation [16, 17]. While the
scalar description brings a significant simplification in the theoretical computations,
it turns out that light polarization can actually play a relevant role in photon trans-
port in disorder. In this regard, Anderson localization in three dimensions provides a
striking example. The latter was experimentally observed for electrons in disordered
solids [18, 19, 20], for acoustic waves in random elastic networks [21, 22] and atomic
waves in cold atoms immersed in a random potential [23, 24, 25]. First observations of
three-dimensional Anderson localization of electromagnetic waves [26, 27] were, on the
other hand, questioned due to the presence of absorption in the samples, effectively
mimicking the effect of Anderson localization [28], and more recent time-resolved mea-
surements [29, 30] also hampered by fluorescence [31]. In the end, even if it was initially
thought that transport of photons in disordered media should constitute an ideal sys-
tem for studying Anderson localization [32], to date an experimental demonstration of
three-dimensional localization of light is still lacking. Interestingly, theoretical works
have suggested that the reason for this lack could precisely reside in the peculiar vecto-
rial nature of electromagnetic waves. Indeed, it was demonstrated numerically within
a model of random ensemble of point scatterers, that the vector nature of light, specifi-
cally its near-field component, was preventing localization [33, 34, 35]. This constitutes
an evocative theoretical example of the decisive impact that polarization can have on
light propagation in a random medium. Generally speaking, the dependence of opti-
cal transport phenomena in disorder upon polarization can have two different origins.
First, multiple scattering can be directly affected via the dependence of the single-
scattering process on the polarization of light. The latter can originate, for example,
from the anisotropic nature of the elementary scatterers (e.g., their shape) or from their
internal structure (e.g., the quantum selection rules for atomic scatterers). Therefore,
the incident light polarization, by fixing the relative weight of each single-scattering
channel, can modify, for example, the mean free path characterizing the disorder. Sec-
ond, polarization affects the properties of reciprocity of the system. For example, the
phenomenon of coherent backscattering, which is related to the interference between
time-reversed multiple scattering paths, strongly depends on polarization. In particu-
lar, the shape of the coherent backscattering, its contrast, and even its very existence
are crucially dependent on the choice of the “polarization channel” in which the effect
is detected [36, 37, 38, 39, 40, 41, 42]. Among other effects where the vector nature
of electromagnetic waves is relevant, one may also cite the photon Hall effect [43],
the memory of rotation of incident polarization [44] and the polarization structure of
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spatial and temporal correlations in the speckle patterns [45, 46, 47].

Beyond the context of disordered materials, another fundamental mechanism re-
lated to the vector nature of light is known to occur for electromagnetic waves in
inhomogeneous media: spin-orbit interactions (SOI) of light, which corresponds to a
coupling between the spatial and polarization degrees of freedom of the optical wave-
front [48]. This phenomenon, well known in photonics, constitutes an optical analogue
of the spin-orbit interactions affecting electrons in condensed matter, where the light
helicity plays the role of the electron spin. An important manifestation of SOI is the
optical spin Hall effect (SHE), which refers to an helicity dependent sub-wavelength lat-
eral shift of the trajectory of circularly polarized beams, in analogy with its electronic
counterpart [49]. In simple geometries, the spin Hall effect is today understood in terms
of geometric phases and angular momentum conservation [50], and it has been experi-
mentally observed mainly at optical interfaces [51, 52] and in smoothly inhomogeneous
dielectric media [53]. Generally speaking, the SHE and SOI phenomena typically occur
at sub-wavelength scales. However, the rapid development of nano-optics, photonics
and plasmonics have made the wavelength-scale processes crucially important for the
manipulation and control of light. In particular, in the last years the SHE of light has
sparked significant interest in these communities due to its promising applications in
the control of light at the nanoscale [54, 55].

In the context of disordered media, the concept of spin-orbit interactions of light
remained unexplored until recently. Investigating spin-orbit physics in disordered me-
dia constitutes per se an interesting fundamental question, but it could also lead to
some potential applications. Indeed, recent progresses in wave control and imaging
have shown the great potential of treating disorder as a tool rather than as a nuisance
in general [56, 57, 58, 59, 60, 61]. With spin-orbit interactions, it is on paper pos-
sible to some extent control the wave trajectory via the polarization. Whether this
idea could be pushed to the realm of wave control in disordered media is still an open
but interesting question. A first evidence of spin-orbit interactions of light surviving
disorder averaging was theoretically predicted in 2019 [62]. Within a simple model,
the existence of an optical spin Hall effect affecting the coherent mode in transver-
sally disordered media was demonstrated. Transversally disordered optical media are
three-dimensional media characterized by spatial fluctuations in the refractive index in
two directions only, the medium being homogeneous along the third dimension. The
concept of transverse disorder [63] and its experimental implementation was originally
driven with profit by the search of transverse (2D) Anderson localization of light [64].
Generally speaking, light propagation in transversally disordered media is typically
described within the paraxial approximation, which is a scalar approximation of the
Helmholtz equation. The phenomenon of SOI, however, precisely involves polarization
corrections to the paraxial solution, which require the development of a proper vectorial
treatment of light scattering [42, 62, 65, 66].

The goals of this thesis are (i) to further investigate theoretically the phenomenon
of spin Hall effect in transversally disordered media, employing realistic disorder mod-
els, (ii) to find out a realistic disorder configuration where the optical spin Hall effect
could be experimentally observable, and (iii) to explore signatures of SOI in multiple
scattering. Specifically, the thesis is organized as follows. In chapter 1, a brief overview
of the phenomenon of spin-orbit interactions of light and their role in producing a spin
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Hall effect of light in inhomogeneous media is given. In chapter 2, we introduce the
problem of light propagation in disordered media, focusing on the case of transverse
disorder. In this chapter we also introduce the theoretical tools specific to disordered
systems within the relatively simple framework of the paraxial approximation, and
derive a few relevant results which constitute a benchmark for the following chapters.
In the rest of the thesis, by employing a vectorial, i.e., beyond-paraxial, description of
light propagation, we explore the effect of spin-orbit interactions of light in two kinds
of transversally disordered media. The first one is a model of correlated, continuous
disorder model which we study in chapter 3. There we demonstrate the existence of a
novel, oscillating spin Hall effect of light affecting the coherent mode, tunable via the
disorder correlation length and the polarization of the incident beam [67]. In chapter
4, we study a second model of transverse disorder: a random photonic array of tubes,
in which we demonstrate the existence of a resonant spin Hall effect, tunable via the
incident laser frequency and a priori observable experimentally [68]. Last, in chap-
ter 5, we develop a vectorial treatment of multiple scattering of light in transversally
disordered media. This allows us to demonstrate the existence of a spin Hall effect of
light not only in the coherent mode, but also in the multiple scattering signal as well.
Additional information and technical details are finally collected in 6 appendices.

A large fraction of results presented in this thesis has been collected in the follow-
ing papers:

- F. Carlini and N. Cherroret. Tailoring propagation of light via spin-orbit interac-
tions in correlated disorder. Phys. Rev. A, 105:053508, 2022.

- F. Carlini and N. Cherroret. Resonant Spin Hall Effect of Light in Random Photonic
Arrays, https://arxiv.org/abs/2210.16379, 2022 (accepted for publication in SciPost
Physics).
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Chapter 1

Spin Hall effect of light in
inhomogeneous media

In this chapter, we introduce the spin Hall effect of light, a sub-wavelength optical
phenomenon appearing in inhomogeneous dielectric media which constitutes an optical
analogue to the standard spin Hall effect of electrons in conductors. In the following,
we highlight its physical origin, namely the spin-orbit interactions of light, and its
geometrical nature, i.e., its description in term of a Berry phase. We end the chapter
with two recent experimental measurements, and finally introduce the concept in the
context of random media.

1.1 Hall effects for electrons

1.1.1 Ordinary Hall effect

Edwin Hall discovered in 1879 [69] that the passage of an electric current jel through
a planar electronic conductor, to which an external magnetic field Bext perpendicular to
the conductor plane is applied, is accompanied by the production of a voltage difference
transverse to both the electric current and the applied magnetic field.

The explanation of such phenomenon is simple. A charge in motion immersed in a
magnetic field is subjected to the Lorentz force (F = qv×Bext), whose action generates
a transverse current jH . Such current is responsible for a transverse voltage difference,
which appears as a result of the accumulation of charges having an opposite sign on
the lateral boundaries of the conductor.

The Hall effect not only proved to be relevant for a certain number of applications
[70], but it also paved the way to the discovery of numerous related phenomena, such
as the anomalous Hall effect [71], the integer and fractional quantum Hall effects [72,
73, 74], and the spin Hall effect.
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CHAPTER 1. SPIN HALL EFFECT OF LIGHT IN INHOMOGENEOUS MEDIA

Figure 1.1: Schematic representation of the spin Hall effect for electrons.

1.1.2 Spin Hall effect

The spin Hall effect (SHE) was first predicted by Dyakonov and Perel in 1971 [75],
but it was only in 1999 with a paper by Hirsch [76] that the phenomenon acquired the
deserved attention. The setup is similar to the one of the ordinary Hall effect, i.e., an
electric current jel flows through a thin conductive plate, but with the difference that
this time no external magnetic field is present. The spin Hall effect corresponds to the
emergence of a transverse spin current jS, which leads to the accumulation of electron
spins on the lateral surfaces of the electric current-carrying sample, with electrons at
opposing boundaries having opposite spins (see Fig. 1.1).

This peculiar transport phenomenon originates from the presence of spin-orbit in-
teractions (SOI) [77]. SOI is a type of physical interaction that couples the spin of a
particle with its trajectory, causing spatial and internal degrees of freedom to influence
each other. Spin-orbit interactions can have an extrinsic nature, as originally discussed
by Dyakonov and Perel, where carriers with opposite spin scatter in opposite directions
when colliding with impurities in the material (spin-dependent Mott scattering [78]);
but they can also originate as a consequence of certain asymmetries in the material
and, hence, constitute an intrinsic property of the material itself [79, 80, 81]. The
phenomenon of SHE was first detected by optical means in both the extrinsic [82] and
the intrinsic regime [83] (see Fig. 1.2).

Theoretically, the phenomenon can be easily captured within a semi-classical ap-
proach starting from the simple Hamiltonian [84]:

H =
p2

2m
+ qV (r) + As-o

[
p×∇V (r)

]
· S , (1.1)

where any form of electron-electron interaction is neglected and As-o is the spin-orbit
coefficient whose value depends on the material under examination. m and q are,
respectively, the electron mass and charge, V (r) and S are, respectively, the electric
potential and the spin of electrons (the latter being treated as a classical momentum).

Assuming a uniform electric potential gradient, from (1.1) one derives the following

12



1.1. HALL EFFECTS FOR ELECTRONS
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Figure 1.2: Observation of the spin Hall effect in a spin-orbit coupled semiconductor.
Figures taken from [83]. (a) The sample. Scanning electron microscopy image of the
device. The top (LED 1) or bottom (LED 2) n contacts are used to measure the
electroluminescence at opposite edges of the 2D hole gas ( “p-channel”) parallel to the
driving current. (b) The measurement. Polarization along z axis measured for LED 1
and LED 2. Opposite polarizations at opposite edges of the 2D hole gas channel are
observed, demonstrating the spin Hall effect for electrons.

Hamilton equations:


dr

dt
=

p

m
+ As-o

[
∇V (r) × S

]
dp

dt
= −q∇V (r) .

(1.2)

The term As-o

[
∇V (r) × S

]
, coming from the spin-orbit interaction term of the Hamil-

tonian (1.1), is responsible for a shift of the electron trajectories orthogonal to the elec-
tric potential gradient, with its direction only depending on the value of the electron
spin. Spin up and down are deviated in opposite directions, explaining the accumula-
tion of spin on the lateral surfaces.

Nowadays, the spin Hall effect has been experimentally measured in numerous
configurations [84] and has acquired a great interest due to the possibility of exploiting
it to create and control spin currents. Indeed, the generation, manipulation, and
detection of spin currents constitutes some key aspects of spintronics, a field which
exploits both the spin and charge degrees of freedom with the aim of controlling devices
and properties of materials [85].
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CHAPTER 1. SPIN HALL EFFECT OF LIGHT IN INHOMOGENEOUS MEDIA

1.2 Spin-orbit interactions of light

1.2.1 Maxwell’s equations

Light consists of electromagnetic waves which propagate through space carrying
electromagnetic energy. It is described by Maxwell’s equations, which are a set of
equations governing the evolution of the electric E(r, t) and magnetic B(r, t) vector
fields. Remarkably, Maxwell theory constitutes an ante litteram relativistic, quan-
tum theory 1 and, as Planck said during the commemoration of 100th anniversary of
Maxwell’s birth [87], “remains for all time one of the greatest triumphs of intellectual
endeavor”. The Maxwell’s equations for a dielectric (non-magnetic) medium read [88]:

∇ ·D(r, t) = 0 (1.3a)

∇ ·B(r, t) = 0 (1.3b)

∇×E(r, t) = −∂tB(r, t) (1.3c)

∇×B(r, t) = µ0∂tD(r, t) , (1.3d)

where µ0 is the vacuum permeability and D(r, t) is the electric displacement or electric
induction field, which accounts for the electric field interaction with the dielectric
medium. Assuming a local and instantaneous medium response, D(r, t) is related to
the electric field as follows:

D(r, t) =ϵ0E(r, t) + ϵ0χ(r, t)E(r, t) , (1.4)

where ϵ0 is the vacuum permittivity and χ(r, t) is the electric susceptibility tensor of
the dielectric medium. The second term in Eq. (1.4), given by the contraction between
the electric susceptibility tensor and the electric field, is called dielectric polarization
and defines the medium’s response to the applied electric field.

In the following, we will consider linear (i.e., the electric susceptibility does not
depend on the applied electric field), scalar (i.e., the response does not depend on the
direction of the wave propagation direction) and time-independent media. Under these
hypotheses, Eq. (1.4) reduces to

D(r, t) =ϵ0ϵ(r)E(r, t) , (1.5)

which is known in the literature as the dielectric constitutive relation, where ϵ(r) =
1 + χ(r) is the relative permittivity of the medium.

1.2.2 Helmholtz equation

We now focus on the evolution of the electric field since, once known, the evolution
of the magnetic field can be deduced straightforwardly from Eq. (1.3c). Introducing
the temporal Fourier transform of the electric field E(r, t) as

E(r, t) =

∫ ∞

−∞

dω

2π
E(r, ω)e−iωt , (1.6)

1Although it is of course a classical theory, after a second quantization procedure, Maxwell’s
equations give the correct Dirac equation used in quantum optics [86].
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1.3. GEOMETRICAL OPTICS IN INHOMOGENEOUS MEDIA

and combining the two Maxwell’s equations (1.3c) and (1.3d), one obtains the following
wave equation governing the spatial evolution of the Fourier components E(r, ω):[

∆ +
ω2

c2
ϵ(r)

]
E(r, ω) −∇[∇ ·E(r, ω)] = 0 , (1.7)

where c = 1/
√
ϵ0µ0 is the vacuum speed of light. Eq. (1.7) is called the vector

Helmholtz equation and, as the name suggests, it describes light propagation taking
fully into account its vectorial nature. Making use of Maxwell’s equation (1.3a), one
can rewrite the vector Helmholtz equation in the following form:[

∆ +
ω2

c2
ϵ(r)

]
E(r, ω) + ∇[∇ ln ϵ(r) ·E(r, ω)] = 0 . (1.8)

The last term in the left-hand side couples the components of the electric field E,
namely the light polarization, with the spatial degree of freedom ∇ ln ϵ(r), which
governs the trajectory of light in the material. This precisely shows how intrinsic
SOI of light fundamentally originate from Maxwell’s equations, and are thus naturally
present in all basic optical processes involving inhomogeneous media. However, akin to
the Planck constant smallness that controls electron spin-orbit coupling, SOI of light
arise at a scale of the order of a fraction of the wavelength, which is typically small
compared with macroscopic scales. Nevertheless, SOI of light turn out to play a crucial
role in modern optics where, with the miniaturization of optical devices and the need
for high-precision performances, they attract a lot of attention in the nanophotonics
community [48, 54, 55].

SOI of light manifest under various phenomena in both simple optical elements,
like planar interfaces, lenses, anisotropic plates, waveguides and small particles, and
complex nano-structures, like photonic crystals, metamaterials and plasmonics struc-
tures. Among them, a phenomenon plays a special role: the so-called spin Hall effect
of light. As we will show in the following, this phenomenon consists in a transverse,
spin-dependent sub-wavelength shift of light analogous to the spin Hall effect for elec-
trons.

1.3 Geometrical optics in inhomogeneous media

Typically, SOI of light give rise to sub-wavelength effects. Therefore, in numerous
situations, it is customary to neglect the “SOI term” in Eq. (1.8). The three compo-
nents of the electric field, hence, decouple and obey the scalar Helmholtz equation:[

∆ +
ω2

c2
ϵ(r)

]
E(r, ω) = 0 , (1.9)

where E here refers to a generic component of the field E. Eq. (1.9) constitutes the
starting point of scalar wave optics in inhomogeneous media.

In the following we show that, by performing an eikonal approximation of Eq. (1.9),
one can derive the ray equation which constitutes the core of geometrical optics. The
latter is a branch of optics which describes light propagation by means of rays, neglect-
ing any form of spin-orbit interaction, diffraction and interference. Mathematically,
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geometrical optics is given by the zero-order approximation with respect to the wave-
length in vacuum λv = 2π/kv = 2πω/c (i.e., λv → 0). It is able to properly describe
in a simple fashion light phenomena occurring at a macroscopic scale, i.e., at spacial
scales much larger than λv.

Putting the following Ansatz for the electric field:

E(r, t) = E0(r) exp
[
−i(ωt− kvS(r))

]
, (1.10)

where E0(r) varies weakly over the wavelength scale λv, and the function S(r) is known
as the eikonal function, into the scalar Helmholtz equation (1.9), we find [89]{

k−2∆E0 − E0(∇S)2 + ϵE0 = 0 (1.11a)

2(∇S ·∇)E0 − E0∆S = 0 . (1.11b)

Within geometrical optics, the term k−2∆E0 in Eq. (1.11a), being proportional to λ2v,
is neglected. Eq. (1.11a) thus becomes

(∇S)2 = n(r)2 (1.12)

with n(r) =
√
ϵ(r) the medium refractive index profile. Eq. (1.12), known as the

eikonal equation, constitutes the fundamental equation of geometrical optics, and can
be rewritten as

∇S = n(r)t . (1.13)

Integrating Eq. (1.13) over a scale small compared to λv, i.e. a spatial scale where the
refractive index is approximately constant, and substituting the result in Eq. (1.10),
one realizes that t is the local unit vector normal to the local wavefront and thus gives
the local propagation direction of light. The light rays are field lines along which the
electromagnetic energy flows. Mathematically, a light ray is described by the position
vector field r(l), where l is the curvilinear abscissa that parameterizes the ray. By
definition, the unit vector t = dr/dl is tangent to the ray at each point r(l). By simply
differentiating Eq. (1.13), one derives the ray equation [89, 90]:

d

dl

(
n(r)

dr

dl

)
= ∇n(r) , (1.14)

which correctly describes the macroscopic ray trajectories followed by light passing
through inhomogeneous media. From Eq. (1.14), the laws of geometrical optics, such
as the well-known Snell-Descartes law [91], follow and, given n(r), any ray trajectory
can be determined. Note that the same equation can be derived within an Hamiltonian
formalism based on the following “geometrical optics” Hamiltonian [89]:

HGO(r,p) =
1

2

[
p2 − n2(r)

]
, (1.15)

where p = ∇S = k/kv is the dimensionless wave vector. From Eq. (1.15), we obtain
the following equations of motion:

dr

dl
=

p

n

dp

dl
= ∇n(r) ,

(1.16)
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where the relation p = dl/(cdt) = n was used. Eq.s (1.16) also lead to (1.14), and
elucidate the simplest effect a dielectric inhomogeneity, i.e. ∇n(r) ̸= 0, has on light
propagation: a deviation of the optical wave vector, i.e., of the ray trajectory.

1.4 Beyond geometrical optics: spin-orbit interac-

tions

Even in a simple optical phenomenon such as light impinging on an interface, as soon
as one considers optical beams having a finite width, geometrical optics fails to capture
a variety of shifts affecting both the reflected and transmitted beams occurring at the
wavelength scale [92]. Such shifts, first observed for total internal reflection [93, 94],
are generally associated with two distinct fundamental effects. The first, known under
the name of Goos–Hänchen effect, consists of a spacial shift in the plane of incidence
involving linearly polarized light. As shown by Artmann in 1948 [95], it originates
from the dispersion of the reflection and transmission coefficients associated with the
different Fourier components of the incident beam. The other effect, called in the lit-
erature Imbert–Fedorov effect, involves instead an out-of-plane displacement existing
for elliptically-polarized beams only. Even though, similarly to the Goos–Hänchen ef-
fect, Fedorov and Imbert originally explained the Imbert–Fedorov effect with Poynting
energy-flow arguments [94, 96], with Schilling in 1965 being the first to relate the effect
to plane-wave decomposition and interference inside the beams [97], it was only later
that the deeper, more sophisticated origin of the Imbert–Fedorov effect was revealed.
Indeed, around 1987, Player and Fedoseyev showed the intimate relation between the
Imbert–Fedorov shift and the balance and conservation of the total angular momentum
of light, including the intrinsic spin angular momentum associated with circularly po-
larized light [98, 99]. In 1992, finally, Liberman and Zel’dovich traced the phenomenon
back to spin–orbit interactions of light [100].

While the Imbert–Fedorov effect takes place at optical interfaces, similar phenomena
have been theoretically predicted and experimentally observed in smoothly inhomoge-
neous media, i.e., optical media where the condition λ|∇n|/n≪ 1 holds true [101] (on
the contrary, ∇n strictly speaking diverges at the interface between two homogeneous
dielectric media). While propagating in such materials, optical beams progressively
exhibit a displacement in a direction transverse to the optical wave vector. Such an
effect was originally dubbed “optical Magnus effect” because it can be seen as the op-
tical analogue of the Magnus effect [102], a displacement phenomenon associated with
spinning objects moving through fluids as a result of a pressure gradient. Likewise,
circularly-polarized light is described by a rotating electric field and, as it propagates in
a refractive-index gradient, it undergoes a transverse shift. However, the fundamental
origin of the optical Magnus effect lies in spin–orbit interactions of light. Indeed, as
stated in the original paper [101], the optical Magnus effect, where the light polar-
ization degree of freedom affects the beam trajectory, can be framed as the “inverse”
of the Rytov-Vladimirski rotation, a rotation of the polarization plane acquired by
electromagnetic waves in smoothly inhomogeneous media and related to the change
of the wave-vector direction -namely the optical trajectory- affecting the polarization
[103, 104]. Furthermore, the Imbert–Fedorov effect and the optical Magnus effect can
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be directly connected by considering a smoothly inhomogeneous medium as composed
of the superimposition of multiple interfaces having slightly different refractive indices,
highlighting their common origin, the spin-orbit interactions of light [100].

The optical Magnus effect can be theoretically described within a “semi-classical”
approach, where one constructs a modified geometrical-optics theory that takes into
account the leading-order (∝ k−1

v ) vectorial correction corresponding to spin-orbit cou-
pling. The adjective semi-classical here comes from the fact that such a modified
geometrical-optics approach constitutes an optical analogue of the semi-classical de-
scription of topological spin transport in condensed matter [105, 106, 107]: in the
optical domain, discrete spin projections are replaced by right-handed and left-handed
circularly-polarized waves and the Planck constant ℏ is replaced by k−1

v . Within this de-
scription, the following equations of motion for the light rays are obtained [50, 53, 100]

dr

dl
=

p

n
+
σ

kv

∇n× p

p3

dp

dl
= ∇n(r) ,

(1.17)

where σ = ±1 is the helicity of right-handed (left-handed) photons, respectively. These
equations correctly describe the optical Magnus effect. Comparing with the standard
geometrical-optics result (1.16), we notice here the appearance of the extra term ∝ σ/kv
in the equation governing the evolution of the position of the ray. Such a term couples
the photon “spin” σp/p with the refractive index gradient ∇n. Interestingly, Eq.s
(1.17) are completely analogous to Eq.s (1.2) that describe the spin Hall effect for
electrons: the refractive-index gradient plays the role of the electric-potential gradient,
while the helicity plays the role of the electron spin. For this reason, the optical Magnus
effect is today dubbed “spin Hall effect of light”. Note that, strictly speaking, Eq.s
(1.17) can only be applied when the refractive index varies slowly at the wavelength
scale. Nevertheless, it was shown that they are able to reproduce the correct shift
of light transmitted through sharp interfaces as well, because of the conservation of
the total angular momentum [50]. Hence, nowadays both the Imbert–Fedorov and the
optical Magnus effects are seen as similar manifestations of the spin Hall effect of light
[49].

1.5 Berry phase

At a fundamental level, the spin Hall effect of light in inhomogeneous media is
currently understood in term of a geometric phase [108]. The latter consists in a phase
factor of geometrical origin acquired by the electric field over a cyclic adiabatic evolution
of the system affecting the dynamics of observables. This phenomenon, first pointed out
by Pancharatnam in the optical domain [109], was later generalized and formalized in
the context of quantum mechanics by Berry [110]. Geometric phases, nowadays referred
to as Berry phases, constitute an ubiquitous concept in both classical and quantum
physics. The concept of Berry phase was also extended to acyclic, non-adiabatic and
non-Hermitian processes [111, 112].
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In optics, the geometric phase originates from the coupling between local coordi-
nates rotations, i.e., wave-vector variations, and the optical spin. Indeed, in free space
or weakly inhomogeneous media, light is described by transverse waves, implying that
the polarization depends on the direction of the wave vector. A cyclic light process
can be pictured as a closed curve lying on the surface of unit sphere p/p. The light
polarization vector, tangent by definition to this sphere, follows a parallel transport
along this curve, inevitably acquiring a rotation with respect to the original polariza-
tion vector. Such a geometrical rotation is associated with the accumulation of a Berry
phase diagonal in the basis of circular polarizations. Decomposing the transverse field
in such basis (E = E+e+ + E−e−), the Berry phase ΦB is defined as [113]:{

ΦB = σ
∫
C
A(p) · dp

A(p) = −ie−i ∇pe
+
i ,

(1.18)

where C represents the considered closed path taking place in the unit sphere, σ = ±1
stands here for the helicity eigenvalues and A(p) is known as the Berry connection.
The latter describes the infinitesimal parallel transport process of light polarization
vector E, performed between the points p and p+ dp in momentum space. The Berry
curvature associated with the Berry connection is given by

F (p) = ∇p ×A(p) =
p

p3
. (1.19)

The Berry curvature, contrary to the Berry connection, is gauge invariant. Hence, F (p)
is the geometrical object entering the evolution of all physical quantities, independent
of the coordinate system. Looking at Eq. (1.19), it is evident that, despite their
geometric nature, the Berry connection and Berry curvature can be effectively seen,
respectively, as a vector potential and a magnetic field, with the helicity playing the
role of the electric charge and the Berry phase generating a topological monopole in
momentum space. This analogy highlights the existing connection between the Berry
phase and the famous Aharonov-Bohm effect [114, 115]. It also enables us to naturally
construct an Hamiltonian formalism where the vector potential A(p) coming from the
Berry phase enters directly [116, 117]:

HB(r,p) =
1

2

[
p2 − n2(r − σk−1

v A(p))
]
, (1.20)

from which, remarkably, one recovers Eq.s (1.17). This highlights the geometric nature
of the SOI correction term appearing in Eq.s (1.17), which in term of the Berry curva-
ture is rewritten as σk−1

v

[
dp/dl × F (p)

]
. Remarkably, the Berry approach also allows

to derive an evolution equation for the light polarization, which in the geometrical-
optics framework is neglected, obtaining

de±

dl
= −iσ

[
dp

dl
·A(p)

]
e± . (1.21)

Eq. (1.21) describes the different geometrical rotations that the components e± un-
dergo during the parallel transport process.
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1.6 Spin Hall effect of light: examples

1.6.1 At optical interfaces

The simplest configuration where a SHE of light takes place is at an optical interface.
Let θI be the angle between the normal to the interface, directed along the z axis, and
the momentum of the incident beam, lying in the (x, z) plane. The beam, being of
finite size, is composed of multiple Fourier components with slightly different wave
vectors k. Thus, despite the average wave vector component along y of the incident
beam is zero (⟨ky⟩ = 0), in general each Fourier component of the incident beam has a
tiny finite ky. During the reflection and/or transmission occurring at the interface, a
rotation of the wave vectors occurs, inducing a geometric phase whose value depends
on ky. In the simplest case of total reflection, one has the formation of a Berry phase
ΦB = σky cot θI , whose ky-gradient generates an out-of-plane beam shift along y equals
to:

δR = −σ + σ′

k
cot θI , (1.22)

where σ′ is the helicity of the reflected beam. This constitutes the Berry-phase expla-
nation of the Imbert–Fedorov effect [50]. The effect was first experimentally measured
by Imbert in 1972 in the case of total reflection, who actually used successive reflections
to amplify the shift [96].

Much later, in 2008, the spin Hall effect of light at an interface was experimentally
measured by Hosten and Kwiat [51] in transmission, using an optical analogue of the
quantum weak-measurement technique (see Sec. 3.9.1). The shift in transmission,
which depends on the incident polarization due to the polarization-dependence of the
Fresnel reflections at the interface, is given by:

δH =
σ

k

cos θT − (ts/tp) cos θI
sin θI

δV =
σ

k

cos θT − (tp/ts) cos θI
sin θI

,

(1.23)

whereH and V stand for horizontal (TM) and vertical (TE) incident light polarizations,
θI and θT are, respectively, the central incident and transmitted angles related by
Snell’s law, and ts and tp are the Fresnel transmission coefficients. The experimental
measurement performed for an air-glass interface is reported in Fig. 1.3.
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(a) (b)

Figure 1.3: (a) Experimental measurement of the spin Hall effect of light taking place
during the refraction process at an air-glass interface. In panel (b), the two different
displacement curves show clearly the polarization dependence of the effect. Figures
taken from [51].

1.6.2 In smoothly inhomogeneous media

In the context of smoothly inhomogeneous media, a remarkable example highlight-
ing the interplay between the Berry phase and the spin Hall effect of light is light
propagation along an helical trajectory in a cylindrically-symmetric medium, i.e., hav-
ing a refractive index depending solely on the cylindrical radial coordinate r. A helical
trajectory is uniquely characterized by its radius R in the transverse plane and the
angle θ between its tangent vector and the cylindrical axis z, satisfying the relation
sin2 θ = −R∂rn(r)|r=R/n(R) coming from geometrical optics. In the unit sphere k/k,
it is described by the closed circular path with fixed polar angle θ. The Berry phase ac-
cumulated during a helix period, i.e., a ray length l = 2πR/ sin θ, is ΦB = −2πσ cos θ.
Such a geometric phase is responsible for a shift transverse to both the refractive-index
gradient and the axis z given by:

∆ = −2πσ sinϕ

k
N , (1.24)

where N is the number of helical turns performed by light before detection. Such
shift, resulting in a splitting between right-handed and left-handed circularly polarized
light, has been experimentally observed in helical light beams propagating at a grazing
angle inside a glass cylinder [53], see Fig. 1.4a. The expression of the shift (1.24),
as well as the Berry phase formalism of Sec. 1.5, actually assumes isotropy and,
hence, conservation of helicity during the evolution. The isotropy approximation is not
satisfied in total reflection in glass cylinder, where a phase difference occurs between
the p and s linearly-polarized modes reflected from the surface. Once the effect on the
transverse shift of such linear birefringence is taken into account, the theory very well
captures the experimental results, see Fig. 1.4b.

Note that a similar manifestation of the Berry phase in optical helical trajectories
was also observed in an early experience [118] using a single-mode, helically wound
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Figure 1.4: (a) Experimental setup for the observation of spin Hall effect of light
at a glass cylinder surface. The upper inset shows a real picture of the spiral light
beam inside the cylinder. (b) The measured relative shift between the output beam
positions of σ = 1 and σ = −1 light (red dots) as a function of the number of helical
turns. The solid red curve is the theory prediction taking into account the effect of
the material anisotropy on the displacement, while the dashed blue line represents
the theory prediction within the isotropic approximation, see Eq.(1.24). Figures taken
from [53].

optical fiber.

1.7 Spin Hall effect of light in random media

So far, we have discussed the spin Hall effect of light in the context of “simple” in-
homogeneous optical geometries such as optical interfaces or smoothly inhomogeneous
media. Recently, however, the concept of spin Hall effect of light has been extended
to disordered optical systems as well. In [62], a spin Hall effect of light affecting the
“coherent mode” of light (see next chapter) propagating in a transversally disordered
system has been theoretically predicted (see Fig. 1.5). Upon impinging on a dielectric
material disordered in the (x, y) plane with a tilt angle θ with respect to the z axis,
it has been shown that a beam acquires a lateral shift Ry(z) as it evolves within the
material at a distance z from the interface. This shift was found to be given by

Ry(z) = − σ

k0

(
1 − 1

cosh z/2zS

)
, (1.25)

where k0 = k sin θ is the projection of the incident wave vector on the interface, σ is the
helicity of the incident beam and zS is a characteristic longitudinal length over which
the phenomenon occurs.

This result was obtained starting from first principles, i.e., from a direct resolution
of the vector Helmholtz equation. This approach will also be the one used throughout
the thesis, where we will revisit this problem by considering more sophisticated disorder
models or computing Ry in more complicated scenarios. The coherent mode, as will
be seen in the following chapters, is indeed typically a wave phenomenon, originating
from the interference between the initial beam and the light scattered from the spatial
disorder in the forward direction. This makes a geometrical-optics-like formulation of
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Figure 1.5: The centroid of the coherent mode, generated from the light propagation
of a tilted collimated beam in a transversally disordered medium, undergoes a lateral
shift Ry. Such a shift, proportional to the beam helicity σ, can be seen as a spin Hall
effect of light. Figure taken from [62].

the spin Hall effect of the type of Eq. (1.25) a priori inadequate, although the same
mechanism of SOI is at play.

1.8 Conclusion

In this introductory chapter, we have briefly reviewed the physical origin, the history
and the theoretical description of the spin Hall effect of light in inhomogeneous media.
In the thesis, we will address this physics in the context of transversally disordered
media where a similar effect was recently predicted. Before exploring this problem,
however, we will start by recalling a few elements about light propagation in such
materials.
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Chapter 2

Light propagation in transversally
disordered media

The physics on which this thesis focuses concerns light propagation in transversally
disordered -or (2+1)-dimensional- dielectric media beyond the paraxial approximation.
In this chapter, we will describe general properties of wave transport in this geometry,
staying at the paraxial level. In detail, after general considerations on light scattering in
disordered media, we will introduce the paraxial approximation and the paraxial wave
equation, which effectively describes light propagation in (2+1)-dimensional media, and
discuss a few experimental examples with and without disorder. Then, we will apply
the general theoretical tools used to describe transport in disordered media to the
specific case of transverse disorder within the paraxial approximation. These results
will serve as a basis for the physics of spin-orbit interactions of light discussed in
the next chapters, which typically involves vectorial corrections beyond the paraxial
framework.

2.1 Light propagation in disordered media

2.1.1 Disorder in dielectric media

In the previous chapter, we discussed several examples where light propagates in
dielectric structures in which the spatial variations of the permittivity are known and
controlled. In the real world, however, one often does not have the exact knowledge
of the microscopic structure of many materials. Among them, media characterized by
complex spatial inhomogeneities where the refractive index profile appears to be more
or less random at the sample’s scale are referred to as disordered dielectric media.

In optics, examples of disordered media are semiconductor powders, biological tis-
sues, classical gases like the atmosphere, quantum gases like clouds of ultracold atoms,
and even liquids with suspended particles. The distinction between “controlled” inho-
mogeneous media, where the permittivity variations can be modeled through a simple
profile, and disordered media, is important because, even if in both cases at the fun-
damental level the same underlying physics occurs (typically, light is deviated by the
dielectric inhomogeneities), the observed macroscopic physical phenomena as well as
the theoretical tools used to describe them are significantly different. One can sum-
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Figure 2.1: (a) Scheme of multiple light scattering through a discrete ensemble of
scatterers (ℓ is the mean free path). (b) Picture of light propagating inside a disordered
medium, more precisely a laser beam in a glass of milk. The coherent beam is well
visible, with its intensity getting attenuated as a diffusive halo emerges all around.
(c) Example of speckle pattern observed at the output of an optically-thick medium
(L≫ ℓ).

marize this with the celebrated Anderson’s statement “More is different” [119]. In the
case of disordered media, an original physics especially stems from the interference
developed by a wave as it propagates through a large ensemble of scattering objects
[61]. This physics, incidentally, goes beyond the field of optics and covers a large vari-
ety of disordered systems such as electron transport in dirty metals or semiconductors
[120, 121, 122, 123], or cold atoms in random potentials [124].

2.1.2 A qualitative description

Imagine a coherent beam of light, e.g. a laser, impinging on a disordered dielectric
medium. The latter can be viewed as a set of scatterers randomly distributed in space,
from which the light gets scattered (see Fig. 2.1a). As the beam penetrates inside the
medium, light propagates in a straight line until it comes across a scatterer and gets
deviated. The average distance over which a photon propagates without being scattered
is called the scattering mean free path. It is usually denoted by ℓ and represents a first
key parameter which characterizes a disordered medium. The deeper light propagates
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inside the medium, the more probable it gets scattered. As a result, the intensity
of the portion of light propagating ballistically attenuates with the distance. This
portion is called the “coherent mode”. At a macroscopic level, it manifests itself as
an exponential decay of the laser intensity along the forward direction (see Fig. 2.1b).
The light depleted from the coherent mode undergoes a multiple scattering process. If
one measures the light transmitted through a medium of size L much greater than the
mean free path (L≫ ℓ), only these scattered photons contribute to the detection and
one only observes an apparently random distribution of bright and dark area called a
speckle pattern (see Fig. 2.1c). The speckle pattern constitutes a sort of fingerprint
of the disordered medium and originates from the interference between optical waves
scattered in all directions [125]. Mathematically, the intensity at a given point is the
sum of many complex amplitudes associated to the light waves arriving at the point
after having followed a certain multiple scattering trajectory.

At weak enough disorder, precisely when the wavelength λ = 2π/k is much smaller
than ℓ, the multiply scattered light can be described, at large scale, by a diffusive
process with diffusion coefficient D. If a short pulse is sent through the medium at
t = 0 and light is collected in transmission at a later time t, this process manifests itself
as a halo of width ∼

√
Dt. The diffusive description is in general a good approximation,

except in cases one is interested in fine details of light scattering taking place at the
scale of the mean free path. Special care then has to be taken to treat such short
scales. This question will be especially important in this thesis. A second case where
the diffusive description breaks down is in strongly scattering media, where kℓ is not
very large. In this limit, interference corrections to diffusion must be accounted for.
Those include a variety of phenomena such as coherent backscattering [3, 4, 40, 126]
or Anderson localization [5, 6, 127]. Coherent backscattering (CBS) corresponds to an
enhancement of the probability of photons to be backscattered by the medium due to
constructive interference between paths travelled in opposite directions in the disorder.
Anderson localization, on the other hand, is a multi-wave interference phenomenon
which typically occurs at strong disorder (kℓ ∼ 1). In three dimensions, it manifest
itself as a phase transition triggered by the proliferation of destructive interference
between scattering paths and occurring below a certain critical value of kℓ [128]. This
leads to the total inhibition of diffusive propagation, with D vanishing at the transition
point.

We have here given a qualitative description of what happens when light propagates
through a disordered medium. At a theoretical level, the complex problem of multi-
ple scattering is usually treated within a statistical perspective where the disorder is
modeled by a random function. Transport through the disorder is then characterized
by computing statistical averages of observables using dedicated theoretical tools that
were developed and refined during the second half of the last century. The averaging is
performed over the set of all different microscopic realizations of the medium disorder
which share the same statistical features.
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2.2 Light propagation in (2+1)-dimensional media

Generally speaking, in physics the symmetry and the dimension of a system can
strongly affect its physical properties. Disordered systems are no exception. As we will
show in this thesis, an example of this is the phenomenon of spin-orbit interactions of
light, which show up in transversally disordered dielectric media but are averaged out
if one considers a standard three-dimensional isotropic disorder.

In this section, we will introduce the paraxial approximation and the notion of
(2+1)-dimensional dielectric medium. We will then review some relatively recent exper-
iments exploiting the (2+1)-dimensional geometry (both without and with disorder),
within the framework of the paraxial wave equation.

2.2.1 Paraxial approximation

Light beams weakly deviating from a fixed propagation direction defining an optical
axis are effectively well described by the paraxial wave equation. This equation comes
from the application of the paraxial approximation to the Helmholtz equation. It is
equivalent to a slowly-varying envelope approximation, and usually holds as long as
the Fourier components k of the light beam make a small angle with the optical axis.
It is customary to choose the coordinate system such that the optical axis coincides
with the Cartesian axis ẑ.

While, in this thesis, we will precisely explore the deviations from paraxial propa-
gation in a disordered medium, it is instructive to recall the physics expected at the
paraxial level. To this aim, in this chapter we apply the paraxial approximation to the
Helmholtz equation and derive the corresponding paraxial wave equation in materials
whose permittivity profile ϵ(r) is homogeneous along the optical axis ẑ, but varies in
the transverse plane r⊥ = (x, y), i.e.,

ϵ(r) = ϵ(r⊥) = ϵ+ δϵ(r⊥) . (2.1)

Here ϵ is the homogeneous component of the permittivity and δϵ(r⊥) is its spatially-
varying part. For a reason that will appear more clearly below, materials satisfying
Eq. (2.1) are referred to as (2+1)-dimensional.

To obtain the paraxial wave equation, we express the electric field as

E(r⊥, z) = E(r⊥, z)eikz , (2.2)

where k =
√
ϵω/c is the wavenumber in the homogeneous background. Using the first

of the Maxwell’s equations (1.3a), the Helmholtz equation (1.7) yields for the envelope
E = (E⊥,Ez) [129]:

∆⊥E⊥+∂2zE⊥+2ik∂zE⊥+∇⊥[∇⊥ ln ϵ(r⊥) · E⊥]+ik∇⊥Ez+
ω2

c2
δϵ(r⊥)E⊥ =0 (2.3a)

∆⊥Ez − ∂z(∇⊥ · E⊥) − ik∇⊥ · E⊥ +
ω2

c2
[1 + δϵ(r⊥)]Ez = 0 . (2.3b)

At this stage, we assume that the envelope E varies sufficiently slowly at wavelength
scale. This condition imposes

|∂2zE| ≪ k|∂zE| and
2π

k

∣∣∣∣∇⊥ϵ(r⊥)

ϵ

∣∣∣∣≪ 1 (2.4)
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Figure 2.2: (a) Honeycomb array of waveguides with a missing waveguide at the edge
simulating a defect. (b) Observation of photonic topological protection in this ar-
ray. The yellow circle indicates the waveguide where light is injected. Injected light
moves clockwise and avoids the defect. Backscattering is suppressed due to topological
protection (figures taken from [131]).

to hold true. Under these circumstances, the envelope E is mostly transverse, i.e.,
Ez ≪ |E⊥|. Within the paraxial approximation, the longitudinal component Ez of the
electric field is completely neglected and Eq. (2.3a) leads to the paraxial wave equation
[130] for the transverse envelope E⊥:

2ik∂zE⊥ = −∆⊥E⊥ − ω2

c2
δϵ(r⊥)E⊥ . (2.5)

Since Eq. (2.5) is diagonal, all components of E⊥ behave equivalently and the propa-
gation problem reduces to that of a single, scalar component that we will denote by E
in the following.

Interestingly, the paraxial wave equation has the same form as the time-dependent
Schrödinger equation describing a quantum particle in two dimensions. Once the lon-
gitudinal coordinate z is mapped into the time variable t, the two equations have in-
deed the same structure, with the terms −∆⊥E⊥/(2k) and −ωδϵ(r⊥)E⊥/(2c

√
ϵ) in the

paraxial wave equation corresponding, respectively, to the kinetic and potential terms
in the Schrödinger equation. This analogy justifies the expression (2+1)-dimensional
system, the third coordinate z playing the role of an effective time.

2.2.2 Examples

Since its initial development to describe laser propagation [132], the paraxial ap-
proximation had quite a success history mainly due to its analogy with the Schrödinger
equation. In particular, it was largely used to reproduce with light many interesting
phenomena of condensed-matter or of quantum gases. In the following, we give a few
relevant examples of those.

The first one concerns topological insulators, which represent a fundamentally new
phase of matter characterized by a phenomenon of topologically-protected electron
conduction mediated by edge states in certain 2D systems [133]. Topological protection
means a total absence of scattering by disorder, providing a robustness that is otherwise
known for superconductors only. This concept was brought to the photonics domain
successfully for the first time after theoretical efforts proposing to exploit the analogy
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Figure 2.3: Superfluid transition occuring in light propagating inside a Kerr medium,
observed in [140]. Pictures show the spatial distribution of light intensity at the output
of the Kerr medium for different fluid velocities v at fixed speed of sound cs. The “fluid
of light” flows from left to right. The white cross at the center indicates the position
of the obstacle.

between the paraxial wave equation and the Schrödinger equation [134]. The realization
of the first photonic topological insulator was theoretically proposed and experimentally
demonstrated in [135] using helical waveguides arranged as in a honeycomb lattice (see
Fig. 2.2a). By making the waveguides helical along ẑ, the z-reciprocity is broken and
scattering-free edge states appear, enabling light transport around corners without
backscattering and light travelling around defects without disruption (see Fig. 2.2b).
Given the periodical structure of the material along z, with z playing the role of an
effective time, these systems were named photonic Floquet topological insulators.

Another interesting platform where the paraxial wave equation is routinely applied
are non-linear Kerr materials (or χ(3) materials) for which δϵ(r⊥) ∝ |E(r⊥)|2 [136]. In
such systems, the paraxial wave equation becomes formally equivalent to the Gross-
Pitaevskii equation that governs weakly-interacting Bose-Einstein condensates [137].
This analogy has been recently exploited to experimentally realize optical analogues
of quantum fluids phenomena such as interaction-driven thermalization, Bose-Einstein
condensation [138, 139] or superfluidity [140] (see Fig. 2.3).

(2+1)-dimensional optical media gained also interest in the context of disorder
physics. In [63], the notion of transverse disorder was first introduced. Transversally
disordered optical media are characterized by spatial fluctuations of the refractive index
taking place in two directions only, the media being homogeneous along the third
direction, as described by Eq. (2.12). Such configuration was proposed in [63] in
order to facilitate the observation of Anderson localization of light. Indeed, in strictly
2D disordered media, localization is expected to occur at a spatial scale given by the
localization length ξ ∼ ℓ exp

(
πkℓ/2

)
, where ℓ is the mean free path and k the optical

wave number [141]. Such scale is in general huge since typically kℓ ≫ 1 in most
materials, making the observation of Anderson localization difficult. In the (2+1)
disorder geometry, however, this issue can be overcome since, in this case, the wave
number entering the expression of the localization length is replaced by the transverse
wave number k sin θ, easily controlled via the angle of incidence θ. Such configuration
was first implemented in [64], demonstrating transverse localization of light in a photo-
refractive crystal on which a (2+1)-dimensional random refractive index distribution
was imprinted with writing beams. Transverse localization of light [142] was also
observed in [143] in a photo-refractive material, as well as in disordered optical fibers
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Figure 2.4: (a) Photo-refractive disordered material of dimension (2+1). A narrow
incident beam at z = 0 undergoes a spreading in the plane (x, y). At sufficiently
strong disorder values, 2D Anderson localization is observed in the transverse plane
(figures taken from [64]). (b) Transversally disordered optical fiber. An ensemble of
points constituting an image of the number “3” are transported along the fiber thanks
to the phenomenon of transverse Anderson localization (figures taken from [150]).

Figure 2.5: Far-field momentum distribution, |E(k⊥)|2, observed experimentally in
[151] at the output of a (2+1) disordered photo-refractive medium. For a tilted incident
beam, a diffusive ring together with a coherent backscattering peak (indicated by the
red dashed vertical line) becomes visible as a result of scattering in the transverse
plane.

in [144]. By using transversally disordered optical fibers, optical image transport using
transverse Anderson localization of light was demonstrated in the visible [145, 146],
near-infrared [147, 148], and mid-infrared region [149].

A last experimental example exploiting the transverse disorder is the observation
of coherent backscattering. If a tilted collimated beam is let evolve through transverse
disorder, the transverse projection of its wave vector is randomized due to multiple
scattering in the plane (x, y). The optical distribution |E(k⊥)|2 measured in transmis-
sion in the far field then exhibits a diffusive ring with a CBS peak on the top of it.
As experimentally observed in [151], both the diffusive ring and the CBS peak become
clearly visible at nonzero incident angle. Note that this type of experiment is in direct
analogy with measurements of CBS with cold atoms performed in 2012 [152, 153, 154].
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2.3 Paraxial propagation in transversally disordered

media: coherent mode

2.3.1 Free paraxial propagator

To describe light propagation in a linear medium, a very convenient mathematical
tool is the Green’s function. Indeed, it allows to simplify the resolution of inhomo-
geneous, scalar boundary value problems, and to easily compute the electromagnetic
fields produced by arbitrary distributions of charges or currents [155]. Green’s functions
also play a crucial role when it comes to the statistical description of disordered optical
media, because it allows to directly apply the perturbation approaches well-known in
the context of condensed-matter physics [156].

Let us first introduce the Green’s function for the problem of light scattering in
an homogeneous medium of permittivity ϵ. For paraxial light, the Green’s function
follows from the paraxial wave equation for the field envelope:

i∂zE = − 1

2k
∆2

⊥E (2.6)

with k =
√
ϵω/c. The Green’s function G(0) is defined as the solution of the equation(

i∂z +
1

2k
∆⊥

)
G(0)(r⊥, z) = δ(r⊥)δ(z) . (2.7)

By introducing the Fourier transform G(0)(k⊥, kz), such that

G(0)(r⊥, z) =

∫
d2k⊥

(2π)2

∫
dkz
2π

G(0)(k⊥, kz)e
i(k⊥·r⊥−kzz) , (2.8)

we infer that G(0)(k⊥, kz) is solution of

ˆ̃LG(0)(k⊥, kz) = 1 , (2.9)

where ˆ̃L = kz − k2
⊥/2k is the operator in Fourier space associated with the paraxial

wave equation (2.6). The free paraxial propagator in Fourier space then reads

G(0)(k⊥, kz) =
1

kz − k2
⊥/2k + i0+

, (2.10)

where a positive infinitesimal imaginary part in the denominator has been added in
order to make the propagator describe an evolution toward positive times, thus consis-
tent with the causality requirement. This type of Green’s function is called retarded
Green’s function in the literature. Correspondingly, the description of propagation to-
ward negative times is obtained by considering the complex conjugate of Eq. (2.10),
which defines the “advanced” Green’s function, G(0)∗(k⊥, kz).
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2.3.2 Statistical disorder model

Let us now consider light propagation in the presence of transverse disorder in
the plane r⊥ = (x, y). Such transversally dielectric disordered medium is naturally
described by a permittivity profile of the form of Eq. (2.1), i.e.,

ϵ(r⊥) = ϵ+ δϵ(r⊥) , (2.11)

where ϵ is an homogeneous background and δϵ(r⊥) is modeled by a random function
with zero mean: ⟨δϵ(r⊥)⟩ = 0 where ⟨...⟩ stands for averaging over disorder realizations.
Therefore, ϵ = ⟨ϵ⟩ defines the average (background) permittivity of the medium.

As an input of the theory, we need to specify the statistical properties of δϵ(r⊥). To
make things simple, here we assume that δϵ(r⊥) is drawn from a a normalized Gaussian
probability distribution. We then have only one non-zero cumulant. Precisely, the
only relevant statistical quantity describing our disordered medium is the two-point
correlation function of the disorder fluctuations:

B(r⊥ − r′
⊥) =

⟨δϵ(r⊥)δϵ(r′
⊥)⟩

ϵ2
. (2.12)

In the case of statistically isotropic disorder that will be considered throughout the
thesis, the two-point correlation function only depends on |r⊥ − r′

⊥|. The function
B(|r⊥−r′

⊥|) decays over a characteristic length scale known as the disorder correlation
length, denoted by σd in the following.

2.3.3 Dyson equation and self-energy

The paraxial wave equation for a transversally disordered dielectric medium reads

i∂zE = − 1

2k
∆2

⊥E + V (r⊥)E , (2.13)

where V (r⊥) = −kδϵ(r⊥)/2ϵ. Eq. (2.13) is analogous to a Schrödinger equation
describing the temporal evolution of a quantum particle subjected to a potential V (r⊥).
Because V only depends on r⊥, the ensuing multiple scattering process takes place in
the transverse plane r⊥ = (x, y) only (recall that z plays the role of an effective time).

The Green’s function associated with Eq. (2.13) obeys(
L̂− V

)
G(r⊥, z) = δ(r⊥)δ(z) , (2.14)

where L̂ = i∂z + ∆2
⊥/2k is the differential operator associated with Eq. (2.6). The

Green’s function in the presence of disorder then appears to be linked to the free
propagator G(0) by the recursive relation

G = G(0) +G(0)V G . (2.15)

Such recursive relation can be reformulated as a multiple-scattering expansion:

G = G(0) +G(0)V G(0) +G(0)V G(0)V G(0) + ... . (2.16)
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Figure 2.6: Diagrammatic representation of the disorder average of the Born series
(2.16). The only irreducible diagram taken into account within the Born approxima-
tion is diagram (a). Diagram (b) is an example of reducible diagram, automatically
accounted for when Σ is approximated by diagram (a).

As explained above, we wish to study the impact of disorder on light transport on
statistical grounds and not at the level of a single, specific disorder realization. An
important quantity, from this respect, is the Green’s function averaged over disorder
realizations. The latter, indeed, precisely describes the evolution of the coherent mode,
which constitutes one of the main figures of merit of the thesis. We are then interested
not in the disordered paraxial Green’s function itself but on its average over an ensemble
of disorder realizations. After disorder averaging, Eq. (2.16) simplifies a lot. For
Gaussian disorder, the only non-zero contributions stem from second-order disorder
pairings ⟨V V ⟩, with all terms having odd power in V being identically zero. Still, all
even terms remain to be dealt with. A convenient way to address this problem is to
use a diagrammatic representation. In such diagrammatic theory, solid (dashed) lines
with an arrow pointing the direction of propagation stands for retarded (advanced)
free Green’s functions G(0)[G(0)∗], while the crosses stand for scattering events on the
disorder potential V and dotted lines for impurity pairings ⟨V V ⟩. Then, out of all
diagrams corresponding to all possible pairings one can distinguish the irreducible
diagrams, which are not separable without cutting an impurity line, and the reducible
ones, see Fig. 2.6b. Upon averaging, the Dyson equation (2.16) can then be formally
written as [16]

⟨G⟩ = G(0) +G(0)Σ⟨G⟩ , (2.17)

where Σ, called in literature self-energy, is by definition the infinite sum of all irreducible
diagrams. Once an expression for Σ is found, the disorder-average paraxial Green’s
function follows from

⟨G⟩ =
[
G(0)−1 − Σ

]−1
. (2.18)

In this formulation, the knowledge of the average Green’s function thus reduces to the
calculation of Σ. This calculation, in general, can only be achieved using approxima-
tions. The simplest one, the Born approximation, is discussed in the next section.
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Figure 2.7: A collimated beam impinges on a transversally disordered medium with an
angle θ with respect to the axis z. The relevant wave vector involved in scattering is
the transverse projection k0 of k.

2.3.4 Properties of the paraxial coherent mode at the Born
approximation

In the transverse-disorder geometry, the scattering processes take place in the trans-
verse plane (x, y). If a collimated beam impinges on the medium with an angle θ with
respect to the axis ẑ, the relevant wave number involved in scattering is the transverse
projection k0 = k sin θ of k in the plane (x, y) (see Fig. 2.7). Introducing the mean
free path ℓ in the transverse plane, we are led to define the weak-disorder condition
as k0ℓ ≫ 1. In such a regime, the correlations between successive scattering events
become negligible. To compute Σ, it is then sufficient to take into account only the
lowest-order irreducible diagram, diagram (a) in Fig. 2.6. This is known as the Born ap-
proximation, and it amounts to describing propagation as a succession of independent
scattering events. Mathematically, using the Born approximation means neglecting
corrections of the order 1/k0ℓ and higher to Σ. Within the Born approximation, the
self-energy in momentum space Σ(k⊥, kz) is given by [16]

Σ(k⊥, kz) =
k2

4

∫
d2k′

⊥
(2π)2

B(k⊥ − k′
⊥)G(k′

⊥, kz) , (2.19)

where B(k⊥ − k′
⊥) =

∫
d2(r⊥ − r′

⊥)B(r⊥ − r′
⊥)e−i(k⊥−k′

⊥)·(r⊥−r′
⊥) is the Fourier trans-

form of the two-point correlation function of the disorder fluctuations defined in Eq.
(2.12). Note that, in Eq. (2.19), only the integral over the transverse wave vector
k′
⊥ appears. Indeed, because the system is homogeneous along ẑ, in accordance with

Noether’s theorem [157] the longitudinal Fourier component kz is conserved in the
multiple scattering process.

The simplest way to compute the self-energy is to consider uncorrelated permittivity
fluctuations, corresponding to a two-point disorder correlator with zero correlation
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length, i.e., having the following form:

B(r⊥ − r′
⊥) = γδ(r⊥ − r′

⊥) , (2.20)

where δ(r⊥ − r′
⊥) is a Dirac delta and the parameter γ quantifies the strength of

disorder fluctuations. Eq. (2.20) typically constitutes a good approximation as long as
the “transverse” wavelength λ0 = 2π/k0 is much larger than the disorder correlation
length σd. For uncorrelated disorder, we have B(k⊥ − k′

⊥) = γ, leaving us with the
following expression for the self-energy:

Σ(kz) =
γk2

4

∫
d2k′

⊥
(2π)2

1

kz − k′2
⊥/2k + i0+

. (2.21)

Note that for the model of uncorrelated disorder, Σ is independent of k⊥. By perform-
ing the angular integration and using the Sokhotski–Plemelj theorem [158] to separate
explicitly the real and imaginary parts of the self-energy Σ, we get

Σ(kz) =
γk2

4

∫ ∞

0

dk′⊥k
′
⊥

2π

[
p.v.

(
1

kz − k′2
⊥/2k + i0+

)
− iπδ(kz − k′2

⊥/2k)

]
, (2.22)

where p.v. refers to the principal value.
We observe that the real part of Σ diverges at high momenta. This represents a

pathology related to the nonphysical nature of uncorrelated disorder. This pathology
will not arise in the subsequent chapters, where we will consider more realistic forms
of disorder. Here, however, we will simply discard the real part of the self-energy in
the rest of this chapter and focus on the role of the imaginary part of the self-energy
Im Σ, which plays a crucial role. The second term in the right-hand-side of Eq. (2.22)
gives Im Σ = −γk3/8. The disorder-average paraxial Green’s function in Fourier space
then follows from Eq. (2.18):

⟨G(k⊥, kz)⟩ =
1

kz − k2
⊥/2k − i Im Σ

. (2.23)

The Green’s function (2.23) presents a simple pole in kpolez = k2
⊥/2k − i Im Σ. This

allows us to easily compute the Green’s function in the effective time domain, i.e.,
⟨G(k⊥, z)⟩ =

∫
dkz
2π

⟨G(k⊥, kz)⟩e−ikzz via contour integration [159]:

⟨G(k⊥, z)⟩ = −i exp

(
−ik

2
⊥

2k
z

)
exp (z Im Σ) . (2.24)

Let us now consider the disorder-average field transmitted through a transversally
disordered medium of thickness L (see Fig. 2.7). The latter follows by multiplying the
Green’s function (2.24) evaluated at z = L with the field incident at z = 0 according
to [160]:

⟨E(k⊥, z = L)⟩ = i⟨G(k⊥, L)⟩E0(k⊥) . (2.25)

In this relation, E0(k⊥) = E(k⊥, z = 0) is the electric field momentum distribution
of the light impinging the disordered medium at the z = 0 interface and i⟨G(k⊥, L)⟩
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represents the average transmission coefficient of the medium. Considering the inci-
dent beam collimated around a transverse wave vector k0, we can Taylor expand the
argument in the first exponential of Eq. (2.24) around k⊥ = k0:

k2
⊥

2k
≃ k2

0

2k
+ k̂0 · (k⊥ − k0) , (2.26)

where k̂0 = k0/k, so that

exp

(
−ik

2
⊥

2k
L

)
≃ exp

(
i
k2
0

2k
L

)
exp

(
−ik̂0 · k⊥L

)
, (2.27)

where the first exponential in the right-hand-side is close to 1, since k0 ≪ k within the
paraxial approximation. The intensity of the coherent mode then reads:

Ic(r⊥, L) = |⟨E(r⊥, L)⟩|2 =

∣∣∣∣∣
∫

d2k⊥

(2π)2
⟨E(k⊥, L)⟩eik⊥·r⊥

∣∣∣∣∣
2

= |E0(r⊥ − k̂0L)|2 exp
(
−L/zs

)
,

(2.28)

where we have used Eq.s (2.24) and (2.27) in the second equality, and we have intro-
duced zs = −(2 Im Σ)−1 = 4/(γk3). Within the Schrödinger mapping, the quantity zs,
which will be referred to in the following chapters as the longitudinal mean free path,
has in fact the interpretation of an effective scattering mean free time. The mean free
path in the transverse plane is then defined as

ℓ = k̂0zs , (2.29)

with k̂0 having the interpretation of an effective transverse velocity.

From Eq. (2.28) we deduce, first, that the paraxial coherent mode propagates along
a straight line, corresponding to a centroid R⊥ =

∫
d2r⊥r⊥Ic(r⊥, L)/

∫
d2r⊥Ic(r⊥, L) =

k̂0L (see Fig. 2.7). Second, we see that its intensity gets attenuated along the optical
axis over a scale given by the longitudinal mean free path zs. The ballistic propagation,
together with the attenuation, reflects the idea that the coherent mode describes the
portion of light in the total signal that has not yet undergone multiple scattering after
a distance z = L from the interface. Notice, however, that this classical interpretation
is rather simplistic, since it misses the true interference nature of the coherent mode:
in turn, the coherent mode attenuation originates from the destructive interference
between the incident beam and the light scattered by the disorder in the forward
direction k0.
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2.4 Transverse multiple scattering

As light penetrates deeper in the transversally disordered medium, the coherent
mode intensity becomes very small while the multiple scattering signal becomes the
main contribution to the total intensity. The intensity of the multiple scattering signal
is described by the correlator ⟨GG∗⟩, i.e., the disorder average of the product of the
retarded Green’s function and its complex conjugate, the advanced Green’s function.

The Green’s function G(r) can be seen as the wave amplitude at a generic position
r = (r⊥, z ≥ 0) inside the disordered medium resulting from a point source emitting
light at 0. Such amplitude is built up from all possible infinite multiple scattering
sequences from 0 to r. These sequences involve an arbitrary number of scattering
events taking place at the points r⊥1, r⊥2, ..., r⊥N of the transverse plane, and are
characterized by a complex amplitude Al(r), with the index l labeling the sequence.
The phase of Al(r) is given by the product k0Ll

⊥(r), where k0 is the incident transverse
wave number and Ll

⊥(r) is the path length accumulated during the multiple scattering
sequence in the transverse plane. The Green’s function G(r) can then be expressed
formally as

G(r) =
∑
l

|Al(r)|eik0Ll
⊥(r) , (2.30)

where the sum is over all possible multiple scattering sequences. The product GG∗,
therefore, is given by

|G(r)|2 =
∑
l1,l2

|Al1(r)Al2(r)|eik0[L
l1
⊥ (r)−Ll2

⊥ (r)] . (2.31)

When performing the disorder average of the product GG∗, the expression consid-
erably simplifies. Indeed, the difference in transverse path lengths Ll1

⊥ − Ll2
⊥ between

non-identical sequences (see Fig. 2.8a) are at least of the order of the transverse mean
free path ℓ. In the weak-disorder regime where ℓ≫ k−1

0 , this corresponds to a large de-
phasing, making all contributions of this type negligible on average due to destructive
interference. Then, the relevant trajectory pairs for G and G∗ actually contributing to
⟨GG∗⟩ are the one for which the scattering sequences are strictly identical, as illustrated
in Fig. 2.8b. At weak disorder, the total intensity of the multiple scattering signal is
then given by the sum over all possible pairs of paths where interference between the
two paths is discarded. Such an approximation is called the Diffuson approximation
and, as will be shown in the following section, it corresponds to a diffusive process.

In certain cases, multiple scattering processes involving interference can survive
the disorder averaging. A celebrated example is found by noting that in time-reversal
invariant systems, a trajectory 1 → 2 → ...→ N−1 → N paired with its time-reversed
partner N → N − 1 → ... → 2 → 1 can have the same identical phase factor. In fact,
in such term the only accumulated phase difference between the two paths arises at
the start and end points of the sequence. Because of this, such a contribution, called
in literature the Cooperon, is only significant for k⊥ ≃ −k0: it is responsible for the
phenomenon of coherent backscattering. In this thesis we will not discuss more the
Cooperon contribution, but we refer the interested reader to [16] for more details.
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(a)

(b)

(c)

Figure 2.8: (a) Real space representation of a multiple scattering term in Eq. (2.31)
which, due to the finite path length difference between the two trajectories, does not
survive disorder averaging. (b) Real space representation of a multiple scattering con-
tribution to the intensity at the Diffuson approximation. Within this approximation,
the two wave paths follow the same scattering sequence in the same order. Remem-
ber that the scattering events, represented here by crosses, occur in the transverse
plane r⊥ = (x, y). (c) Diagrammatic representation of all Diffuson sequences involv-
ing 1, 2, 3, ... scattering events. The second line is an equivalent iterative representation
known as the Bethe-Salpeter equation.
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2.4.1 Properties of the paraxial Diffuson

The disorder-average correlator of two paraxial Green’s functions at a given point
r⊥ in the transverse plane can be found in the frequency domain from the relation

⟨G(0, r⊥, k
+
z )G∗(0, r⊥,k

−
z )⟩ms =

∫
d2r⊥1d

2r⊥N⟨G(0, r⊥1, k
+
z )⟩⟨G∗(0, r⊥1, k

−
z )⟩

× Γ(r⊥1, r⊥N , qz)⟨G(r⊥N , r⊥, k
+
z )⟩⟨G∗(r⊥N , r⊥, k

−
z )⟩ ,

(2.32)

where 0, r⊥, r⊥1 and r⊥N are, respectively, the positions in the transverse plane of
the emission and detection points, and of the first and last scattering events of the
sequence. Note that, in order to capture the effective time dependence of the intensity,
the Green’s functions are here evaluated at the two longitudinal momenta k±z = kz ±
qz/2, the variable qz being the Fourier variable associated with the effective time z.
With the subscript ms, we here indicate that only the multiply scattered light signal is
considered, i.e. the correlator ⟨GG∗⟩ms does not include the contribution ⟨G⟩⟨G∗⟩ of the
coherent mode. Γ, finally, is called the “structure factor”. The right-hand side of Eq.
(2.32) can be easily interpreted as the succession of three distinct propagation steps.
The first factor, ⟨G(0, r1, k

+
z )⟩⟨G∗(0, r⊥1, k

−
z )⟩, describes the light propagation from

the emission point to the first scattering event. The second, Γ(r⊥1, r⊥N , qz), encodes
all possible scattering sequences between r⊥1 and r⊥N . At the Diffuson approximation,
Γ is given by Γ(L), a series of “ladder diagrams” depicted in Fig. 2.8c. The last term
⟨G(r⊥N , r⊥, k

+
z )⟩⟨G∗(r⊥N , r⊥, k

−
z )⟩, finally, describes the light propagation from the

last scattering event to the point r⊥ where light is detected.
The structure factor Γ(L) obeys the iterative Bethe-Salpeter equation, which is

diagrammatically shown in Fig. 2.8c [16]. The latter mathematically reads:

Γ(L)(r⊥1, r⊥N , qz) =
γk2

4
δ(r⊥1 − r⊥N) +

∫
d2r′

⊥Γ(L)(r⊥1, r
′
⊥, qz)

× ⟨G(r′
⊥, r⊥N , k

+
z )⟩⟨G∗(r′

⊥, r⊥N , k
−
z )⟩ .

(2.33)

Generally speaking, solving Eq. (2.33) in an exact way can be a challenging task. If
one is only interested in large spatial and temporal scales, however, one may use a
hydrodynamic approximation, using that spatial and temporal variations of Γ(L) are
small at the scales of ℓ and zs, respectively. We can then expand Γ(L)(r⊥1, r

′
⊥, qz)

around r′
⊥ = r⊥N as:

Γ(L)(r⊥1, r
′
⊥, qz) = Γ(L)(r⊥1, r⊥N , qz) + (r′

⊥ − r⊥N) ·∇r⊥N
Γ(L)(r⊥1, r⊥N , qz)

+
1

2
[(r′

⊥ − r⊥N) ·∇r⊥N
]2Γ(L)(r⊥1, r⊥N , qz) + ... .

(2.34)

By performing the spatial integration in Eq. (2.33) using the expansion (2.34), and
further expanding the product ⟨G⟩⟨G∗⟩ in Eq. (2.33) for qzzs ≪ 1, one finds that the
structure factor Γ(L)(r⊥1, r⊥N , qz) obeys the diffusion equation

(−iqz +D∆r⊥N
)Γ(L)(r⊥1, r⊥N , qz) =

γk2

4zs
δ(r⊥1 − r⊥N) , (2.35)

where D = k̂20zs/2 is the diffusion coefficient. Furthermore, due to the slowly-varying
behaviour of Γ(L) in the hydrodynamic limit, we can take Γ(L) out of the integral in
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2.4. TRANSVERSE MULTIPLE SCATTERING

Eq. (2.32), thus obtaining

⟨G(0, r⊥, k
+
z )G∗(0,r⊥, k

−
z )⟩D ≃ 4zs

γk2
Γ(L)(r⊥1, r⊥N , qz) , (2.36)

where the subscript D states the fact that the multiply scattered signal has been treated
within the Diffuson description. Therefore, ⟨GG∗⟩D satisfies a diffusion equation as
well. Considering a narrow incident beam of waist w0, the intensity of the multiple
scattering signal detected at the point r = (r⊥, z = L ≫ w2

0/D), ID = ⟨|E(r⊥, z =
L)|2⟩D, is then given by

ID(r⊥, L) ≃ ⟨|G(0, r)|2⟩D =
e−r2

⊥/4DL

4πDL
. (2.37)

The hydrodynamic approximation, used to derive Eq. (2.37), is also known as the
diffusion approximation. It shows that, on average, light in a scattering medium effec-
tively behaves like a particle undergoing a random walk through the disorder. Looking
at the expression of the intensity (2.37) obtained within the diffusion approximation,
it seems that its centroid RD

⊥ =
∫
d2r⊥r⊥ID(r⊥, L)/

∫
d2r⊥ID(r⊥, L) is zero. Actu-

ally, this is not true. An exact computation of the Diffuson centroid done without
performing the diffusion approximation (see chapter 5) gives the more accurate result

RD
⊥(L) = k̂0zs

1 − L
zs
e−L/zs − e−L/zs

1 − e−L/zs
. (2.38)

The reason why the diffusion approximation fails to accurately describe this observable
is due to the fact that RD

⊥ typically varies at short length scales (∼ k̂0zs). For the sake
of a clearer presentation, we postpone the derivation of Eq. (2.38) to chapter 5.

2.4.2 Total paraxial centroid

Instead of considering separately the ballistic and the multiple scattering compo-
nents of the light travelling inside the transversally disordered medium, one can also
compute the centroid of the full signal, defined as

Rtot
⊥ (L) =

∫
d2r⊥r⊥Ic(r⊥, L) +

∫
d2r⊥r⊥ID(r⊥, L)∫

d2r⊥Ic(r⊥, L) +
∫
d2r⊥ID(r⊥, L)

. (2.39)

Notice that the normalization factor now includes both Ic and ID. Using the results
(2.28) and (2.38), one finds

Rtot
⊥ (L) = k̂0zs

(
1 − e−L/zs

)
. (2.40)

Eq. (2.40) has a very simple classical interpretation: as a result of the finite beam’s
transverse momentum, the centroid moves ballistically up to a distance of a mean free
path k̂0zs, and stops there because of the randomization of the transverse momentum
associated with multiple scattering.

Interestingly, because of the correspondence between incoherent multiple scattering
of light and the random walk of a particle, Eq. (2.40) can be alternatively derived
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MEDIA

within a simple scattering approach based on the Boltzmann equation, which we here
present in 1D for simplicity (extension to 2D is straightforward). Consider a wave
packet with momentum distribution peaked at k0 = k0x̂ immersed in a 1D disorder.
Let n± be the population of particles with ±ℏk0 momentum. The initial condition,
thus, reads n+(0) = 1 and n−(0) = 0 (with the normalization constraint n+ + n− = 1
holding true throughout the whole evolution). The evolution of the center of mass is
given by the Ehrenfest theorem [161]:

∂t⟨x(t)⟩ =
⟨p⟩
m

=
ℏk0

m
(n+ − n−) , (2.41)

where ⟨...⟩ here refers to both the disorder average and quantum expectation value,
and m is the particle mass. Neglecting any interference in the disorder, the evolution
of n± is simply given by coupled Boltzmann equations [162]:

∂tn
± =

n∓ − n±

2τ
. (2.42)

Solving the differential Eq.s (2.42) is straightforward and gives

n±(t) =
1 ± e−t/τ

2
. (2.43)

By inserting these solutions into Eq. (2.41) and using the initial condition ⟨x(t = 0)⟩ =
0, we finally obtain [10]

⟨x(t)⟩ = ℓx̂
(
1 − e−t/τ

)
, (2.44)

with ℓ = ℏk0τ/m being the transport mean free path, and τ the corresponding mean
free time. As anticipated, Eq.s (2.40) and (2.44) have exactly the same structure. By
comparing the two, we also have a confirmation that, in our case, zs plays the role of
mean free time, and k̂0zs the role of the mean free path.

2.5 Conclusion

In this chapter, we have presented the problem of light propagation in transversally
disordered dielectric media within the framework of the paraxial approximation. This
enabled us to introduce some key concepts and tools in a reasonably straightforward
way. In the next chapters, we will address the physics of spin-orbit interactions that
shows up beyond the paraxial approximation, using the results of the present chapter
as a benchmark.
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Chapter 3

Oscillating spin Hall effect of light
in correlated disorder

In order to capture the phenomenon of spin-orbit interactions of light, it is necessary
to employ a description that goes beyond the paraxial approximation. Indeed, the
paraxial wave equation constitutes a scalar approximation which completely neglects
the polarization degree of freedom of light and its coupling to the light propagation. In
2018, an exact description of light in (2+1)D disordered media fully taking into account
the vector nature of light was put forward [42], relying on the simple disorder model
introduced in the previous chapter, i.e., a continuous uncorrelated Gaussian disorder
discarding the (diverging) real part contribution of the self-energy. It was within this
simplified statistical model that, in 2019, the existence of a spin Hall effect of light
in (2+1)D disordered media affecting the coherent mode was predicted [62] (see also
Sec. 1.7). In this chapter, we propose to fully revisit this physics by employing a more
realistic model that takes into account the finite disorder correlation. This will allow us
to showcase a novel phenomenon that was missed in [62], namely an oscillating spin Hall
effect associated with SOI corrections to the real part of the self-energy. Furthermore,
by taking advantage of a fine tuning of the correlation length, we will show that various
types of spin Hall effects can be realized in a transverse disorder. We will finally present
a first possible strategy to make this effect experimentally observable, and discuss its
limitations.

3.1 Initial condition and disorder model

In this chapter, we consider a collimated, tilted beam of light impinging on a slab-
shaped, transversally disordered dielectric medium lying between z = 0 and z = L (see
Fig. 3.1). Without any loss of generality, we consider an incident laser beam with a
transverse Gaussian-shaped profile. The beam enters the disordered medium with an
angle θ with respect to the optical axis ẑ. Hence, at the interface z = 0, the electric
field reads

E(r⊥, z = 0) =

√
2

πw2
0

e−r2
⊥/w2

0+ik0·r⊥e0 , (3.1)
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Figure 3.1: We consider the propagation of a tilted, collimated beam of wave vector k
with polarization e0 through a medium of thickness L spatially disordered in the (x, y)
plane, with a disorder correlation length σd (the different planes shown illustrate the
disorder invariance along z). The projection of k onto the (x, y) plane is denoted by
k0.

where w0 is the beam waist and k0 = k0x̂, with k0 = k sin θ the transverse component
of the total wave vector k = k0x̂ + kzẑ (the direction of the Cartesian axis x̂ being
chosen to be aligned with k0). The hypothesis of collimated beam implies the condition

k0w0 ≫ 1 . (3.2)

Eq. (3.1) also fixes the normalization of the intensity:∫
d2r⊥|E(r⊥, z = 0)|2 = 1. (3.3)

For the polarization of the incident beam e0, we take the following form:

e0 =
x̂′ + eiϕŷ√

2
, (3.4)

where x̂′ = sin θx̂− cos θẑ is the unit vector perpendicular to the incident wave vector
k lying in the (x, z) plane. By tuning the polarization parameter ϕ ∈ (−π, π], linearly
(ϕ = 0, π), circularly- (ϕ = ±π/2) and elliptically- (arbitrary ϕ values) polarized beam
can be considered.

As in the previous chapter, we consider a dielectric medium homogeneous along z,
characterized by a continuous, disordered permittivity distribution in the transverse
plane: ϵ(r⊥) = ϵ + δϵ(r⊥), where δϵ(r⊥) is a random Gaussian distribution with zero
mean, modelling transverse disorder, and ϵ is the background (uniform) permittivity.
In this chapter, we model the disorder correlation by the two-point Gaussian correlation
function:

B(r⊥ − r′
⊥) =

⟨δϵ(r⊥)δϵ(r′
⊥)⟩

ϵ2
=
γe−(r⊥−r′

⊥)2/4σ2
d

4πσ2
d

, (3.5)
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3.2. BEYOND PARAXIALITY: FREE ELECTROMAGNETIC PROPAGATOR
AND DYSON EQUATION

where γ is the disorder amplitude, σd is the disorder correlation length and the brackets
refer to disorder averaging. Notice that we are dealing with a statistically isotropic
transverse disorder. The δ-correlated case discussed in the previous chapter corresponds
to the limit σd → 0.

Given these initial conditions and assumptions, in this chapter we will study the
behaviour of the coherent mode in such transverse correlated disorder, employing an
“exact” approach, in the sense that it fully accounts for the vector nature of light, and
does not rely on the paraxial approximation. In particular, we will be interested in the
near-paraxial regime, defined by k̂0 = k0/k ≪ 1, in order to highlight the first-order
corrections to the paraxial limit.

3.2 Beyond paraxiality: free electromagnetic prop-

agator and Dyson equation

As seen in the previous chapter for paraxial light, the free propagator constitutes a
fundamental building block for the study of light propagation in a disordered medium.
As we now wish to take into account the vector character of light, we first need to
derive the expression of the free propagator associated with the Helmholtz equation

∆E(r, ω) + k2E(r, ω) −∇[∇ ·E(r, ω)] = 0 (3.6)

describing light propagation in an homogeneous medium of permittivity ϵ and wave
number k =

√
ϵω/c. The linear differential operator associated with Eq. (3.6) is

L̂ij(r) = (∆ + k2)δij −∇i∇j , (3.7)

where i, j = x, y, z and δij is the Kronecker delta symbol. Contrary to the paraxial

case, Eq. (3.6) involves a three-component vector field, such that L̂ is a rank-3 tensor.
The free electromagnetic Green’s tensor G(0) in momentum space k′ is then a 3 × 3
tensor, given by the solution of equation

ˆ̃Lij(k
′)G

(0)
jk (k′) = δik , (3.8)

where ˆ̃Lij(k
′) = (k2 − k′2)δij + k′ik

′
j. Solving Eq. (3.8), one gets

G
(0)
ij (k′) =

k̂′ik̂
′
j

k2
+

δij − k̂′ik̂
′
j

k2 − k′2 + i0+
, (3.9)

where k̂′ = k′/k. The first term, proportional to the projector k̂
′
k̂
′
, represents the

longitudinal component of the Green’s tensor, while the second term, proportional to

the orthogonal projector 1− k̂
′
k̂
′
, represents its transverse part. The longitudinal part

comes from electrostatics and, as such, does not propagate, while the transverse term
describes light propagation representing wave solutions of Maxwell’s equations. As in
the paraxial case, the addition of a positive infinitesimal imaginary component in the
denominator of the propagating term (i0+) makes the propagator consistent with the
causality constraint (retarded Green’s tensor).
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The main focus of the thesis concerns light propagation. We are then interested in
the far-field electromagnetic region. Throughout the whole thesis we will thus neglect
the near-field longitudinal component and use the expression

G
(0)
ij (k′) =

δij − k̂′ik̂
′
j

k2 − k′2 + i0+
(3.10)

for the free Green’s tensor. The choice can be also justified by the fact that in the
thesis we will always restrict ourselves to “dilute” materials, for which the wavelength
is typically large compared to the spacing between scatterers.

In a transversally disordered dielectric medium, the Helmholtz equation reads

∆E(r, ω) + k2E(r, ω) −∇[∇ ·E(r, ω)] − V (r⊥)E(r, ω) = 0 , (3.11)

where the disorder is described by the term V (r⊥) = −k2δϵ(r⊥)/ϵ, which can be
interpreted as an effective potential term. The disordered Green’s tensor G is then
given by the same formal expression as in the paraxial case, see Eq. (2.15), with the
only difference that now it has a tensorial form:

G = G(0) + G(0)V G , (3.12)

where V = V δij is the tensor effective potential. Correspondingly, after disorder
averaging we obtain the tensor Dyson equation

⟨G⟩ = G(0) + G(0)Σ⟨G⟩ , (3.13)

where the self-energy Σ is now a 3 × 3 tensor. The disorder-average Green’s tensor is
then formally given by

⟨G⟩ =
[
G(0)−1 −Σ

]−1
. (3.14)

As in the previous chapter, the quantity Σ encodes all effects of disorder on the average
field: its real part describes how the phase of the wavefront evolves on average in the
disorder (mean refractive index), while its imaginary part governs the attenuation of
its amplitude (extinction coefficient), both effects being now described at the vectorial
level.

3.3 Disorder-average Green’s tensor in correlated

transverse disorder

Assuming weak disorder (k0ℓ≫ 1), we can evaluate the self-energy tensor Σ using
the Born approximation [16]. This leads to the following expression:

Σij(k⊥, kz) = k4
∫

d2k′
⊥

(2π)2
B(k⊥ − k′

⊥)(δij − k̂′ik̂
′
j)

k2 − k
′2
⊥ − k2z + i0+

, (3.15)

which is the tensor version of Eq. (2.19). Note that as in the scalar case, here only
an integration over k′

⊥ is involved, the longitudinal wave number kz being conserved
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due to translation invariance along ẑ. B(k⊥ − k′
⊥) is the disorder power spectrum,

i.e., the Fourier transform of Eq. (3.5). In this section and the next one, we keep
the discussion rather general, and only use that the transverse disorder is statistically
isotropic, so that B(k⊥ − k′

⊥) = B(|k⊥ − k′
⊥|). Later, we will compute the self-energy

tensor (3.15) explicitly, using the Gaussian model of correlations (3.5), for which the
power spectrum takes the form B(k⊥ − k′

⊥) = γ exp
[
−σ2

d(k⊥ − k′
⊥)2
]
.

Since we are dealing with a statistically-isotropic disorder in the transverse plane
(x, y), to obtain the general expression of the average Green’s tensor it is sufficient
to compute the self-energy (3.15) in the specific case where the direction of k⊥ is
oriented along the x̂ axis. Let us then take a closer look to the angular integral of
k′
⊥ = (k′⊥ cos θ, k′⊥ sin θ) appearing in Eq. (3.15):∫ 2π

0

dθ

2π
B(|k⊥ − k′

⊥|)
(
δij − k̂′ik̂

′
j

)
= γf(k⊥, k

′
⊥)

∫ 2π

0

dθ

2π
g(k⊥k

′
⊥ cos θ)

×

δij −
 k̂′2⊥ cos2 θ k̂′2⊥ sin θ cos θ k̂zk̂

′
⊥ cos θ

k̂′2⊥ sin θ cos θ k̂′2⊥ sin2 θ k̂zk̂
′
⊥ sin θ

k̂zk̂
′
⊥ cos θ k̂zk̂

′
⊥ sin θ k̂2z


 ,

(3.16)

where, as said, k̂⊥ has been aligned to the x̂ axis, and f(k⊥, k
′
⊥) and g(k⊥k

′
⊥ cos θ) are

two functions whose expression depends on the specific shape of the disorder correlation
function. Looking at Eq. (3.16), it is clear that the self-energy tensor has the following
structure:

Σ(k⊥, kz) =

Σxx 0 Σxz

0 Σyy 0
Σxz 0 Σzz

 . (3.17)

Using Eq. (3.17), we perform the two tensor inversions appearing in the Dyson equa-
tion (3.14), and obtain the following form for the disorder-average Green’s tensor in
momentum space:

⟨Gij(k⊥, kz)⟩ =G1δij −G2k̂ik̂j +
G1 −G2

k̂2⊥

(
δizk̂j k̂z + δjzk̂ik̂z − δizδjz − k̂ik̂j

)
, (3.18)

where

G1(2)(k⊥, kz) =
1

k2 − k2
⊥ − k2z − Σ1(2)(k⊥, kz)

(3.19)

with

Σ1(k⊥, kz) =Σyy

Σ2(k⊥, kz) =Σxx(1 − k̂2⊥) + Σzz(1 − k̂2z) − 2Σxzk̂⊥k̂z .
(3.20)

Note that the matrix structure (3.17) of the self-energy only holds true strictly speaking
for k⊥ aligned along x̂. Nevertheless, as a result of transverse statistical isotropy, the
disorder-average Green’s tensor derived from it, and in particular the values of the
parameters Σ1 and Σ2 entering in its analytical expression, do not depend on this
particular choice and, thus, can be used for any transverse momentum k⊥.
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Since we are interested in the evolution of the coherent mode with z, we need to
compute the inverse Fourier transform of Eq. (3.18) with respect to kz: ⟨G(k⊥, z)⟩ =∫
dkz⟨G(k⊥, kz)⟩eikzz. The weak disorder condition k0ℓ ≫ 1 applied to Eq. (3.18)

translates into |Σ1(2)| ≪ k2 − k2z . The kz-poles appearing in Eq. (3.19) can then be
Taylor-expanded as

kpolez ≃
√
k2 − k2

⊥ +
Σ1(2)(k⊥,

√
k2 − k2

⊥)

2
√
k2 − k2

⊥
. (3.21)

Hence, the disorder-average Green’s tensor in the effective time domain reads

⟨Gij(k⊥, z)⟩ = − i
eikzz

2kz

[
e−iΣ1z/2kzδij − e−iΣ2z/2kz k̂ik̂j

+
e−iΣ1z/2kz − e−iΣ2z/2kz

k̂2⊥

(
δizk̂j k̂z + δjzk̂ik̂z − δizδjz − k̂ik̂j

)]
,

(3.22)

where kz now stands for the “on shell” value
√
k2 − k2

⊥ and no longer for the longi-
tudinal Fourier variable. Note that the self-energies Σ1(2) appearing in Eq. (3.22) are

also to be evaluated on shell: Σ1(2) = Σ1(2)(k⊥,
√
k2 − k2

⊥) [see Eq. (3.21)].
Before ending this section, let us stress that the expression (3.22) only relies on the

transverse nature and the statistical isotropy of the disorder, but it does not depend
on the microscopic details of the transverse disorder. As will be elucidated later on,
the anisotropic components of the disorder-average Green’s tensor (3.22) are associated
with a phenomenon of spin-orbit interaction and are responsible for the appearance of
a spin Hall effect of light affecting the coherent mode.

3.4 Disorder-average transmitted field

3.4.1 General expression

As in the previous chapter, we now examine the transmission of a light beam
through a transversally disordered medium located between the coordinates z = 0 and
z = L. The disorder-average electric field ⟨E(k⊥, L)⟩ is linked to the average Green’s
tensor via the Fisher-Lee relation [15]:

⟨Ei(k⊥, L)⟩ = ⟨tij(k⊥, L)⟩Ej(k⊥, z = 0) , (3.23)

where ⟨tij(k⊥, L)⟩ = 2i
√
k2 − k2

⊥⟨Gij(k⊥, L)⟩ represents the disorder-average transmis-
sion coefficient of the medium, and E(k⊥, z = 0) =

√
2πw0 exp

[
−(k⊥ − k0)

2w2
0/4
]
e0

is the transverse Fourier distribution of the incident beam (3.1).
Using Eq. (3.22), we infer:

⟨E(k⊥, L)⟩=E(k⊥, z = 0)eikzL
[
e−iΣ1L/2kze0+

(
e−iΣ2L/2kz−e−iΣ1L/2kz

)
p(k⊥)

]
. (3.24)

In this formula, the two complex numbers Σ1 and Σ2, already defined in Eq. (3.20),
are combinations of matrix elements of the self-energy tensor. Because E(k⊥, z = 0) is
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peaked around k⊥ = k0 (collimated beam hypothesis), Σ1 and Σ2 can be evaluated at

k⊥ ≃ k0, i.e., approximating Σ1(2) ≃ Σ1(2)(k0,
√
k2 − k2

0). Their analytical expression
depends on the specific form of the disorder power spectrum. In the section below,
they will be evaluated explicitly for the Gaussian case (3.5).

In Eq. (3.24), the first term in the right-hand side describes an evolution of the
average field without spatial deformation. Its amplitude is controlled by Σ1, which
defines the scattering mean free path along z of the disorder:

zs = −kz/ Im(Σ1) , (3.25)

beyond which the coherent mode gets attenuated due to scattering in other directions
[17]. This definition of the scattering mean free path, in relation to Σ1 only, will be
discussed more thoroughly below. The second term in the right-hand-side, on the other
hand, is proportional to the projection p(k⊥) = (ê⊥ · e0)ê⊥ + (ẑ · e0)ẑ of the polar-
ization vector onto the (ê⊥ = k⊥/k⊥, ẑ) plane. It describes a wavefront deformation
coupling polarization and momentum and, as such, encodes the phenomenon of spin-
orbit interaction of light. Notice that this spin-orbit term only exists when Σ1 ̸= Σ2.
The self-energies Σ1 and Σ2 being complex numbers, Eq. (3.24) suggests that the SOI
term affects both the phase and the amplitude of the average field. As will be shown
explicitly below, this property implies a rather rich behavior of the coherent mode.

The existence of two independent self-energies governing light evolution in the disor-
dered medium here stems from the fact that as soon as the incident beam is tilted, i.e.,
k0 ̸= 0, the statistical isotropy in the plane perpendicular to the direction of propaga-
tion is broken, making momentum conservation along z (due to translation invariance
along that direction) the unique symmetry of the problem. On the other hand, when
k0 → 0 (paraxial limit), an additional symmetry emerges, the statistical isotropy in
the (x′, y) plane. In this limit, one has Σ1 → Σ2 [see Eq. (3.51)], so spin-orbit interac-
tions disappear (the second term in the right-hand side of Eq. (3.24) vanishes) and the
paraxial result obtained in the previous chapter is effectively recovered. Note that no
spin-orbit-interaction term ever arises in conventional, three-dimensional isotropic dis-
ordered materials, where no direction of propagation is privileged: in 3D the evolution
of coherent light is governed by a single self-energy.

3.4.2 Self-energy for Gaussian-correlated transverse disorder

Considering a Gaussian-correlated disorder, see Eq. (3.5), we now explicitly com-
pute the self-energies Σ1 and Σ2 appearing in Eq. (3.24). In such a case, the self-energy
tensor Σ is given by

Σij(k⊥, kz) = γk4
∫

d2k′
⊥

(2π)2
exp
[
−σ2

d(k⊥ − k′
⊥)2
]
(δij − k̂′ik̂

′
j)

k2 − k
′2
⊥ − k2z + i0+

. (3.26)

We then rewrite the denominator of Eq. (3.26) as

1

k2 − k
′2
⊥ − k2z + i0+

=p.v.

(
1

k2 − k
′2
⊥ − k2z + i0+

)
− i

π

2
√
k2 − k2z

×
[
δ(k′⊥ −

√
k2 − k2z) + δ(k′⊥ +

√
k2 − k2z)

]
,

(3.27)
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Figure 3.2: Real and imaginary parts of (Σ2 − Σ1)/(γk
4) as a function of k̂20, in the

small k̂0 regime. Here we have set k0σd = 0.5. Observe that Σ1 → Σ2 when k̂0 → 0,
indicating that SOI vanish in the paraxial limit.

perform the double integral in Eq. (3.26) and evaluate the self-energy matrix elements

at k⊥ ≃ k0 and kz ≃
√
k2 − k2

0. This yields the following analytic expression for the

real and imaginary parts of the self-energies Σ1(2) ≃ Σ1(2)(k0,
√
k2 − k2

0) governing the
evolution of the disorder-average electric field (3.24):

Re Σ1 =γk4
∫ ∞

0

dα

2π
p.v.

(
αe−k20σ

2
d(1+α2)

1 − α2

)[
I0(2k

2
0σ

2
dα) − k̂20α

2I1(2k
2
0σ

2
dα)

2k20σ
2
dα

]

Re Σ2 =γk4
∫ ∞

0

dα

2π
p.v.

(
αe−k20σ

2
d(1+α2)

1 − α2

)[
(1 − 2k̂20α

2 + k̂40α
4 + k̂40)

× I0(2k
2
0σ

2
dα) +

k̂20α
2(1 − k̂20α

2 + 4k20σ
2
dα− 4k̂20k

2
0σ

2
dα)I1(2k

2
0σ

2
dα)

2k20σ
2
dα

]
,

(3.28)

and

Im Σ1 = − γk4

4
e−2k20σ

2
d

[
I0(2k

2
0σ

2
d) − I1(2k

2
0σ

2
d)

2k20σ
2
d

k̂20

]

Im Σ2 = − γk4

4
e−2k20σ

2
d

[(
1 − 2k̂20 + 2k̂40

)
I0(2k

2
0σ

2
d)

+
k̂20(1 − k̂20)(1 + 4k20σ

2
d)I1(2k

2
0σ

2
d)

2k20σ
2
d

]
,

(3.29)

where In are the modified Bessel function of the first kind. Notice that in the case
of the real parts, only the angular integration was performed: the remaining radial
integration does not appear to have a simple analytic solution and thus requires to be
computed numerically.
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Eq.s (3.28) and (3.29) indicate that Σ1 ̸= Σ2 in general, such that spin-orbit inter-
actions of light do impact the propagation of light in the disorder. As mentioned in the
previous section, only in the paraxial limit SOI are expected to vanish. This is indeed
the case, as demonstrated in Fig. 3.2, which shows both Re(Σ2−Σ1) and Im(Σ2−Σ1)
vs. k̂20 at fixed k0σd. When k̂20 → 0, we have Σ1 → Σ2, the difference Σ2 − Σ1 scaling
as k̂20 at small k̂0.

3.4.3 Limit of uncorrelated disorder

At this stage, it is instructive to examine the limit of uncorrelated disorder from the
present approach. This limit, which was considered in the elementary model employed
in [62], can be recovered by simply letting σd → 0 in Eq.s (3.29). For the imaginary
parts, we find:

Im Σ1(σd → 0) = − γk4

8

(
2 − k̂20

)
Im Σ2(σd → 0) = − γk4

8

[
2 − 3k̂20

(
1 − k̂20

)]
,

(3.30)

implying that Im(Σ2 − Σ1) = γk4k̂20/4 + O(k̂20). We recover that Σ1 → Σ2 in the
paraxial regime k̂20 → 0. Taking the limit σd → 0 in Eq.s (3.28), on the other hand,
leads to Re Σ1 = Re Σ2 = ∞. This divergence illustrates the unphysical nature of the
model of uncorrelated disorder and the need to develop a more precise description.

3.5 Intensity distribution of the coherent mode

We now evaluate the spatial, intensity distribution of the coherent mode, defined
as Ic(r⊥, L) = |⟨E(r⊥, L)⟩|2, where ⟨E(r⊥, L)⟩ is the inverse Fourier transform of Eq.
(3.24). Introducing the transverse Fourier components k±

⊥ = k⊥ ± q/2, we can write

Ic(r⊥, L) =

∫
d2k⊥

(2π)2

∫
d2q

(2π)2
eiq·r⊥⟨E(k+

⊥, L)⟩ · ⟨E∗(k−
⊥, L)⟩ . (3.31)

The incident beam (3.1) being collimated around k⊥ = k0, the product of the two
average fields can be expanded at small q:

⟨E(k+
⊥, L)⟩ · ⟨E(k−

⊥, L)⟩ ≃ e−w2
0q

2/8
{
|⟨E(k⊥, L)⟩|2

+ q ·∇q[⟨E(k+
⊥, L)⟩ · ⟨E(k−

⊥, L)⟩]|q→0

}
.

(3.32)

This leads to

Ic(r⊥, L) =

∫
d2q

(2π)2
e−w2

0q
2/8
[
1 − iq ·R⊥(L)

]
eiq·r⊥

∫
d2k⊥

(2π)2
|⟨E(k⊥, L)⟩|2 , (3.33)

where

R⊥(L) =
i
∫

d2k⊥
(2π)2

∇q[⟨E(k+
⊥, L)⟩ · ⟨E(k−

⊥, L)⟩]q→0∫
d2k⊥
(2π)2

|⟨E(k⊥, L)⟩|2
≡
∫
d2r⊥r⊥Ic(r⊥, L)∫
d2r⊥Ic(r⊥, L)

(3.34)
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is the beam centroid in the transverse plane (x, y). The integral over q in Eq. (3.33)
is dominated by small q−values, so that we can accurately replace the term inside the
squared brackets by an exponential factor. This finally gives the following expression,
valid for r⊥ ≲ w0:

Ic(r⊥, L) ≃ Ic(L)e−2|r⊥−R⊥(L)|2/w2
0 , (3.35)

where Ic(L) is the coherent mode intensity taken at the beam center:

Ic(L) ≡ I0

∫
d2k⊥

(2π)2
|⟨E(k⊥, L)⟩|2 = Ic(R⊥(L), L) (3.36)

with I0 ≡ 2/(πw2
0).

Eq. (3.35) describes a rigid spatial shift R⊥(L) of the coherent mode in the trans-
verse plane (x, y). We will show that the most interesting effects due to the spin-orbit
term in Eq. (3.24) manifest themselves through this shift. Before that, however, let us
briefly discuss the intensity Ic(L) of the coherent mode at the beam center, which can
be computed from Eq.s (3.24) and (3.36). Due to the spin-orbit term in Eq. (3.24), the
profile of Ic(L) depends on the polarization of the incident beam. For e0 ∝ x̂′ + eiϕŷ,
we have:

Ic(L) =
I0
2

(
eL ImΣ1/kz + eL ImΣ2/kz

)
=
I0
2
e−L/zs(1 + eL/zS) , (3.37)

where we have introduced zS ≡ kz/(Im Σ2− Im Σ1). Eq. (3.37) effectively describes an
exponential decay of the coherent mode with the medium thickness L, mostly governed
by zs = −kz/ Im Σ1 since zS ∝ zs/k̂

2
0 ≫ zs. This justifies a posteriori the definition

of the mean free path introduced above. The behaviour of the intensity Ic(L) then
is very similar to its paraxial counterpart, with the coherent mode intensity getting
attenuated at the scale of a mean free path zs due to scattering in other directions [17].
To conclude this section, we finally provide the explicit expression of zs:

z−1
s =γk3

e−2k20σ
2
d

4

√
1 − k̂20

[
I0(2k

2
0σ

2
d) − k̂20I1(2k

2
0σ

2
d)

2k20σ
2
d

]
, (3.38)

which will be used for the numerical plots in the following.

3.6 Centroid of the coherent mode

3.6.1 Calculation of the centroid

In this section, we compute the exact expression of the coherent mode centroid
R⊥(L) defined in Eq. (3.34). To this aim, we calculate the integrand in Eq. (3.34)
using the general expression (3.24) of the momentum distribution of the disorder-
average electric field. For an arbitrary polarization e0, this integrand reads:

⟨E(k+
⊥, L)⟩ · ⟨E∗(k−

⊥, L)⟩=2πw2
0exp

[
−w2

0(k⊥−k0)
2/2−w2

0q
2/8+i(k+z −k−z )L

]
×
{
|e−iΣ1L/2kz |2 − |e0 · ê−

⊥|2
[
|e−iΣ1L/2kz |2 − e−i(Σ1−Σ∗

2)L/2kz
]

− |e0 · ê+
⊥|2
[
|e−iΣ1L/2kz |2 − e−i(Σ2−Σ∗

1)L/2kz
]

+ (e0 · ê+
⊥)(e∗

0 · ê
−
⊥)

×
[
|e−iΣ1L/2kz |2 + |e−iΣ2L/2kz |2 − e−i(Σ1−Σ∗

2)L/2kz − e−i(Σ2−Σ∗
1)L/2kz

]}
,

(3.39)
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where ê±
⊥ = ê⊥ ± q/(2k⊥), with ê⊥ = k⊥/k⊥, and k±z =

√
k2 − k±

⊥. In this expression,
the only non-zero contributions to the q-gradient in Eq. (3.34) are

∇q exp
{

[i(k+z − k−z )L]
}
|q→0 = − ik̂⊥L (3.40)

∇q|e0 · ê±
⊥|2|q→0 = ± 1

k⊥
Re[e0(e

∗
0 · ê⊥)] (3.41)

∇q(e0 · ê+
⊥)(e∗

0 · ê
−
⊥)|q→0 =

i

k⊥
Im[e0(e

∗
0 · ê⊥)] . (3.42)

Eq.s (3.41) and (3.42) involve a coupling between the beam polarization e0 and the
momentum, which will be eventually responsible for a spin Hall effect. It is interesting
to notice, however, that this coupling effectively operates only when the incident beam
is prepared in a polarization state involving both the x̂′ and ŷ axis directions. Indeed,
if e0 = ŷ the scalar product e0 ·k⊥ ≃ e0 ·k0 ∝ x̂ · ŷ = 0. On the other hand, if e0 = x̂′

the gradients (3.41) and (3.42) provide a contribution that is aligned with the x̂ axis
and is negligible compared to that of Eq. (3.40).

For a incident polarization of the form

e0 =
αx̂′ + βŷ√
α2 + β2

(3.43)

(with α ∈ R, β ∈ C and |α|2 + |β|2 = 1), the centroid of the coherent mode R⊥ then
acquires the following form:

R⊥(L) ≃ k̂0L+Ry(L)ŷ . (3.44)

In addition to the purely ballistic contribution k̂0L directed along k̂0 = k̂0x̂, which
coincides with the position of the beam centroid expected in the paraxial regime, a shift
of the beam centroid in the ŷ direction shows up. This new contribution stems from the
spin-orbit correction term in Eq. (3.24), arising beyond the paraxial description. The
shift Ry(L) transverse to the direction of light propagation, as will be elucidated below,
features a spin Hall effect of light. Such term, contrary to the ballistic contribution,
depends strongly on the incident beam polarization. Its value is maximum when the
incident polarization is balanced, i.e. |α|2 = |β|2 = 1/2. For this reason, as anticipated
in Sec. 3.1, we consider from now on the initial polarization state

e0 =
x̂′ + eiϕŷ√

2
(3.45)

with ϕ being an arbitrary phase. For such initial polarization state, the transverse shift
Ry(L) is given by1

Ry(L) = −sinϕ

k0

[
1 − cosL/2zL

coshL/2zS

]
+

cosϕ

k0

sinL/2zL
coshL/2zS

. (3.46)

1Eq. (3.46) turns out to hold as well for arbitrary value of k̂0, provided the 1/k0 prefactors are

replaced by (1 − k̂20)
−1/2/k0. This implies the spin Hall effect also exists at large angle of incidence,

although its amplitude tends to decrease when approaching the regime of grazing incidence.
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The evolution of this transverse motion is governed by the polarization phase ϕ and
the two core parameters

zL =
kz

Re Σ2 − Re Σ1

zS =
kz

Im Σ2 − Im Σ1

,
(3.47)

which represent respectively the longitudinal length scales over which SOI modify the
phase and the amplitude of the coherent mode.

3.6.2 Length scales of the spin-orbit interactions

Using the on-shell values of Σ1 and Σ2 (3.28)-(3.29), we obtain the following analytic
expressions for the SOI lengths zL and zS:

1
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=γk3p.v.

∫ ∞
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0σ
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(3.48)

and

1

zS
=γk3

k̂20e
−2k20σ

2
d

8k20σ
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d

√
1 − k̂20

[
4(1 − k̂20)k20σ
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2
d)
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2))I1(2k
2
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2
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]
.

(3.49)

Note that both zL and zS are functions of two independent parameter: k̂20, the deviation
from paraxiality, and k0σd, the disorder correlation. In particular, according to Sec.
3.4.2 and Fig. 3.2, both z−1

L and z−1
S vanish in the paraxial limit, where k̂0 → 0 at

fixed k̂0σd (since Σ1 → Σ2).
The SOI parameters zL and zS are also shown in Fig. 3.3 as a function of k0σd, for

fixed k̂0. At large k0σd, both z−1
L and z−1

S vanish, as expected since at large σd everything
goes as if no disorder was present. Another interesting property revealed by this plot
is the possibility to cancel either z−1

L or z−1
S by a proper choice of the parameter k0σd,

tunable either via the disorder correlation σd or the transverse momentum k0 (points
A and B, respectively). This property will be discussed in detail in the next section.
From a mathematical point of view, such a cancellation could have been anticipated
given the definition of zL and zS. Indeed, while the sign of both Im Σ1 and Im Σ2 is
always negative (disorder induces extinction), their difference can have an arbitrary
sign (with a similar argument for Re Σ1(2)).
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Figure 3.3: Length scales zL and zS controlling the spin Hall effect of light affecting the
coherent mode as a function of k0σd, for k̂0 = 0.1 and in units of the effective scattering
mean free time zs. At the points A (k0σd = 0.6229) and B (k0σd = 0.8749), we have
zL = ∞ and zS = ∞, respectively. At the generic point C (k0σd = 0.84), both zL and
zS are finite.

3.6.3 Spin Hall effect of the coherent mode

In order to discuss the various types of transverse trajectories the coherent mode
may undergo, let us here recall the obtained expression of the beam centroid transverse
shift Ry as a function of the medium longitudinal length L [67]:

Ry(L) = −sinϕ

k0

[
1 − cosL/2zL

coshL/2zS

]
+

cosϕ

k0

sinL/2zL
coshL/2zS

. (3.50)

The first term in Eq. (3.50) was originally discovered in [62], for an elementary model
of uncorrelated disordered and discarding refractive-index effects (i.e., taking Re Σ1 =
Re Σ2 = 0), see Sec. 1.7. Under these approximations, zL → ∞ and zS → zs/k̂

2
0, so that

Ry(z) = − sinϕ/k0[1 − cosh−1(zk̂20/2zs)]. This describes a monotonic transverse shift
existing only for beams having a finite helicity (or spin) σ = sinϕ, i.e., a phenomenon
fully analogous to an electronic spin Hall effect, where σ plays the role of the electronic
spin. In the more realistic case considered here, however, the physics pertaining to
Eq. (3.50) is much richer since the presence of the transverse shift is not restricted to
incident light having a finite helicity. Furthermore, the modifications of the refractive
index due to SOI (associated with Re Σ1(2) ̸= 0) give rise to spatial oscillations of the
beam at the scale of zL, modulating a monotonic component governed by zS. Looking
carefully at the derivation of Ry(L) and at the expression (3.24) for the disorder-average
field, one realizes that these oscillations originate from the interference between the SOI
term and itself, and between the SOI term and the paraxial one.

Together with a change of ϕ, the dependence of the SOI parameters zL and zS on the
disorder correlation k0σd illustrated in Fig. 3.3 makes it possible to significantly change
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(a) (b)

Figure 3.4: (a) Ry(L) for circularly polarized incident light (ϕ = −π/2), at k̂0 = 0.1.
The three trajectories correspond to the points A, B, and C of Fig. 3.3, where SOI
respectively affect only the amplitude (zL = ∞), only the phase (zS = ∞), and both
the phase and amplitude (zL(S) finite) of the wavefront. In cases B and C, a SHE
oscillating around k−1

0 appears. (b) For a beam linearly polarized at 45◦ in the plane
(x′, y) [ϕ = 0], a SHE is also present but oscillates around 0.

the behaviour of the transverse trajectory Ry(L) with L, thus offering the possibility to
tailor various types of spin Hall effects via a tuning of k0σd. To illustrate this idea, we
show in Fig. 3.4a for a circular incident polarization (ϕ = −π/2) the transverse motion
realized at points A and B, where we have, respectively, zL = ∞ and zS = ∞, as well
as at point C which depicts a generic configuration where both zL and zS are finite.
In configuration A, SOI only affect the amplitude of the wavefront. This leads to a
monotonic increase of Ry(L) toward the asymptotic value 1/k0 for L≫ zS, effectively
reproducing the result of [62]. In case B, in contrast, SOI are purely of phase origin, and
Ry(L) exhibits oscillations around 1/k0. In the generic case C, finally, the oscillations
are present but damped over a length of the order of few zS.

Another interesting prediction of Eq. (3.50) is that a SHE, this time oscillating
around 0, can arise even for linearly polarized beams (ϕ = 0), i.e., without initial spin,
see Fig. 3.4b. The origin of this a priori surprising phenomenon will be elucidated in
Sec. 3.8.

3.7 Polarization evolution

We have seen that the presence of the SOI term in the disorder-average field gives
rise to a transverse shift of the beam centroid along ŷ. This directly illustrates the
notion of spin-orbit coupling, where the polarization degree of freedom impacts the
trajectory of the coherent mode. The coupling, however, also works the other way
around: the change of trajectory should also affect the polarization, i.e., we expect
the spin Hall effect of the coherent mode to be accompanied by a complementary
evolution with L of its mean polarization direction e(L). The latter follows directly
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Figure 3.5: Evolution of the polarization state e(L) on the Poincaré sphere when
starting from a circularly polarized beam (ϕ = π/2), in configurations A, B, and
C. Axes are parametrized by the Stokes parameters U , V , and Q, which give the
normalized amount of light polarized linearly along x′ or y axis, linearly polarized at
±45◦ in the (x′, y) plane, and circularly polarized, respectively (see Appendix A for
the definitions of U , V , Q).

from Eq. (3.24). Using the fact that the momentum distribution of the coherent
mode always remains peaked around the incident wave vector k0, we have e(L) ≃
⟨E(k0, L)⟩/|⟨E(k0, L)⟩|, with

⟨E(k0, L)⟩ ∝
(
e−iΣ2L/2kz x̂′ + eiϕe−iΣ1L/2kz ŷ

)
(3.51)

for e0 ∝ x̂′ + eiϕŷ. Notice that Eq. (3.51) showcases the system’s anisotropy in the
(x′, y) plane when k̂0 ̸= 0 (Σ1 ̸= Σ2). It also indicates that SOI naturally imprint
simultaneously birefringence and dichroism to the random medium. In fact, Σ1 and
Σ2 can be seen as the self-energies along the polarization modes ŷ and x̂′, respectively.
From Eq. (3.51), we straightforwardly infer the explicit evolution of the polarization
state:

e(L) =
x̂′ + eiϕ+iL/2zLe−L/2zSŷ√

1 + e−L/zS
, (3.52)

which is represented on the Poincaré sphere of Fig. 3.5 for a incident circularly-
polarized beam, in the three configurations introduced above. In case A, the polariza-
tion directly turns from circular to linear following the shortest path on the Poincaré
sphere. As will be discussed in the next section, this describes a direct conversion
of the optical spin into orbital momentum [163]. On the other hand, in the generic
configuration C where SOI impact both the amplitude and the phase of the wavefront,
the transverse damped oscillations of the beam are associated with a spiral trajectory
on the Poincaré sphere, i.e., a damped oscillation of the helicity. In the case zS > 0
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considered here, these oscillations converge to the attractor state e(L ≫ zS) = x̂′, as
can be seen from Eq. (3.52). For zS < 0 (corresponding to the right of point B in Fig.
3.3), the evolution would follow a similar trajectory but in the negative-Q plane, con-
verging to the attractor state e(L≫ |zS|) = ŷ. In the peculiar configuration B, finally,
the undamped oscillations are associated with a periodic evolution of the polarization
state on the Poincaré sphere.

3.8 Conservation of angular momentum

In this section, we show how the presented evolutions of Ry(L) and e(L) appear
to be dual. Their interconnection originates from the conservation of the total angular
momentum of the coherent mode along the optical axis ẑ, which comes from the statis-
tical isotropy in the (x, y) plane. Generally speaking, analyzing the angular momentum
carried by light and its composition is a natural approach for highlighting SOI of light
in photonic materials [163]. Indeed, SOI effects typically cause conversions between
the different angular momentum degrees of freedom [48]. Here we apply this idea to
the spin Hall effect of light of the coherent mode, providing an additional argument for
its SOI origin.

The orbital component of the angular momentum carried by the coherent mode in
ϵ0/(2ω) units is defined as (see Appendix B) [164]

L(L) = −
i
∫
d2r⊥⟨E∗

i (r⊥, L)⟩(r ×∇)⟨Ei(r⊥, L)⟩∫
d2r⊥|⟨E(r⊥, L)⟩|2

, (3.53)

where the summation over repeated polarization indices (Einstein convention) is under-
stood. Such notational convention will be use throughout the thesis. In the transverse
Fourier domain, the integrand in the numerator reads

⟨E∗
i (r⊥, L)⟩(r ×∇)⟨Ei(r⊥, L)⟩ =

∫
d2K⊥

(2π)2

∫
d2q

(2π)2
⟨E∗

i (k−
⊥, L)⟩[(−i∇q + Lẑ)

× (ik+
⊥ + ik+z ẑ)]⟨Ei(k

+
⊥, L)⟩eiq·r⊥ ,

(3.54)

where k±
⊥ = K⊥ ± q/2 and k+z =

√
k2 − k+

⊥
2. After performing the integrations over

r⊥ and q, one gets
L(L) = R(L) × k , (3.55)

where R(L) = R⊥(L) + Lẑ and k = k0 + kzẑ. The orbital angular momentum along
z then reads

Lz(L) = k0Ry(L) . (3.56)

On the other hand, the spin component of the coherent mode’s total angular mo-
mentum is given in ϵ0/(2ω) units by (see Appendix B) [164]

S(L) = −
i
∫
d2r⊥⟨E∗(r⊥, L)⟩ × ⟨E(r⊥, L)⟩∫

d2r⊥|⟨E(r⊥, L)⟩|2
. (3.57)

Its projection along z, Sz(L), coincides with V (L) = 2
∫
d2r⊥ Im(⟨E∗

x⟩⟨Ey⟩)/
∫
d2r⊥Ic,

the Stokes parameter appearing in the vertical axis of Fig. 3.5, which gives the amount
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of circularly polarized light in the beam. In our system, the longitudinal spin angular
momentum carried by the coherent mode then equals to

Sz(L) = V (L) =
sin
(
ϕ+ L/2zL

)
coshL/2zS

. (3.58)

Putting together Eq.s (3.56) and (3.58), the following equalities hold true

Jz = Lz(L) + Sz(L) = k0Ry(L) + V (L) = sinϕ = V (0) = constant . (3.59)

Eq. (3.59) illustrates the fundamental dual nature of the Ry(L) and e(L) evolutions,
originating from the conservation of the coherent mode’s total angular momentum.
Note that the value of the conserved quantity Lz + Sz is solely fixed by the incident
beam helicity σ = sinϕ. Eq. (3.59) implies a mutual conversion between orbital
and spin angular momentum [163]. For ϕ = π/2, for instance, with the system in
configuration A the initial spin is monotonically converted into orbital momentum
while the beam is monotonically shifted. In cases B and C, in contrast, the exchange
between V (L) and Ry(L) involves successive mutual conversions, hence the periodic
trajectories.

Together with Eq. (3.51), the conservation of total angular momentum also sheds

light on the second term in Eq. (3.50) for the transverse shift Ry(L), cosϕ
k0

sinL/2zL
coshL/2zS

,

which predicts a SHE for a spinless incident beam, i.e., V (0) = 0. In this case, the
coherent mode spontaneously acquires a finite spin thanks to the birefringence effect
brought by SOI, Eq. (3.51). A transverse motion then spontaneously appears, satisfy-
ing Eq. (3.59). Interestingly, the SOI birefringence resembles the magneto-optic Voigt
(or Cotton-Mouton) effect, where a magnetic field perpendicular to the direction of
propagation converts a linear polarization into an elliptic one [165]. In our scenario,
the role of the magnetic field is played by k0. The analogy ends here though, since no
transverse motion arises in the Voigt effect.

3.9 Practical observation

Under normal conditions, the oscillating spin Hall effect described above is difficult
to detect experimentally for two main reasons. First, because it occurs at the scale
k−1
0 . Although this scale greatly exceeds the optical wavelength since k0 ≪ k for

near-paraxial light, it remains small compared to the beam width w0 given that, by
hypothesis, the beam is well collimated, k0w0 ≫ 1. Second, because the coherent
mode attenuates as exp

(
−L/zs

)
due to multiple scattering. Generally speaking, the

oscillating SHE occurs at the scales of the SOI parameters, i.e., at L ∼ zL(S) ∝ zs/k̂
2
0 ≫

zs. At such optical thickness, however, the intensity of the diffusive halo is dominant
over the one of the coherent mode, making the experimental detection of the latter
and of its transverse displacement difficult. In this section, we provide first insights on
what one could do to nevertheless make this phenomenon experimentally observable.
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Figure 3.6: Spatially resolved Stokes parameters along direction y of a beam prepared
with initial polarization e0 = x̂′, after a propagation distance z = L in the random
medium, for k̂0 = 0.1. Axes are normalized using the beam width w0, and we set
k0w0 = 8. I(y) is the total intensity distribution, Q(y) and U(y) are, respectively,
the distribution of light linearly polarized along x̂′(ŷ) and (x̂′ ± ŷ)/

√
2, and V (y) is

the distribution of circularly polarized light. Panel (a) corresponds to configuration A
(zL = ∞), with L/zS = 3π. Panel (b) corresponds to configuration B (zS = ∞), with
L/zL = −π.

3.9.1 Weak measurement via polarimetry

As mentioned in the first chapter, the spin Hall effect of light at interfaces, although
naturally small as it occurs at sub-wavelength scales, has been successfully observed
thanks to a pre-selection and post-selection polarimetric technique inspired by weak-
measurement methods [51, 52, 166]. This measuring procedure was first proposed in
1988 within a quantum mechanics framework [167] and later extended with profit to
the optical domain [168], and now represents a standard laboratory tool [169].

As in deterministic systems, the method of weak quantum measurements makes it
possible to amplify the spin Hall effect in a random dielectric medium as well. Here
we explain how it can be exploited to selectively amplify both contributions to the
transverse shift of the coherent mode centroid appearing in Eq. (3.50). To this aim,
we consider an incident beam linearly polarized along e0 = x̂′. As mentioned in Sec.
3.6.1, with this initial state, the transverse shift of the coherent beam Ry(L) is zero.
This means that there is no overall SHE of the coherent mode. This is, however,
not the case at the level of the spatial distribution of the latter. To see this, in Fig.
3.6 we show the spatially-resolved Stokes parameters of the coherent mode along the
transverse direction y at a fixed, finite value of z = L. Such parameters respectively
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represent the distributions of circularly polarized light

V(y) =
2 Im[⟨E∗

x(x = 0, y, L)⟩⟨Ey(x = 0, y, L)⟩]∫
d2r⊥Ic(r⊥, L)

, (3.60)

the distribution of light linearly polarized along the x′ or y axes

Q(y) =
|⟨E∗

x(x = 0, y, L)⟩|2 − |⟨Ey(x = 0, y, L)⟩|2∫
d2r⊥Ic(r⊥, L)

, (3.61)

and the distribution of light linearly polarized at ±45◦ in the (x′, y) plane

U(y) =
2 Re[⟨E∗

x(x = 0, y, L)⟩⟨Ey(x = 0, y, L)⟩]∫
d2r⊥Ic(r⊥, L)

. (3.62)

These polarization distributions satisfy Q2 + V2 + U2 = I2, with

I(y) =
|⟨E∗

x(x = 0, y, L)⟩|2 + |⟨Ey(x = 0, y, L)⟩|2∫
d2r⊥Ic(r⊥, L)

, (3.63)

the intensity distribution along y.
We first discuss the case of a disorder prepared in configuration A (zL = ∞, Fig.

3.6a), where SOI do not affect the phase of the wavefront and, hence, only the first term
in the right-hand-side of Eq. (3.50) is expected. In terms of polarization distributions,
this now manifests itself by the fact that U(y) = 0, namely no SHE involving light
polarized at ±45◦ in the (x′, y) plane will be present in such configuration. The effect
of SOI is then to split a small portion of the incident beam into two components of
circularly polarized light with opposite helicity, as described by the asymmetric shape
of the V distribution in Fig. 3.6a. By detecting light by means of a nearly-orthogonal
polarizer eout ∝ ŷ + iδx̂′ with |δ| ≪ 1, one can then eliminate the main Q component,
and select out either the positive or negative V contributions depending on the sign of
δ. Spatially, these contributions are typically shifted by the beam width w0.

Let us now consider the general scenario where zL is finite. In this case, we find
that U(y) is not zero any more, i.e., a small part of the beam further splits into
two components linearly polarized along (x̂′ ± ŷ)/

√
2 during propagation. This is

displayed in Fig. 3.6b in the particular limit zS = ∞ (configuration B). This more
general polarization structure offers the possibility to selectively magnify either the
first or the second term in Eq. (3.50), by respectively post-selecting out the V or U
components. To select and amplify the first term, the procedure is as described above,
i.e., one detects the beam using a post-selection polarizer eout ∝ ŷ + iδx̂′. If, on the
other hand, one wishes to observe and amplify the second term in Eq. (3.50), the U
component of the polarization distribution must be selected out. In the same spirit,
this can be achieved using a post-selection polarizer eout ∝ ŷ + δx̂′.

In the weak-measurement scheme just described, one performs a post-selection of
the transmitted light along a polarization direction eout, so that the beam centroid is
now defined as

R⊥(L) =

∫
d2r⊥r⊥|⟨e∗

out ·E(r⊥, L)⟩|2∫
d2r⊥|⟨e∗

out ·E(r⊥, L)⟩|2
. (3.64)
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Figure 3.7: Normalized intensity of the coherent mode post-selected by a polarizer
eout (“weak measurement”):|⟨e∗

out · E(r⊥, L)⟩|2/
∫
d2r⊥|⟨e∗

out · E(r⊥, L)⟩|2. In panels
(a), (b), and (c) eout ∝ ŷ + iδx̂′ with δ = (k0w0)

−1 was employed, while in panels
(d), (e), and (f) eout ∝ ŷ + δx̂′ was used. Panels (a) and (d) have been computed
in configuration A, while panels (b) and (e) at the B point, and panels (c) and (f) in
configuration C. Dotted curves indicate the beam centroid along y, Rδ

y(L) [in panel (c)
the inset also shows a zoom of Rδ

y(L)]. Notice that the SHE is here of the order of the
beam width w0.
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The intensity distributions of the coherent mode following the weak measurement post-
selection are obtained by inserting Eq. (3.24) and the definitions of the SOI parameters
zS and zL into Eq. (3.64). This gives the following expressions for the projection of
the beam centroid onto the y axis:

Rδ
y(L) = − δ

k0

1 − e−L/2zS cos
(
L/2zL

)
δ2 +

(
1

k0w0

)2|1 − e−L/2zSeiL/2zL |2
(3.65)

for eout ∝ ŷ + iδx̂′, yielding an effective amplification of the first term in Eq. (3.50),
and

Rδ
y(L) =

δ

k0

e−L/2zS sin
(
L/2zL

)
δ2 +

(
1

k0w0

)2|1 − e−L/2zSeiL/2zL |2
(3.66)

for eout ∝ ŷ + δx̂′, yielding an effective amplification of the second term in Eq. (3.50).
In Fig. 3.7, we show several types of transverse trajectories of the coherent mode
obtained via the weak-measurement technique. The intensity distribution displayed
follows from

|⟨e∗
out ·E(r⊥, L)⟩|2∫

d2r⊥|⟨e∗
out ·E(r⊥, L)⟩|2

∝ exp

[
−

(y −Rδ
y(L))2

w2
0

]
. (3.67)

For the plots in Fig. 3.7, we choose |δ| = (k0w0)
−1, a value around which Ry(L)

is maximized. This results in a macroscopic spin Hall effect, i.e., a shift of the same
order as the beam width w0. Remember that without the post-selection scheme, a
displacement equal to at most k−1

0 ≪ w0 is achievable. Note that the only drawback
of this procedure stands in the reduction of the intensity detected at the output. In-
deed, upon passing through the post-selection polarizer, the optical signal gets further
attenuated by a factor δ2.

3.9.2 Is the spin Hall effect visible?

We now discuss whether or not the spin Hall effect could be experimentally mea-
sured in the present configuration. To do so, we need to examine the condition under
which the coherent mode is not masked by the contribution of multiply-scattered pho-
tons at the typical thicknesses where the spin Hall effect takes place, i.e., at thicknesses
L of the order of zL(S).

The intensity of the coherent mode after a propagation distance L inside the dis-
ordered medium and passing through the post-selection polarizer is

Ic(L) ≃ 2δ2e−L/zs

πw2
0

. (3.68)

with |δ| = (k0w0)
−1. On the other hand, the intensity of the (diffusive) multiple-

scattering signal is given by [42]

ID(L) ≃ 1 − e−L/zp

8πDL
, (3.69)
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Figure 3.8: Looking at lower correlation lengths, we observe that the SOI parameter
z−1
L reaches a maximum value just above the diffraction limit. Near this maximum,

the oscillating SHE occurs at the scale of a few zs.

where D = k̂20zs/2 is the diffusion coefficient. Note that Eq. (3.69) slightly differs
from the expression (4πDL)−1 of Eq. (2.37) due to factor 1 − e−L/zp . This factor
corresponds to non-paraxial corrections to the diffusive signal, calculated in [42], with
zp = zs/k̂

4
0 the length scale over which the polarization direction is randomized due to

multiple scattering. Hence, within the weak-measurement scheme, the condition for
the coherent mode to be more intense than the diffusive halo at a given thickness L
reads:

ID(L)

Ic(L)
=
w2

0

z2s

(kw0)
2

8

1 − e−L/zp

L/zse−L/zs
< 1 . (3.70)

In order to distinguish the coherent mode at large thicknesses, it is then necessary
to work with a waist w0 significantly smaller than the scattering mean free path zs.
Considering realistic situations, it is possible to satisfy the condition (3.70) up to L/zs
ratio of the order of 10. For example, given zs = 1cm, w0 = 100µm, λ = 500nm and
k̂0 = 0.1 (the product k0w0 is then fixed to ≃ 125), Eq. (3.70) holds true as long as
L/zs ≲ 6.2. However, according to the above analysis, generally speaking the SHE
phenomenon takes place at much larger thicknesses L/zs ∼ k̂−2

0 ∼ 100. This indicates
that, at least with a Gaussian beam, observing the SHE in a random medium requires
an additional strategy.

3.9.3 Optimal (k̂0, k0σd) choice

In order to make the SHE observable, it is thus require to reduce the distance over
which the SHE appears as close as possible to the scattering length zs. To do so, a first
possibility is to take advantage of the strong dependence of the ratio zs/zL on k0σd at
small correlation lengths, well visible in Fig. 3.3. To better see this dependence, in
Fig. 3.8 we replot the ratio zs/zL of the mean free path to the SOI parameter zL at
smaller values of k0σd, for several values of k̂0. We observe that for a given angle k̂0,
this ratio reaches a maximum where zL is of the order of a few zs only. This maximum
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Figure 3.9: Normalized intensity of the coherent mode post-selected by a polarizer
eout. In panels (a) and (b), we have eout ∝ ŷ + iδx̂′ with δ = (k0w0)

−1, while in panels
(c) and (d), eout ∝ ŷ + δx̂′, corresponding to an amplification of the first and second
term in Eq. (3.50), respectively. Dotted curves mark the centroid position Rδ

y(L).
Here, k0σd is chosen at the point where the ratio zs/zL is maximum (see Fig. 3.8):
k0σd = 0.1056 in panels (a) and (c), k0σd = 0.01005 in panels (b) and (d). Insets show
zooms of Rδ

y(L) at the scale of a few zs.

takes places at a characteristic correlation length close to the limit kσd = 1. By
sufficiently decreasing σd, it is therefore in principle possible to make the SHE appear
at a pretty short scale, where the condition (3.70) is satisfied. In Fig. 3.9, we show
several types of transverse trajectories of the coherent mode obtained by combining
the weak-measurement technique together with the maximization of zs/zL via σd. The
insets demonstrate the possibility to realize a sizable Ry(L) over pretty small optical
thicknesses L/zs. A drawback of this method, nevertheless, is that it requires to employ
very small disorder correlation length (σd of the order of k−1), which is a challenging
task in practice.
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3.10 Conclusion

Taking into account the vector nature of light, we have studied the evolution of the
coherent mode in continuous isotropic transversally disordered media. We have shown
how spin-orbit interactions non-trivially emerge from the system’s anisotropy. As a
result, a spin Hall shift affecting the coherent mode appears. In particular, considering
a realistic model of correlated disorder enabled us to take into account the effect of
disorder on the phase of the coherent mode. This allowed us to predict the existence of
a variety of oscillating spin Hall effects, which can be tailored by tuning the deviation
to paraxiality k̂0, the incident polarization e0 and the amount of disorder correlation
k0σd. In the chapter we have focused on Gaussian-shaped correlations but the approach
employed is general and can be straightforwardly generalized to any type of disorder
correlation. Tailoring the range of the latter so to gain additional control on SOI
parameters could be interesting.

In the last section we have discussed the issues related to the experimental obser-
vation of the spin Hall effect, and also the possible solutions. First, the spin Hall shift
can be amplified up to the beam width scale via polarimetry and, thanks to a thought-
ful tuning of the disorder correlation length and the deviation from paraxiality, can
be brought to an optical thickness regime where the coherent mode is still detectable
within the multiple scattering signal. Within the model of continuous disorder dis-
cussed in this chapter, however, the potential detection of the spin Hall shift, even if in
principle possible, remains very challenging due to the very small values of the disorder
correlation required to decrease enough the ratio zL/zs.

In the next chapter, we will show how, by considering discrete resonant scatterers
and exploiting the additional degree of freedom given by the frequency of the incident
light, it is possible to overcome these limitations and detect a giant spin Hall shift, in
both optically-thin and optically-thick media.
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Chapter 4

Resonant spin Hall effect of light in
random photonic arrays

In the previous chapter, we have seen that the main obstacle to the detection
of the spin Hall effect of light in a transversally disordered medium of thickness L
is the exponential attenuation of the coherent mode as exp

(
−L/zs

)
, where zs is the

scattering mean free path along the optical axis, perpendicular to the disordered plane.
Indeed, in the case where the disorder consists of continuous spatial fluctuations of the
permittivity, without special care the spin Hall effect appears at a characteristic scale
zS(L) ∼ zs/ sin2 θ ≫ zs where the coherent mode is no longer easily detectable.

In this chapter, we provide a decisive solution to this problem by considering the
propagation of light in transversally disordered photonic arrays made of discrete, reso-
nant dielectric tubes. In particular, within a minimal model of scattering by a cylinder
based on Mie theory, we demonstrate the possibility of achieving sizeable spin Hall
shifts of the coherent mode at a scale of the order of the mean free path zs by properly
tuning the frequency of the incident light, making the effect observable in optically-thin
media. This constitutes the most important result of the thesis.

Finally, we examine the time dependence of the spin Hall effect, following the
abrupt extinction of the incoming laser. In that scenario, the radiation of the resonant
scatterers right after the laser extinction gives rise to a flash of light that makes the
coherent mode brighter than the diffusive signal in the limit of large optical thicknesses.
During the time scale of the flash effect, we show evidence for a significant SHE, thus
observable in optically-thick media as well.

4.1 Scattering of light by a narrow cylinder

In this section, we recall the main elements of the scattering theory of light by a
single, infinitely-long dielectric cylinder. Our goal here is to provide a simple expression
for the T -matrix of such a scatterer, which will be used in the next section as the
building block of the problem of light scattering by a transversally random photonic
array.
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(a) (b)

Figure 4.1: (a) Scattering of light by a single, infinitely-long cylinder of radius ρ.
The incident wave vector kin makes an angle θ with the cylinder axis z. During the
scattering process, the z−component of the wave vector, kz = (ω/c) cos θ, is conserved.
The projection of kin in the transverse plane (x, y) is denoted by k0. (b) Diagrammatic
representation of the field (4.1) scattered by a single cylinder. The circled cross symbol
represents the T -matrix of the cylinder.

4.1.1 T -matrix

Let us consider an incident, monochromatic plane wave Ein(r) = Ein exp(ikin · r),
impinging on a dielectric cylinder of radius ρ, see Fig. 4.1a. The incident wave vector
kin = ω/c(− sin θx̂ + cos θẑ) makes an angle θ with the cylinder axis z. We express
the constant field amplitude as Ein = ETM

i eTM
i + ETE

i eTE
i , where the unit vectors

eTM
i = cos θx̂ + sin θẑ and eTE

i = −ŷ are such that eTE
i × eTM

i = k̂in. The cases
ETM

i = 0 and ETE
i = 0 define the transverse-electric (TE) and transverse-magnetic

(TM) modes, where the incident electric field has a zero (nonzero) component along
the cylinder axis, respectively.

In the presence of the cylinder, the total electric field decomposes as E(r) =
Ein(r) + Es(r), where the scattered field Es(r) at any point r = [r⊥ = (x, y), z]
is given by the following Lippmann–Schwinger type equation [170]

Es(r) =

∫
d3k′

(2π)3
eik

′·rG0(k
′) · T (k′ − kin) ·Ein . (4.1)

Here T is the T -matrix of the cylinder, i.e., the scattering amplitude for the elastic
process kin → k′, and G(0) is the free-space Green’s tensor:

G(0)(k′) =

(
1 − k′ ⊗ k′

ω2/c2

)
1

ω2/c2 − k′2 + i0+
, (4.2)

where the ⊗ symbol refers to a dyadic product. A compact, diagrammatic representa-
tion of the scattered field (4.1) is represented in Fig. 4.1b.
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For a cylinder infinitely extended along z, the z-component of the wave vector is
conserved during the scattering process. This imposes T (k′−kin) = 2πδ(k′z−kz)T (k′

⊥−
k0), with k′

⊥ and k0 = −(ω/c) sin θx̂ respectively the projections of k′ and kin onto the
transverse plane (x, y), and k′z and kz = (ω/c) cos θ their projections onto the z-axis.
Hence, Eq. (4.1) becomes:

Es(r) =

[
1 − (kzẑ − i∇⊥) ⊗ (kzẑ − i∇⊥)

ω2/c2

]
×
∫

d2k′
⊥

(2π)2
eik

′
⊥·r⊥+ikzz

ω2/c2 − k2z − k′2⊥ + i0+
T (k′

⊥ − k0) ·Ein .

(4.3)

Far from the cylinder axis, i.e., for k0r⊥ ≫ 1, the angular integral is dominated by
the stationary phase corresponding to k′

⊥ aligned with r⊥. The integral over k′
⊥ then

simplifies to∫ ∞

0

k′⊥dk
′
⊥

(2π)2

√
2π

ik′⊥r⊥

eik
′
⊥r⊥+ikzz

ω2/c2 − k2z − k′2⊥ + i0+
T (k′⊥ρ̂− k0) ·Ein , (4.4)

where ρ̂ ≡ r⊥/r⊥. The remaining integral is computed by the residue theorem, yield-
ing:

Es(r) ≃ i
e3iπ/4

4

√
2

πk0r⊥
eiks·r

(
1 − k̂s ⊗ k̂s

)
· T (k0ρ̂− k0) ·Ein , (4.5)

where k0 ≡ |k0| =
√
ω2/c2 − k2z and we have introduced ks ≡ k0ρ̂ + kzẑ, the wave

vector of the scattered field at point r, see Fig. 4.1a. Note that due to transversality,
k̂s · Es = 0. Therefore, the scattered field can naturally be decomposed along the
vectors eTM = − cos θρ̂ + sin θẑ and eTE

s = φ̂, so that eTE
s × eTM

s = k̂s. Denoting
by ETM

s and ETE
s the two components of the electric field in this local basis, we can

formally rewrite Eq. (4.5) as[
ETM

s

ETE
s

]
= e3iπ/4

√
2

πk0r⊥
eiks·r

[
T1 T4
T3 T2

][
ETM

i

ETE
i

]
. (4.6)

The explicit expression of the coefficients Ti can be calculated from Mie theory. Mie
theory [171] provides an exact solution to electromagnetic-wave scattering by objects
of arbitrary size by imposing the continuity of tangential components of electric and
magnetic fields at the object’s boundaries. In the cylinder geometry, by expanding
the total field on the basis of vector cylindrical harmonics and imposing the continuity
condition at the cylinder boundary (see Appendix C for more details), one gets [172]

T1 = b0I + 2
∞∑
n=1

bnI cos
(
n(π − φ)

)
T2 = a0II + 2

∞∑
n=1

anII cos
(
n(π − φ)

)
T3 = −2i

∞∑
n=1

anI sin
(
n(π − φ)

)
= −T4 ,

(4.7)
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where π − φ is the angle between k0 and k0ρ̂, see Fig. 4.1a. The an and bn are Mie
coefficients that are functions of the size parameter kρ, where k ≡ ω/c and ρ is the
radius of the cylinder. They exhibit an infinite set of resonances, see the example (4.9)
below and Appendix C for their analytical expressions.

4.1.2 Low-frequency limit

Assuming a small angle of incidence (θ ≪ 1), we now focus on the low frequency
limit (or, equivalently, the narrow-cylinder limit): kρ ≪ 1. More precisely, we restrict
ourselves to the two lowest Mie resonances of the problem, which turn out to constitute
the minimal resonant model to capture the spin Hall effect (see Sec. 4.2). The lowest
resonance is included in the Mie coefficients of order n = 1, which further satisfy
a1II ≃ b1I ≃ −ia1I at low frequency and small angle, while the next one is in the
coefficient b0I. These observations allow us to express the T -matrix in terms of the
coefficients b0I and a1I only:

T = −i

[
T1 T4
T3 T2

]
≃ −i

[
b0I + 2ia1I cosφ 2ia1I sinφ
−2ia1I sinφ 2ia1I cosφ

]
. (4.8)

The exact expression of b0I is, for instance, given by (see [172] or Appendix C)

b0I =
m2kρ sin θJ1(η)J0(kρ sin θ) − ηJ0(η)J1(kρ sin θ)

m2kρ sin θJ1(η)H
(1)
0 (kρ sin θ) − ηJ0(η)H

(1)
1 (kρ sin θ)

, (4.9)

where η = kρ
√
m2 − cos2 θ, with m the ratio of the refractive index of the cylinder

to that of the surrounding medium. The ratio (4.9) still includes an infinite set of
resonances as a function of kρ. As we wish to focus on the lowest one only, we further
simplify Eq. (4.9) by linearizing the various Bessel functions around the first zero of the
denominator. This calculation is tedious but straightforward, and leads to the simple
Lorentzian approximation:

b0I ≃
iΓ1/2

ω − ω1 + iΓ1/2
(4.10)

where, at small θ, the resonance frequency ω1 and its bandwidth Γ1 are given by

ω1 ≃
cα

ρ
√
m2 − 1

and Γ1 ≃
cmαπ sin2 θ

ρ(m2 − 1)
, (4.11)

with α ≃ 2.4048. Notice that Γ1(θ → 0) ∝ θ2 → 0, a key property that will be at the
origin of a giant spin Hall effect in the random array. A similar approximation for a1I
gives:

a1I ≃ −1

2

Γ0/2(ω/ω0)
2

ω − ω0 + iΓ0/2(ω/ω0)2
. (4.12)

The resonance frequency ω0 and the bandwidth Γ0 have more complicated expressions,
which are given in Appendix D for clarity. They show, in particular, that in contrast to
Γ1, at small angle Γ0 varies very weakly with θ. Eq.s (4.8), (4.10) and (4.12) constitute
a minimal model for light scattering by a cylinder at low frequency, where only the two
lowest Mie resonances are considered.
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Figure 4.2: Scattering cross-section for the TE and TM modes, computed from
Eq. (4.14) using m = 5 and sin θ = 0.05. Here we only show the two lowest Mie
resonances. The solid and dashed curve are the result of the exact Mie calculation
for the TM and TE modes, respectively. In the TM case, a very sharp resonance of
width ∝ sin2 θ generically shows up at ω = ω1. The dotted curve shows the Lorentzian
approximation, Eq.s (4.10) and (4.12), in the TM mode for comparison.

4.1.3 Properties of lowest Mie resonances

To conclude this section, we briefly discuss the main properties of the two resonances
(4.10) and (4.12), as well as the accuracy of the Lorentzian approximations made. To
this aim, it is convenient to evaluate the scattering cross section σs of the cylinder,
defined as

σs =

∫
A
Πs · ρ̂ dA
|Πi|

, (4.13)

where Πi,s = 1/(2iωµ0) Re[Ei,s × (∇ × E∗
i,s)] is the Poynting vector of the incident

and scattered fields [173], and A is a fictitious surface enclosing the cylinder in the far
field. Inserting Eq. (4.6) into this definition, we find

σTE
s

2ρL
=

2

kρ
⟨|T2|2 + |T4|2⟩φ

σTM
s

2ρL
=

2

kρ
⟨|T1|2 + |T3|2⟩φ (4.14)

for the TE (ETM
i = 0) and TM (ETE

i = 0) polarization modes. In Eq. (4.14), ⟨. . .⟩φ
refers to an angular average over φ and we have normalized σs by the geometrical cross
section 2ρL of the cylinder. The scattering cross section in the two polarization modes
is shown in Fig. 4.2. The prediction of Mie theory, based on the exact expressions
(4.7) of the coefficients of the T -matrix, is displayed together with the Lorentzian
approximation in the TM case, based on Eq.s (4.8), (4.10) and (4.12). The plot confirms
the good accuracy of the simple Lorentzian model, on which we will rely in the rest of
the chapter.

Fig. 4.2 also confirms that the resonance at ω0 is the lowest one. This resonance
shows up both in the TE and TM modes, and is rather broad even for large values
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(a) (b)

Figure 4.3: (a) Transmission of light through a random photonic array of dielectric
cylinders (of thickness L). Upon crossing the array, the coherent mode intensity ex-
hibits a spin Hall shift Ry(L) along the y axis. (b) Diagrammatic representation of
the multiply scattered field (4.15). The sums run over the number N of cylindrical
scatterers. Remember that multiple scattering here takes place in the (x, y) plane only.

of the relative refractive index m of the cylinder. As mentioned above, both ω0 and
Γ0 weakly depend on the angle of incidence θ. The second resonance, at ω1 > ω0,
only shows up in the TM mode, and for this reason will be referred to as the “TM
resonance” in the following. Its most remarkable property is its sharpness, which stems
from the proportionality of Γ1 to sin2 θ ≪ 1 at small θ, see Eq. (4.11).

4.2 Scattering of light by a random photonic array

Let us now consider the scattering of light by an array made of a large number of
identical, randomly distributed cylindrical scatterers with parallel axes (see Fig. 4.3a).

4.2.1 Dyson equation

The electric field E(r) at some point r within the array is now given by a sum
over multiple scattering trajectories, as sketched in Fig. 4.3b. In terms of the Fourier
components E(k⊥, kz) =

∫
d2r⊥dze

−ik⊥·r⊥−ikzzE(r), the multiple scattering sequence
is iterated by the relation

E(k⊥, kz) = Ein(k⊥, kz) +
∑
j

∫
d2k′

⊥
(2π)2

G(0)(k⊥, kz) ·T j(k⊥ −k′
⊥) ·E(k′

⊥, kz) , (4.15)

where T j refers to the T -matrix of the cylinder j and the sum runs over the number
of cylinders of the array. This relation generalizes the single-scattering solution (4.1).
Notice the conservation of kz due to translation invariance along z. Denoting by r⊥j
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the (random) position of the cylinder j in the transverse plane (x, y), we have T j(k⊥−
k′
⊥) ≃ T e−i(k⊥−k′

⊥)·r⊥j , where T is the T−matrix of the cylinder located at r⊥j = 0.
As in the previous chapter, we focus on the disorder-average electric field ⟨E⟩, which

governs the evolution of the coherent mode. In our random photonic array where the
scatterers are discrete, disorder averaging corresponds to a statistical average of Eq.
(4.15) over the cylinder positions in the transverse plane. In general, this average
can not be computed analytically exactly due to the multiple correlations between
the scatterers [174, 175, 176]. Here, however, we assume a dilute distribution of the
cylinders, i.e., nk−2

0 ≪ 1, with n the density of the cylinders in the transverse plane
(x, y) and k0 = ω/c0 sin θ the transverse wave number. Together with the low-frequency
limit introduced in Sec. 4.1.2, we have: ρ≪ k−1

0 ≪ n−1/2.
The diluteness condition nk−2

0 ≪ 1 implies that the probability that the scattered
light “returns” to a scatterer already visited is very small, such that we have⟨T j ·Es⟩ ≃
⟨T j⟩·⟨Es⟩. This approximation is known in the literature as the independent-scattering
approximation (ISA) and is often used when dealing with discrete scatterers [177]. On
the other hand, the condition n2ρ≪ 1 implies that spatial correlations between tubes,
caused by their finite size, are negligible. This allows us to employ a simple model of
disorder where the cylinder positions r⊥j are uniformly distributed, such that:∑

j

⟨e−i(k⊥−k′
⊥)·r⊥j⟩ =

∑
j

∫
d2r⊥j

S
e−i(k⊥−k′

⊥)·r⊥j ≃ N

S
δ(k⊥ − k′

⊥) , (4.16)

with N/S = n, S being the area occupied by the array in the transverse plane (x, y).
The disorder average of Eq. (4.15) thus reads

⟨E(k⊥, kz)⟩ = Ein(k⊥, kz) + G(0)(k⊥, kz) · nT · ⟨E(k⊥, kz)⟩ . (4.17)

For a point-source emitting light within the array, this relation is simply generalized
in terms of the disorder-average Green’s tensor ⟨G⟩, which obeys

⟨G(k⊥, kz)⟩ = G(0)(k⊥, kz) + G(0)(k⊥, kz) · nT · ⟨G(k⊥, kz)⟩ . (4.18)

Eq. (4.18) is known as the Dyson equation at the independent-scattering approximation
[177]. From the knowledge of the T -matrix of a single cylinder, the average Green’s
tensor of the random array thus follows from

⟨G(k⊥, kz)⟩ = [G(0)−1(k⊥, kz) −Σ]−1 , (4.19)

where Σ ≡ nT is the self-energy tensor describing the disordered system. Eq. (4.19)
is nothing but the Dyson Eq. (3.14), here obtained for a model of discrete scatterers.

4.2.2 Disorder-average transmitted field

As illustrated in Fig. 4.3a, we aim at describing the coherent component of light
transmitted through a random photonic array of thickness L. The coherent mode is
described by the disorder average of the transmitted field, whose Fourier distribution
follows from the input-output relation [cf. Eq. (3.23)]

⟨E(k⊥, z = L)⟩ = t(k⊥, L) ·E(k⊥, z = 0) , (4.20)
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where E(k⊥, z = 0) is the Fourier distribution of the field at the entrance of the array.
In the following, we take the latter of the form

E(k⊥, z = 0) =
√

2πw0 exp
[
−(k⊥ − k0)

2w2
0/4
]
e0 (4.21)

with k0w0 ≫ 1. This is the same initial state as considered in the previous chapter
[see Eq. (3.1)], which models a collimated beam of intensity distribution normalized
to unity, i.e.,

∫
d2k⊥/(2π)2|E(k⊥, z = 0)|2 = 1, and of unit polarization vector e0. A

fundamental quantity in Eq. (4.20) is the average transmission matrix of the array t,
given by [178]:

t(k⊥, L) = 2i

√
k2 − k2

⊥⟨G(k⊥, z = L)⟩ , (4.22)

where ⟨G(k⊥, z)⟩ ≡
∫
dkz/(2π)eikzz⟨G(k⊥, kz)⟩.

From Eq.s (4.20) and (4.22), the problem thus reduces to evaluating the average
Green’s tensor of the array. This can be done by computing the tensor inverse in the
right-hand side of the Dyson equation (4.19). But before doing so, let us rewrite the
T−matrix (4.8) of a single scatterer in the global basis (x, y, z). Within the minimal
two-Mie-resonances model at small angle θ ≪ 1, we find after the basis change:

Σ =

Σxx 0 0
0 Σxx 0
0 0 Σzz


(x,y,z)

, (4.23)

where

Σxx = −8na1I = 4n
Γ0/2(ω/ω0)

2

ω − ω0 + iΓ0/2(ω/ω0)2
(4.24)

and

Σzz = −4inb0I
sin2 θ

=
4n

sin2 θ

Γ1/2

ω − ω1 + iΓ1/2
. (4.25)

Contrary to (3.17), the structure of the self-energy tensor (4.23) is diagonal. This
reflects the fact that, within the narrow-cylinder limit considered here, the disorder in
the photonic array is effectively uncorrelated and exhibits a uniaxial anisotropy. This
diagonal structure, however, is not specifically related to the resonant character of the
disorder. In particular, the same structure was found in [62] within a non-resonant,
continuous model of uncorrelated transverse disorder.

From Eq. (4.23), the calculation of the disorder-average Green’s tensor in momen-
tum follows the same lines as in the previous chapter [cf. Eq. (3.18)]. It yields the
following expression for the disorder-average transmission matrix of the array [68]

t(k⊥, L) =eikzL
[
e−iΣTEL/2kzδij − e−iΣTML/2kz k̂ik̂j

+
e−iΣTEL/2kz − e−iΣTML/2kz

k̂2⊥
(δizk̂j k̂z + δjzk̂ik̂z − δizδjz − k̂ik̂j)

]
, (4.26)

where kz =
√
ω2/c2 − k2

⊥ and the two complex quantities ΣTE and ΣTM, corresponding

to Σ1 and Σ2 in the previous chapter, are defined as

ΣTE = Σxx, ΣTM = Σxx + (Σzz − Σxx) sin2 θ . (4.27)
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The labels “TE” and “TM” that we preferably use in this chapter will be clarified
shortly. Combining Eq.s (4.20), (4.21) and (4.26), we finally obtain the exact expression
of the disorder-average transmitted field:

⟨E(k⊥, L)⟩ =
√

2πw0e
−(k⊥−k0)2w2

0/4eikzL
[
e−iΣTEL/2kze0

+ (e−iΣTML/2kz − e−iΣTEL/2kz)p(k⊥)
]
,

(4.28)

where p(k⊥) = (ê⊥ · e0)ê⊥ + (ẑ · e0)ẑ is the projection of the initial polarization
e0 onto the (ê⊥ = k⊥/k⊥, ẑ) plane. This is the same form as Eq. (3.24) of the
previous chapter, where a continuous model of (non-resonant) transverse disorder was
considered. Therefore, we again expect the appearance of a spin Hall effect of light
affecting the coherent mode. Nevertheless, as we will show below, the characteristics
of the spin Hall effect in the photonic array can be significantly different from those
of the model of continuous disorder due to the different resonant character of the two
scalar self-energies ΣTE and ΣTM.

4.3 Intensity distribution of the coherent mode

In this section, we examine the intensity distribution of the coherent mode of the
photonic array, defined as Ic(r⊥, L) = |⟨E(r⊥, L)⟩|2, where ⟨E(r⊥, L)⟩ is the Fourier
transform of Eq. (4.28). As in chapter 3, the spatial intensity distribution of the
coherent mode has the following structure:

Ic(r⊥, L) ≃ Ic(L)e−2|r⊥−R⊥(L)|2/w2
0 , (4.29)

where Ic(L) = I0
∫

d2k⊥
(2π)2

|⟨E(k⊥, L)⟩|2 = Ic(R⊥(L), L) with I0 ≡ 2/(πw2
0). The deriva-

tion of Eq. (4.29) is fully analogous to the one presented in Sec. 3.5. Let us recall
that Eq. (4.29) describes the fact that the coherent mode undergoes a rigid spatial
shift R⊥(L) in the transverse plane (x, y), detected at the output of the medium. It is
through this shift that the phenomenon of spin Hall effect of light shows up.

4.3.1 Intensity at the beam center

We here discuss the properties of Ic(L), the intensity of the coherent mode at the
beam center detected at the disordered media output. For TE- or TM-polarized light
(i.e., e0 = eTE

i or eTM
i ), Eq. (4.28) reduces to ⟨E(k0, z)⟩ ∝ e−iΣTE(TM)z/2kze

TE(TM)
i ,

respectively. The two different self-energies ΣTE and ΣTM thus turn out to correspond
to the self-energies of the two polarization modes TE and TM of the problem discussed
in Sec. 4.1. At small angle, the intensity at the beam center Ic(L) for TE-(TM-)
polarized light is then simply equal to:

Ic(L) = I0 exp

(
L ImΣTE(TM)

k

)
, (4.30)

describing an exponential decay respectively governed by the imaginary parts Im ΣTE <
0 or ImΣTM < 0. As usually in a disordered medium, this decay provides an effective-
medium description for the propagation of the ballistic mode, which gets depleted at
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the scale of a mean free path due to scattering in other directions [17]. A difference
with standard isotropic random media is that the decay here involves two different
mean free paths −k/ Im ΣTE(TM), one for each mode.

In the following, we will use as a benchmark for all length scales along z the TE
scattering mean free path, denoted by zs

1:

1

zs
= −1

k
Im ΣTE =

4n

k

(Γ0/2)2(ω/ω0)
4

(ω − ω0)2 + (Γ0/2)2(ω/ω0)4
, (4.31)

where we have used Eq.s (4.24) and (4.27) in the second equality. We will also frequently
use the value of the mean free path evaluated at the lowest Mie resonance ω0, z

0
s ≡

zs(ω0) = k/4n.
Let us here open a small parenthesis about the exact value of zs in the static regime

(i.e., at ω → 0). For small incident angles (θ ≪ 1), one finds from the exact expression
of b0I and a1I in Eq. (4.8) the result

z−1
s (ω = 0) = n

(
m2 − 1

m2 + 1

)2

π2k3ρ4 =
nα2

sk
3

4
, (4.32)

where in the second equality the polarizability of an infinite tube αs = 2S(m2−1)/(m2+
1) [179], with S = πρ2 being the tube section, has been introduced. Comparing Eq.
(4.32) with the non-resonant uncorrelated disorder result, zs = 4/(γk3) of chapter 2
[62], we observe that in the photonic array the disorder amplitude γ maps onto the
product nα2

s.
For an arbitrary polarization of the incident beam, Ic(L) is given by a weighted

sum of the two exponential decays (4.30). In particular, for a balanced mixture of the
two modes

e0 =
eTM
i + eiϕeTE

i√
2

, (4.33)

which is the most favourable configuration to observe a SHE (see Sec. 3.6.1), we have:

Ic(L) =
I0
2

(
eL ImΣTE/k + eL ImΣTM/k

)
. (4.34)

It is instructive, at this stage, to display the coherent mode intensity (4.34) as a
function of the frequency ω − ω0 relative to the lowest Mie resonance, see Fig. 4.4.
The intensity exhibits two local minima, corresponding to the two resonances at ω0

and ω1 [with the TM resonance at ω1 originating from ΣTM only, see Eq. (4.27)]. The
plot, in particular, showcases the sharp character of the TM resonance, whose width
Γ1 ∝ sin2 θ. Note that the distance (ω1 − ω0)/(Γ0/2) between the resonances increases
as the angle of incidence θ decreases. This is essentially due to the θ-dependence of
ω0 and Γ0, which are slowly decreasing functions of θ [ω1 is, on the contrary, nearly
independent of θ, see Eq. (4.11)].

1For the balanced polarization mixture (4.33), the coherent intensity (4.34) involves both the TE
and TM mean free paths. However, as discussed in the next section, away from the TM resonance
we have ImΣTM ≃ ImΣTE, while at the TM resonance ImΣTM ≫ ImΣTE. Therefore, in both cases
I(L) ∝ exp

(
LImΣTE/k

)
at large enough L.
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Figure 4.4: Intensity Ic(L) of the coherent mode at the beam center for a balanced
mixture of TE and TM modes, Eq. (4.34), as a function of the detuning ∆ = (ω −
ω0)/(Γ0/2) relative to the lowest Mie resonance of the photonic array. The curves
correspond to three values of the angle of incidence θ. In each case, the sharp resonance
at ω = ω1 is visible, and becomes narrower as θ decreases. The relative cylinder
refractive index is set to m = 3 and the optical thickness to L = 3z0s . The dashed
curve shows the intensity in the TE mode for comparison, i.e., Ic(L) = I0 exp

(
−L/zs

)
.

4.3.2 Resonant spin Hall effect

We now move to examine the centroid R⊥(L) of the coherent mode. Its derivation
is the same as in Sec. 3.6 and, when considering Eq. (4.33) as the initial polarization
state, gives:

R⊥(L) ≃ k̂0L+Ry(L)ŷ , (4.35)

where on top of the usual ballistic contribution k̂0L appears the SHE contribution:

Ry(L) = −sinϕ

k0

[
1 − cosL/2zL

coshL/2zS

]
+

cosϕ

k0

sinL/2zL
coshL/2zS

, (4.36)

which is identical to Eq. (3.46), the only difference residing in the microscopic expres-
sion of the parameters zL and zS, still defined as

zL =[Re(ΣTM − ΣTE)/k]−1

zS =[Im(ΣTM − ΣTE)/k]−1 .
(4.37)

As in chapter 3, the shift (4.36) stems from the interference between spin-orbit coupled
photons propagating in the effective medium at the two spatial frequencies k− ΣTE/k
and k − ΣTM/k, this interference involving both oscillation and relaxation effects be-
cause of the complex nature of the self energies ΣTE(TM).

As compared to the model of continuous disorder, the SOI parameters zL and zS
now resonantly depend on frequency, which can be used as a new degree of freedom
regarding the physics of the spin Hall effect. Indeed, what makes the discrete random
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Figure 4.5: Ratios zs/zS(L) of the scattering mean free path along z to the spin Hall
mean free paths, as a function of the detuning relative to the Mie resonance at ω = ω1

[here ∆ = (ω − ω0)/(Γ0/2) is expressed in units of ∆10 = (ω1 − ω0)/(Γ0/2); ∆ = ∆10

thus corresponds to ω = ω1]. Observe that the ratios exceed unity in the vicinity of
the resonance.

array of special interest here is that, by exploiting the highly resonant character of the
scatterers together with the strong dependence of the TM resonance width upon the
angle of incidence θ, it is possible to access a regime where zS and zL are comparable
to the mean free path zs. This is in marked contrast with non-resonant media, where
we have found that (see Sec. 3.6.2)

zL(S) ∼ zs/ sin2 θ , (4.38)

so that the spin Hall effect arises at a scale where the coherent mode is significantly
attenuated and is, consequently, not easily detectable.

To illustrate the above property, we show in Fig. 4.5 the ratios zs/zL and zs/zS
as a function of detuning, in the close vicinity of the TM resonance. These ratios are
computed by inserting Eq.s (4.24), (4.25) and (4.27) in the definitions (4.37). Observe
that in the vicinity of this resonance, one can easily achieve |zs/zS(L)| > 1. The reason
for this striking effect is the ultra-narrow character of the TM resonance at small angle
of incidence (see Fig. 4.2), together with the fact that this resonance directly governs
the magnitude of zL(S) via ΣTM [see Eq.s (4.25) and (4.27)] but not of the mean free
path zs (which only depends on ΣTE, i.e., on the lowest Mie resonance).

4.3.3 Tailoring the spin Hall effect via the incident frequency

In the previous chapter, we have shown that a variety of coherent mode’s transverse
trajectories can be tailored by changing the disorder correlation length. In the random
array, a similar idea can be implemented, this time by tuning the incident laser fre-
quency. In Fig. 4.6, we illustrate this possibility by showing the ratio |zS/zL| vs. the
detuning for different sets of the parameters (m, θ), focusing our attention on the fre-
quency window close to the TM resonance where, as shown above, the spin Hall effect
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Figure 4.6: Parameter |zS/zL|, whose value controls which type of SHE trajectory
will appear in the coherent mode, as a function of the incident laser frequency. In
the frequency window of interest close to the TM resonance, one can realize both
|zS/zL| ≪ 1, |zS/zL| ∼ 1 and |zS/zL| ≫ 1. The different curves here stand for different
values of (m, θ).

occurs at the scale of the mean free path. When this ratio is small the SHE typically
varies monotonically with L, while for large |zS/zL| it exhibits oscillations. To illustrate
this, we show in Fig.s 4.7a and 4.7b the spin Hall shift Ry vs. L near the TM resonance
for circularly and linearly polarized light, respectively, at fixed m = 3, θ = 0.05. When
|zS/zL| ≪ 1 one has a monotonic shift only involving circularly polarized light, while
for |zS/zL| ∼ 1 and |zS/zL| ≫ 1 one observes, respectively, the presence of damped
and undamped transverse oscillations with a non-zero shift also appearing for linearly
polarized light. Notice that exactly at resonance, the spin Hall effect appears at a scale
smaller than the mean free path, whose position is indicated by the vertical dotted
line. On the contrary, as one deviates from the resonance, Ry becomes sizeable at a
much larger scale than zs, with zL(S) converging to the non-resonant result (4.38).

4.3.4 Asymptotic limits of the spin-orbit parameters

To gain a better insight on the behavior of the SHE described above, it is instructive
to examine the analytical expressions of zS and zL in some characteristic limits. The
explicit frequency dependence of these parameters is obtained by inserting Eq.s (4.24),
(4.25) and (4.27) into the definitions (4.37):

1

zS
=

4n

k

[
sin2 θ

(Γ0/2)2(ω/ω0)
4

(ω − ω0)2 + (Γ0/2)2(ω/ω0)4
− (Γ1/2)2

(ω − ω1)2 + (Γ1/2)2

]
(4.39)

1

zL
=

4n

k

[
(Γ1/2)(ω − ω1)

(ω − ω1)2 + (Γ1/2)2
− sin2 θ

(Γ0/2)(ω − ω0)(ω/ω0)
2

(ω − ω0)2 + (Γ0/2)2(ω/ω0)4

]
. (4.40)
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Figure 4.7: Transverse shift Ry of the beam centroid as a function of L for various
detunings close to the TM resonance. In panels (a) and (b), incident light circularly
(ϕ = −π/2) and linearly (ϕ = −π) polarized is considered, respectively. The vertical
dotted line indicates the location of the mean free path zs (for the considered near-
resonant detunings, zs is nearly independent of ∆). For all plots we set m = 3, θ = 0.05.
The plots demonstrate that in the vicinity of the TM resonance, various spin Hall shifts
appearing at scales of the order of zs can be realized.
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Let us first consider the static limit ω → 0, which formally corresponds to the
model of non-resonant dielectric media discussed in [62, 67]. Equation (4.39) gives

zS(ω → 0) ≃ 1

sin2 θ

k

4n

(
2ω0

Γ0

)2(
ω0

ω

)4

=
zs(ω → 0)

sin2 θ
, (4.41)

where we have neglected the second term in the right-hand side of Eq. (4.39) using
that Γ1 ∼ sin2 θΓ0, and we have used the expression (4.31) of the mean free path in
the second equality. Similarly, from Eq. (4.40) we find zL(ω → 0) ∼ zs(ω → 0)/ sin2 θ.
We thus recover the generic relation (4.38) for non-resonant materials.

Second, we examine the situation where the laser is tuned at the TM resonance,
i.e., ω ≃ ω1. In that case, the second term in the right-hand side of Eq. (4.39) becomes
dominant and leads to

|zS(ω ≃ ω1)| ≃
k

4n
= z0s < zs . (4.42)

This confirms the result of the previous section, namely that the SHE occurs at a
spatial scale shorter than the mean free path. Note, on the other hand, that zL ∼
z0s/ sin2 θ ≫ zs exactly at the TM resonance. This explains the absence of oscillations
in the spin Hall shift visible in Fig. 4.7 for ∆ = ∆10.

In the case, finally, where the laser is tuned near the TE resonance (ω ≃ ω0), we
find from Eq.s (4.39) and (4.40) the same behavior as in the static limit: zL(S)(ω ≃
ω0) ≃ zs/ sin2 θ ≫ zs, so that there is no significant SHE at the scale of the mean free
path.

4.3.5 Giant spin Hall effect

According to Eq. (4.36), the maximum value of the spin Hall shift in a random array
is Ry ∼ k−1

0 . As already done in Sec. 3.9.1, by performing a proper polarimetry mea-
surement (“weak quantum measurement” optical analogue) one can amplify the shift
up to the scale of the beam width w0 (recall that k0w0 ≫ 1 holds true by hypothesis).
Combining the TM resonance excitation with the weak quantum measurement enables
us to achieve a giant spin Hall effect, a priori accessible to experimental detection.

In the weak-measurement scheme, we recall that the coherent mode centroid is
given by

R⊥(L) =

∫
dr⊥r⊥|e∗

out · ⟨E(r⊥, L)⟩|2∫
dr⊥|e∗

out · ⟨E(r⊥, L)⟩|2
, (4.43)

where eout is the direction of the post-selection polarizer through which the transmitted
light is detected.

Similarly to what was explained in Sec. 3.9.1, by starting from a linearly polarized
beam e0 = eTM

i , the first and second term of Eq. (4.7) composing the microscopic
SHE can be effectively enhanced by choosing, respectively, a post-selection polarizer
of the form eout ∝ eTE

i + iδeTM
i and eout ∝ eTE

i + δeTM
i with |δ| ≪ 1. The analytical

expressions for the beam centroid within the weak-measurement scheme in the two
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Figure 4.8: Weak-measurement-based spin Hall shift Rδ
y(L) vs. L for various detunings,

in the vicinity of the TM resonance. The vertical dotted line indicates the position of
the mean free path zs. For all plots we set m = 3, θ = 0.05 and δ = −(k0w0)

−1. In
panels (a) and (b), we consider, respectively, eout ∝ eTE

i +iδeTM
i and eout ∝ eTE

i +δeTM
i

as post-selection polarizer effectively amplifying the first (second) term in Eq. (4.36).
As in Fig. 4.7, the shift appears at the same scale of zs, but its maximum value is now
of the order of the beam width w0 thanks to the post-selection scheme.
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configurations are the following:

Rδ
y(L) = − δ

k0

1 − e−L/2zS cos
(
L/2zL

)
δ2 +

(
1

k0w0

)2|1 − e−L/2zSeiL/2zL|2
for eout ∝ eTE

i + iδeTM
i

Rδ
y(L) =

δ

k0

e−L/2zS sin
(
L/2zL

)
δ2 +

(
1

k0w0

)2|1 − e−L/2zSeiL/2zL|2
for eout ∝ eTE

i + δeTM
i

(4.44)

Compared to Eq. (4.36), which does not involve any post-selection, the shifts (4.44)
are now of the order of the beam width w0 if one chooses |δ| ∼ 1/(k0w0) ≪ 1. This
is shown in Fig. 4.8, where Eq.s (4.44) have been plotted for various detunings in the
close vicinity of the TM Mie resonance. Again, the spin Hall shift occurs at a smaller
scale than the mean free path (indicated by a vertical dotted line), but contrary to Fig.
4.7 its maximum value is now of the order of w0. This result can be seen as a giant
SHE in a random array, where the spin Hall shift is both macroscopic and occurs at a
z−scale where the coherent mode is fully visible.

4.4 Spin-orbit coupled flash of light

In the previous section, we have shown that a giant spin Hall effect can emerge
in the coherent mode by operating in the close vicinity of the TM resonance. This
manifests itself by a spatial shift of the beam in the transverse plane of the random
array, visible for optically-thin arrays of thickness L ∼ zs of the order of the scattering
mean free path. The next natural question is whether the SHE can also be observed
in an optically-thick random array of length L ≫ zs. In the case of a stationary laser
excitation considered so far, this is clearly hopeless due to the exponential attenua-
tion of the coherent mode as exp

(
−L/zs

)
. For a time-dependent excitation, on the

other hand, the resonant character of the system makes this possible by exploiting the
“coherent flash” phenomenon, as we now show.

The coherent flash belongs to a class of coherence-related phenomena that occur
after rapid source extinction when dealing with resonant scatterers. Such coherent
transient phenomena are rather ubiquitous in physics. The first observation of coherent
emission after source excitation comes from free induction decay in nuclear magnetic
resonances [180, 181]. Later, free induction decay was also observed in the optical
domain, with electromagnetic resonances in atoms [182, 183], molecules [184, 185] and
nuclei [186, 187]. In the context of disordered media, the coherent flash corresponds
to a strong, transient enhancement of coherent light intensity occurring after a sudden
source extinction in the regime L/zs ≫ 1, where for a stationary excitation the coherent
mode would be completely depleted by multiple scattering. The time duration of this
flash of light is reduced with respect to the single scatterer lifetime by a factor of the
order of the optical thickness [188].

The origin of the flash effect can be understood from the decomposition (4.15) of
the total field

E(r) = Ein(r) + Es(r) (4.45)

as the sum of the incoming and scattered fields, Ein and Es, respectively. In the station-
ary regime, the coherently transmitted field stems from the destructive interference be-
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tween Ein and the part of Es scattered in the same (forward) direction kin
2, resulting in

the Beer-Lambert attenuation of the coherent mode intensity as Ic(L) = exp
(
−L/zs

)
.

If the laser is switched off, this interference is suppressed while the resonant scatterers
continue to radiate over a time scale of the order of the inverse of the resonance width,
leading to a flash of light. This can be mathematically formulated as follows. When the
laser is switched off, Ein(t = 0+) = 0 such that E(t = 0+) = Es(t = 0+). On the other
hand, if the medium is optically thick, E(t = 0−) ≃ 0 is exponentially attenuated, such
that Es(t = 0−) = −Ein(t = 0−). Combining these relations assuming the continuity
of the scattered field at t = 0 leads to E(t = 0+) = −Ein(t = 0−), i.e., a flash of light
of same intensity as the incoming beam. Because of the cooperative effect of scatterers
in the forward direction lying at the basis of the phenomenon, the coherent flash takes
place at large enough optical thickness L/zs ≫ 1 and its duration is much shorter than
the excited lifetime of the single scatterer.

Coherent flashes of light in optically-thick media have been theoretically described
and experimentally observed in resonant cold atomic gases [188]. Later on, it was
also shown that “super-flashes” of intensity larger than that of the incoming laser
could even be achieved by operating slightly away from resonance, with a maximum
theoretical value of 4|Ein|2 stemming from the general inequality |Ein + Es|2 ≤ |Ein|2
imposed by energy conservation [189, 190]. The coherent super-flash represents a form
of cooperative forward emission of the atoms, which can be regarded as a phenomenon
of superradiance. Beyond the coherent flash, the physics of cooperative emission from
an ensemble of radiation dipoles, opened by the Dicke’s seminal work in 1954 [191], has
been widely explored [192], representative examples being superradiant lasers [193, 194]
and superradiance of a single photon emission [195].

The coherent flash is expected to take place in our system as well, due to the
resonant nature of our scatterers. This suggests the possibility to observe a time-
dependent SHE in optically-thick random arrays, provided the associated spin Hall
shift exists on the time scale where the flash occurs. To describe this problem, let us
here again consider an incident laser beam of the form (4.21), but now suppose that
the beam is suddenly switched off at some time t = 0:

E(k⊥, z = 0, t) =
√

2πw0 exp
[
−(k⊥ − k0)

2w2
0/4 − iωlt

]
e0θ(−t) , (4.46)

the Heaviside theta function θ(t) models the abrupt extinction of the source and ωl is
the laser carrier frequency. We then insert the relation

exp(−iωlt)θ(−t) =

∫
dω

2π
e−iωt

[
πδ(ω − ωl) − ip.v.

(
1

ω − ωl

)]
(4.47)

into Eq. (4.46). This leads to the temporal version of Eq. (4.28): which reads:

⟨E(k⊥, z = L, t)⟩ =
√

2πw2
0 exp

[
− w2

0

4
(k⊥ − k0)

2
] ∫ dω

2π
e−iωt

[
πδ(ω − ωl)

− ip.v.

(
1

ω − ωl

)]
×
[
e−iΣTEL/2kze0 +

(
e−iΣTML/2kz − e−iΣTEL/2kz

)
p(k⊥)

]
.

(4.48)

2Indeed, although, in an arbitrary direction, the light emitted from the scatterers is incoherent
with the respect to the incoming beam due to the randomness of the scatterers’ positions, this is not
the case in the forward direction where the phase of the scattered field, for geometric reasons, turns
out to be independent of the scatterers’ position.
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The space-time intensity distribution of the coherent mode follows from

Ic(r⊥, L, t) =

∫
d2k⊥

(2π)2

∫
d2q

(2π)2
eiq·r⊥⟨E(k+

⊥, L, t)⟩ · ⟨E
∗(k−

⊥, L, t)⟩ (4.49)

with k±
⊥ = k⊥ ± q/2. Following the same lines as in Sec. 3.5, we end up with

Ic(r⊥, L, t) ≃ Ic(L, t)e
−2|r⊥−R⊥(L,t)|2/w2

0 , (4.50)

where

Ic(L, t) = I0

∫
d2k⊥

(2π)2
|⟨E(k⊥, L, t)⟩|2 = I(R⊥(L), L, t) (4.51)

with I0 = 2/(πw2
0), and

R⊥(L, t) =
i
∫

d2K
(2π)2

∇q[⟨E(K+, L, t)⟩ · ⟨E∗(K−, L, t)]⟩q→0∫
d2K
(2π)2

|E(K, L, t)|2

≡
∫
d2r⊥r⊥Ic(r⊥, L, t)∫
dr⊥Ic(r⊥, L, t)

.

(4.52)

Eq.s (4.50, 4.51, 4.52) are the time-dependent versions of Eq.s (3.34, 3.35, 3.36). To
evaluate the coherent mode intensity (4.51) and the beam centroid (4.52), we need to
perform the Fourier transforms with respect to ω coming from Eq. (4.48), taking into
account the explicit frequency dependence of ΣTE(TM). To this aim and for the sake of
simplicity, we drop the quadratic frequency corrections in Eq. (4.24), and thus use:

ΣTE(ω) =
4nΓ0/2

ω − ω0 + iΓ0/2

ΣTM(ω) =
4nΓ1/2

ω − ω0 + iΓ1/2
+

4nΓ0/2 cos2 θ

ω − ω0 + iΓ0/2
.

(4.53)

This allows us to derive closed formulas for Ic(L, t) and R⊥(L, t), which can be used
for numerical simulations. These expressions are a little cumbersome and are therefore
given in Appendix E for clarity.
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Figure 4.9: Time evolution of the coherent mode intensity Ic(L, t) transmitted through
the random array, for three values of the detuning ∆ = (ωl − ω0)/(Γ0/2). In each case
the incident laser is switched off at t = 0, which results in a flash of light at t = 0+. In
the vicinity of the TM resonance (∆ = ∆10), the flash exhibits a long-lived tail.

We first show in Fig. 4.9 the coherent mode intensity vs. time following the laser
extinction for three values of the detuning ∆ = (ω − ω0)/(Γ0/2), setting the optical
thickness L/z0s to a relatively large value. At ∆ = 0, we observe a coherent flash
of maximum amplitude Ic = I0 decaying over a typical time scale ∼ Γ−1

0 zs/L, i.e.,
a fraction of the lifetime of the TE Mie resonance. This behavior is similar to that
observed in resonant cold atomic gases [188, 189]. On the other hand, at detunings
∆ ≃ ∆10 the temporal shape of the coherent intensity acquires a bimodal structure,
with a short transient flash followed by a slowly decaying tail that persists up to the
much longer time scale ∼ Γ−1

1 zs/L ∼ Γ−1
0 zs/(L sin2 θ). This long-lived tail is a direct

manifestation of the resonance at ω1, whose contribution to Ic(L, t) becomes significant
when ωl ∼ ω1 and adds up to the contribution of the resonance at ω0. In this doubly-
resonant regime, the magnitude of the flash also slightly exceeds I0.

Following the laser extinction, not only the intensity but also the spin Hall shift
undergoes a temporal evolution. Its analytical expression is given in Appendix E, in
both cases where a polarization post-selection is performed or not. We show in Fig. 4.10
its macroscopic value Rδ

y(L, t) along the y−axis obtained using the weak-measurement
procedure explained in Sec. 4.3.5, for two different detunings (one near TM resonance
and one not) at a fixed value L/z0s ≫ 1 of the optical thickness. For eout ∝ eTE

i +iδeTM
i

as post-selection polarizer, we demonstrate the possibility of achieving a significant spin
Hall shift of the order of the beam width w0 in a time-window where, thanks to the
coherent flash phenomenon, the coherent mode is visible at large optical thicknesses.
Specifically, we find that, when the incident laser frequency is tuned near the TM
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Figure 4.10: Time evolution of the macroscopic spin Hall shift, based on the weak-
measurement scheme with eout ∝ eTE

i − i(k0w0)
−1eTM

i as post-selection polarizer, for
two values of the detuning (solid curves). The corresponding intensities Ic(L, t)/I0 are
superimposed (dashed curves, same vertical scale). Near the TM resonance (∆ = ∆10),
a large spin Hall shift appears over a time window where the coherent flash is still
significant. We set m = 3, θ = 0.05, and an optical thickness L/z0s = 15.

resonance (∆ ≃ ∆10), the shift reaches a value w0/2 over a time scale Γ−1
0 zs/L, much

shorter than the duration Γ−1
1 zs/L of the coherent flash. As one moves away from the

TM resonance, on the other hand, the shift takes a longer and longer time to appear
while the flash duration becomes shorter and shorter (see Fig. 4.10).

4.5 Conclusion

We have described the propagation of light in transversally disordered photonic
arrays, and have shown evidence for an enhanced spin Hall effect of light in the vicinity
of the second Mie resonance of the system. This resonance is associated with the TM
polarization component of the beam impinging on the medium at an angle of incidence
θ, and exhibits a narrow spectral width scaling as θ2. This gives rise to a SHE shift
taking place at longitudinal length scales zS(L) smaller than the mean free path zs, in
strong contrast with non-resonant materials for which zS(L) ∼ zs/θ

2 ≫ zs. This implies
that the SHE occurs at a spatial scale where the coherent mode is still significant.
Furthermore, we have provided a temporal description of the SHE following the abrupt
switch off of the incoming beam. In this scenario, the resonant nature of the photonic
array leads to a flash of light in the coherently transmitted signal, which allows to detect
the coherent mode in the regime of large optical thickness. Again, in the vicinity of
the TM resonance, we have shown evidence for a long-lived flash of light together with
the emergence of a sizeable spin Hall effect in the same time window.
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Chapter 5

Effect of spin-orbit interactions in
transverse multiple scattering

So far we have mainly focused our attention on the impact of spin-orbit interactions
on the coherent mode in transversally disordered media. But, as discussed in Sec. 2.1,
the coherent mode represents just a fraction of the light propagating in a disordered
medium, with the multiple scattering component becoming dominant in optically-thick
media, i.e., of thickness L≫ zs.

A first vectorial (i.e., beyond-paraxial) description of light multiple scattering in
(2+1)-dimensional disordered media was developed in 2018 [42], based on the hydro-
dynamic (diffusion) approximation. Through the computation of the disorder-average

distribution of transverse momenta ⟨
∣∣E(k⊥, L)

∣∣2⟩ detected at the longitudinal coordi-
nate z = L, a crossover from a scalar to a vectorial regime was identified. Precisely,
it was shown that at a certain longitudinal scale L ∼ zs/k̂

4
0, the polarization vector of

the multiply scattered photons was getting randomized, marking the full breakdown
of the paraxial description. Furthermore, the polarization dependence of the coher-
ent backscattering peak on both sides of this crossover was also analyzed in terms of
incident and detection polarization channels.

In this chapter, we present a preliminary study of the role of spin-orbit interac-
tions in the multiple scattering signal of a transversally disordered medium, restricting
ourselves to the Diffuson approximation. In particular, considering a near-paraxial
light evolution (k̂0 ≪ 1), we examine the spin-orbit corrections to the centroid of the
Diffuson. For this purpose (and unlike the approach used in [42]), we employ a full
vectorial description of the Diffuson that does not use the diffusion approximation.
This is indeed required, since, as stated in Sec. 2.4.1, the centroid of the multiple
scattering component evolves at scales of the order of the mean free path or smaller,
where a diffusion approximation would be clearly inaccurate.
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5.1 Diffuson center of mass

Within the Diffuson approximation, i.e., neglecting all interference effects in multi-
ple scattering, the centroid of a beam propagating inside the transversally disordered
medium is given by

Rtot
⊥ (L) =

∫
d2r⊥r⊥Ic(r⊥, L) +

∫
d2r⊥r⊥ID(r⊥, L)∫

d2r⊥Ic(r⊥, L) +
∫
d2r⊥ID(r⊥, L)

, (5.1)

where both the coherent mode (Ic) and the Diffuson (ID) signals are included. When
only the first term of both the numerator and the denominator is counted, one obtains
the coherent mode centroid that we have studied exhaustively in the previous chapters.

Similarly to what we have done in the previous chapters for the coherent mode, one
could imagine now to detect only the light coming from the multiple scattering com-
ponent (i.e., including single, double, etc. scattering processes). Experimentally, this
would mean collecting the output light coming from any direction with the exception
of the forward one. The corresponding Diffuson centroid is then defined as

RD
⊥(L) =

∫
d2r⊥r⊥ID(r⊥, L)∫
d2r⊥ID(r⊥, L)

. (5.2)

Expressing the optical intensity in Fourier space, Eq. (5.2) can be re-expressed as

RD
⊥(L) =

i
∫

d2K
(2π)2

∇q⟨E(K+, L) ·E(K−, L)⟩D|q→0∫
d2K
(2π)2

⟨
∣∣E(K, L)

∣∣2⟩D , (5.3)

where K± = K±q/2. Notice that Eq. (5.3) differs from the corresponding expression
(3.34) for the coherent mode centroid in that it involves a disorder average over the
product of fields, instead of the product of the disorder-averaged fields. This difference
makes the computation of RD

⊥(L) very different and much more complex.
In the rest of this section, we are going to work out Eq. (5.3) to get a formal

expression of RD
⊥(L) suitable for an explicit computation. Since the procedure is similar

for both the numerator and denominator in Eq. (5.2), we here detail the procedure
for the numerator only. Expressing the numerator of Eq. (5.3) in terms of the Green’s
tensor, using the input-output relation

E(k⊥, L) = 2ikz

∫
d2k′

⊥
(2π)2

⟨k⊥|Gij(L)
∣∣k′

⊥
〉
E(k′

⊥, z = 0) , (5.4)

we get∫
d2r⊥r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩D = 4ik2z

∫
d2K

(2π)2

∫
d2Q′

(2π)2

∫
d2q′

(2π)2
Ej(Q

′
+, z = 0)

× E∗
l (Q′

−, z = 0)∇q⟨[
〈
K+

∣∣Gij(L)
∣∣Q′

+

〉 〈
K−

∣∣Gil(L)
∣∣Q′

−
〉∗

]⟩D|q→0 ,

(5.5)

where Q′
± = Q′ ± q′/2 are the transverse Fourier components of the incident light,

and E(Q′
±, z = 0) =

√
2πw0 exp

[
−(Q′

± − k0)
2w2

0/4
]
e0 with k0w0 ≫ 1 is the trans-

verse Fourier distribution of the incident (collimated) field, the same considered in the
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Figure 5.1: Diagrammatic representation of the correlator Φjl(Q,K, q, q′) =
⟨[
〈
K+

∣∣Gij(L)
∣∣Q′

+

〉 〈
K−

∣∣Gil(L)
∣∣Q′

−
〉∗

]⟩D ∝ (2π)2δ(q − q′). The diagram satisfies
the momentum conservation constraint (5.6).

previous chapters. Due to the conservation of transverse momentum, corresponding to
the statistical translation invariance in the transverse plane (see Fig. 5.1), we have

Q′
+ + K− = K+ + Q′

− ⇒ q = q′ . (5.6)

Then, looking at the product

Ej(Q
′ + q/2, z = 0)E∗

l (Q′ − q/2, z = 0) = 2πw2
0e

−w2
0q

2/8e−w2
0(Q

′−k0)2/2e0je
∗
0l , (5.7)

we observe that the first exponential in Eq. (5.7) introduces terms of order q2 or
higher and, therefore, does not contribute to the q-gradient in Eq. (5.5). The second
exponential, instead, is peaked around Q′ ≃ k0 due to the collimated nature of the
incident beam, making it possible to effectively replace it by a Dirac delta function
(2π)2δ(Q′ − k0). Such an approximation corresponds to effectively neglecting all con-
tributions to the centroid proportional to (k0w0)

−2 and higher. We are, thus, left with
the following expression∫

d2r⊥r⊥⟨
∣∣E(r⊥, z)

∣∣2⟩D = 4ik2ze0je
∗
0l

∫
dKz

2π

∫
dqz
2π

∫
d2K

(2π)2
eiqzL

×∇q⟨[⟨K+|Gij(K
+
z )
∣∣k+

0

〉
⟨K−|G∗

il(K
−
z )
∣∣k−

0

〉
]⟩D|q→0 ,

(5.8)

where k±
0 = k0 ± q/2. Notice that we have here introduced the longitudinal Fourier

variables of the retarded and advanced Green’s tensor K±
z = Kz ± qz/2 with respect to

z = L. Finally, we decompose the disorder-average product of the two Green’s tensors
in the following standard way [16]:

⟨[⟨K+|Gij(K
+
z )
∣∣k+

0

〉 〈
K−

∣∣Gil(K
−
z )
∣∣k−

0

〉∗
]⟩D = ⟨Gjα(k+

0 , K
+
z )⟩⟨G∗

lβ(k−
0 , K

−
z )⟩

× ⟨Gγi(K+, K
+
z )⟩⟨G∗

δi(K−, K
−
z )⟩Γ(L)

αβ,γδ(Kz, qz, q) ,
(5.9)
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where Γ
(L)
αβ,γδ(Kz, qz, q) is the structure factor that encodes multiple scattering within

the Diffuson approximation.

Proceeding analogously with the denominator of Eq. (5.2), we then find that the
Diffuson centroid RD

⊥(z) is given by the ratio of

∫
d2r⊥r⊥⟨

∣∣E(r⊥, z)
∣∣2⟩D = 4ik2ze0je

∗
0l

∫
dKz

2π

∫
dqz
2π

∫
d2K

(2π)2
eiqzL

×∇q⟨Gjα(k+
0 , K

+
z )⟩⟨G∗

lβ(k−
0 , K

−
z )⟩⟨Gγi(K+, K

+
z )⟩

× ⟨G∗
δi(K−, K

−
z )⟩Γ(L)

αβ,γδ(Kz, qz, q)|q→0

(5.10)

to∫
d2r⊥⟨

∣∣E(r⊥, z)
∣∣2⟩D = 4k2ze0je

∗
0l

∫
dKz

2π

∫
dqz
2π

∫
d2K

(2π)2
eiqzL⟨Gjα(k0, K

+
z )⟩

× ⟨G∗
lβ(k0, K

−
z )⟩⟨Gγi(K, K+

z )⟩⟨G∗
δi(K, K−

z )⟩Γ(L)
αβ,γδ(Kz, qz,0) .

(5.11)

The explicit calculation of the Diffuson centroid being rather involved, to keep the
formalism as simple as possible in this chapter we restrict ourselves to the simplest
model of transverse disorder, i.e., we consider an uncorrelated, Gaussian disorder and
take into account only the imaginary self-energy in the disorder-average Green’s tensors.
This is the same disorder model used in [42, 62]. Within this framework, the disorder-
average Green’s tensor is given by

⟨Gij(k⊥, kz)⟩ = G1(k⊥, kz)δij +

[
k̂2z

1 − k̂2z
G2(k⊥, kz) −

1

1 − k̂2z
G1(k⊥, kz)

]
k̂ik̂j

+

[
1

1 − k̂2z
G1(k⊥, kz) −

1

1 − k̂2z
G2(k⊥, kz)

]
(δizk̂j k̂z + δjzk̂ik̂z − δizδjz) ,

(5.12)

where

G1(2)(k⊥, kz) =
1

k2 − k2
⊥ − k2z − i Im Σ1(2)(k⊥, kz)

. (5.13)

Let us remind that at first order in the parameter k̂0, small for near-paraxial light, we
have

Im Σ1(k⊥, kz) ≃− k

zs

Im
[
Σ2(k⊥, kz) − Σ1(k⊥, kz)

]
=
k

zS
≃ k

zs
k̂20 ,

(5.14)

where zs = 4/(γk4) with γ the strength of the disorder power spectrum (see Sec. 3.4.3).
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5.2 Paraxial limit

Before analyzing the exact expression of RD
⊥(L), it is useful and pedagogical to first

show how the computation proceeds in the paraxial regime. Indeed, in this limit all
the tensors present in Eq.s (5.10) and (5.11) can be replaced by scalar quantities. The
calculation is then more straightforward and can be used as a benchmark for the full
vectorial computation. To calculate the Diffuson center of mass in the paraxial regime,
we simply replace the Green’s tensor by the Green’s function associated with the scalar
Helmholtz equation (1.9). This corresponds to considering only the scalar (“paraxial”)
term in Eq. (5.12), namely:

⟨G(k⊥, kz)⟩ =
1

k2 − k2
⊥ − k2z + ik/zs

. (5.15)

Note that, alternatively, one could also calculate the centroid in the paraxial limit by
directly starting from the paraxial wave equation, as we did in chapter 2. Even though
the paraxial wave equation relies on some additional assumptions compared to the
scalar Helmholtz equation, in the following we show that we recover the same expected
result for the center of mass.

Since the computation of the centroid involves only contributions that are linear in
q [due to gradient ∇q|q→0 in Eq. (5.3)], all terms proportional to q2 and of higher order
can be safely neglected in the computations. Thus, for instance, for the q-dependent
Green’s functions we can use the following expansion without loss of generality:

⟨G(k⊥ ± q/2, kz)⟩ ≃ ⟨G(k⊥, kz)⟩ ± (k⊥ · q)⟨G(k⊥, kz)⟩2 + O(q2) . (5.16)

That said, the first natural step to compute the Diffuson centroid is to evaluate the
integral

∫
d2K
(2π)2

⟨G(K+, K
+
z )⟩⟨G∗(K−, K

−
z )⟩ in Eq.s (5.10) and (5.11). The integration

over the direction of K makes all the linearly q-dependent terms vanish since they are
all proportional to K · q. Using the contour integration method we have∫

d2K

(2π)2
⟨G(K+, K

+
z )⟩⟨G∗(K−, K

−
z )⟩ =

1

4
(
k/zs + iKzqz

) . (5.17)

For scalar light, the structure factor Γ(L) at the Diffuson approximation is given by
the series of ladder diagrams, which obeys the following scalar Bethe-Salpeter equation
[16]

Γ(L)(Kz, qz, q)=γk4+γk4Γ(L)(Kz, qz, q)

∫
d2K

(2π)2
⟨G(K+, K

+
z )⟩⟨G∗(K−, K

−
z )⟩ . (5.18)

Solving Eq. (5.18) for Γ(L) and using Eq. (5.17), we get

Γ(L)(Kz, qz, q) =
γk4

1 − γk4
∫

d2K
(2π)2

⟨G(K+, K+
z )⟩⟨G∗(K−, K−

z )⟩

=γk4
[
1 − γk4

4
(
k/zs + iKzqz

)]−1

.

(5.19)
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The denominator of RD
⊥(L) is then given by:∫

d2r⊥⟨
∣∣E(r⊥, L)

∣∣2⟩D =4k2z

∫
dKz

2π

∫
dqz
2π

γk4
eiqzL

4iKzqz
⟨G(k0, K

+
z )⟩⟨G∗(k0, K

−
z )⟩ . (5.20)

The integration over Kz yields∫
dKz

2πKz

⟨G(k0, K
+
z )⟩⟨G∗(k0, K

−
z )⟩ =

1

4k2z

[
i

kzqz + ik/zs
− i

kzqz − ik/zs

]
, (5.21)

where kz =
√
k2 − k20. The first term in the right-hand side has its pole lying in the

lower part of the complex plane. Hence, it can be neglected in the following since it
does not contribute to the integration over qz. We are then left with∫

d2r⊥⟨
∣∣E(r⊥, L)

∣∣2⟩D =
k

zs

∫
dqz
2π

eiqzL

iqz

1

ikzqz + k/zs
. (5.22)

Given the following results for the integration over qz:∫
dqz
2π

eiqzL

iqz + 0+
= 1∫

dqz
2π

eiqzL

ikzqz + k/zs
=

1

kz
exp

(
− k

kz

L

zs

) (5.23)

and kz ≃ k (for k̂0 ≪ 1), we obtain∫
d2r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩D = 1 − e−L/zs . (5.24)

Note that by considering both the coherent mode and Diffuson contributions [see Eq.
(2.28)], we recover the conservation of normalization:

∫
d2r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩tot =∫

d2r⊥( |⟨E(r⊥, L)⟩|2 + ⟨
∣∣E(r⊥, L)

∣∣2⟩D) = 1.
In order to get the numerator of RD

⊥(L), we need instead to compute∫
d2r⊥r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩D =4ik2z

∫
dKz

2π

∫
dqz
2π

γk4eiqzL

4iKzqz
×∇q⟨G(k+

0 , K
+
z )⟩⟨G∗(k−

0 , K
−
z )⟩|q→0 .

(5.25)

Given that

∇q⟨G(k+
0 , K

+
z )⟩⟨G∗(k−

0 , K
−
z )⟩|q→0 =k0

[
⟨G(k0, K

+
z )2⟩⟨G∗(k0, K

−
z )⟩

− ⟨G(k0, K
+
z )⟩⟨G∗(k0, K

−
z )2⟩

]
,

(5.26)

the integration over Kz yields∫
dKz

2πKz

∇q⟨G(k+
0 , K

+
z )⟩⟨G∗(k−

0 , K
−
z )⟩|q→0 =

k0

4k2z

[
i

(kzqz + ik/zs)2

+
i

(kzqz − ik/zs)2

]
.

(5.27)
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The first term in the right-hand-side has again its pole lying in the lower part of the
complex plane and can thus be dropped since it does not contribute to the integration
over qz. We then have

∫
d2r⊥r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩D = − k0

k

zs

∫
dqz
2π

eiqzL

iqz

1

(kzqz − ik/zs)2
. (5.28)

Using

∫
dqz
2π

eiqzL
1

(kzqz − ik/zs)2
= − L

k2z
exp

(
− k

kz

L

zs

)
(5.29)

and kz ≃ k, we finally get

∫
d2r⊥r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩D =k̂0zs

(
1 − L

zs
e−L/zs − e−L/zs

)
. (5.30)

Combining Eq.s (5.24) and (5.30), we obtain the paraxial expression of RD
⊥(L), which,

as anticipated in Sec. 2.4.1, is given by

RD
⊥(L) = k̂0zs

1 − L
zs
e−L/zs − e−L/zs

1 − e−L/zs
. (5.31)

In the next sections, our goal will be to identify the vectorial corrections associated
with spin-orbit interactions to Eq. (5.31) which, therefore, will constitute our reference
point.

At this stage, let us say a word about the total paraxial centroid (5.1), which
includes both the coherent mode and the multiple scattering signal. The latter reads:

Rtot
⊥ (L) = k̂0zs

(
1 − e−L/zs

)
= k̂0Le

−L/zs︸ ︷︷ ︸
coherent mode

+ k̂0zs

(
1 − L

zs
e−L/zs − e−L/zs

)
︸ ︷︷ ︸

multiple scattering (Diffuson)

.
(5.32)

In Fig. 5.2, we show Eq. (5.32), together with the contributions coming from the
coherent mode and the Diffuson. When L≪ zs, R

tot
⊥ (L) ≃ k̂0L is mainly given by the

coherent mode contribution, whereas at L ≫ zs, R
tot
⊥ (L) ≃ k̂0zs is dominated by the

multiple scattering contribution. Note that, as expected, the result (5.32) is analogous
to the one for a Boltzmann particle scattered in a two-dimensional disordered potential
(see Sec. 2.4.2 and [10]).
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Figure 5.2: Blue curve: total beam centroid |Rtot
⊥ (L)| vs. L/zs in the paraxial

regime, Eq. (5.32). The orange and green curves, instead, stand for the contri-
butions to |Rtot

⊥ (L)| coming from the coherent mode (L/zse
−L/zs) and the Diffuson

(1 − L/zse
−L/zs − e−L/zs), respectively.

5.3 Full vectorial calculation: flux conservation

We now examine the Diffuson centroid by fully taking into account the vector nature
of light. To this aim, we first consider the denominator of Eq. (5.3), i.e., the flux of
the multiple scattering component, which together with the flux

∫
d2r⊥Ic(r⊥, L) of the

coherent mode must satisfy the flux conservation. This conservation is an essential,
but also fragile property that needs to be recovered in our description. Otherwise, any
subsequent statement on the centroid would be inconsistent. We thus compute

∫
d2r⊥⟨ |E(r⊥,L)|2⟩D = 4k2ze0je

∗
0l

∫
dKz

2π

∫
dqz
2π

∫
d2K

(2π)2
eiqzL⟨Gjα(k0, K

+
z )⟩

× ⟨G∗
lβ(k0, K

−
z )⟩⟨Gγi(K, K+

z )⟩⟨G∗
δi(K, K−

z )⟩Γ(L)
αβ,γδ(Kz, qz,0) ,

(5.33)

where we now have to take into account the full vectorial expression (5.12) for the
disorder-average Green’s tensor. As done in Sec. 5.2, the first natural step is to
perform the integration over K. This time the integral is a tensor, which we denote
by

∫
d2K

(2π)2
⟨Gγi(K+, K

+
z )⟩⟨G∗

δi(K−, K
−
z )⟩ ≡ Qγδ(Kz, qz, q) . (5.34)

After multiplying the two disorder-average Green’s tensor, the integrand will be com-
posed of several terms, whose relevant contributions are at most linear in q. This
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calculation involves the following integrals over the modulus of K:

F11 ≡
∫
KdK

2π
⟨G+

1 ⟩⟨G−∗
1 ⟩ = − 1

4(Im Σ1 − iqzKz)
−
i
√
k2 −K2

z (Ku · q)

4(Im Σ1 − iqzKz)2

≡F (0)
11 + F

(1)
11 (Ku · q)

F22 ≡
∫
KdK

2π
⟨G+

2 ⟩⟨G−∗
2 ⟩ = − 1

4(Im Σ2 − iqzKz)
−
i
√
k2 −K2

z (Ku · q)

4(Im Σ2 − iqzKz)2

≡F (0)
22 + F

(1)
22 (Ku · q)

F12 ≡
∫
KdK

2π
⟨G+

1 ⟩⟨G−∗
2 ⟩ ≡

∫
KdK

2π
⟨G+

2 ⟩⟨G−∗
1 ⟩ ≡ F

(0)
12 + F

(1)
12 (Ku · q)

= − 1

2(Im Σ1 + Im Σ2 − 2iqzKz)
−

i
√
k2 −K2

z (Ku · q)

(Im Σ1 + Im Σ2 − 2iqzKz)2
,

(5.35)

where Ku is the unit vector associated with K, Ku ≡ K/K, as well as the following
integrals over the direction of K

⟨k̂αk̂β⟩Ku =δαβ
1 − K̂2

z

2
+ δαzδβz

3K̂2
z − 1

2

⟨k̂±α ⟩Ku =δαzK̂z ±
q̂α
4

(1 + K̂2
z )

⟨k̂+α k̂−β ⟩Ku =⟨k̂αk̂β⟩Ku +
K̂z

2
(δβz q̂α − δαz q̂β)

⟨k̂±α k̂±β ⟩Ku =⟨k̂αk̂β⟩Ku ±
K̂3

z

2
(δβz q̂α + δαz q̂β) ,

(5.36)

where k in the left-hand sides stands here for (K, Kz). By handling with patience
every term one by one, one obtains the following expression for the Qγδ tensor

Qγδ =δγδ
F

(0)
11 + K̂2

zF
(0)
22

2
+ δγzδδz

(2 − 3K̂2
z )F

(0)
22 − F

(0)
11

2

+ (δδz q̂γ − δγz q̂δ)
K̂zF

(0)
12

2
+ (δδz q̂γ + δγz q̂δ)

K̂z

2
(K̂2

z − 1)F
(1)
22 .

(5.37)

The second step consists in computing the structure factor (series of ladder dia-
grams) Γ(L). In the vectorial case, Γ(L) is a fourth-rank tensor with respect to the
polarization indices, obeying the following Bethe-Salpeter equation

Γ
(L)
αβ,γδ(Kz, qz, q) =γk4δαγδβδ + γk4Γ

(L)
mn,γδ(Kz, qz, q)

×
∫

d2K

(2π)2
⟨Gαm(K+, K

+
z )⟩⟨G∗

βn(K−, K
−
z )⟩︸ ︷︷ ︸

≡Qαβ,mn

. (5.38)

A significant simplification of this equation can be used by observing that Γ(L) can-
not depend linearly on q because of statistical isotropy in the transverse plane. For
our purpose, we then need just to compute its q = 0 contribution, Γ

(L)
αβ,γδ(Kz, qz,0).
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The latter has been previously studied in [42], but on the basis of the diffusion ap-
proximation corresponding to low values of qz. Since the physics we want to address,
however, typically involves small scales, this approximation is not adequate and also
possibly large qz values should be properly computed. To this aim, we rewrite the
tensor Bethe-Salpeter equation as

Γ(L) = γk4I + γk4Q · Γ(L) = γk4
∞∑

m=0

(
γk4Q

)m
, (5.39)

where I ≡ δαγδβδ. To compute explicitly the infinite sum, one strategy is to decompose
the 9 × 9 matrix Q on the complete basis of orthogonal, irreducible tensors Π(n),
satisfying Π(n) · Π(n′) = δnn′ and

∑
nΠ

(n) = I [196]. Indeed, denoting by λn the
corresponding eigenvalues of this decomposition, we have

γk4Q =
∑
n

γk4λnΠ
(n) , (5.40)

so that

Γ(L) =
∑
n

γk4

1 − γk4λn
Π(n) . (5.41)

The aforementioned decomposition of Qαβ,γδ(Kz, qz,0) is very involved, but it can be
done with the help of Wolfram Mathematica© software. From this we find that the
polarization space of the matrix Qαβ,γδ is decomposable into six eigensubspaces, three
of them being associated with a twice degenerate eigenvalue. The exact expressions of
(λn,Π

(n)) are rather cumbersome and are reported in Appendix F.
The next step of the calculation is to contract Γαβ,γδ with Qγδ. From Appendix F

and Mathematica, we find that

Π
(n)
αβ,γδδγδ = 0 for n = 1, 2, 3, 4

Π
(n)
αβ,γδδγδ(δδz q̂γ + δγz q̂δ) = 0 for n ̸= 3

Π
(n)
αβ,γδδγδ(δδz q̂γ − δγz q̂δ) = 0 for n ̸= 4

Π
(n)
αβ,γδδγzδδz = 0 for n = 1, 2, 3, 4 .

(5.42)

The aforementioned contraction thus yields

Γ
(L)
αβ,γδ ·Qγδ =γk4

[
δαβ(1 + K̂2

z )

8iKzqz
+
δαzδβz(1 − 3K̂2

z )

8iKzqz
+ (δβz q̂α + δαz q̂β)

× K̂z(K̂
2
z − 1)F

(1)
22

2(1 − γk4λ3)
+

K̂zF
(0)
12

2(1 − γk4λ4)
(δβz q̂α − δαz q̂β)

]
.

(5.43)

Recalling that we are interested in computing the SOI correction to the Diffuson cen-
troid in the limit of small angles of incidence which, as shown in the previous chapters,
basically involves only the transverse components of the electric field, it is sufficient to
restrict ourselves to the first term in the right-hand-side of Eq. (5.43):

Γ
(L)
αβ,γδ ·Qγδ ≃ γk4

δαβ(1 + K̂2
z )

8iKzqz
, (5.44)
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where all components directed along the z axis have been neglected. We then arrive
at the following expression:∫

d2r⊥⟨
∣∣E(r⊥, L)

∣∣2⟩D = 4k2ze0je
∗
0l

∫
dKz

2π

∫
dqz
2π

eiqzLγk4

× 1 + K̂2
z

8iKzqz
⟨Gjα(k0, K

+
z )⟩⟨G∗

lα(k0, K
−
z )⟩ .

(5.45)

Since we do not have to perform any integration of Green’s tensors over transverse
wave vectors anymore, it is of practical convenience for the rest of the chapter to work
with ⟨Gij⟩ rewritten in the following way

⟨Gij(K, kz)⟩ =G1δij −G2k̂ik̂j +
G1 −G2

1 − k̂2z

[
δizδjz(k̂

2
z − 1) − K̂iK̂j

]
. (5.46)

Introducing the integrals

H
(0)
11 ≡

∫
dKz

2π
⟨G1⟩⟨G∗

1⟩ = − i

4kz

1

kzqz + i Im Σ1

H
(0)
12 ≡

∫
dKz

2π
⟨G1⟩⟨G∗

2⟩ = − i

2kz

1

2kzqz + i Im Σ1 + i Im Σ2

H
(0)
22 ≡

∫
dKz

2π
⟨G2⟩⟨G∗

2⟩ = − i

4kz

1

kzqz + i Im Σ2

,

(5.47)

in the near paraxial limit k̂z → 1, one obtains∫
d2r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩D =4k2zγk

4

∫
dqz
2π

eiqzL
1

4ikzqz

[
H

(0)
11 +

(
H

(0)
22 −H(0)

11

)
|x̂ · e0|2

]
, (5.48)

where we have used k0/k0 = x̂, i.e., we have chosen the transverse incident wave vector
k0 aligned along the x axis, as in the previous chapters. Using the results (5.23) for
integrals over qz, we finally get∫

d2r⊥⟨
∣∣E(r⊥, L)

∣∣2⟩D =1 − e−L/zs
[
1 −|x̂ · e0|2 (1 − eL/zS)

]
, (5.49)

where zs = −k/ Im Σ1 and zS = k/ Im(Σ2 − Σ1). Recalling the result obtained for the
coherent mode:∫

d2r⊥
∣∣⟨E(r⊥, L)⟩

∣∣2 =e−L/zs
[
1 −|x̂ · e0|2 (1 − eL/zS)

]
, (5.50)

we infer that ∫
d2r⊥⟨

∣∣E(r⊥, L)
∣∣2⟩tot =1 , (5.51)

which is nothing but the flux conservation, here recovered while taking into account
the leading-order vectorial corrections to both the coherent mode and the multiple
scattering signals.
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5.4 SOI lateral shift of the multiple scattering com-

ponent

In previous chapters, we have seen that as soon as one describes light propagation
beyond the paraxial approximation, a transverse shift associated with spin-orbit inter-
actions shows up in the coherent mode. In order to see if an analogous effect arises
also in the Diffuson, we now compute∫

d2r⊥r⊥⟨
∣∣E(r⊥, L)

∣∣2⟩D = 4ik2ze0je
∗
0l

∫
dKz

2π

∫
dqz
2π

eiqzLγk4
1 + K̂2

z

8iKzqz
×∇q⟨Gjα(k+

0 , K
+
z )⟩⟨G∗

lα(k−
0 , K

−
z )⟩|q→0 .

(5.52)

The integration over Kz of the product of retarded and advanced incoming Green’s
tensors involves the following contributions:

H11 ≡
∫
dKz

2π
⟨G+

1 ⟩⟨G∗−
1 ⟩ =H

(0)
11 + (k0 · q)H

(1)
11

H22 ≡
∫
dKz

2π
⟨G+

2 ⟩⟨G∗−
2 ⟩ =H

(0)
22 + (k0 · q)H

(1)
22

H12 ≡
∫
dKz

2π
⟨G+

1 ⟩⟨G∗−
2 ⟩ =H

(0)
12 + (k0 · q)H

(1)
12

(5.53)

with

H
(1)
11 ≡ i

4kz

1

(kzqz + i Im Σ1)2

H
(1)
22 ≡ i

4kz

1

(kzqz + i Im Σ2)2

H
(1)
12 ≡ i

kz

1

(2kzqz + i Im Σ1 + i Im Σ2)2
.

(5.54)

Note that terms which involve a qz pole in the lower half complex plane and/or are
quadratic in q are not reported here since they give no contribution to the centroid.
Performing the integration over Kz then yields the following expression for the Diffuson
centroid∫

d2r⊥r⊥⟨
∣∣E(r⊥, L)

∣∣2⟩D = 4ik2zγk
4

∫
dqz
2π

eiqzL

4ikzqz

{
k0

[
H

(1)
11 +|x̂ · e0|2

(
H

(1)
22 −H

(1)
11

)]
+

i

k0
Im[e0(x̂ · e∗

0)]
(
H

(0)
11 − 2H

(0)
12 +H

(0)
22

)}
.

(5.55)

Keeping in mind the integrals in Eq.s (5.23), together with the following integral over
qz: ∫

dqz
2π

eiqzL

(kzqz + i Im Σ)2
= − L

kz
exp

(
L Im Σ/kz

)
, (5.56)
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we obtain:∫
d2r⊥r⊥⟨ |E(r⊥, L)|2⟩D = k̂0zs

{
1 − L

zs
e−L/zs − e−L/zs −|x̂ · e0|2

[
− 2k̂20

− L

zs
e−L/zs

(
1 − (1 + k̂20)eL/zS

)
− e−L/zs

(
1 − (1 + 2k̂20)eL/zS

)]}
+

Im[e0(x̂ · e∗
0)]

k0
e−L/zs(1 − eL/2zS)2 .

(5.57)

The vectorial description of the Diffuson centroid brings a first correction proportional
to |x̂ · e0|2 along k̂0 direction. Such correction being in the same direction as the
paraxial contribution but of much smaller amplitude (proportional to k̂20), we drop it
from now on. The other correction, corresponding to the last term in the right-hand
side of Eq. (5.57), is instead responsible for the emergence of a SOI-related lateral
shift RD

y transverse to both the incident transverse wave vector and the longitudinal
axis, as we will see in the following. When compared with the lateral term affecting
the coherent mode centroid, one realizes that such term is actually equal in magnitude
but of opposite sign. Therefore, no lateral shift is predicted to show up when looking
at the centroid of the total signal:

Rtot
⊥ (L) = k̂0zs

(
1 − e−L/zs

)
⇒ Rtot

y (L) = 0 . (5.58)

Hence, it seems that spin-orbit interactions of light effectively do not play any role when
recording both the diffusive light and the ballistic components, at least at the level of
the beam centroid and within the uncorrelated disorder model. It would be interesting
to check if this property holds true even when considering correlated disorder where
the scattering mean free path and the transport mean free path can differ significantly.

However, spin-orbit interactions are responsible for the appearance of a lateral dis-
placement along y of opposite sign for the two components when considered separately.
Considering the usual incident polarization e0 = (x̂′ + eiϕŷ)/

√
2, we find the following

expression for the lateral shift Diffuson centroid taken alone:

RD
y (L) =

σ

k0

e−L/zs(1 − eL/2zS)2

2 − e−L/zs
(
1 + eL/zS

) , (5.59)

where σ = sinϕ is the helicity of the incident beam. Looking carefully at the cal-
culations leading to Eq. (5.59), one notes that the Diffuson spin Hall effect actually
originates from the SOI corrections impacting the propagation of light from the source
point to the first scattering event, but not the multiple scattering process itself (i.e.,
no spin-orbit corrections occur in the structure factor Γ(L)). For comparison, we recall
the corresponding result for the coherent mode [62]:

Ry(L) = − σ

k0

[
1 − 1

cosh (L/2zS)

]
. (5.60)
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Figure 5.3: Centroid of the coherent mode Ry (panel a) and of the multiple scattering

signal RD
y (panel b) vs. L/zs for three values of k̂0 ≪ 1. The centroids are expressed

in units of σ/k0, with σ the helicity of the incident beam.

Both lateral shifts (5.59) and (5.60) are proportional to the incident beam helicity
and, as already pointed out, have different signs. We also observe that, while for the
coherent mode only the zS parameter governs the evolution of the shift with L, in the
case of Rd

y both zs and zS come into play. The evolutions of Ry and RD
y with L are

depicted in Fig. 5.3. In the case of the coherent mode centroid, after a longitudinal
propagation length of a few zS, a plateau value of the shift of magnitude σ/k0 is reached.
On the other hand, a lateral shift of the Diffuson centroid reaches a maximum RD

y,max

at a certain L ≡ Lmax, and then goes to zero at large L. Because in the present
chapter we have considered a simple model of (non-resonant) Gaussian uncorrelated
disorder, we have zS = zs/k̂

2
0 ≫ 1. In this model, we observe a clear separation between

the longitudinal scales at which the two lateral shifts Ry and RD
y become significant.

Indeed, while the spin Hall effect of the coherent mode emerges at the scale L ∼ zS,
the Diffuson SHE takes place at L ∼ Lmax, which is of the order of zs, see Fig. 5.4a.
The maximum value of the Diffuson lateral shift, on the other hand, is shown in Fig.
5.4b. It can be approximated as

RD
y,max ≃ 0.1

σ

k0

(
zs
zS

)2

≃ 0.1
σ

k
k̂30. (5.61)

Hence, the lateral shift of the Diffuson centroid is very small compared to that of the
coherent mode [Ry(L ≫ zS) ≃ −σ/k0], due to the additional factor 0.1k̂40 ≪ 1. This
small amplitude of the multiple scattering shift is a priori extremely difficult to detect
experimentally. However, by naively substituting in Eq. (5.59) the values of zs and
zS computed in the previous chapter in the case of a random photonic array with the
incident laser frequency tuned at the TM resonance ω1, for which we have zs/zS ≃ −4
(see Fig. 4.5), one obtains a significant amplification of the effect: RD

y,max(Lmax ≃
0.65zs) ≃ 0.19σ/k0.
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Figure 5.4: (a) Medium thickness Lmax where the Diffuson lateral shift RD
y is maximum

and (b) corresponding maximum value RD
y,max as a function of k̂0 = sin θ ≪ 1, with θ

the angle of incidence. The dashed black curve is the approximation (5.61).

5.5 Conclusion

In this chapter, we have provided first theoretical insights of the existence of a
spin Hall effect in the multiple scattering component of light propagating in transverse
disorder. The results here presented are to be considered as preliminary as they have
been only derived in the framework of the simple model of continuous uncorrelated
disorder. An extension to the case of a photonic array, however, is rather straightfor-
ward. Furthermore, a clear physical interpretation of the change of sign with respect
to the spin Hall effect of the coherent mode, as well as a computation of the evolution
of the different Diffuson angular momentum contributions, still need to be formulated.
Possible amplification of the phenomenon via the weak-measurement scheme, finally,
could also be the focus of future works.
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General conclusion and outlook

In this thesis, we have explored the effects of spin-orbit interactions on light prop-
agation in transversally disordered dielectric media. On general grounds, we have
shown by employing a full vectorial description that, as soon as the incident beam
wave vector is tilted with respect to the optical axis along which the medium is ho-
mogeneous, an anisotropic component encoding spin-orbit interactions of light appears
in the disorder-average electric field, with SOI of light effectively imprinting birefrin-
gence and dichroism to the random medium. This component is responsible for the
emergence of a spin Hall effect of light in the coherent mode, i.e., a lateral shift of the
ballistic component of the beam, both transverse to the optical axis and to the projec-
tion of the incident wave vector in the disordered transverse plane. In particular, we
have demonstrated the existence of an oscillating spin Hall effect affecting the coherent
mode in the case of continuous transverse disorder, controllable via incident polariza-
tion, the angle of incidence and the disorder correlation length. The spin Hall effect
is also accompanied by a complementary evolution of the polarization of the coherent
mode, mediated by the conservation of the longitudinal component of the total angu-
lar momentum. In this model of disorder, we have shown that this lateral shift -which
typically occurs at the scale of the transverse wavelength- can be amplified up to the
much larger scale of the beam width, by employing a weak-measurement scheme based
on polarimetry. Nevertheless, in non-resonant disorder, the spin Hall effect remains
difficult to measure as it typically occurs at a longitudinal scale much larger than the
mean free path (zL(S) ∼ zs/k̂0 ≫ zs), where the coherent mode is exponentially atten-
uated. To overcome this issue, we have further considered a discrete model of resonant
transverse disorder, a transversally disordered photonic array made of parallel tubes.
By describing the disorder-average propagation of light in such a structure using a
model based on Mie scattering, we have showcased the possibility of tailoring the spin
Hall effect of the coherent mode via a tuning of the frequency of the incident laser. In
particular, by operating in the vicinity of the second Mie resonance of the system, we
have identified a novel regime where the spin Hall effect arises at a scale zL(S) ≲ zs,
making the effect a priori observable experimentally. We have also investigated the
time dependence of the spin Hall effect following the abrupt extinction of the laser. In
that case, the appearance of a flash of light in the coherent mode makes the spin Hall
effect observable at large optical thicknesses. Finally, we have explored for the first
time the role of SOI in transverse multiple scattering, and have found evidence for a
SHE for the diffusive photons.
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There are several possible lines of research for future works on the role of spin-orbit
interactions in disordered media. A first one would consist in more systematically
exploring the spin Hall effect with numerical simulations in transverse disorder, for
instance using an electromagnetic transfer-matrix approach. This would allow, in par-
ticular, to characterize the SHE at the level of single disorder realizations. Second,
providing a geometric-phase description of spin-orbit interactions in random media
would be of high interest, not only from a fundamental point of view, but also as a
practical tool. Indeed, this might lead to a significant simplification of the problem,
making accessible the computation of more complex observables while avoiding the
full vectorial resolution of the problem, as done in the present thesis. A theoretical
implementation of the Berry phase in the context of disordered systems is, however,
not straightforward since it must rely on a wave description, rather than on a (semi-
classical) ray approach as we presented in the beginning of the manuscript. Precisely,
this would require introducing the Berry phase at the level of the Green’s function,
in the spirit of the Aharonov-Bohm effect for electrons in vector-potential fields. An-
other possible direction is to try to export this SOI physics beyond the geometry of
transverse disorder. Although spin-orbit interactions average out when considering a
standard isotropic 3D disorder, the origin of the spin Hall effect in transversally dis-
ordered media pointed out in this thesis, i.e., the anisotropy between the ŷ and x̂′

axes, may suggest the possible presence of similar effects in 3D disorder composed of
scatterers with certain anisotropic properties. As far as the multiple scattering signal
is concerned, the spin Hall effect of the Diffuson certainly requires further investiga-
tion. As already stated, only first insights into this physics have been presented in this
thesis. Extending it to correlated disorder and to the case of transversally disordered
photonic arrays or investigating a possible amplification via weak measurements, to-
gether with a better understanding of the phenomenon and of the conservation laws
at play, constitute important questions to be addressed. Other open questions, finally,
are the effect of spin-orbit interactions of light on the centroid corrections associated
with coherent backscattering, and in the Anderson localization regime.
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Appendix A

Stokes parameters

In weakly inhomogeneous optical media satisfying λ|∇ϵ|/ϵ≪ 1, light can be effec-
tively described as transverse waves. Given a monochromatic plane wave characterized
by a frequency ω and a wave vector k, both the electric and magnetic fields then ap-
pear to always be orthogonal to k, transverse to the direction of propagation. Once
an orthonormal basis (ê1, ê2) for the plane transverse to k is chosen, the polarization
of light can be determined by looking at the complex component of the electric field
projected onto the basis (ê1, ê2). Jones vector is a two-component vector composed of
such complex numbers. Jones vectors (and Jones calculus) are only applicable to light
that is already fully polarized, such as the case of a monochromatic plane wave here
taken as an example.

In order to describe the polarization state of more complex beams, such as randomly
or partially polarized light, one needs to employ the Stokes parameters. The Stokes
parameters are a set of four values often combined into a vector, known as the Stokes
vectors, (I,Q, U, V )T , which require the use of the so-called Mueller calculus to be
manipulated.

Once the (ê1, ê2) basis is fixed, the Stokes parameters are defined as follows [197]:

I =|E1|2 + |E2|2

Q =|E1|2 − |E2|2

U =2 Re[E∗
1E2]

V =2 Im[E∗
1E2]

(A.1)

with E1(2) = ê1(2) ·E. I is the total intensity of the beam, Q and U give the amount of
light linearly polarized along the (ê1 or ê2) axes and linealy polarized at ±45◦ in the
(ê1, ê2) plane, respectively, while V describes the amount of light in the beam which
is circularly polarized.

An efficient graphical tool useful for visualizing the polarization state of a light beam
and its evolution is provided by the Poincaré sphere, a unity-radius sphere lying in a
three-dimensional space whose Cartesian axis are given by the Stokes parameters Q,
U and V (as done in Fig. 3.5). All possible normalized polarization states are mapped
into points on the surface of the Poincaré sphere. The depiction of the evolution of
such polarization states translates into a curve lying on the Poincaré sphere surface.
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Appendix B

Angular momentum of light

Within the classical physics framework, the angular momentum of a physical entity
is given by the pseudovector resulting from the cross product between its position and
its linear momentum. This holds true for classical particles as well as for light. Thus,
the electromagnetic angular momentum contained in a volume V reads

J =
ϵ0
2

∫
V

d3r
{
r ×

[
E(r) ×B∗(r)

]}
. (B.1)

In the thesis we are studying light propagation along an optical axis ẑ. Rather than the
total angular momentum contained inside a certain space region, we are then interested
in the total angular momentum along the longitudinal axis z, which reads

J(z) =
ϵ0
2

∫
d2r⊥

{
r ×

[
E(r) ×B∗(r)

]}
, (B.2)

where the integration is now over the transverse plane (x, y). By using the Maxwell
equation iωB = ∇ × E, it is possible to eliminate from all equations the explicit
dependence of the magnetic field B [198]. For Eq. (B.2), this procedure yields

J(z) =
ϵ0

2iω

∫
d2r⊥E

∗
i (r ×∇)Ei +

ϵ0
2iω

∫
d2r⊥E

∗ ×E , (B.3)

where the summation over repeated polarization indices (Einstein convention) is un-
derstood.

The first term in the right-hand side of Eq. (B.3) is related to the spatial variation
of the electric field and is interpreted as an orbital angular momentum:

L(z) =
ϵ0

2iω

∫
d2r⊥E

∗
i (r ×∇)Ei . (B.4)

When speaking of orbital angular momentum of light, it is customary to distinguish its
“intrinsic” and “extrinsic” components [199]. The extrinsic component is related to a
displacement of the light beam with respect to an origin. The extrinsic orbital angular
momentum then represents the optical analogous to the mechanical angular momentum
of classical particles. On the other hand, the intrinsic orbital angular momentum is
associated with a variation of the phase of the field, thus concerning the deformation
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of the light wavefronts. Beams displaying optical vortexes, known in literature as
helical modes, for instance, carry a non-zero intrinsic orbital angular momentum. The
Laguerre-Gaussian beams [200] constitute a notable example of such helical beams. In
the present thesis, however, only the extrinsic orbital angular momentum is involved.

On the contrary, the second term of Eq. (B.3) is associated to the vector nature
of light and thus to the light polarization degrees of freedom. Indeed, such term is
interpreted as the spin angular momentum of light:

S(z) =
ϵ0

2iω

∫
d2r⊥E

∗ ×E . (B.5)

Discriminating the different contributions to the angular momentum of light beams
and the conservation rules that relate them is in general crucial to highlight the presence
of spin-orbit interactions in an optical system.
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Appendix C

Scattering by a cylinder: Mie
coefficients

Mie theory provides an exact solution to electromagnetic-wave scattering by objects
of arbitrary size. We summarize here the main steps of the derivation of the Mie
coefficients in the case of interest in the thesis, namely an infinite circular right cylinder.
Nevertheless, the modus operandi is general to any Mie theory. For more details,
together with a step by step derivation, we refer the interested reader to [172].

The starting point is the scalar Helmholtz equation, which, once expressed in polar
coordinates (r, φ, z), admits the separable solutions

ψn(r, φ, z) = Zn(rk0)e
inφeikzz , (C.1)

where Zn is a solution to the Bessel equation [201] and n ∈ Z. The scalar functions ψn

are functions from which it is possible to generate the special class of solutions of the
vector Helmholtz equation, given by:

Mn = ∇× (ẑψn) Nn =
∇×Mn

k
. (C.2)

Mn and Nn, known as vector cylindrical harmonics, constitute an infinite orthogonal
complete vector basis of the real space. One can then expand both the incident and
scattered field, as well as the field inside the cylinder, on this basis. This decomposition
is suitable for imposing the continuity of the tangential components of both electric and
magnetic fields at the cylindrical interface r = ρ, which as a result returns the values
of the Mie coefficients, i.e., the expansion coefficients on this basis of the scattered field
Es. The latter reads

Es =

[
ETM

s

ETE
s

]
∝

[ ∑∞
n=−∞ bnIN

(3)
n + ianIM

(3)
n∑∞

n=−∞ bnIIN
(3)
n + ianIIM

(3)
n

]
, (C.3)

where the superscript (3) indicates that the vector cylindrical harmonics are here gener-
ated using the Hankel function of the first kind [201] as solution of Bessel equation Zn.
The subscripts I and II applied to the Mie coefficients a and b indicate if they come,
respectively, from the component ETM

s or ETE
s of the scattered field, while the sub-

script n indicates its order in the harmonic expansion. In the case of an infinitely-long
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cylinder, the Mie coefficients have analytical expressions, which we report below:

anI =
CnVn −BnDn

WnVn + iD2
n

= −bnII

bnI =
WnBn + iDnCn

WnVn + iD2
n

anII = −AnVn − iCnDn

WnVn + iD2
n

,

(C.4)

where

An =iξ
[
ξJ ′

n(η)Jn(ξ) − ηJn(η)J ′
n(ξ)

]
Bn =ξ

[
m2ξJ ′

n(η)Jn(ξ) − ηJn(η)J ′
n(ξ)

]
Cn =n cos θηJn(η)Jn(ξ)(ξ2/η2 − 1)

Dn =n cos θηJn(η)H(1)
n (ξ)(ξ2/η2 − 1)

Vn =ξ
[
m2ξJ ′

n(η)H(1)
n (ξ) − ηJn(η)H(1)

n
′(ξ)
]

Wn =iξ
[
ηJn(η)H(1)

n
′(ξ) − ξJ ′

n(η)H(1)
n (ξ)

]
(C.5)

with ξ = kρ sin θ, η = kρ
√
m2 − cos2 θ, and Jn and H

(1)
n being the Bessel and Hankel

functions of the first kind, respectively.
Eq. (4.6) of the main text, where the Mie coefficients (C.4) enter, is obtained by

expanding at large distances (k0r⊥ ≫ 1) the scattered field obtained in the above Mie
theory.
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Appendix D

Parameters of lowest Mie
resonances

In this appendix, we provide the analytical expressions of the resonance frequencies
ω0(1) and widths Γ0(1) of the two lowest Mie resonances of a dielectric cylinder. These
expressions are obtained by linearizing the Bessel functions in Eq. (C.5) in the vicinity
of the first zeros of the denominators of b0I and a1I. For the lowest Mie resonance we
find

ω0 =
c0/8ρ

γ + ln a sin θ
2
√
m2−1

[
adm2

c
√
m2 − 1

−

√
a2d2m4

c2(m2 − 1)
−
(

8+
4a2dm2

c(m2 − 1)

)(
4γ+4 ln

a sin θ

2
√
m2 − 1

)] (D.1)

and

Γ0 =
ρ

c0

4πω2
0√

a2d2m4

c2(m2−1)
−
(

8 + 4a2dm2

c(m2−1)

)(
4γ + 4 ln a sin θ

2
√
m2−1

) , (D.2)

where γ is the Euler’s constant and a = 1.84118378, b = 0.2051107, c = 0.581865
and d = 0.8204428. We also recall that θ is the angle of incidence of the laser on the
cylinder, ρ is the cylinder radius and m is the refractive index of the cylinder with
respect to the surrounding medium. Similarly, for the TM Mie resonance we find

ω1 =
c0
ρ

[
α√

m2 − 1
+
mα sin2 θ

m2 − 1

(
γ + ln

α sin θ

2
√
m2 − 1

)]
(D.3)

and

Γ1 =
c0
ρ

mαπ sin2 θ

m2 − 1
, (D.4)

where α = 2.4048. In particular, at very small angle Eq. (D.3) reduces to Eq. (4.11)
of the main text. In the limit θ → 0 the width Γ0 goes to zero very slowly, whereas Γ1

vanishes very fast due to the sin2 θ scaling.

113





Appendix E

Coherent mode intensity and spin
Hall shift following laser extinction

To compute the coherent-mode intensity Ic(L, t) following a laser extinction, we
insert Eq. (4.48) into Eq. (4.51) and perform the integral over momentum. This gives

Ic(L, t) =I0

∣∣∣∣ ∫ dω

2π
e−iωt

[
πδ(ω − ωl) − ip.v.

(
1

ω − ωl

)]
×
[
e−iΣTEL/2kze0 −

(
e−iΣTEL/2kz − e−iΣTML/2kz

)
p(k0)

]∣∣∣∣2 . (E.1)

Then we express the exponential terms exp
(
−iΣTE(TM)L/2kz

)
as infinite series using

Eq.s (4.53), for instance:

exp
(
−iΣTEL/2kz

)
=

∞∑
p=0

1

p!

(
− iz

2z0s

Γ0/2

ω − ω0 + iΓ0/2

)p

, (E.2)

and perform the frequency integrals in Eq. (E.1) using the residue theorem. The
calculation is tedious but straightforward. It gives

I(L, t) =
I0
2

[
|F (L, t)|2 + |G(L, t)|2

]
, (E.3)

where

G(L, t) =
∞∑
p=0

1

p!

(
− L

2z0s

iΓ0/2

δ0 + iΓ0/2

)p
Γ(p, (Γ0/2 − iδ0)t)

Γ(p)
(E.4)
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and

F (L, t) = exp

(
− L

2z0s

iΓ1/2

−∆ω − i∆Γ/2

) ∞∑
p=0

1

p!

(
− L cos2 θ

2z0s

iΓ0/2

δ0 + iΓ0/2

)p

× Γ(p, (Γ0/2 − iδ0)t)

Γ(p)
+ exp

(
− L cos2 θ

2z0s

iΓ0/2

∆ω + i∆Γ/2

)
×

∞∑
p=0

1

p!

(
− L

2z0s

iΓ1/2

δ1 + iΓ1/2

)p
Γ(p, (Γ1/2 − iδ1)t)

Γ(p)

+
∞∑
p=0

p−1∑
s=1

1

p!

(
− L cos2 θ

2z0s

iΓ0/2

δ0 + iΓ0/2

)p
Γ(p− s, (Γ0/2 − iδ0)t)

Γ(p− s)

×
(

δ0 + iΓ0/2

∆ω + i∆Γ/2

)s

Ms

(
− L

2z0s

iΓ1/2

−∆ω − i∆Γ/2

)
+

∞∑
p=0

p−1∑
s=1

1

p!

(
− L

2z0s

iΓ1/2

δ1 + iΓ1/2

)p
Γ(p− s, (Γ1/2 − iδ1)t)

Γ(p− s)

×
(

δ1 + iΓ1/2

−∆ω − i∆Γ/2

)s

Ms

(
− L cos2 θ

2z0s

iΓ0/2

∆ω + i∆Γ/2

)
.

(E.5)

Here Γ(n, x) is the upper incomplete Gamma function, Ms(x) = 1F1(1 + s, 2, x)x
with 1F1 being the Kummer’s confluent hypergeometric function [201], and the various
detunings are defined as

δ0 =ωl − ω0

δ1 =ωl − ω1

∆ω =ω1 − ω0

∆Γ =Γ1 − Γ0 .

(E.6)

The calculation of the spin Hall shift of the coherent mode after the laser extinction
is performed using Eq. (4.52) and follows the same strategy as in the stationary case.
For e0 ∝ eTM

i + eiϕeTE
i , we find:

Ry(L, t) = −sinϕ

k0

[
1 − 2 Re[F ∗(L, t)G(L, t)]

|F (L, t)|2 + |G(L, t)|2

]
+

cosϕ

k0

2 Im[F ∗(L, t)G(L, t)]

|F (L, t)|2 + |G(L, t)|2
. (E.7)

The time-dependent spin Hall shifts following from the weak-measurement procedure,
finally, are given by:

Rδ
y(L, t) = − δ

k0

|F (L, t)|2 − Re[F ∗(L, t)G(L, t)]

δ2|F (L, t)|2 +
(

1
k0w0

)2|G(L, t) − F (L, t)|2
(E.8)

for eout ∝ eTE
i + iδeTM

i as a post-selection polarizer, and

Rδ
y(L, t) =

δ

k0

Im[F ∗(t, z)G(t, z)]

δ2|F (t, z)|2 +
(

1
k0w0

)2|G(t, z) − F (t, z)|2
(E.9)

for eout ∝ eTE
i + δeTM

i .
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Appendix F

Decomposition of the structure
factor on orthonormal projectors

In the following we report the full expressions for the eigentensors Π(n) and eigen-
values λn of the 9×9 matrix Qαβ,γδ. From this decomposition, as reported in the main
text, comes the following decomposition of the structure factor Γ(L)(Kz, qz,0):

Γ
(L)
αβ,γδ =

∑
n

γk4

1 − γk4λn
Π

(n)
αβ,γδ . (F.1)

The eigentensors Π(n) are given by

Π
(1)
αβ,γδ =

1

2
[δαγδβδ − δαδδβγ − δαγδβzδδz + δαδδβzδγz + δβγδαzδδz

− δβδδαzδγz]

Π
(2)
αβ,γδ =

1

2
[−δαβδγδ + δαγδβδ + δαδδβγ − δαγδβzδδz − δαδδβzδγz − δβγδαzδδz

− δβδδαzδγz + δαβδγzδδz + δγδδαzδβz + δαzδβzδγzδδz]

Π
(3)
αβ,γδ =

1

2
[δαγδβzδδz + δαδδβzδγz + δβγδαzδδz + δβδδαzδγz − 4δαzδβzδγzδδz]

Π
(4)
αβ,γδ =

1

2
[δαγδβzδδz − δαδδβzδγz − δβγδαzδδz + δβδδαzδγz]

Π
(5)
αβ,γδ =

F
(0)
11 − F

(0)
22 (2 − 4K̂2

z + K̂4
z ) − S

−4S
δαβδγδ + [δαβδγzδδz + δγδδαzδβz]

× −F (0)
11 + F

(0)
22 (2 − 3K̂4

z ) + S

−4S
+

−F (0)
11 + F

(0)
22 (2 − 12K̂2

z + 9K̂4
z ) − 3S

−4S

× δαzδβzδγzδδz
.
= Π

(5)
αβ,γδ(S)

Π
(6)
αβ,γδ =Π

(5)
αβ,γδ(−S) ,

(F.2)

where

S =

√[
F

(0)
11

]2 − 2F
(0)
11 F

(0)
22 (2 − 4K̂2

z + K̂4
z ) +

[
F

(0)
22

]2
(2 − 4K̂2

z + 3K̂4
z )2 . (F.3)
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From these expressions one can verify the orthonormal Π(n) · Π(n′) = δnn′ and com-
pleteness

∑
n Π

(n) = 1 relations. The corresponding eigenvalues λn are instead given
by

λ1 =F
(0)
12 K̂

2
z

λ2 =
F

(0)
11 + 2F

(0)
12 K̂

2
z + F

(0)
22 K̂

4
z

4

λ3 =
1

2
(1 − K̂2

z )(F
(0)
12 + 2F

(0)
22 K̂

2
z )

λ4 =
1

2
(1 − K̂2

z )F
(0)
12

λ5 =
1

4
[F

(0)
11 + F

(0)
22 (2 − 4K̂2

z + 3K̂4
z ) − S]

λ6 =
1

4
[F

(0)
11 + F

(0)
22 (2 − 4K̂2

z + 3K̂4
z ) + S] .

(F.4)

The quantities F
(0)
11 , F

(0)
12 , and F

(0)
22 are those introduced in Eq. (5.35) of the main text.
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