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Résumé

Le réseau Internet devient de plus en plus complexe en raison du nombre croissant de pé-

riphériques réseau, des divers services multimédias et de la prévalence du trafic chiffré.

Les solutions conventionnelles sont effectivement ingérables en raison des problèmes

d’évolutivité, de la complexité temporelle élevée, du trafic chiffré, etc. Par conséquent,

dans ce contexte, nous proposons une nouvelle architecture de dépannage efficace pour

surmonter les limitations liées au trafic chiffré et à la complexité temporelle élevée. Cette

architecture contient cinq modules principaux : une collecte de données, une détection

d’anomalies, une remédiation temporaire, une analyse des causes profondes et une remé-

diation définitive. Dans la collecte de données, il y a deux sous-modules : la mesure des

paramètres et la classification du trafic. Le sous-module de mesure des paramètres per-

met de collecter des paramètres de réseau en série temporelle pour les modules suivants.

Selon ce sous-module, nous construisons et fournissons publiquement un ensemble de

données de dépannage. En plus des paramètres du réseau, nous proposons une nou-

velle approche de classification du trafic pour identifier les classes d’applications dans le

contexte du trafic chiffré. Les paramètres du réseau sont analysés pour identifier automa-

tiquement les anomalies du réseau et déclencher les modules de remédiation: i) Le mod-

ule de remédiation temporaire qui vise à réduire les impacts négatifs des anomalies. Dans

ce module, nous proposons un routage par segments basé sur la qualité d’expérience

(QoE) des applications en utilisant l’apprentissage par renforcement pour sélectionner

les chemins de routage appropriés correspondant à chaque application et répondre aux

exigences strictes des accords de niveau de service (SLA), ii) Les modules d’analyse des

causes profondes et de remédiation. Nous considérons la congestion comme un cas

d’utilisation pour générer des anomalies et prendre en compte ses causes profondes, no-

tamment la défaillance du lien, la défaillance du commutateur et la surcharge de la mé-

moire tampon. Cette architecture est mise en œuvre et validée dans des environnements

SDN (Software-Defined Networking) en utilisant les contrôleurs d’ONOS.
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Abstract

Nowadays, the Internet network is becoming more and more complex due to an ever-

increasing number of network devices, various multimedia services and a prevalence of

encrypted traffic. Conventional solutions are effectively unmanageable because of scala-

bility issues, high time complexity, encrypted traffic and so on. Therefore, in this context,

we propose a novel efficient troubleshooting architecture to overcome limitations related

to encrypted traffic and high time complexity. This architecture contains five main mod-

ules: data collection, anomaly detection, temporary remediation, root cause analysis and

definitive remediation. In data collection, there are two submodules: parameter measure-

ment and traffic classification. The parameter measurement submodule is to collect time-

series network parameters for other modules. According to this submodule, we build and

publically provide a troubleshooting dataset for network troubleshooting. In addition to

the network parameters, we propose a novel traffic classification approach to identify ap-

plication classes in the context of encrypted traffic. The network parameters are analyzed

to automatically identify the network anomalies and trigger remediation modules: i) the

temporary remediation module which aims to reduce negative impacts of anomalies and

guarantee the availability in the network. In this module, we propose an application-

aware QoE (Quality of Experience)-based segment routing using reinforcement learning

to select appropriate routing paths corresponding to each application and meet strict SLA

(Service-level Agreement) requirements; ii) the root cause analysis and definitive remedi-

ation modules. We consider congestion as an use case to generate anomalies and take

into account its root causes including link failure, switch failure and buffer overload. This

architecture is implemented and validated in SDN (Software-Defined Networking) envi-

ronments using ONOS controllers.
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Introduction

« We are all now connected by the
Internet, like neurons in a giant
brain »

Stephen Hawking

1 General Context

Root causes analysis of anomalies plays an important in the network. Therefore, network

troubleshooting which is a process of detecting anomalies, identifying its root causes and

implementing remediation approaches to solve it definitively, is studied thoroughly by

the research community [4, 5, 6]. The reason is that computer networks nowadays have

rapidly evolved along with significant growth of IoT (Internet of Things) increase not only

a network coverage but also a complexity in the computer network, bringing a risk of

incurring problems in the network. For example, there are many problems in the network

(e.g., server disruptions, cyberattacks, link failure, etc.).

Regarding the server disruptions, Tab. 1 illustrates the total downtime and corre-

sponding money lost of several service providers [7]. For instance, Youtube and Paypal

lost from $34,000 to over $6,700,000 related to a few hours of disruptions on their cloud

servers due to failures.

Besides, many cloud services nowadays are disrupted by cyberattacks (e.g., DDoS

Total Downtime (Hours) Cost (USD)
Youtube 0.17 34,000

CloudFlare 1 168,000
Zoho 33.5 600,000
Cisco 5.33 1,066,000
eBay 6.25 1,406,250

Facebook 8.5 1,700,000
Paypal 30.2 6,795,000

Table 1: Downtime of service providers and their economic impacts.
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(Distributed Denial of Service) attacks, etc.). DDoS attack is a kind of cyberattack de-

signed to overload and disrupt network services by exhausting them with access requests.

In February 2018, Github [8] was targeted by DDoS attacks with 1.3 Tbps of traffic that

overwhelms their servers with 126.9 million packets per second. It was the biggest recorded

DDoS attack at that time, but GitHub’s systems only suffered from 20 minutes of down-

time. The reason is that GitHub implemented a DDoS migration mechanism to detect and

prevent attacks from exhausting their servers. Similarly, in February 2020, Amazon an-

nounced that their AWS Shield services mitigated the largest recorded DDoS attack with

2.3 Tbps of network traffic [8]. This attack which caused three days of "elevated threat" for

AWS Shield services, was carried out using hijacked CLDAP (Connection-less Lightweight

Directory Access Protocol) web servers. According to the latest report of Radware’s Threat

Research team during the first four month of 2021, the volume of DDoS attacks increases

by 30 percent. DDoS attacks not only focus on cloud services but also financial institutes.

For example, data centers of one of the top 15 banks in Europe, with over a trillion dollars

in assets, were targeted due to three large bursts of traffic during the second week of June

2021 [9]. The first attack reached a peak at 80 Gbps within seconds while the second and

last attacks reached a peak at 45 and 24 Gbps, respectively.

Before presenting the problem statements and objective of the thesis, we explain sev-

eral notations in network troubleshooting. Symptom is an external manifestation of fail-

ures that leads to anomalies in the network. Failure happens when an error results in a

malfunction of network systems. Error is a difference between observed and specified

conditions. For example, there are errors related to packet transmission when packets ar-

rive at a receiver. The receiver can incorrectly read bit value (e.g., reading bit 0 instead of

bit 1, etc.). Error is an outcome of faults. In other words, fault (also referred to problem)

is a root cause that leads the network systems to an error state. For example, a crashed

program is a failure that occurs when the program enters a branch of code comprising a

programming error. The root cause of programming error is a programmer who leads to

the failure (crashed program). In general, network problems can be categorized according

to its time duration [6, 10]:

• Permanent problem: It exists in the network until remediation is implemented (e.g.,

broken cable, malfunctioning interface card, etc.).

• Intermittent problem: It is a malfunction at a specific time interval in network sys-
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tems that normally operate at other intervals. For example, Internet connections in

a home network are not stable during rush hours because of many network devices.

However, it is normal in other hours when the number of network devices accessing

the Internet reduces.

• Transient problem: It is a temporary problem in the network for a short period and

causes to slight performance degradation. After a given time, it disappears auto-

matically without human intervention. For example, when a user accesses a multi-

media service (e.g., video streaming, etc.), the service may not be available due to

overload. After a few minutes, the user retries and can access the service.

2 Problem Statements and Objectives

In network troubleshooting, the processing time for root cause analysis and remediation

can take from an hour to more than five hours depending on the status of anomalies in

the network [11]. As a result, network systems can suffer from negative impacts (e.g., high

latency, high loss, etc.). These impacts can result in frequent connection interruptions

in the network. Depending on the anomaly’s nature, there are two possible cases [12].

If the root cause of anomalies is identified and solved quickly, temporary remediation is

not necessary. Otherwise, temporary remediation is required to guarantee the availability

of the network. Therefore, it became inevitable to think about network troubleshooting

frameworks that guarantee the network’s availability during the root cause analysis and

definitive remediation.

Although network troubleshooting is studied for the past two decades, there have

been several concerns regarding its deployment in the context of encrypted traffic. The

traditional troubleshooting mechanisms were not designed for encrypted traffic. How-

ever, many service providers today encrypted network traffic to prevent attackers from

inspecting data packets for illegal activities. Concretely, 80 percent of web traffic was en-

crypted by 2019 compared to 40 percent by 2016 thanks to a recent Cisco report [13].

From the point of view of NOs (Network Operators), the information in the packets is hid-

den such as sequence number, acknowledgment number, payload signatures and so on.

This brings several limitations related to network performance monitoring approaches

(e.g., estimation of quality of experience, application identification, etc.) and intrusion

detection systems [14, 15]. Therefore, encrypted traffic results in many obstacles for trou-
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bleshooting, particularly in data collection (e.g., collecting performance metrics, etc.) and

remediation approaches using a deep packet inspection (e.g., application-aware traffic

engineering, signature-based intrusion detection systems, etc.).

The main objective of this work are the following:

• It is difficult to design an effective troubleshooting architecture for encrypted traf-

fic where header and payload of packets can be encrypted to protect the data and

user’s privacy. Moreover, encrypted traffic results in obstacles for application-aware

remediation mechanisms due to a lack of information about application classes.

How can we design effective troubleshooting architecture for encrypted traffic?

• It is not easy to identify the real root cause of anomalies and solve it definitively.

Therefore, we present a proof-of-concept of root cause analysis and remediation

approaches to identify the root cause of anomalies and solve it completely.

• Identifying the root cause of anomalies and implementing remediation approaches

require much time depending status of anomalies. Consequently, the network will

be influenced negatively (e.g., high latency, high loss, etc.) during that period. How

can we deal with this issue?

3 Main contributions

In this section, we outline the main contributions of this work. Concretely, we propose a

novel troubleshooting framework for Network Operators in the context of encrypted traf-

fic with five modules: data collection, anomaly detection, temporary remediation, root

cause analysis and definitive remediation. In addition to the proposed troubleshooting

framework, there are four main contributions as follows:

• In addition to the data collection module, we propose a novel traffic classification

approach to classify encrypted traffic into different kinds of applications (e.g., video

streaming, file transfer, etc.). The application class plays an important role in the re-

mediation approaches (e.g., application-aware mechanisms, etc.) in network trou-

bleshooting (refer to Chapter 3).

• We propose a temporary remediation approach to assure the availability of network

as well as meet strict SLA requirements during the root cause analysis and definitive

remediation (refer to Chapter 5).
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• We present a proof-of-concept for the root cause analysis and definitive remedi-

ation in network troubleshooting which allows to automatically identify the root

cause of anomalies and address it completely (refer to Chapter 6).

• To implement the network troubleshooting framework, it is necessary for troubleshoot-

ing datasets. Therefore, we build and contribute the troubleshooting datasets which

contain a dataset for encrypted traffic classification approaches and two datasets

for the root cause analysis in order to facilitate the network troubleshooting (refer

to Chapter 2, Section 2.4).

4 Dissertation Organization

In this dissertation, each chapter is dedicated to one module of the proposed troubleshoot-

ing framework. The remainder of this dissertation is organized as follows:

Chapter 1 This chapter provides related work on several network problems (e.g., link

failure, switch failure, etc.). In addition to explaining the fundamental parts of traditional

troubleshooting architecture, we explain how network traffic is encrypted and provide an

analysis on limitations of network troubleshooting for encrypted traffic.

Chapter 2 presents fundamental parts of novel troubleshooting architecture in the

context of encrypted traffic and shows a proof-of-concept of this architecture in SDN

(Software-defined Networking) environment. Besides, we present a parameter measure-

ment module to collect data in order to build troubleshooting datasets. Moreover, the

chapter thoroughly describes the troubleshooting datasets which are composed of datasets

for the root cause analysis and for encrypted traffic classification.

Chapter 3 describes a novel encrypted traffic classification method to identify differ-

ent kinds of applications. The purpose is to provide information about application classes

for application-aware mechanisms in network troubleshooting.

Chapter 4 presents related work on anomaly detection. Moreover, this chapter takes

into account congestion to generate anomalies and presents an anomaly detection ap-

proach using machine learning to detect these anomalies in the network.

Chapter 5 presents an application-aware segment routing mechanism in temporary

remediation. This mechanism identifies application classes according to traffic classifica-

tion. In a particular application, this mechanism implements a specific routing strategy

based on a reinforcement learning algorithm to meet strict SLA requirements.
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Chapter 6 considers congestion a use-case for the root cause analysis and definite re-

mediation. This chapter presents a root cause analysis using machine learning to identify

the root cause of congestion. Besides, the chapter presents an adaptive congestion con-

trol algorithm to solve it completely.

Conclusions and Perspectives The last chapter concludes this thesis and provides an

insight into our future work and perspectives in the area of network troubleshooting.
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Chapter 1

State-of-the-art on Network
Troubleshooting

«A Protocol Approach to
Troubleshooting»

Ed Wilson

Chapter 1 presents the state-of-the-art on network troubleshooting and a traditional

troubleshooting architecture for non-encrypted traffic. Then, we discuss its limitations

when traffic is encrypted.
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1.1. NETWORK TROUBLESHOOTING

1.1 Network Troubleshooting

In the early 19th century, technicians were dispatched to find problems in telegraph and

phone line infrastructure to repair and solve the issues. Historically, a troubleshooter

refers to a skilled worker who finds and solves technical problems. Nowadays, troubleshoot-

ing is a form of problem-solving which aims to repair failed processes in a machine or a

system. According to related work [16, 17], there are several existing conceptions of the

troubleshooting process. The basic concept of troubleshooting is finding the faulty com-

ponents in a device to repair or replace it [18]. Schaafstal et al. [19] designed the trou-

bleshooting process with four subtasks: formulating problem description, cause genera-

tion, test, and evaluation. Similarly, troubleshooting is considered as an iterative process

with four subprocesses: problem space construction, problem space reduction, fault di-

agnosis, and solution verification [20].

Network troubleshooting is an iterative process with three subtasks: identifying, diag-

nosing and solving problems in the network. In the past, NOs (Network Operators) imple-

mented manual troubleshooting tools such as ping, traceroute and so on. ping is a com-

puter network administration utility designed to check a reachability between a source

and a destination and round-trip time of packets in the network. traceroute is a computer

network diagnostic utility used to display possible routes between a source and a destina-

tion and measure a transit delay of packets in the network. These troubleshooting tools

are used to diagnose complex problems such as loops caused by undefined interaction

between spanning tree protocols [21], etc. However, these approaches are not effective

with a huge number of network devices. Besides, 24.6 percent of administrators reported

that anomaly diagnosis takes over an hour on average to solve anomalies [22]. Therefore,

it is necessary for an automated troubleshooting process that aims to detect an anomaly,

locate its causes and solve it. Consequently, network troubleshooting is considered by the

research community [4, 5, 6]. In the following subsection, we present state-of-the-art of

network troubleshooting.

1.1.1 State-of-the-art

According to related work on network troubleshooting [4, 5, 23], problems can be clas-

sified into several categories thanks to locations where problems happen or factors that

result in problems. Yu et al. [5] and Fonseca et al. [4] categorize problems into problems
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in application, control and infrastructure layer. Similarly, problems can be classified into

problems in application service providers (ASP) or Internet service providers (ISP) [23].

Besides, problems can be classified into problems caused by administrators (e.g., router

misconfiguration, server misconfiguration, etc.) or problems that are not caused by ad-

ministrators (e.g., link failure, switch failure, buffer overload, etc.). According to a survey

of Network Operators (NOs) [11], in this thesis, we present several problems which are not

caused by administrators in following subsections.

1.1.1.1 Rule Failure

Bu et al. [24] categorized failure rule in the network into missing fault and priority fault.

The missing fault occurs when a rule is not executed as expected whereas the priority fault

occurs when overlapping rules violate a priority order.

There are research studies concentrating on the missing fault including ATPG [22] and

Monocle [25]. These approaches verify the rules by generating probe packets to exercise

every rule. ATPG uses a header space analysis [26] to check the reachability between all

test hosts. Then, the reachability result is transferred to a probe packet generator to com-

pute a minimal set of probe packets via greedy algorithm [27]. Next, these probe packets

are sent into the network systems to check the rule’s corrections. If an error is detected,

a fault localization algorithm is implemented to narrow down to identify the root cause.

However, ATPG has a drawback when it generates the probe packets for all rules. It is

not effective when there are only a few up-to-date rules. Consequently, Monocle is pro-

posed to overcome this drawback. This approach only verifies recently-installed rules and

reports misbehaviors. Besides, Monocle formulates knowledge from flow tables in the

switches as constraints and applies an SAT-solver [28] to generate a set of probe packets.

Probing is an intrusive method which generates significant overhead and increases

link utilization in the network. Consequently, it is necessary to minimize the number of

probe packets. This is a minimum set cover problem, which is a NP-Complete problem

[22]. Therefore, Bu et al. [24] proposed RuleScope, a framework for detecting rule failures

in the network. RuleScope divides flow tables into solvable subsets of rules to minimize

probe scale. Then, this approach creates a directed acyclic graph for each subset and

generates a set of probe packets for each subset. As a result, this approach processes the

probe packet generation more quickly due to a small scale of rule subsets.

Although RuleScope minimizes the number of probe packets, this approach suffers

10
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from a drawback related to a separation in the flow tables. This lead to the priority fault in

the switches. The separation in the flow tables into small subsets can result in preter-

mitting two overlapping rules in two different subsets of rules. Zhao et al. [29] pro-

posed SERVE, a rule verification to identify rule failure in the switches automatically. First,

SERVE extracts all rules for each device and builds a multi-rooted tree that considers rule

connections. Next, SERVE analyses the multi-rooted tree to generate the minimum num-

ber of probe packets. The minimum set cover problem is a NP-Complete problem, so

SERVE applies DFS (Depth-First Search) algorithm to generate the probe packets. In [30],

Zhao et al. extended the previous study [29] to present a complete framework. After

generating the probe packets, SERVE injects these packets into network systems using

an out-band channel. Besides, SERVE also computes a desired network behavior using

the multi-rooted trees. According to a comparison between the feedback from the out-

band channel for every rule and the desired network behaviors, SERVE can detect faulty

rules and send notifications to administrators. The SERVE’s performance is evaluated to

benchmarks in processing time, number of probe packets and overhead. Concerning the

number of probe packets, SERVE decreases the number of probe packets by up to 75 per-

cent in comparison with Monocle. Regarding the processing time, SERVE’s figure is three

times less than the figure for ATPG. As for the overhead, in-band bandwidth is not influ-

enced according to using the out-band channel to inject the probe packets. Besides, the

out-band bandwidth is far less than link capacity.

1.1.1.2 Link Failure

Link failure refers to unreachability between two switches. It can lead to a high packet loss

and performance degradation in the network. Link failure can be detected according to

probe packets in active monitoring approaches. ping is a simple troubleshooting tool that

sends probe packets to check the reachability between two end-points. If probe packets

are lost, it means that there is a faulty link between these end-points. Similarly, Cascone

et al. [31] proposed a fast failure detection mechanism to detect the link failure based

on the exchange of bidirectional "heartbeat" packets. When packet rate drops below a

threshold, a node sends heartbeat packets to its neighbors. If there are no responses from

its neighbors after a given time, the link failure happens in the network. However, this

mechanism requires a strict consumption related to the backup solutions that cannot be

utilized to guarantee the short failover delays (1 ms).

11
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Controller
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Figure 1.1: Unidirectional link discovery in LLDP.

Moreover, this problem can be detected by using LLDP (Link-Layer Discovery Proto-

col) in SDN (Software-defined Networking) [32, 33]. According to the topology discov-

ery protocol, SDN controller can detect link failure and remove it from network topology.

First, an OF (OpenFlow) switch connects to the controller so that the controller knows its

active ports. Next, the controller generates a Packet-Out message to each active port in

the switch to discover the topology. The LLDP between switch s1 and s2 is depicted in

Fig. 1.1. First, the controller encapsulates an LLDP packet in a Packet-out message and

sends it to the switch s1. When switch s1 receives the Packet-out message, it will forward

the LLDP packet to switch s2. After receiving the LLDP packet, switch s2 encapsulates this

packet in a Packet-in message and sends it back to the controller. The controller receives

this message and creates a link from switch s1 to s2. The same process is performed to

identify the link for an opposite direction. When link s1-s2 is faulty, the controller will not

receive the Packet-in message from switch s2. Then, the controller will remove this link

from the network topology. In the network with S switches interconnected by a set of L

links, the total number of Packet-out and Packet-in messages are described in Equation

1.1, 1.2, respectively. Pi is the number of the active port in the switch Si .

TOTALPACKET−OUT =∑S
i=1 Pi (1.1)

TOTALPACKET−IN = 2L (1.2)

Unlike the SDN environments, a hybrid SDN contains OF switches and traditional

switches that LLDP cannot discover. Therefore, SDN controllers (e.g., Floodlight [34],

OpenDayLight [35], etc.) utilize a combination of LLDP and BDDP (Broadcast Domain
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Discovery Protocol) [32] for the topology discovery. There are two main differences be-

tween LLDP and BDDP. First, destination MAC address in BDDP is a broadcast address

(FF:FF:FF:FF:FF:FF) in contrast to multicast addresses used by LLDP. This allows the tra-

ditional switch forwarding the BDDP packets to detect multi-hop links whereas LLDP is

a mechanism for a single-hop link detection. Second, EtherType of LDDP is 0x88cc while

EtherType of BDDP is 0x8999.

To keep up-to-date topology information, the controller needs to send TOTALPACKET−OUT

Packet-out messages and TOTALPACKET−IN Packet-in messages periodically. This leads to

a significant control overhead and an increase of link utilization. Therefore, many studies

focus on optimizing the number of control packets for the topology discovery. Hasan et

al. [36] proposed OpenFlow Discovery Protocol version 2 (OFDPv2) to reduce the number

of Packet-out messages. First, OFDPv2 reduces the number of LLDP Packet-Out messages

sent to each switch to one. Then, this protocol installs a new rule in each switch to for-

ward LLDP packets received from the controller to all available ports. Finally, OFDPv2

customizes the event handler of the Packet-in message in the controller to parse the MAC

address.

Besides, Xu et al. [37] proposed a monitoring link failure detection approach to reduce

the number of Packet-out messages in LLDP to one. First, this approach calculates a mon-

itoring tree path based on network topology. Then, this approach installs monitoring flow

entries into each switch based on switch’s locations in the monitoring tree path to match

and apply actions to monitoring packets. Next, the controller sends a Packet-out message

to a source node to instruct this node to send out the monitoring packets to other nodes

following the monitoring tree. If a switch cannot receive the LLDP packet after a given

time, this switch will send an alarm packet to the controller.

Unlike sending LLDP packets periodically to network systems to update the topol-

ogy information, Azzouni et al. [38] proposed sOTDP, a secure and efficient OpenFlow

Discovery Protocol that applies BFD (Bidirectional Forwarding Detection) [39] to detect

link’s events quickly. The controller listens to link’s event notifications from switches to

update the network topology instead of updating it periodically by sending LLDP pack-

ets. BFD is a detection protocol designed to provide a fast failure detection of forwarding

paths. This protocol establishes a session between two endpoints over a particular link

and sends control messages to detect active links.
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1.1.1.3 Buffer Overload

Switch’s buffer overload occurs when a data volume exceeds the storage capacity of buffer

memory in switches. This can lead to congestion in the network. Phanishayee et al. [40]

highlighted that an increase of buffer size can solve the buffer overload due to a massive

amount of network traffic. Nevertheless, this approach has low scalability because re-

placement cost of conventional devices is extremely high. Therefore, many studies focus

on congestion control and congestion avoidance mechanisms to prevent and avoid the

buffer overload.

Concerning the congestion control mechanisms, there are two kinds of flows in the

network: elephant flows and mice flows. Elephant flows are the large continuous flows

that consume high bandwidth whereas mice flows are the small flows that consume low

bandwidth. The elephant flows contain more than 90 percent of all bytes transmitted in

the network [41, 42]. Thus, Kanagavelu et al. [43] proposed a local rerouting mechanism

for elephant flows in the SDN environment to decrease negative impacts of buffer over-

load. If link utilization is higher than 75 percent of link capacity, an alarm is triggered.

The controller re-routes the elephant flows into other paths with minimal link utilization

to avoid the congested links. As for the mice flows, its lifetime is short, but the percentage

of mice flows in network traffic is very high, approximately 90 percent [41, 42]. Trestian

et al. [44] proposed MiceTrap, an OpenFlow-based traffic engineering approach for mice

flows. First, the network traffic is classified into elephant flows and mice flows. The ele-

phant flows are processed as in previous research studies (e.g., [43], etc.) whereas the

mice flows are processed by MiceTrap. If a traffic volume exceeds a threshold, MiceTrap

is triggered. Then, MiceTrap routes the mice flows using a weighted multi-path routing

algorithm which assigns these flows into paths based on its weight. The higher the path’s

weight, the less the path is chosen.

Besides, there are studies focusing on both elephant and mice flows in the routing

approach. Song et al. [45] proposed a routing algorithm which re-routes congested link

when link utilization is higher than 70 percent of link capacity. However, the routing al-

gorithms without considering available bandwidth can lead to congested links in the net-

work. Thus, Attarha et al. [46] and Gholami et al. [47] proposed a routing algorithm that

estimates link utilization and selects the links with high available bandwidth. Similarly,

Sminesh et al.[48] proposed a routing algorithm using a Bayesian network. This approach

contains three modules. The first one is to identify a bottleneck link when its link uti-

14



1.1. NETWORK TROUBLESHOOTING

lization is higher than a threshold. The second one is to update topology and identify all

available routing paths. The final one is to select the routing paths using the Bayesian

network according to link utilization and residual bandwidth.

The above routing mechanisms consider a routing policy for different applications

(e.g., video streaming, file transfer, etc.). However, it is ineffective because each appli-

cation contains specific SLA requirements (e.g., low latency, high bandwidth, etc.). Con-

sequently, many research work placed a special focus on application-aware routing al-

gorithms. Li et al. [49] proposed an application-aware traffic control scheme that im-

plements a simple flow classification to apply corresponding rules. Adami et al. [50]

proposed a differentiated routing algorithm in the network. First, this approach applies

a deep packet inspection to identify the SIP (Session Initiation Protocol) flows using its

signatures (e.g., UDP packet with destination port 5060, content-Type is set to applica-

tion/sdp, etc.). Next, this approach calculates the shortest paths for these flows using the

Dijkstra algorithm with link utilization as a link cost. Similarly, Cheng et al. [51] pro-

posed an application-aware routing algorithm to implement different routing policies

corresponding to various applications. First, this method classifies the flows into three

categories consisting of real-time applications (VoIP, video communication and gaming),

streaming applications (streaming video, audio, IPTV and web browsing) and miscella-

neous applications (file sharing and miscellaneous upload/download). Then, each cate-

gory is processed with a specific routing policy using different network parameters such

as link load, delay and delay variation. Pasca et al. [52] proposed AMPF, an application-

aware multipath packet forwarding framework in SDN using a machine learning algo-

rithm. First, AMPF classifies network flows into real-time traffic, buffered transfer, web

browsing and restricted transfer. Next, AMPF calculates k available paths using Dijkstra’s

algorithm corresponding to each application. Finally, AMPF assigns network flows into

these routing paths.

Regarding the congestion avoidance algorithms, Abdelmoniem et al. [53] proposed a

switch-assisted TCP congestion control approach using a small modification to switches.

When congestion is detected, this approach rewrites the receiver window field in TCP

header to reduce sending rate. Similarly, Hwang et al. [54] proposed SCCP, a scalable con-

gestion control protocol. SCCP limits sending rate of TCP senders by leveraging switches.

Concretely, SCCP modifies the advertisement window field in the TCP header of packets

traversing the switches. Besides, many studies are focusing on end-to-end congestion
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avoidance algorithms which adjust sending rate at the sender’s side [55, 56]. Xu et al.

[57] proposed DRL-CC, a congestion control algorithm using DRL (Deep Reinforcement

Learning) in MPTCP. DRL-CC monitors acknowledgment packets to extract network pa-

rameters (e.g., RTT, RTT deviation, goodput, etc.) and implements a DRL algorithm to

adjust the congestion window (cwnd) at the sender’s side. Similarly, Jay et al. [58] pro-

posed Auro, an Internet congestion control algorithm using DRL. Auro monitors network

states and adjusts sending rate using the DRL algorithm and network parameters includ-

ing latency gradient, latency ratio and sending ratio.

1.1.2 Traditional Troubleshooting Architecture

Data Collection
Anomaly

Detection

Root Cause

Analysis
Remediation

Figure 1.2: Overall Traditional Troubleshooting Architecture.

Following existing survey on network troubleshooting [4, 5, 6], the traditional trou-

bleshooting architecture contains four main modules including data collection, anomaly

detection, root cause analysis and remediation modules. The traditional troubleshooting

architecture is depicted as in Fig. 1.2. First, the data collection module monitors the net-

work systems and collects the network traffic using monitoring approaches (e.g., NetFlow

[3], sFlow [59], OpenFlow-based monitoring approaches, etc.) to extract troubleshooting

data (e.g., network parameters, etc.). Then, this data is analyzed in the anomaly detection

module to detect anomalies (moments when network problems happen) in the network.

After that, the root cause analysis analyzes thoroughly the troubleshooting data to iden-

tify the root cause of anomalies in the network. An anomaly can be caused by many root

causes. For instance, congestion can result from link failure, DDoS attack, switch’s buffer

overload and so on. Finally, root cause is solved definitively in the remediation module

to return normal states to the network. The purpose of the troubleshooting architecture

is to build self-healing networks that automatically detect, diagnose, and remediate the

network anomalies.

Facing a growing number of data stealing attacks, encrypted traffic is utilized by many

service providers to make their data more secure and protect their user’s privacy. This

leads to many difficulties for network troubleshooting [14]. In the following sections, we

present how network traffic is encrypted and drawbacks of network troubleshooting in
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the context of encrypted traffic.

1.2 Background on encryption protocols

In the report of Thales e-Security in April 2017 [1], the percentage of encrypted flows

ranges from 16 to 41 percent during the period 2005-2016. Fig. 1.3 shows the global

growth of encrypted traffic from 2005 to 2016. Similarly, in a current Cisco report [13],

80 percent of web traffic is encrypted by 2019 in comparison with 40 percent in 2016.

Figure 1.3: The global growth of the encrypted traffic [1].

According to related work [60], there are two kinds of encryption protocols in the net-

work. The first one encrypts the whole packet (e.g., IPsec, etc.) while the second one only

encrypts packets’s payload (e.g., TLS, etc.). Besides, Google has recently developed QUIC

(Quick UDP Internet Connections), a new transport layer network protocol from 2012,

to provide secure connections and improve latency in the network [61]. Similar to TLS

(Transport Layer Security), QUIC only encrypts the payload and a part of packet’s header.

QUIC is equivalent to a combination of TCP and TLS. Moreover, QUIC offers opportuni-

ties to overcome the limitations of TCP+TLS related to connection establishment time,

TCP Head of Line blocking and connection migration [61]. Therefore, in this thesis, we

consider QUIC as an encryption protocol in the network troubleshooting framework. The

background about IPsec, TLS and QUIC are presented as follows.

1.2.1 QUIC

QUIC [61] is a novel transport protocol designed by Google from 2012. Its design is mo-

tivated by multiple existing protocols such as TCP, TLS and HTTP/2 (Hypertext Transfer

Protocol version 2). In early 2021, QUIC is standardized by IETF (Internet Engineering
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Figure 1.4: Difference between TCP+TLS and QUIC architecture.

Task Force) to solve urgent issues of TCP+TLS [62]. The difference between TCP+TLS and

QUIC is depicted as in Fig. 1.4. QUIC is designed to improve latency in the network by

sending data directly with 0-RTT in the best case. Moreover, it incorporates TLS1.3 to

require all connections to be encrypted. QUIC also offers multiplexing features to send

multiple data streams over a single connection. Furthermore, it offers opportunities to

migrate connections without interrupting data communication. QUIC is implemented

on the top of UDP (User Datagram Protocol), so it can be deployed in user space in con-

trast to TCP which is implemented in system kernels. This feature allows deploying QUIC

quickly in an application update cycle. The deep analysis on QUIC’s characteristics [2] is

described as follows.

1.2.1.1 Encryption

Src Port
Dest 

Port
Seq No ACK No Flags Window Options Payload

TCP
Encrypted

Src Port
Dest 

Port
Flags

Connection

ID

Packet

No
Frame ACK

UDP

Window Options Payload

Public 

header

QUIC (Open) QUIC (Encrypted)

Private 

header

Figure 1.5: Comparison of QUIC packet format with TCP+TLS.

QUIC uses TLS 1.3 to provide end-to-end encryption. When the TLS handshake is

complete, the encryption is performed on the UDP payload. In QUIC protocol, there are
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two kinds of headers: public and private headers. The public header is not encrypted

whereas QUIC encrypts its private header along with the payload. The comparison of

QUIC packet format with TCP+TLS is depicted as in Fig. 1.5. QUIC public header contains

connection ID and flags. The connection ID is an identifier used to identify a connection

at an endpoint. The flags are used in the initial session establishment.

The remainder (private header and payload) is encrypted, so it is not visible to an

eavesdropper. In TCP, the control of the protocol is explicit, so a third party (e.g., NOs, etc.)

is able to inspect this information (e.g., sequence number, acknowledge number, etc.) for

network troubleshooting. For example, NOs can infer network performance parameters

(e.g., round-trip time, etc.) by inspecting TCP packets. In contrast, the private header

and payload of QUIC are encrypted to protect from third-party inspection. This creates

many obstacles for NOs in network troubleshooting. The detail is described thoroughly

in section 1.3.

1.2.1.2 Connection Establishment

Nowadays, many services require a secure and reliable connection. The combination

of TCP and TLS is a potential solution for this purpose. TCP+TLS requires at least two

RTTs to establish a secure connection, bringing a significant latency. QUIC integrates

TLS1.3 to set up a secure connection with 0-RTT for a connection establishment time. In

other words, encrypted payload is sent in the first packet when a previous connection is

resumed. Comparison of connection establishment between QUIC and TCP+TLS is de-

scribed as in Fig. 1.6.

Concerning first-time connection establishment (Fig. 1.6a), QUIC only uses 1-RTT by

combining transport and cryptographic handshake in contrast to 3-RTTs in TCP+TLS1.2

and 2-RTTs in TCP+TLS1.3. QUIC combines both transport and cryptographic handshake

in the first packet of connection to reduce latency in connection establishment. When a

client connects to a server for the first time, it sends a Client Hello message to the server

for key negotiation, along with other information (e.g., connection ID, preferred version

number, etc.). The client encodes the handshake using the version number which is pro-

posed. If the server does not support this version, it redirects the client to a version ne-

gotiation process. Otherwise, the server replies with a Server Hello message containing

necessary information (e.g., certificate, session information, etc.) for subsequent con-

nections. Next, the client can send encrypted packets to the server.
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Figure 1.6: Comparison of connection establishment between QUIC and TCP+TLS.

The necessary information for the first-time connection establishment is stored in a

cryptographic cookie at the client-side. It is used to authenticate the client in the subse-

quent connections. In the cookie, the server’s Diffie-Hellman value is used to calculate an

encryption key.

As for the subsequent connections (Fig. 1.6b), the client sends the Diffie-Hellman

value and its cookie to the server, along with the encrypted payload. The server uses in-

formation in the cookie to authenticate the client. Then, it uses the Diffie-Hellman value

to calculate the encryption key to decrypt the encrypted payload and sends back the en-

crypted responses to the client.

1.2.1.3 Multiplexing

Multiplexing is a method of sending multiple data streams over a single connection. In

HTTP1.1, a client can only request one resource in a single connection as in Fig. 1.7a,

so it needs to open multiple concurrent TCP connections. However, each client has a

limited number of connections to a server, so sending a new request over one of these

connections has to wait until a previous connection is complete. This leads to the HTTP

HoL blocking (Head of Line blocking) which brings additional latency and complexity of
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Figure 1.7: Multiplexing comparison between HTTP1.1 and HTTP/2 over TCP and QUIC [2].

managing multiple connections.

HTTP/2 (Fig. 1.7b) solves this problem by multiplexing multiple data streams over a

single connection if there are multiple requests to the server. Data transmitted in the same

connection is delivered to the client in order, leading to the TCP HoL blocking. If a TCP

packet in a connection is lost, the server must wait until the TCP packet is retransmitted

successfully before processing the following TCP packets.

QUIC (Fig. 1.7c) supports multiplexing multiple data streams over a single connection

without requiring ordered delivery of all packets. Consequently, this can overcome the

TCP HoL blocking. Data missing on a stream does not block the delivery of other streams.

1.2.1.4 Connection Migration

TCP uses a port and an IP address of both endpoints to identify a connection. All network

connections will be interrupted when a client changes its IP address such as moving out

of a Wi-Fi network range or switching from a wired to a cellular network. However, QUIC

uses a connection ID (identifier) randomly generated by a QUIC client to identify a con-

nection. When a QUIC client changes its IP address, it can continue to use the current

connection ID from a new IP address without any connection interruptions.
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1.2.2 Other Protocols

1.2.2.1 IPsec
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Figure 1.8: IPsec packet structure.

IPsec (Internet Protocol Security) [63] is a secure network protocol that encrypts and

authenticates data packets to provide secure communication between two endpoints in

the network. IPsec is used widely in VPN (Virtual Private Network). IPsec is a layer 3 end-

to-end security scheme, so it not only protects payload but also IP header of data packets.

IPsec uses UDP packets on port 500 for initial handshake, authentication and shared se-

cret establishment. In this protocol, there are two main parts including Authentication

Header (AH) and Encapsulating Security Payload (ESP). In the infancy of IPsec, the for-

mer is responsible for authentication while the latter provides data confidentiality. ESP

adds a header and a trailer to each packet as in Fig. 1.8. IPsec can operate in two modes:

transport and tunnel modes. Only data and ESP trailer are encrypted in the transport

mode whereas an entire original packet and ESP trailer are encrypted in the tunnel mode.

1.2.2.2 TLS

TLS [64] is a successor of SSL (Secure Sockets Layer), a cryptographic protocol designed

to provide a communication security in the network. It runs in the application layer to

provide privacy and data integrity in data communication. TLS is considered as a secure

layer in HTTPS (Hypertext Transfer Protocol Secure), a popular secure communication

protocol on the Internet.
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Figure 1.9: TLS record packet.

TLS contains two main layers including TLS record and TLS handshake. The former

one aims to divide data into compressed fragments. In a TLS record, a fragment is fol-

lowed by MAC (Message Authentication Code). The fragment and its MAC are encrypted

together in a TLS record. The structure of TLS record packet is described as in Fig. 1.9.

During the TLS handshake, clients and servers exchange messages to acknowledge and

verify each other. Then, it establishes an encryption algorithm and agrees on session keys.

At the beginning of TLS connections, clients and servers are authenticated according to

X.509 certificates chain. In this phase, TLS messages exchanged are not encrypted until

session keys are established and agreed. Next, these session keys are utilized by the TLS

record to communicate data.

1.3 Drawbacks of Troubleshooting with Encrypted Traffic

Nowadays, many new protocols (e.g., TLS1.3, QUIC, etc.) are designed to provide en-

cryption and authentication for data communication in the network. The authentication

protects the data integrity and prevents unexpected modifications in data packets. The

encryption provides the confidentiality of transport data and prevents a data inspection

for illegal purposes (e.g., stealing information, etc.). This reduces the ability of NOs to ob-

tain an insight into their networks and effectively manage their networks. In this subsec-

tion, we present two drawbacks of network troubleshooting in the context of encrypted

traffic.

1.3.1 Network Performance Monitoring

Network performance monitoring is an essential part of the data collection module to

collect network parameters for network troubleshooting. Parameter measurement helps
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NOs to troubleshoot problems and identify whether the problems happen in their net-

work or other sides (e.g., service providers, clients, etc.). Measurement approaches mon-

itor network traffic and use information in packets (e.g., sequence number, acknowledg-

ment number, etc.) to measure network parameters (e.g., Quality of Experience, etc.) or

additional information (e.g., application class, etc.).

1.3.1.1 QoE Estimation

Concerning the Quality of Experience (QoE), many existing studies calculate QoE us-

ing a QoE model based on subjective data [65]. The QoE model is built according to

application-level parameters (e.g., start-up delay, number of stalling events, bitrate, res-

olutions, etc.). These parameters can be extracted by analyzing client or server-side logs,

but NOs do not have access to this information. Hence, NOs can implement network-side

measurement approaches by analyzing network traffic to obtain these parameters. In fact,

the application-level parameters can be measured thanks to the information in the HTTP

packet headers [66, 67]. For example, Youtube QoE is determined by stalling events in

the video playback. Therefore, Schatz et al. [66] proposed a deep packet inspection tech-

nique to measure the number of stalling events using IP network flows. The objective is

to measure the playing time accumulated in the buffer of the Youtube player by compar-

ing timestamp of packets and playback time of video frames. When the playback buffer

is empty, the video starts to stall. The playback time can be obtained according to the

HTTP packet headers. However, service providers (e.g., Youtube, etc.) nowadays encrypt

network traffic (e.g., using TLS, QUIC, etc.) to protect user’s privacy and data during data

transmission. Consequently, QoE estimation approaches using the inspection of HTTP

packet headers are no longer available. Therefore, Orsolic et al. [68, 69] proposed a QoE

classification approaches for Youtube traffic using a Machine Learning (ML) algorithm.

This approach monitors and analyzes network traffic to obtain 54 network features di-

vided into six categories: packet length, transferred data size, packet count, inter-arrival

time, throughput, and TCP flag count. Then, these parameters are analyzed in the ML

algorithm to classify QoE into three QoE classes: low, medium and high QoE. There are

many ML algorithms, so this approach evaluates performance of several ML algorithms

(OneR, Naive Bayes, SMO, J48 and Random Forest) to select an appropriate one for the

QoE classification.
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1.3.1.2 Application Identification

Nowadays, with the development of 5G, there are many strict SLA requirements from end-

users (e.g., high reliability, low latency, etc.) [70]. Consequently, differential treatment is

expected by end-users. The emerging of application-aware mechanisms (e.g, network

slicing, traffic engineering, etc.) which implement different policies corresponding to

various applications, is a potential solution to overcome these drawbacks. In the past,

NOs used port numbers or signatures in payload of packets to identify the application

classes [71]. Libprotoident [72] is an open-source software library that implements the

deep packet inspection for protocol identification. Libprotoident only uses port numbers

and the first four bytes of payload in each direction. For example, Libprotoident iden-

tifies HTTP and SIP flows according to common strings (e.g., ET, PUT, HTTP, SIP, INVI,

REGI, etc.) and registered ports (80, 8080, 8081, 443). Similarly, Adami et al. [50] imple-

ment a deep packet inspection approach to identify the VoIP flows using signatures of SIP

protocol (e.g., content-type: "application/sdp", etc.). However, the packet’s payload can

be encrypted with encryption protocols (e.g., TLS, etc.). Therefore, Deri et al. [73] pro-

posed nDPI, an open-source library for protocol identification using the information in

both header and payload of packets. nDPI can handle TLS-encrypted traffic to identify

known applications. In this case, only the network traffic in the initial key exchange can

be decoded. nDPI can extract the hostname of servers to identify different applications.

For instance, network flows towards the server name "api.facebook.com" are assigned as

Facebook application. However, the server name can be encrypted according to DNS over

TLS, HTTPS or QUIC [74]. Consequently, encrypted traffic classification approaches us-

ing packet inspection are not effective. This results in many obstacles for the encrypted

traffic classification. Amaral et al. [75] proposed a new traffic classification method us-

ing flow-based features and a ML algorithm. This method monitors and analyzes network

traffic to extract 12 flow-based features from the first five packets of flows (e.g., packet size,

packet time-stamp, inter-arrival time, etc.). Then, these features are analyzed in the ML

algorithm to identify the application classes. Lopez-Martin et al. [71] proposed a traffic

classification approach using flow-based features and a DL (Deep Learning) algorithm to

identify 108 application classes for IoT (Internet of Things) network.
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1.3.2 Intrusion Detection System (IDS)

1.3.2.1 Firewall

In the network, middlebox is deployed to block malicious traffic and prevent illegal ac-

tivities. It can classify network traffic into malicious or benign traffic to make appropriate

policies [14]. In the TLS-encrypted traffic, Service Name Indicator (SNI) is used to identify

malicious connections. If SNI in the client hello TLS message matches Subject Alternate

Name (SAN) in the server certificate, the connection is considered as a benign connec-

tion. However, SNI can be encrypted to protect the information about destinations (e.g.,

domain name of websites, etc.) [74]. Nowadays, SNI is encrypted in the DNS (Domain

Name System) over TLS, HTTPS and QUIC.

Besides, the middlebox can be used for content filtering [15]. The middlebox is to

block content to meet requirements from law enforcement or regulatory authorities (e.g.,

enforcing content-based billing, etc.). They analyze data packets to obtain URL (Uniform

Resource Locator) field. If it matches a blocked URL in a blacklist, a 404 error notification

is returned. However, these approaches are unavailable when traffic is encrypted. DNS

over TLS, HTTPS and QUIC hide the DNS information in the packets.

When network traffic is encrypted, it results in obstacles for malicious traffic preven-

tion and content filtering. If the middlebox can not inspect network traffic for network

management, it needs to be moved to the endpoints at a higher operational cost.

1.3.2.2 DDoS Protection and Migration

DDoS (Distributed Denial-of-Service) protection is necessary in network operations. It

aims to detect DDoS traffic and redirect it to a migration system to filter out DDoS traffic

from legitimate traffic.

DDoS can be implemented according to a botnet, a collection of compromised ma-

chines or bots [76]. Many bots nowadays use a domain generation algorithm (DGA) to

generate domain names and connect to command and control (C&C) server. Therefore,

many studies analyze the domain name of C&C server to detect DGA botnet and prevent

DDoS attacks. Woodbridge et al. [77] proposed a DGA botnet detection system using

a LSTM (Long Short-Term Memory) network. This system monitors and analyzes DNS

packets to obtain the domain name of (C&C) server. Then, the domain name is analyzed

in the LSTM network to detect the DGA botnet. If a domain name is classified as a ma-

licious domain, the IP address of C&C server corresponding to this domain is blocked to
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prevent DDoS attacks. Tran et al. [78] proposed LSTM.MI, a LSTM-based DGA botnet

detection framework for handling multiclass imbalance. In LSTM.MI, original LSTM is

adapted to be cost-sensitive to handle the multiclass imbalance. However, DNS informa-

tion (e.g., domain name, IP address, etc.) is hidden with DNS over TLS, HTTPS and QUIC.

This leads to many challenges for the DGA botnet detection systems as well as DDoS pre-

vention.

Besides, DDoS can be detected according to a signature-based IDS [79, 80]. This ap-

proach inspects network traffic and checks anomalous signatures in a pre-defined list of

signatures such as file hashes, malicious domains, known byte sequences, and so on.

For example, Snort [81] is an open-source IDS for inspecting intruder signatures. Snort

rules contain protocol, source IP address, destination IP address, source port, destina-

tion port and signatures in the payload for one or more patterns. When network traffic

is encrypted, this approach is not effective. In this case, network features (e.g., packet

length, inter-arrival time, etc.) can be used to detect DDoS traffic. Garcia et al. [82] pro-

posed an anomaly detection system using AI (Artificial Intelligence) for detecting DDoS

traffic over encrypted traffic. This approach monitors network traffic and extracts 57 net-

work features (e.g., packet size, number of bytes, etc.). Then, these features are analyzed

in a detection model to classify network traffic into legitimate or intrusive. In the detec-

tion model, network features are first analyzed in a Gaussian mixture model to calculate a

probability density. If it is less than threshold1, network traffic is assigned as intrusive. If it

is bigger than threshold2, it is assigned as legitimate. Otherwise, a reconstruction error is

calculated according to Auto-Encoder. If the reconstruction error is less than threshold3,

it is assigned as legitimate. Otherwise, it is assigned as intrusive. Similarly, Zolotukhin

et al. [83] proposed an application-layer DDoS detection method for encrypted traffic.

In this method, there are two main phases containing training and detection phases. In

the training phase, this method monitors network traffic to collect network features of

seven categories: duration of conversation, number of packet sent in one second, num-

ber of bytes sent in one second, average packet size, average TCP window size, average

TTL and average of packets with different TCP flags. Then, legitimate traffic is clustered

into clusters using a ML algorithm (e.g., K-mean, K-medoids, Fuzzy c-means, etc.). In the

detection phase, network traffic is assigned as intrusive when it does not belong to any

clusters.
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1.4 Conclusion

With the ever-increasing of network devices, computer networks have become more and

more complex. Therefore, network troubleshooting plays an important role in the net-

work systems [4, 5, 6]. This section surveyed related work on several network problems:

rule failure, link failure and switch’s buffer overload. Facing a growing number of data

theft attacks, many service providers encrypted network traffic to protect data and user’s

privacy. The network traffic can be encrypted by encryption protocols such as IPsec, TLS,

and so on. This leads to many obstacles for network troubleshooting for encrypted traffic

related to network monitoring approaches and intrusion detection systems.

When the packet’s payload is encrypted (e.g., TLS, etc.) or even entire packet is en-

crypted (e.g., IPsec in the tunnel mode, etc.), it prevents NOs from inspecting network

traffic to measure network parameters (e.g., QoE, etc.). Remarkably, the information about

the application class is hidden in this case. Consequently, many encrypted traffic classifi-

cation techniques are studied to identify the applications without decrypting the network

traffic. Besides, encrypted traffic results in many difficulties for intrusion detection sys-

tems. In the past, IDS detects different kinds of attacks according to its signatures in the

network traffic. However, these signatures are hidden due to encrypted traffic. Conse-

quently, IDS today detects different kinds of attacks thanks to network parameters (e.g.,

packet length, inter-arrival time, etc.).

The traditional troubleshooting architecture has been studied by the research com-

munity over the past decades. Nevertheless, in the context of encrypted traffic, this ar-

chitecture shows limitations related to network performance monitoring approaches and

intrusion detection systems. In the next chapter, we present a novel troubleshooting ar-

chitecture for encrypted traffic and the data collection module which aims to collect data

for further modules in network troubleshooting.
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Chapter 2

Novel Global Troubleshooting
Framework for Encrypted Traffic

«The extension of the encryption
boundary into the transport layer»

Mirja Kühlewind, MAMI
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Summit 2018

In Chapter 2, we propose a novel troubleshooting architecture in the context of en-

crypted traffic and then present a proof-of-concept of this architecture in SDN (Software-

defined Networking) environment. Then, we present the data collection module which

helps to build datasets for further modules in network troubleshooting.
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2.1 Novel Network Troubleshooting Architecture for Encrypted
Traffic

As discussed in Chapter 1, the traditional troubleshooting architecture designed for non-

encrypted traffic contains four essential modules: Data Collection, Anomaly Detection,

Root Cause Analysis and Remediation. In this architecture, after detecting anomalies in

the anomaly detection, its root cause will be identified in the root cause analysis module.

Finally, the root causes will be addressed in the remediation module to return to a nor-

mal state in the network. During implementing the root cause analysis and remediation

modules, the network will be negatively influenced (e.g., high latency, low reliability, etc.),

resulting in negative economic impacts for NOs. According to a report of North Ameri-

can Network Operator Group [11], duration time for the root cause analysis and remedia-

tion approaches can be from an hour to more than five hours depending on the status of

anomalies. In fact, Youtube lost $34,000 due to 0.17 hours of downtime while Cisco lost

$1,066,000 because of 5.33 hours of downtime in their cloud servers [7].

Nowadays, many service providers (e.g., Youtube, Facebook, etc.) encrypt their data

during transmission to protect data and user’s privacy. However, the traditional trou-

bleshooting architecture was not designed for encrypted traffic. According to related work

[14, 15], encrypted traffic results in many obstacles related to network performance moni-

toring approaches in data collection (e.g., QoE estimation, application identification, etc.)

and intrusion detection systems for anomaly detection. When traffic is encrypted, the in-

formation in packet header and payload are invisible. Hence, from the point of view of

Network Operators (NOs), network performance monitoring approaches that implement

a deep packet inspection face many obstacles to calculate QoE or to identify the appli-

cation classes [66, 71, 73]. Moreover, intrusion detection systems which depend on sig-

natures in the packet’s payload (e.g., file hashes, known byte sequences, etc.) to identify

different kinds of attacks are no longer available [79, 80].

Therefore, in this thesis, we propose a novel troubleshooting architecture for NOs in

the context of encrypted traffic. In the proposed architecture, we propose two processes

after detecting an anomaly in the network. The first process is the temporary remediation

module that ensures the availability and reduces the affection of anomalies in the net-

work until the root causes are addressed. In parallel with this process, we also implement

the second process that is responsible for identifying and dealing with the root causes.
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Implementing two processes aims to reduce the negative impacts of network problems

during the root cause analysis and definitive remediation.

Concerning drawbacks of network troubleshooting, using network parameters is a po-

tential solution for network performance monitoring approaches (e.g., QoE estimation,

application identification, etc.) and intrusion detection systems in the context of en-

crypted traffic. In fact, there are DDoS detection methods for encrypted traffic using net-

work parameters (e.g., packet length, inter-arrival time, etc.) [82, 83]. Similarly, Orsolic

et al. [68, 69] proposed a QoE classification technique for Youtube traffic using 54 net-

work parameters and ML algorithms. To identify the application classes, encrypted traffic

classification approaches are using ML algorithms. These approaches focus on HTTPS

[84] and VPN traffic [85]. Consequently, we propose an encrypted traffic classification ap-

proach to identify application classes for QUIC traffic. Application identification plays an

important role in application-aware remediation mechanisms in network troubleshoot-

ing.

The proposed troubleshooting architecture for encrypted traffic is designed as in Fig.

2.1. The major modules are described as follows:

Traffic
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Remediation

Parameter

Measurement

Definitive 
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Root Cause 
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Figure 2.1: The novel troubleshooting architecture in the context of encrypted traffic.

• Data Collection: It is composed by two essential modules: traffic classification and

parameter measurement. The former aims to identify the class of application (CoA)

on network flows in the context of encrypted traffic while the latter aims to monitor

and collect network parameters (NP) for further modules.

• Anomaly Detection: This module takes into account time-series network param-

eters from data collection to detect an anomaly (abnormal symptom of network

problems) in the network. The purpose is to identify the moment when problems

happen in the network by detecting its symptoms.

• Temporary Remediation: This module is to implement remediation approaches to
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reduce negative impacts of anomaly (e.g., high latency, high loss, etc.) temporarily

until its root causes are identified and solved.

• Root Cause Analysis: An anomaly can be caused by many root causes. For example,

congestion can be caused by link failure, switch failure, buffer overload, etc. This

module aims to identify its root causes (which problem leading to the anomaly) for

further modules.

• Definitive Remediation: After identifying the root causes of anomaly, this module is

to solve its root causes completely.

2.2 Proof-of-concept of Proposed Troubleshooting Archi-
tecture in SDN

To solve root causes (e.g., switch failure, misconfiguration, etc.) in the network, we some-

times need to update network devices. In traditional network architecture where control

logic is distributed, updating policies in the network troubleshooting is implemented sep-

arately in each network device [86]. This can lead to inconsistency between network de-

vices that results in other problems in the network. Fortunately, the emerging of SDN is a

potential solution to overcome this obstacle. SDN with a separation between the control

and infrastructure layers offers global visibility and better flexibility to troubleshoot the

network. Besides, SDN offers monitoring tools (e.g., link layer discovery protocol, etc.)

to facilitate network troubleshooting. Consequently, the proposed troubleshooting archi-

tecture is implemented in the SDN environment. In this context, we consider ONOS [87]

as a SDN controller due to a popularity in existing studies [86, 88].

As a proof-of-concept of the proposed troubleshooting architecture for encrypted traf-

fic, we present a troubleshooting framework for encrypted traffic in the SDN environ-

ment. This framework is described as in Fig. 2.2 with five main components: Data Col-

lection, Anomaly Detection, Temporary Remediation, Root Cause Analysis and Definitive

Remediation. During the transmission from servers to clients, network flow is transmit-

ted from ingress switches to a sFlow collector [59] to obtain the class of application thanks

to the traffic classification module. Besides, the measurement module monitors this flow

to collect network parameters. After that, these parameters are analyzed in the anomaly

detection module to detect anomalies (e.g., increase of latency, packet loss, etc.). When

anomalies occur in the network, we need to implement the temporary remediation mod-

32



2.2. PROOF-OF-CONCEPT OF PROPOSED TROUBLESHOOTING ARCHITECTURE IN
SDN

Temporary Remediation

Passive method

Parameter

Measurement

Network System 

(Encrypted Traffic with QUIC)

sFlow

Agent

SDN ControllernSDN Controller1 

 ...

S
e
rv

e
r 1

S
e
rv

e
r 2

S
e
rv

e
r n

U
se

r n
U

se
r 2

U
se

r 1

 ...  ...

Data Collection

Traffic 

Classification

sFlow Collector

Root Cause

Analysis

Anomaly Detection

Definitive Remediation

Adaptive 

Congestion Control

QoE

Estimator

RL-based

Segment Routing

App-aware QoE-based SR

Use case

Use case

sFlow

Agent

Figure 2.2: The novel troubleshooting framework in the SDN environment.

ule to guarantee the availability of the network and meet strict SLA requirements. There

are many remediation approaches including load balancing, routing and so on. Many

studies proved the performance of routing in problem remediation [89, 90]. In fact, Seg-

ment Routing (SR) is implemented by network operators (e.g., NTT [91], Vodafone [92],

etc.). Therefore, we propose an application-aware QoE-based Segment Routing in the

temporary remediation module. In parallel with the temporary remediation module, we

also need to implement the root cause analysis module to identify the root cause of anoma-

lies and solve it completely in the definitive remediation module. There are many prob-

lems in the network (e.g., misconfiguration, security, congestion, etc.), so we present an

use-case related to the root cause analysis and definitive remediation approach in this

thesis. We consider here congestion to generate anomalies because it is a widespread
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issue from the point of view of NOs [11]. Concretely, the development of IoT and 5G in-

creases the amount of Internet traffic, bringing much pressure for the network infrastruc-

ture and resulting in congestion in the network, particularly during the confinement of

Covid-19. Congestion can be caused by link failure, switch failure or buffer overload. The

objective of the root cause analysis is to identify the root causes of congestion. Concretely,

the root cause analysis is to identify the type of problems (link failure, switch failure or

buffer overload) leading to congestion in the network. If the link or switch failure happens

in the network, we will send notifications to administrators to address it. Otherwise, we

propose an adaptive congestion control mechanism in the definitive remediation to deal

with buffer overload. The major components in this framework are described as follows:

• Data Collection consists of two essential modules: traffic classification and param-

eter measurement. In the parameter measurement module, we measure network

parameters such as latency, packet loss, link utilization, number of packet sent,

number of packet received, number of byte sent, number of byte received, num-

ber of flow entries in switch and QoE. These parameters are measured according

to LLDP [93, 94] and PortStatistics API [95] in SDN controllers. The purpose is to

build troubleshooting datasets in static and dynamic network for further modules.

In the traffic classification module, there are two main stages of classification. The

first classification stage is to identify chat and VoIP applications using flow-based

features and a ML algorithm. The second classification stage aims to identify video

streaming, file transfer and Google play music applications using packet-based fea-

tures and Convolutional Neural Network. To implement this module, we need to

collect raw network traffic. Collecting network traffic from Openflow switches is

not effective with a huge amount of network traffic. Therefore, we implement sFlow

[59], an industry standard supporting a packet sampling technique, to collect ten

percent of network traffic at ingress switches. Concretely, sFlow agents sample net-

work traffic traversing the ingress switches and forward it to the sFlow collector for

the traffic classification.

• Anomaly Detection takes into account time-series network parameters to detect an

abnormal symptom of network problems. This module aims to identify the mo-

ment when problems happen in the network by detecting its symptoms (anoma-

lies). To generate network anomalies, we use a fault injection technique [96, 97]
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to generate congestion to the network. We implement an anomaly detection ap-

proach using three time-series network parameters (latency, packet loss and link

utilization) and a ML algorithm. To choose an appropriate ML algorithm, we evalu-

ate the performance and processing time of ML algorithms such as Support-Vector

Machine, Random Forest, Adaboost and Convolutional Neural Network.

• Temporary Remediation is the application-aware QoE-based segment routing mech-

anism that aims to consider various segment routing strategies corresponding to

different kinds of applications to meet strict SLA requirements. In a specific rout-

ing strategy, this module monitors network states and selects appropriate paths us-

ing reinforcement learning. The proposed segment routing mechanism is based on

the feedback of network environment (QoE) to adapt to unexpected network con-

ditions. The segment routing mechanism is evaluated according to an emulation

testbed with the SDN controller ONOS and the emulator mininet. Besides, we cus-

tomize the org.onosproject.segmentrouting application [98] supported by ONOS to

implement the proposed segment routing mechanism. In reinforcement learning, a

trade-off between exploration and exploitation phases needs to be considered thor-

oughly. Therefore, it is formalized as a multi-armed bandit problem. In this thesis,

we evaluate the performance of three selection algorithms (ε-greedy, softmax and

UCB1) in four scenarios (perfect scenario, delay scenario, loss scenario and scenario

with both delay and loss) to select an appropriate one for solving the multi-armed

bandit problem. Besides, the proposed segment routing mechanism is evaluated

with benchmarks (Standard_SR and Max_QoE mechanisms) related to MOS (Mean

Opinion Score) against time, average optimal MOS, median MOS, 95% confidence

interval of MOS, CPU usage and control overhead.

• Root Cause Analysis aims to identify the root cause of congestion in the network.

The objective is to identify the type of problems resulting in congestion (link fail-

ure, switch failure or buffer overload). We implement a ML-based root cause anal-

ysis using nine time-series network features (e.g., latency, packet loss, number of

byte sent, number of packets sent, etc.). Performance of ML algorithms (Support

Vector Machine, Bagging , Random Forest, Adaboost, Gradient Boosting and Con-

volutional Neural Network) are evaluated to select an appropriate ML algorithm. We

implement a feature selection method (wrapper method) to identify an appropriate
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feature set to obtain a good performance. The performance of root cause analysis

is evaluated with datasets in static and dynamic networks.

• Definitive Remediation is an adaptive congestion control mechanism that is in charge

of dealing with root causes of congestion completely to return to normal states

in the network. In this module, we propose an adaptive BBR (Bottleneck Band-

width and Round-Trip Time) algorithm using reinforcement learning for QUIC traf-

fic. This algorithm aims to adjust sending rate at sender sides corresponding to

different network conditions. Adaptive BBR and benchmarks are evaluated in the

context of HTTP/3 in contrast to existing studies evaluating congestion control al-

gorithms in the context of HTTP/2. We customize the open-source lsquic [99] to

implement the adaptive BBR algorithm and benchmarks. The performance of these

algorithms is evaluated in an emulation testbed in dynamic network where RTT and

loss of link change after a given time.

2.3 Data Collection

As discussed in the previous section, data collection plays a vital role in network trou-

bleshooting. This is explained by a fact that the anomalies and its root causes result in a

fluctuation of data collected in the network. In this section, we present several kinds of

data classification, monitoring tools and the parameter measurement module which is to

collect data for network troubleshooting.

2.3.1 Data Classification

According to related work [100, 101], Data can be classified in different methods as fol-

lows:

• Data types [100]: structured, unstructured and semi-structured data.

• Source [101]: application-level data, network-level data, user feedback, user profile,

etc.

• Quantity: large data which need to be processed by big data processing techniques

(e.g., Hadoop, etc.) before being taken into account and small data which can be

taken into account without big data processing techniques.
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In this manuscript, we consider the data classification according to data types because

it is widely used in network troubleshooting [6, 102, 103].

Structured data refers to data that contains a definite format (e.g., network parame-

ters, etc.). Therefore, it is easy to query and retrieve necessary information.

On the contrary, unstructured data contains no particular structure (e.g., troubleshoot-

ing ticket, etc.). The troubleshooting ticket is used to identify the anomaly and diagnose

its root causes. When problems happen in the network, clients contact an IT helpdesk

to report their problems. Then, the IT helpdesk collects information from the client’s re-

ports, generates troubleshooting ticket, and assigns it to the corresponding processing

team to diagnose. However, troubleshooting ticket contains a large amount of unstruc-

tured text data, leading to many obstacles for data parsing and processing [103].

The semi-structured data is a combination of structured and unstructured data (e.g.,

system logs, etc.). System log records various system states and alarms to identify perfor-

mance issues, failures, and its root causes. The information in the system log contains

structure data including the IP address of the object generating an alarm, a timestamp,

an alarm identifier, severity level of failures and so on [6, 102]. Besides, the system log

also contains unstructured data due to an existence of network issues. The system log is

available in the network systems, so it is a valuable resource for understanding network

status. In fact, there are many anomaly detection approaches using system logs for iden-

tifying the anomaly in the network [102, 104]. However, these approaches contain several

limitations including [6, 102]:

• Unstructured Data: Log data is unstructured, and it varies significantly between

different network systems. Therefore, it is challenging to parse log data in the dis-

tributed network systems with different kinds of network devices.

• Processing massive data: Log data is used to identify the anomaly in the network,

so it needs to be processed and analyzed in real-time. However, log data is usually

recorded in a huge file (e.g., a few GB, etc.). Therefore, processing massive data in a

short time is a challenge.

• Desynchronization: The clock desynchronization of systems logs in distributed sys-

tems can influence the order of received alarms and result in uncertain results.

In this thesis, we consider the network performance parameters as data for network

troubleshooting. In fact, it is studied by the research community in network troubleshoot-
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ing [4, 5, 6]. In the following subsection, we will present network monitoring techniques

for data collection in network troubleshooting.

2.3.2 Monitoring Tools

To collect network parameters, there are two monitoring approaches including active and

passive monitoring. Active monitoring approaches [105, 106] send probe packets into

the network systems and analyze feedbacks to obtain network parameters. Passive ap-

proaches monitor the network traffic and analyze it to obtain the network parameters.

The active approaches generate overhead in the network, making the status of problems

more grave. Moreover, a loss of probe packets can lead to uncertain results. Therefore,

we consider passive monitoring approaches to collect network parameters. In fact, there

are popular standards for network monitoring including SNMP (Simple Network Man-

agement Protocol), NetFlow, sFlow, Openflow-based monitoring approaches as follows:

• SNMP is a popular protocol in network management, collecting information from

different network devices (e.g., routers, switches, etc.) in the network [107]. SNMP

offers massive statistical information about network devices through a database,

called MIB (Management Information Base). MIB is a collection of parameters re-

flecting physical links (e.g., maximum packet size, transmission rate, etc.), rout-

ing (e.g., routing metrics, destination address, etc.), underlying protocols (e.g., TCP,

ICMP, etc.) and so on. However, SNMP contains several drawbacks [108]. The first

one is unreliability. SNMP uses the underlying UDP (User Datagram Protocol) pro-

tocol, so there is no guarantee of delivery, ordering, or duplicate protection for data

transmission. The second one is related to a simple data structure. SNMP only sup-

ports a simple data structure, so it is inefficient to transfer data in a short time.

• NetFlow [3] is a flow sampling technique designed by Cisco, which is supported by

many vendors including Juniper, HP, OpenVswitch and so on. NetFlow samples a

flow with a specific probability, aggregates all packets of this flow into flow records

and then exports towards NetFlow collectors. NetFlow architecture is depicted as

in Fig. 2.3. NetFlow contains three main components including NetFlow exporter,

NetFlow collector and analysis application. NetFlow exporter aggregates all packets

of a flow into flow records (with a probability) and exports to one or more NetFlow

collectors. NetFlow collector pre-processes data from NetFlow exporter and stores
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in NetFlow storage. Analysis application collects data from NetFlow storage and

analyzes for the network management.

Internet
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Site 1

Remote

Site 2

LAN

Analysis

Application

NetFlow

Storage

NetFlow

Exporter

NetFlow

Collector

NetFlow

Packets
Queries

Figure 2.3: NetFlow Architecture [3].

• sFlow [59] is a standard for network monitoring with a packet sampling technique

that is supported by vendors containing IBM, HP, OpenVswitch and so on. sFlow

samples each packet with a specific probability and aggregates sampled packets

into sFlow records and exports to sFlow collectors. sFlow architecture is shown as

in Fig. 2.4.
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Figure 2.4: sFlow Architecture.

• Openflow-based monitoring approach is studied by the research community. Sim-

ilar to NetFlow and sFlow, Openflow-based monitoring approaches collect network

parameters based on information provided by Openflow agents in Openflow-supported

devices. Openflow [109] is a communication protocol providing access to the for-

warding plane of network devices (e.g., switch, router, etc.) in the network. Conse-

quently, it offers opportunities to overcome the limitations of monitoring standards

(e.g., sFlow, NetFlow, etc.).
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In comparison with Openflow-based approaches, sFlow and NetFlow have several

limitations related to scalability, flexibility, and reliability issues. Regarding the scal-

ability issue, these approaches require configuring an agent for each network de-

vice. As for the flexibility issue, the agents send data from all network devices to

the collectors periodically, which does not allow to select specific devices to be ob-

served. Finally, concerning the reliability issues, these approaches use UDP proto-

col (a connectionless protocol) for data transmission, so lost UDP packets can lead

to uncertain results. The difference between NetFlow, sFlow and Openflow-based

monitoring approaches is described in Tab. 2.1.

Table 2.1: Comparison between NetFlow, sFlow and Openflow-based monitoring approaches.

NetFlow/sFlow
Openflow-based

approaches

Scalability
Require to configure an agent

for each network device
Agent is configured automatically
according to Openflow protocol

Flexibility
Send data from all devices
to collectors periodically

Select which device to be
observed at any time slot

Reliability
Unreliability due to using underlying UDP

to send data to collectors
Using Southbound API

2.3.3 Parameter Measurement

In this thesis, we consider a dataset constituting by context-dependent parameters in-

cluding:

• Latency

• Packet loss

• Link utilization

• Number of packet sent

• Number of packet received

• Number of byte sent

• Number of byte received

• Number of flow entries in switch

• QoE (Quality of Experience)
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2.3.3.1 Latency

Latency is calculated according to LLDP (Link-Layer Discovery Protocol) in SDN con-

trollers as in existing studies [93, 94]. In SDN controllers, LLDP is used to discover and

update network topology. The detail is depicted in Fig. 2.5. To update the status of the

link s1−s2, the controller sends a Packet-out message containing a LLDP packet to instruct

switch s1 sending this LLDP packet to the neighboring switch s2. The switch s2 receives

the LLDP packet, encapsulates this packet in a Packet-in message and sends it back to the

controller. To estimate the latency, the controller encodes the time-stamp and puts it in

the LLDP packet of Packet-out message. When the controller receives the Packet-in mes-

sage, it will decode to obtain the time-stamp. The latency is a difference between current

time and time-stamp.

Controller

s1 s2

p1 p2

Packet-out + LLDP Packet-in + LLDP

LLDP

Figure 2.5: The link discovery in LLDP.

2.3.3.2 Packet Loss

Packet loss refers to the loss of LLDP packets on each link. When the controller sends

the Packet-out message, we store the time-stamp of each LLDP packet in this message

in a database. After the Packet-in message arriving the controller, we check the time-

stamp and remove this from the database. After a given time, we increase the number of

packet lost on a particular link by one if the difference between the current time and time-

stamp in the database is bigger than a threshold. Then, we remove the time-stamp out of

the database. The above parameters are calculated on each link and then aggregated to

calculate parameters on the routing path of network flows.
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2.3.3.3 Quality of Experience

QoE is a measure of user satisfaction of multimedia services (e.g., video streaming, file

transfer, etc.). MOS (Mean Opinion Score) is used to estimate the QoE on user’s side.

Therefore, it is necessary to have a subjective dataset related to MOS. Consequently, we

use a MOS dataset built in a collaboration between our laboratory (LISSI) and Orange (a

Network Operator in France). This dataset was built in a subjective test campaign to ob-

tain 1560 samples covering 23 parameters (e.g., application parameters, network param-

eters, etc.). Testbed for this campaign was implemented in the LISSI laboratory where

181 participants were asked to watch a short video and give their opinions. These par-

ticipants are researchers and students from different disciplines between 19 and 38 years

with little or no experience in video assessment experimentation. There are five levels of

participants’ opinions including 1 (Bad), 2 (Poor), 3 (Fair), 4 (Good) and 5 (Excellent).

According to the related research work, QoE estimation approaches are divided into

three types: subjective, objective, and hybrid solutions. The first one requires partici-

pants to evaluate their perceptions about multimedia applications, so it is costly, time-

consuming, and ineffective with real-time monitoring due to human intervention. The

second one constructs an objective model estimating user perception using parameters

(e.g., network parameter, application parameter, etc.), but identifying an effective model

is sometimes complicated. The third one is a hybrid approach that uses a subjective

dataset to learn QoE models based on ML algorithms. Consequently, it can combine ad-

vantages of both subjective and objective approaches.

Therefore, in this manuscript, we implemented the hybrid approach for QoE estima-

tion, offering opportunities to estimate MOS in real-time. The MOS dataset and descrip-

tion about testbed building it (e.g., number of participants, understanding level of partic-

ipants, etc.) are published to Github [110]. We have chosen the random forest algorithm

to estimate the MOS score because it has less root mean square error than other ML ap-

proaches [111]. MOS is estimated according to network parameters (e.g., latency, packet

loss, etc.). The detail of QoE estimation is described in [111].

2.3.3.4 Other Parameters

For other parameters, link utilization, the number of packet sent, the number of packet

received, the number of byte sent, the number of byte received and the number of flow

entries in switch are calculated according to the Openflow-based monitoring approach

42



2.4. TROUBLESHOOTING DATASET

via Portstatistic API [95] (Application Programming Interface) in SDN controllers.

2.3.3.5 Measurement Frequency

In parameter measurement, a frequency of polling for measurement is an essential factor.

There are two methods for identifying the frequency of polling including periodic polling

and event-triggered polling [112]. The former requests a measurement periodically after

a given time while the latter requests the measurement when a pre-defined event occurs.

The event-triggered polling requires building a database about pre-defined events, and it

is not effective with unnoticed events. Periodic polling can overcome this obstacle and

offer opportunities to monitor the network in real-time effectively. Therefore, we imple-

ment periodic polling in the parameter measurement module. The frequency is set to

three seconds (standard window time) as in existing work [113, 114]. According to the pa-

rameter measurement module, we can collect data to build troubleshooting datasets for

network troubleshooting. These datasets are described in the following subsections.

2.4 Troubleshooting Dataset

2.4.1 Datasets for root cause analysis

There are several troubleshooting datasets related to troubleshooting ticket, network pa-

rameters in NFV (Network Function Virtualization), etc. Tab. 2.2 describes the existing

troubleshooting dataset. However, there is no troubleshooting dataset related network

parameters for identifying root causes of anomalies (e.g., link failure, switch failure, etc.).

Therefore, in this manuscript, we build and contribute the troubleshooting dataset for

network troubleshooting. Recently, during the Covid-19 pandemic, network infrastruc-

tures of NOs have to suffer a high pressure from a vast amount of Internet traffics. This

results from many network devices accessing the Internet for education, remote working,

entertainment and so on. Consequently, this leads to congestion in the network. Be-

sides, according to a report of NOs, congestion is one of popular issues in the network

[11]. Therefore, we take into account congestion to generate anomalies in the network

and construct the troubleshooting dataset related to three root causes of congestion in-

cluding link failure, switch failure and buffer overload. It is not easy to get a dataset re-

lated to these root causes because it happens unpredictably in the network. Therefore,

many studies [96, 97] use a fault injection technique to generate root causes. Link fail-

ure is simulated by adding latency in links while switch failure is simulated by generating
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Table 2.2: Existing troubleshooting dataset.

Data
Types

Dataset Class
Number
samples

Troubleshooting
Ticket

Servicenow [115]

Network,
User Maintenance,

Database,
Application Workbench,

and Security

3001

Github [116]
Github Bug,

Enhancement
and Question

30000

Network
Parameter

NFV [117]

Normal,
CPU bottleneck,

Memory bottleneck,
and I/Obottleneck

3693

rule failures in the switches to obtain packet loss. Buffer overload is simulated by send-

ing a huge amount of traffic exceeding link’s capacity. These root causes are simulated

in two scenarios including static and dynamic networks. In the static network, the delay

and loss in the links are fixed with a specific value. In the dynamic network, the link state

is changed between normal and error state according to Gilbert-Elliot (GE) model [118]

following a probability value after a given time (400 seconds). In this model, the proba-

bility of changing from normal state to error state is p while the figure for changing from

error state to normal state is r. When a link is in the error state, the loss and delay will be

modified as described in the Tab. 2.3.

Table 2.3: Considered network conditions.

Root Causes
Static

Network
Dynamic
Network

Link
failure

Delay: 125ms Delay: [25, 50, 75, 100, 125ms]

Switch
failure

Loss: 50% Loss: [10, 20, 30, 40, 50%]

Buffer
overload

Bandwidth: 10 mbps,
Sending rate: 60-100 mbps

Bandwidth: 10 mbps,
Sending rate: 60-100 mbps

In each network condition, we first extract nine features corresponding to network

and standard parameters thanks to existing studies [94, 111] and API PortStatistics [95]

in the controller. These parameters include latency, packet loss, link utilization, number

of packet sent, number of packet received, number of byte sent, number of byte received,

number of flow entries in switch and QoE (Quality of Experience). Then, these parameters
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Table 2.4: Datasets for root cause analysis.

Root Causes
Static

Network
Dynamic
Network

Buffer
overload

6900 6900

Link
failure

9995 19710

Switch
failure

7560 17565

on each link will be aggregated to calculate the paths’ features to identify the root cause of

anomalies. After that, these features are normalized into a value between 0 and 1 accord-

ing to Max Normalization [119]. In RCA, we consider time-series features, and a sample

aggregates features of ten consecutive time steps to identify the root causes. We built two

datasets for network troubleshooting (one for each network condition). The number of

network states corresponding to each root cause is depicted as in Tab. 2.4. These dataset

are published to Github [120].

2.4.2 Dataset for traffic classification

Table 2.5: Classification dataset.

Application
Number of samples

(flows)
Chat 2,783
VoIP 2,608

File transfer 4,451
Video streaming 5,844

Google play music 4,349

To validate the performance of the traffic classification module, we build a traffic clas-

sification dataset for QUIC traffic during three weeks (starting from March 2018). To cap-

ture the network traffic of video streaming, chat, VoIP and Google play music applica-

tions, we use Selenium WebDriver [121] in Google Chrome running on Ubuntu 16.04 OS.

Besides, we also use quic-go [122] to transfer data between servers and clients using QUIC

protocol. Then, network traffic of file transfer application is captured. We captured ap-

proximately 150 GB of network traffic including over 20,000 network flows of five QUIC-
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based applications. The detail is described in Tab. 2.5. This dataset is published to Github

[123].

In the following chapter, we present in detail a novel encrypted traffic classification

approach for QUIC traffic. The approach is to identify application class in the context of

encrypted traffic.

2.5 Conclusion

In this chapter, we present a novel troubleshooting architecture adapted to the context

of encrypted traffic. Besides, we show the proof-of-concept of this architecture in SDN

environments. After that, we present a parameter measurement module to collect net-

work parameters composed of latency, packet loss, link utilization, number of packet sent,

number of packet received, number of byte sent, number of byte received, number of flow

entries in switch, QoE. The purpose is publicly provide troubleshooting datasets for the

research community.

In addition to the network parameters, we identify the application class to facilitate

the application-aware remediation approaches in network troubleshooting. The detail is

described in the following chapter.
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Chapter 3

Traffic Classification: Novel QUIC traffic
Classifier based on Convolutional Neural
Network

«Predicting the future isn’t magic,
it’s artificial intelligence»

Dave Waters

In chapter 3, we present a traffic classification module to identify the application class

for QUIC traffic. The application class also plays an important role in application-aware

remediation approaches in network troubleshooting. This module is briefly described in

the proposed troubleshooting framework (Fig. 2.2).
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3.1 Introduction

Traffic classification [71] plays an essential role in network troubleshooting for NOs. The

objective of traffic classification is to identify application classes in the network to imple-

ment application-aware mechanisms to address network problems and meet strict SLA

requirements. Concretely, traffic classification is used widely in application-aware rout-

ing, billing policies, intrusion detection systems, identifying security threats, enforcing

QoS requirements and so on [124]. Therefore, traffic classification is studied thoroughly

by the research community.

In the past, many attempts to identify the application class relied on port-based ap-

proaches and payload-based approaches. The first approach uses port numbers in TCP/UDP

packets to identify the application class. However, it is not effective because modern ap-

plications and protocols are not always tied to a specific port. Besides, many networks

change the port number in the packets using NAT (Network Address Translation), leading

to inaccurate results for traffic classification. The second approach [50] inspects a pay-

load of packet to identify its signatures corresponding to a particular application, called

Deep Packet Inspection. This approach can achieve high accuracy, but it is limited due to

encrypted network traffic. Concretely, network traffic nowadays is encrypted to protect

data and user’s privacy, so the signature of application in the payload of packet is hidden.

To overcome drawbacks of such approaches, statistic-based approach using Machine

Learning (ML) [71] is emerged. This approach analyzes high-level information obtained

from network flows (e.g., TCP window size, packets inter-arrival times, etc.) using ML to

identify the application class. Flow-based features can be extracted from all packets of a

flow [125, 126] or the first few packets of a flow [71, 127]. However, these approaches re-

quire identifying pre-defined flow-based features with human intervention, so it requires

a knowledge base about considered applications and a large analysis time. Consequently,

many studies focus on a traffic classification approach using Deep Learning (DL). The

objective of the DL algorithm is to combine feature extraction and classification modules

into one module, so this approach does not require human intervention for the feature

extractions. This method converts the payload of packet into bytes to create a vector rep-

resenting an application class. Then, DL algorithms analyze this vector to automatically

extract packet-based features (implicit features) and classify these features into the appli-

cation classes for HTTPS [84] and VPN traffic [85, 128].
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Figure 3.1: Byte in payload of QUIC packets for different applications.

Similar to HTTPS, Google has recently developed Quick UDP Internet Connection

(QUIC) [61], a new transport layer network protocol on the top of UDP. QUIC contains

many advantages related to connection establishment, congestion control, multiplexing

without head of line blocking and connection migration. Besides, QUIC also provides

a security protection equivalent to TLS/SSL (Transport Layer Security / Secure Sockets

Layer).

Many existing studies focus on traffic classification solutions for HTTPS [84] and VPN

traffic [85, 128]. In this thesis, we concentrate on a traffic classification solution for QUIC

traffic. From the experiments, the investigation on bytes in payload of the QUIC packets

(Fig. 3.1) illustrates that the DL-based traffic classification approaches cannot be effective

for several QUIC-based applications including chat and VoIP applications. The reason is

that there is less difference in the payload of packets for chat and VoIP applications.

Therefore, in this thesis, we propose a novel traffic classification method using Con-

volutional Neural Network (CNN). It is a hybrid between the statistical-based method and

the DL-based method. The proposal contains two main stages. The first one uses flow-

based features and a ML algorithm to classify the network traffic into chat, VoIP and other

applications corresponding to elephant flows (large continuous flows in total bytes). The

second one takes into account packet-based features and CNN to classify the elephant

flows into video streaming, file transfer and Google play music. Chat, VoIP, video stream-

ing, file transfer and Google play music are taken into account here because it is reported

that these applications will comprise over 80 percent of global IP traffic by 2022 [129].

The remainder of this chapter is as follows. Section 3.2 presents background about
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CNN and characteristics of QUIC-based applications. Related work on traffic classifica-

tion is introduced in Section 3.3. Section 3.4 describes the novel traffic classification ap-

proach for QUIC traffic. Section 3.5 shows experimental results. Section 3.6 presents a

conclusion which highlights future perspectives.

3.2 Background

3.2.1 Convolutional network

Convolutional network [130] [131] is known as Convolutional Neural Network (CNN), a

specialized artificial neural network for data processing. It can be applied to pattern

recognition, DGA botnet detection, traffic classification and so on [71]. Artificial Neural

Network (ANN) [131] is a kind of machine learning algorithm inspired by the biological

neural networks. However, ANN contains two main drawbacks [131] in the context with a

large input size. ANN has connections between each neuron of a layer to each neuron of

the following layers. It implements a matrix multiplication by a matrix of separate param-

eters. Besides, each element of weight matrix in ANN is utilized only once to compute the

output of next layers.

CNN contains characteristics including spare connectivity, parameter sharing, and

equivariant representations [131]. Consequently, it offers opportunities to overcome the

disadvantages of ANN. Spare connectivity means that each neuron in a layer can interact

indirectly with a large portion of the input to make a kernel smaller. With the parame-

ter sharing characteristic, each kernel element is utilized at every position of the input

to use the same parameters for more than one. The third characteristic indicates that a

translation of input features results in an equivalent translation of outputs. These char-

acteristics result in a reduction of memory requirements and processing time to obtain

better performance compared to ANN.

3.2.2 Characteristics of QUIC-based applications

Fig. 3.2 show differences between QUIC-based applications related to flow-based fea-

tures. In this paper, we use a collected dataset [123] with five applications containing

VoIP (VC), chat (C), video streaming (VS), Google play music (GPM) and file transfer (FT).

In QUIC-based applications, QUIC is responsible for establishing, finishing connec-

tions, and transferring data between end-users. There are significant differences between
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Figure 3.2: Percentage of small and large packets in flows.

these applications. In chat application of Google Hangout, all packets transferred be-

tween end-users are supported by QUIC, but the data transferred is insufficient. There-

fore, most packets in flows are small packets whose packet lengths are less than 150 bytes.

It is similar to VoIP of Google Hangout. In Fig. 3.2a, a range of small packets in the flows

of chat and VoIP is larger than the figure for others.

In file transfer, video streaming and Google play music, servers and clients frequently

transfer a large data, so there is a high number of large packets whose packet lengths are

bigger than 1000 bytes in the network flows. In Fig. 3.2b, the percentage of large pack-

ets in the flows of these applications is over 60 percent. Moreover, the clients frequently

reply small packets to the servers, so the percentage of small packets of these services

is approximately 30 percent, except for Google play music (approximately 15 percent).

However, the range of percentage of small packets in these applications is slightly tight.

3.3 Traffic Classification Approaches

In this section, we present related work on traffic classification including port-based ap-

proaches, payload-based approaches, statistic-based approaches and DL-based meth-

ods.

3.3.1 Port-based Approaches

Traditionally, the application class is identified according to a well-known port number

in a packet. In the past, a particular application is registered to a specific port number in

IANA (Internet Assigned Numbers Authority) [132]. The port-based approaches analyze
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the packet to obtain the port number and identify the corresponding application class.

Tab. 3.1 indicates ports registered by IANA and corresponding applications. For instance,

SSH applications use port 22, and HTTP applications use port 80 for data transmission.

Table 3.1: Registered port numbers by IANA for several applications.

Registered ports Applications
20 FTP Data
21 FTP Control
22 SSH
23 TELNET
25 SMTP
53 DNS
80 HTTP

161 SNMP
443 HTTPS

This approach is no longer available due to inaccuracy of classification results [71].

In fact, many applications use port numbers from a well-known application (e.g., port

443, etc.). Besides, many network administrators use NAT to change the port number of

packets in the network.

3.3.2 Payload-based Approaches

An alternative for the port-based approach is the payload-based approach, called Deep

Packet Inspection. This approach analyzes the payload of packets to obtain application’s

signature and identify a corresponding application. Tab. 3.2 shows the signatures for

several P2P (Peer-to-Peer) applications [133].

Table 3.2: Signatures for several P2P applications.

Application Signatures Protocol
eDonkey 2000 0xe319010000, 0xe53f010000 TCP, UDP

BitTorrent "0x13Bit" TCP
Ares GET hash:, Get sha1: TCP

Adami et al. [50] identify the VoIP traffic according to the signatures of SIP proto-

col (e.g., content-type: "application/sdp", etc.). This approach can achieve good per-

formance, but it contains three main drawbacks. First, searching the signatures in the

payload of packets requires high resource consumption in the network devices. Second,
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the packet’s payload is hidden due to encrypted traffic nowadays, so this leads to many

obstacles for signature extraction. Finally, this approach requires updating the signature

frequently for a new version of applications or new applications.

3.3.3 Statistic-based Approaches

The emerging of statistic-based approaches using ML is a potential solution to overcome

the limitations of port and payload-based approaches. This method extracts flow-based

features corresponding to network flows and analyzes it using the ML technique to clas-

sify the network flows into different applications.

Williams et al. [134] proposed a traffic classification using statistical-based approach.

This method extracts the flow-based features from all packets of flows and analyzes it us-

ing ML algorithms (e.g., Naive Bayes, C4.5, Bayesian Network, etc.) to classify network

traffic into FTP, Telnet, SMTP, DNS, and HTTP. The flow-based features contain a proto-

col, flow duration, flow volume in bytes, packet length, and inter-arrival time in the flows.

Similarly, Fathi-Kazerooni et al. [126] proposed a traffic classification approach using the

random forest algorithm. This approach collects ten flow-based features from all packets

of flows and analyzes it to identify six applications including Chrome, Google Driver, One

Drive, One Note, Spotify and Whatapp. However, these approaches are not able to early

detect applications because these approaches extract and analyze flow-based features af-

ter the flows terminate.

Many studies focused on statistical-based approaches for early application detection.

Amaral et al. [75] proposed a novel traffic classification approach for the SDN environ-

ment. The objective is to collect 12 features from the first five packets of flows (e.g., packet

size, packet time-stamp, inter-arrival time, etc.) and analyze it using ML algorithms (ran-

dom forest, stochastic gradient boosting and extreme gradient boosting) to identify eight

applications. Besides, Lopez-Martin et al. [71] proposed a traffic classification approach

for IoT network. This approach extracts six time-series features of the first 20 packets of

flows and analyzes it using DL algorithms (RNN, CNN and CNN+RNN) to classify net-

work traffic into 108 applications. However, this approach uses the port number in traf-

fic classification, so this can results in uncertain results when many applications use the

same ports (e.g., port 445, etc.). Moreover, the statistic-based approaches require to iden-

tify pre-defined flow-based features with human intervention. Consequently, these ap-

proaches require a knowledge base about applications.
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3.3.4 DL-based Approaches

The DL-based approach is a variant of the statistic-based approach. The main goal of

the DL algorithm is to combine the feature extraction and classification modules into one

module. This approach extracts packet-based features (implicit features) according to an-

alyzing the packet’s payload using the DL algorithm, unlike the statistic-based approach

which extracts the pre-defined flow-based features. Then, the packet-based features are

analyzed according to a classifier in the DL algorithm to identify the application class.

Lotfollahi et al. [128] proposed "Deep Packet", a novel traffic classification using DL

algorithms. Deep Packet processes 1500 bytes in the payload of packet to obtain a vector.

Next, this vector is analyzed in the DL algorithms to classify network traffic into email,

chat, FTP, Skype, torrent, etc. In this approach, the authors evaluate the performance of

two DL algorithms including stacked autoencoder and CNN. However, using all bytes in

the packet’s header (e.g., port number, etc.) can lead to uncertain results because many

applications use the same ports. Similarly, Wang et al. [85] analyze the first 784 bytes

in each packet using CNN to identify six VPN and six non-VPN applications. Moreover,

Wang et al. [84] proposed an encrypted traffic approach using the DL algorithm in the

home gateway. This method processes the first 1480 bytes of each packet and analyzes

it in ML algorithms to identify 15 applications in the context of encrypted traffic (e.g.,

Facebook, Gmail, SFTP, etc.). To select an appropriate algorithm, the authors evaluate the

performance of multi-layer perceptron (MLP), stacked autoencoder and CNN. However,

these DL-based approaches only take into account the payload of a packet in network

flows to identify the application class. To improve the performance of traffic classification,

Lim et al. [135] propose a traffic classification using multi-layer LSTM (Long Short-Term

Memory) which considers payload of many packets in a network flow. This approach

analyzes the payload of the first 30 packets in a flow to create a 3-dimensional vector and

analyzes it using multi-layer LSTM to identify eight applications.

The existing studies focus on traffic classification approaches for non-encrypted traf-

fic or encrypted traffic including HTTPS and VPN traffic. Therefore, in this thesis, we focus

on a traffic classification approach for QUIC traffic. After investigating the characteristics

of QUIC-based applications, we realized that DL-based approaches are not effective for

several applications (e.g., chat and VoIP, etc.). Consequently, we propose a hybrid QUIC

traffic classification approach using both flow-based features, packet-based features and

DL algorithms.
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3.4 Proposal: Novel Traffic Classification Method for QUIC
Traffic

In this thesis, we propose a new traffic classification method using flow-based features,

packet-based features and CNN. The detail is described as in Fig. 3.3a. There are two

kinds of network flows: mice flows (small continuous flows in total bytes) and elephant

flows (large continuous flows in total bytes). Therefore, the proposal comprises two main

stages of classification. In the first stage, flow-based features are analyzed in ML algo-

rithms (e.g., random forest, SVM, etc.) to identify chat and VoIP applications (mice flows).

After that, packet-based features of elephant flows are extracted and analyzed according

to CNN to classify elephant flows into file transfer, video streaming, or Google play music.
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Figure 3.3: Novel traffic classification approach for QUIC traffic.
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3.4.1 Traffic Collection

In traffic classification, we need to collect network traffic and analyze it to identify the

application classes. Network traffic can be collected directly from Openflow switches in

the SDN environment, but it is not effective with a tremendous amount of network traf-

fic. Consequently, it is necessary for a network monitoring standard supporting sampling

technique to reduce traffic volume. There are two sampling techniques including flow

sampling and packet sampling. Flow sampling (e.g., NetFlow, etc.) samples a flow with a

specific probability, aggregates all packets of this flow into flow records, and exports to-

wards collectors. Packet sampling (e.g., sFlow, etc.) samples each packet with a specific

probability and aggregates sampled packets into sFlow records and exports to collectors.

The flow sampling technique can collect too many packets of several flows and no packets

for other flows. Therefore, it is ineffective for traffic classification. However, we can partly

collect packets of all flows in the network with the packet sampling technique. Therefore,

sFlow [59] is used here in the traffic classification approach. sFlow was widely used by

vendors including IBM, HP, OpenVswitch and so on.

sFlow contains two main elements including sFlow agents and sFlow collectors. sFlow

agents are implemented at ingress nodes (edge nodes) in the network. When there is

network traffic traversing the sFlow agents, it will sample these packets, aggregate them

and export to the sFlow collectors for the traffic classification.

3.4.2 Flow-based Features

In the first classification stage, flow-based features are used to identify chat and VoIP ap-

plications. According to subsection 3.2.2, there are differences between five applications,

particularly packet length. Therefore, we take into account eight flow-based features in

the first classification stage: average payload length, percentage of small, medium, and

large packets in the network flows in both directions between clients and servers. The

length of small, medium and large packets range from 0 to 150, 150 to 1000 and over 1000

bytes, respectively.

3.4.3 Pre-processing

The pro-processing module processes QUIC packets of elephant flows, converts its pay-

load into bytes and normalizes into decimal values for further modules. This module
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contains four main steps consisting of data-link header removal, byte conversion, nor-

malization and zero padding.

The data-link header contains information related to the physical layer, which plays

an important role in frame forwarding in the network. However, this information is use-

less for traffic classification, so the data-link header will be filtered in the data-link header

removal step. Besides, we only use the payload of packets because the remaining infor-

mation in the packets (e.g., port number, etc.) can result in uncertain results in the traffic

classification. After that, the payload of packets is converted from bit to byte to reduce an

input size. Then, these bytes are normalized by dividing by 255, the maximum value for

a byte. CNN requires the same input length while the length of QUIC packets varies from

over 50 to approximately 1400 bytes. Therefore, the packets are inserted zero values in the

zero padding step to have a similar length for each packet. If the packet length is less than

1400, these packets are padded with zero values at the end of packets. Finally, each packet

is represented by a vector containing 1400 decimal values.

3.4.4 Proposed Traffic Classification Method

Fig. 3.3a describes the overall of the proposed traffic classification method. First, network

traffic is collected, and then the first few packets of each flow are processed in the feature

extraction module to extract eight flow-based features representing the network flow. The

more packets in a flow we use, the higher accuracy we can obtain. However, it results in

a high processing time. Therefore, we consider the first twenty packets of each flow to

extract flow-based features as in existing study [71]. Then, these features are analyzed in

ML algorithms which classify the network flows into chat, VoIP and elephant flows. ML

algorithm is considered as a classifier for identifying the application class. There are many

ML algorithms (e.g., random forest, SVM, MLP, etc.), but the random forest algorithm out-

performs the others [136] (refer to experimental results). Consequently, random forest is

considered as a ML algorithm in the first classification stage. After identifying chat and

VoIP applications, the remainder of network traffic (elephant flows) is processed in the

second classification stage to classify elephant flows into video streaming, file transfer

and Google play music application.

First, the packet of elephant flows is processed in the pre-processing module to extract

the vector of 1400 decimal values representing each packet. Then, this vector is analyzed

in the multiclass classification module to identify the application class. The structure of

58



3.4. PROPOSAL: NOVEL TRAFFIC CLASSIFICATION METHOD FOR QUIC TRAFFIC

this module is described in Fig. 3.3b. The size of input vector is large (1400 values), so ANN

as well as traditional ML algorithms (e.g., SVM, MLP, etc.) are not effective in data process-

ing [137]. Besides, CNN contains characteristics including spare connectivity, parameter

sharing, and equivariant representations. This offers opportunities to learn more effec-

tive representations in comparison with traditional machine learning algorithms [137].

Therefore, CNN is taken into account in the multiclass classification module.

The structure of the multiclass classification module contains five essential layers in-

cluding convolutional layer, average pooling layer, flatter layer, fully connected layer and

softmax. The convolutional layer is considered as a feature learning to extract packet-

based features representing a packet in elephant flows. The average pooling layer re-

places the input vector at a certain location with an average value of nearby values while

the flatter layer flattens an output obtained from the average pooling layer into a one-

dimensional vector. In the fully connected layer, each neuron has complete connections

to each neuron in the following layers. The softmax layer is a generalization of a logistic

function that squashes an n-dimensional vector into an n-dimensional vector with ele-

ment values between 0 and 1. The combination of the fully connected layer and softmax

is similar to a classifier that indicates a relationship between the input vectors and the

application classes to classify the elephant flows into different kinds of applications.

In each elephant flow, we extract packet-based features of the first few packets, clas-

sify these packets and aggregate classification results to identify application class for the

elephant flow according to the majority rule. The majority rule is a decision rule that se-

lects an alternative with high votes. If most packets among these packets are classified

as an application, the flow will be assigned to that application. If the vote of applications

is equal, a classification probability of these packets is used to identify the application

class. The higher number of packets in each flow classified, the higher accuracy we can

obtain. Nevertheless, this can lead to a high processing time. Therefore, we consider the

first ten packets of each elephant flow to identify the application class. The detail of the

majority rule is described in Algorithm 1. l abel (i d) is an application class of flow after

the classification and pr obi j is a probability of packet packeti classified as application

app j in the flows. argmax is a function that returns an index of the highest value in the

input. m and n are a number of application classes and a number of packets required for

the classification in each flow, respectively.

The proposal contains two main algorithms including random forest and CNN. There-
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Algorithm 1 Majority rule

Require: i d , FlowId , l abel , FlowLabel , app, Count , pr ob, Pr ob, a
1: while i d in FlowId do
2: for j = 1 to m do
3: for i = 1 to n do
4: if l abel (i d) is app j then
5: ai j = 1
6: else
7: ai j = 0
8: end if
9: end for

Count j =
n∑

i=1
ai j

Pr ob j =
n∑

i=1
pr obi j

10: end for
11: if all Count j unique in Count then
12: FlowLabel (i d) = argmax(Count )
13: else
14: FlowLabel (i d) = argmax(Pr ob)
15: end if
16: Return application class Fl owLabel (i d)
17: end while

fore, time complexity of the proposal is related to time complexity of these algorithms.

Regarding the time complexity of the random forest algorithm, its time complexity in the

training phase is O(n0 ∗ log (n0)∗d ∗k) where n0 is the number of input sample, d is di-

mensional of data and k is the number of trees in the forest while the time complexity in

testing phase is O(k ∗d
′
) where d

′
is the depth of tree [138].

As for the time complexity of CNN, total time complexity of all convolutional layers

[139] is estimated by Equ. 5.1:

O(
d∑

l=1
nl−1 · s2

l ·nl ·m2
l ). (3.1)

where d is the number of convolutional layers, nl−1 is the number of input channels

of the l -th layer, nl is the number of filters in the l -th layer, sl is the spatial size of the filter

and ml is the spatial size of the output feature map.

This time complexity is applied in both training and testing phase, and training time

is approximately three times of testing time.
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3.5 Experimental results

3.5.1 Dataset specification

In the experiment, we implement a testbed to collect network traffic and publically pro-

vide a real traffic classification dataset from March to April 2018 [123]. Network traffic of

video streaming, chat, VoIP and Google play music applications are captured by watch-

ing videos on Youtube, accessing Google Hangout and Google play music automatically

according to Selenium WebDriver [121] in Google Chrome running on Ubuntu 16.04 OS.

Network traffic of file transfer application is collected by transferring data between servers

and clients using quic-go [122], an open-source library supporting QUIC protocol. As a

result, approximately 150 GB of network traffic was collected, including over 20,000 net-

work flows of five QUIC-based applications. The detail is described in Tab. 3.3. In the first

classification stage using the random forest algorithm, the dataset is divided into 5-fold.

Concretely, the training and testing phase comprise 20 and 80 percent of the dataset, re-

spectively. In the multiclass classification, the dataset is also divided into 5-fold. The

training, validation, and testing comprise 45, 5, 50 percent of the dataset, respectively.

Table 3.3: Dataset specification.

Application
Number of samples

(flows)
Chat 2,783
VoIP 2,608

File transfer 4,451
Video streaming 5,844

Google play music 4,349

The proposal is written in Python using Keras library [140] and scikit-learn tools [141].

Besides, all experiments are implemented in a workstation (Intel(R) Xeon(R) CPU E5-2640

v3 @ 2.6 GHz and 16 GB of RAM) running Ubuntu 16.04.

3.5.2 Performance metrics

In this section, we present measures [142] to evaluate the performance of the proposal

consisting of precision, recall, and F1-score (F-measure). Precision is a percentage of rel-

evant flows that are retrieved while recall is a percentage of retrieved flows that are rele-

vant. F1-score represents a harmonic mean between precision and recall. The detail of
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these parameters are described in equation 3.2, 3.3, 3.4.

Pr eci si on = TP

TP+FP
. (3.2)

Recal l = TP

TP+FN
. (3.3)

F1− scor e = 2

1/Recal l +1/Pr eci si on
. (3.4)

Quality of overall classification can be evaluated in two ways [142]. In macro-averaging,

a metric is averaged over all classes that are treated equally. Micro-averaging is based on

cumulative True Positive (TP), False Positive (FP), True Negative (TN) and False Negative

(FN) of the dataset.

3.5.3 Performance analysis

Table 3.4: Performance metrics of ML algorithms in the first stage of classification.

Class
Precision Recall F1-score Nb

SamplesMLP SVM RF MLP SVM RF MLP SVM RF
Chat 0.9800 0.9759 0.9671 0.0072 0.8448 0.9454 0.0143 0.9057 0.9562 2227
VoIP 0.6298 0.9460 0.9671 0.9335 0.9608 0.9680 0.7529 0.9534 0.9675 2086
Elephant
flows

0.8690 0.9582 0.9757 0.9628 0.9800 0.9797 0.9135 0.9690 0.9777 11351

Micro 0.8234 0.9587 0.9724 0.8234 0.9587 0.9744 0.8234 0.9587 0.9734
15664

Macro 0.8263 0.9600 0.9679 0.6278 0.9286 0.9634 0.5536 0.9427 0.9656

Table 3.5: Time complexity of ML algorithms in the first stage of classification.

Algorithm
Average

Training Time (ms)
Average

Testing Time (ms)
MLP 0.25505 0.00042
SVM 7.76140 0.01472
RF 0.11787 0.03165

This section is dedicated to evaluating the performance of the proposed traffic classi-

fication method which contains two stages of classification. In the first stage, we evaluate

the performance and time complexity of ML algorithms (e.g., SVM, random forest, etc.)

to select an appropriate ML algorithm. In the second stage, we evaluate its performance

over different scenarios including different subsets of the input vector and various loss
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functions. Besides, we evaluate the running time of the proposed traffic classification ap-

proach.

3.5.3.1 First Stage of Classification

The performance of MLP (Multilayer Perceptron) [143], SVM (Support-Vector Machine)

[144] and RF (Random Forest) [145] are described in Tab. 3.4. The micro and macro pre-

cision, recall and F1-score of MLP are the lowest in three ML algorithms with below 83

percent while the figures for RF are the highest with approximately 97 percent. Tab. 3.5

indicates the time complexity of ML algorithms in the first stage of classification. We cal-

culate the training time and testing time for the training and testing dataset and then

generate the average training and testing time for a sample in these datasets. Although

MLP does not have good performance, its traing and testing time are the lowest in three

algorithms with 0.25505 and 0.00042 ms, respectively. The average testing time of SVM

is lower than the figure for RF with 0.01472 and 0.03165 ms, respectively. However, the

difference between macro recall of SVM and RF is approximately 4 percent. Therefore, RF

is selected as a ML algorithm in the first stage of classification.

With RF algorithm, the precision, recall and F1-score of chat and VoIP applications are

impressive, with approximately 96 percent, except for the recall of chat application which

is 94.54 percent. Chat and VoIP applications have similar value regions in flow-based

features, so several flows of VoIP application are classified incorrectly to chat application.

This leads to lower results for chat application. In particular, the performance of elephant

flows (file transfer, video streaming, and Google play music) are over 97 percent. The

reason for it is that there is a difference in flow-based features between chat, VoIP and

elephant flows. As a result, the micro and macro-averaging precision, recall and F1-score

of the dataset achieve over 96 percent.

3.5.3.2 Second Stage of Classification

After classifying the network traffic into chat, VoIP or elephant flows, each packet of ele-

phant flows is pre-processed in the pre-processing module to obtains a vector of 1400

decimal values, and this vector is analyzed in the second stage of classification to classify

into video streaming, file transfer or Google play music.

In the first scenario, we investigate the influence of different subsets of input vectors

in the second stage of classification. We implement the experiments on five subsets with
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the sparse_categorical_crossentropy loss function to select the subset with good perfor-

mance. Fig. 3.4 indicates the macro-averaging precision, recall and F1-score of five sub-

sets including the first 300, 600, 900, 1200 and 1400 decimal values. There is an upward

trend in the macro-averaging precision, recall and F1-score in five subsets. The perfor-

mance for the first 300 and 900 decimal values are not good, with over 70 percent for the

macro-averaging F1-score. The reason for it is that the precision of video streaming ap-

plication with the first 300 values is 64.34 percent. Besides, flows of video streaming are

classified incorrectly to the flows of file transfer, so this reduces the recall of file transfer

in the experiment of the first 300 values. It is similar to the subset of the first 900 values.

The discriminant power with the subset of 1400 values is larger than the figure for others,

so the macro-averaging precision, recall and F1-score are the highest, with approximately

99 percent.
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Figure 3.4: Macro-averaging precision, macro-averaging recall and macro-averaging F1-score in
different subsets.

In the second scenario, we investigate the influence of loss functions [146] on the con-

volutional neural network (Fig. 3.5). As the above discussion, the performance of the

dataset with 1400 values is the highest in five subsets, so we use this dataset in the second

scenario. In this scenario, we evaluate the performance of three kinds of the loss function

(categorical_hinge (Hinge), mean_squared_error (MSE) and sparse_categorical_crossen-

tropy (SCCE)) to select the appropriate loss function. Hinge loss is the loss function that

is notably used in Support Vector Machine for "maximum-margin" classification. In Fig.

3.5, the performance of hinge loss is not good because the macro-averaging F1-score is

over 20 percent. The reason is that many flows of file transfer are classified incorrectly.
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Mean squared error is the loss function that measures an average square of error. The

performance of MSE loss is higher than the figure for hinge loss. A noticeable feature is

that the performance of SCCE is the highest in three loss functions. The macro-averaging

of SCCE is the largest, with approximately 99 percent.
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Figure 3.5: Macro-averaging precision, macro-averaging recall and macro-averaging f1-score in
different loss functions.

Briefly, we consider the dataset with 1400 values corresponding to 1400 bytes in the

payload of packets and the SCCE loss function in the second stage of classification. Fig.

3.6 indicates the overall results of the proposed traffic classification approach with these

selections. The micro and macro-averaging of precision, recall, and F1-score are over 96

percent. These results are summarized according to the results of the first and second

stage of classification.
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Figure 3.6: Precision, recall and F1-score of the proposed method on five QUIC-based
applications.
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3.5.3.3 Time Analysis

Regarding the time complexity, the average training and testing time of RF in the first stage

of classification are 0.11787 and 0.03165 ms, so this stage can process up to over 33,000

network flows per second. The average training and testing time of CNN in the second

stage of classification are 11.1842 and 3.4 ms, so this stage can process approximately 300

network flows per second. Moreover, it is reported that Openflow switches can handle

from 150 to 750 new flows per second [147]. Similarly, Aliyu et al. [148] reported that

HP ProCurve 5406zl with K.15.10.0009 firmware could handle 275 new flows per second.

Therefore, the proposed traffic classification approach can operate effectively with SDN

switches.

3.6 Conclusion

In the chapter, we present the novel traffic classification method using the convolutional

neural network, flow-based features, and packet-based features to identify various QUIC-

based applications. There are two main classification stages in the proposed method.

The first one is to classify the network traffic into chat, VoIP or elephant flows, whereas

the second one aims to classify the elephant flows into video streaming, file transfer or

Google play music. The experimental results demonstrate that the proposed method can

detect five QUIC-based applications with high accuracy (over 96 percent).

Traffic classification aims to identify application classes for network management (e.g.,

application-aware traffic engineering, network slicing, etc.). Therefore, time complexity

is an essential factor in traffic classification. In the future, we will develop the proposed

traffic classification approach with more suitable time complexity. Besides, we will con-

struct a larger dataset, deeply investigate the flow-based features, and compare the per-

formance of the proposed method with existing traffic classification approaches to make

the proposed method more reliable.

After collecting network parameters from parameter measurement and application

class from the traffic classification module, we need to analyze it to identify network

anomalies. The objective is to identify when problems happen in the network and make

appropriate decisions to optimize network performance. Consequently, in the next chap-

ter, we present a proposed anomaly detection approach using machine learning algo-

rithm.
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Chapter 4

Anomaly Detection

«The computer was born to solve
problems that did not exist before.»

Bill Gates

Chapter 4 presents a proposed anomaly detection approach to identify network anoma-

lies. This approach is implemented in the anomaly detection module which is depicted

as in Fig. 2.2.
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4.1 Introduction

An anomaly is an observation that deviates from other observations to raise a suspicion

that it is generated by a different mechanism [149]. According to its nature, the anomaly

can be categorized into point, collective, and contextual anomalies [150]. The point anomaly

is a deviation of a data sample from usual behaviors. This kind of anomaly is simplest and

widely studied by the research community. For example, packet loss in the network every

day is less than 1 percent, but it increases to more than 20 percent on a specific day. This

situation is considered as a point anomaly. The collective anomaly happens when a col-

lection of data samples behaves anomalously with an entire dataset. Anomalous behavior

is not considered as a collective anomaly, but point anomaly happening continuously in

duration is considered as a collective anomaly. The contextual anomaly is an event or be-

havior considered as an anomaly depending on the context. In contextual anomaly, there

are two features including contextual (e.g., geographic coordinates in spatial data, time

in time-series data, etc.) and non-contextual features (e.g., an indicator determining the

context of anomaly, etc. ). For example, the throughput of network systems increases sig-

nificantly at 0 AM every day due to regular backup. This activity creates an outlier related

to traffic volume, but it is not considered as an anomaly. However, an outlier at 1 AM can

be considered as a contextual anomaly.

Anomaly detection plays an important role in the network. It helps NO to detect

problems in the network early to reduce negative impacts of problems quickly (e.g., high

loss, low latency, etc.). Therefore, there are many anomaly detection techniques over

the past ten years including knowledge-based mechanisms, rule inductions, ML-based

mechanisms and so on. Despite many available techniques, following are obstacles in

the anomaly detection [149]:

• Boundary between normality and anomaly is not clear. There is no universal rule to

decide whether a behavior is normal or anomalous, except a subjective judgment.

Consequently, data can contain noise, which leads to low performance.

• There is a lack of public labeled dataset in the anomaly detection.

• Designing a general anomaly detection technique is not accessible because there

are specific requirements for each context. For instance, an anomaly detection

technique for wired networks may have limited usage in the wireless network.
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4.2 Anomaly Detection Approaches

Maha et al. [151] grouped the studies on anomaly detection into four main mechanisms

including knowledge-based mechanisms, rule inductions, information theory and ML-

based mechanisms. In the following section, we present a brief explanation of these

mechanisms and highlight its advantages and drawbacks.

4.2.1 Knowledge-based Mechanisms

This mechanism (called expert system) requires human knowledge about anomalies to

obtain its patterns and encodes these patterns in a method that is realized by the ma-

chine. Consequently, the knowledge-based mechanism contains two main steps. First,

network experts analyze a large amount of data manually to identify anomaly patterns.

Then, these patterns are deployed in the network systems to detect anomalies in the fu-

ture. The knowledge expert can be structured in different ways:

• Rule-based systems: It contains if-then rules related to events or alarms. It requires

an assumption that the same network conditions will result in the same conse-

quences.

• Statistic-based systems: It is an advanced version of the rule-based system. The

objective is to create rules based on statistical calculation. Casas et al. [152] pro-

posed mPlane, a distributed measurement platform for ISP networks. mPlane al-

lows detecting anomalies based on similarity level between distribution of network

parameters and baseline. The baseline value is the value of network parameters

when there is no performance problem in the network. The similarity level between

distributions is calculated on Kullback-Leibler divergence. Alvarez Cid-Fuentes et

al. [96] proposed an anomaly detection approach in distributed systems. This ap-

proach detects anomalies using a statistical model. If the radial basis function of an

instance is bigger than a threshold, this instance will be considered as an anomaly.

Similarly, Chen et al. [153] proposed a matrix differential decomposition-based

anomaly detection and localization in NFV (Network Function Virtualization). This

method identifies the anomalies in NFV environments according to the deviation

between measured and reference RTT matrix.

The knowledge-based mechanisms suffer from low false positives because it only de-

tects anomalies specified by network experts. However, it contains two main problems.
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First, it is costly and time-consuming because list of anomaly patterns should be exhaus-

tive. Second, it is not effective with new kinds of anomalies that are not defined in the

rules. Therefore, the research community moves toward other anomaly detection ap-

proaches.

4.2.2 Rule Inductions

This approach uses a learning algorithm to learn rules in a deterministic way for anomaly

detection. In this approach, there are two main phases including training and testing.

In the training phase, this method learns the rules from a large amount of labeled data.

Then, the testing phase detects the anomalies according to these rules. There are many

learning algorithms for rule induction including decision tree, association rules and so

on. The decision tree is a learning algorithm that uses a tree-like decision model for

anomaly detection. Association rules generate the rules based on a support and a con-

fidence. Bohmer et al. [154] proposed a novel anomaly detection approach based on

association rule mining to reduce false positives in anomaly detection. However, it is not

effective with high-dimensional data due to high processing time and accuracy issues.

4.2.3 Information Theory

This approach is related to an assumption that anomalies in a dataset vary its informa-

tion content. This approach is based on measuring an information indicator of data flows

to build an appropriate anomaly detection model. According to related work [149], there

are many measuring functions including entropy, conditional entropy, relative entropy,

relative conditional entropy and information gain. For example, an anomaly detection

model needs to look for features with high information gain. If all features have low infor-

mation gain, performance of anomaly detection is not good. In other words, the higher

the information gain of features, the better the performance. This approach is to obtain

an appropriate classifier for anomaly detection, but it is sensitive to noise.

4.2.4 ML-based Mechanisms

This approach analyzes data points using ML algorithms to classify it into anomaly or

normality. In this approach, there are three main steps. First, we identify features repre-

senting for a data point. Then, we analyze the training data using ML algorithms to learn

a model for the classification. Finally, we use this model to classify new data. There are
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many ML algorithms including decision tree, SVM, neural network, and so on.

In fact, many studies have used decision tree in anomaly detection [155, 156]. This

approach detects anomalies using a tree-like decision model. The time complexity of this

approach depends on the time complexity of algorithms used to construct the trees (e.g.,

ID3, C4.5, etc.). Although this approach can detect anomaly effectively, it contains two

main drawbacks: high dimensional data and over-fitting problem. Consequently, Ran-

dom Forest (RF) algorithm is studied in the anomaly detection by the research community

[157]. Random forest builds multiple decision trees on a different subset of input dataset,

and aggregates the output of these decision trees to make the final decision. In this case,

it can overcome the over-fitting problem. In the random forest algorithm, a balance be-

tween accuracy and computational resources needs to be considered thoroughly. The

higher the number of decision trees in the random forest algorithm, the more accurate

the classification results and the higher computational resources.

Besides, Bayesian networks are studied in the anomaly detection [158, 159]. This ap-

proach can be easily and quickly implemented, but it requires an independent assump-

tion between data features. This property is not always guaranteed in the high dimen-

sional data where data features have a correlation. When the independence assumption

is not guaranteed, it can lead to low performance.

Support-Vector Machine (SVM) is another algorithm which is taken into account in

the anomaly detection [160, 161, 162]. Its objective is to find a hyperplane in data space

to detect the anomaly based on a kernel function. However, with non-kernel functions,

SVM can suffer from the over-fitting problem, leading to low performance in anomaly

detection.

Despite good performance, the ML-based mechanisms contain two main disadvan-

tages. First, it requires a labeled dataset to train an anomaly detection model. Second, it

cannot effectively detect unknown problems which are not in the training dataset.

4.3 Proposed Anomaly Detection Approach using Machine
Learning

Although there are many anomaly detection approaches, we implement an anomaly de-

tection approach using machine learning in this thesis. The reason is that it offers op-

portunities to expand to detect anomalies caused by unknown problems easily. This can

be achieved by increasing the number of features and expanding the training dataset.
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Regarding the first drawback of this approach, we simulate root causes of anomalies to

collect the training dataset. As for the second drawback, we can frequently update the

anomaly detection model when there are new problems.
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Figure 4.1: Overall architecture of ML-based anomaly detection mechanism in the SDN
environment.

In this thesis, we take into account the anomaly detection mechanism in SDN envi-

ronment because it offers global visibility and monitoring tools to facilitate anomaly de-

tection (as discussed in Chapter 2). The overall architecture of the ML-based anomaly de-

tection mechanism in the SDN environment is depicted as in Fig. 4.1. First, the network

traffic from the infrastructure layer is collected and analyzed in the data collection and

processing module to extract the network features representing network status. Then,

these features are analyzed in the anomaly detection model which is built according to

ML algorithms, to classify the network status into anomaly or normality.

4.3.1 ML-based Anomaly Detection Method

After collecting and extracting network features from data collection and processing mod-

ule, we analyze these features using the ML-based anomaly detection method to identify

the anomalies in the network. Network problems can lead to performance degradation

and a fluctuation of network features. ML algorithms aim to learn this fluctuation to de-

tect anomalies in the network. The detail of this approach is described as in Fig. 4.2.

There are two main phases in this method including training and testing phases. In

the training phase, the network features will be analyzed according to a ML algorithm to

obtain a pre-trained anomaly detection model for the testing phase. The objective of the

anomaly detection model is to detect the anomalies in the network. There are different
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Figure 4.2: The ML-based Anomaly Detection Method.

kinds of ML algorithms for anomaly detection. Consequently, we evaluate several algo-

rithms to select the appropriate one and balance between accuracy and time complexity.

The considered ML algorithms includes Multi-Layer Perceptron (MLP) [163], Support-

Vector Machine (SVM) [164], Random Forest (RF) [164], Adaptive Boosting (AdaBoost)

[165] and Convolutional Neural Network (CNN) [166]. Concerning the CNN model, we

use two convolutional 1D (1 dimensional) layer, a max Pooling 1D, a flatter layer and

three fully connected layers. For the others algorithms, we adjust hyper-parameters such

as depth of tree, number of estimators and so on. These configurations are chosen as in

existing study [97].

4.3.2 Data Collection and Processing

This module collects and extracts network features representing network status (anomaly

and normality) in the network. This module refers to the parameter measurement mod-

ule in the proposed troubleshooting framework (Fig. 2.2). In this thesis, we consider con-

gestion and simulate three root causes (link failure, switch failure and buffer overload) to

obtain anomalous network status. We simulate link failure by generating a delay in links.

Besides, switch failure is simulated by generating rule failure leading to a packet loss in the

switches. Buffer overload is simulated by generating a massive amount of network traf-
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Table 4.1: Considered network conditions.

Status
Static

Network
Dynamic
Network

Anomalous
status

Link
failure

Delay: 125ms Delay: [25, 50, 75, 100, 125ms]

Switch
failure

Loss: 50% Loss: [10, 20, 30, 40, 50%]

Buffer
overload

Bandwidth: 10 mbps,
Sending rate: 60-100 mbps

Bandwidth: 10 mbps,
Sending rate: 60-100 mbps

Normal
status

Sending rate: 1-3 mbps

fic exceeding the link’s capacity. The anomalous network statuses are simulated in two

scenarios including static and dynamic networks. In the static network, delay and loss

parameters in the links are tied to a particular value. In contrast, in the dynamic network,

link status is changed according to Gilbert-Elliot (GE) model [118] following a probabil-

ity value after a given time (400 seconds). The probability of changing from normal to

anomalous status and anomalous to normal status are p and r, respectively. If link status

is anomalous, delay and loss are changed as in Tab. 4.1.

In each link, we extract three network parameters including latency, packet loss and

link utilization. These parameters are discussed in the parameter measurement module

(Chapter 2, Section 2.3.3). This choice is explained by a fact that these parameters are

taken into account in many SLA (Service-level Agreement) of service providers [167]. The

parameters on each link will be aggregated to calculate the parameter of a routing path

(network features) which is used for anomaly detection. After that, these features are nor-

malized into a value between 0 and 1 according to Max Normalization [119]. In anomaly

detection, we consider time-series features, and a sample aggregates features of ten con-

secutive time steps to identify the anomaly. An input sample is a matrix 10×3 (number of

time steps × number of features). The anomaly detection datasets are depicted as in Tab.

4.2.

Table 4.2: Anomaly Detection Datasets.

Status
Static

Network
Dynamic
Network

Anomalous 24452 44172
Normal 11075 11075
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4.4 Experimental Results

4.4.1 Experimental Setup

In the experiments, mininet [168] is used to generate network topology with five spine

nodes and two leaf nodes. The delay and loss parameters on each link is configured in

mininet based on TCLink argument. In GE model, p and r are set to 0.81 and 0.07 as

in [118]. The ML algorithms are implemented according to a library scikit-learn [141] in

Python. The training, validation and testing phase comprise 76, 4, and 20 percent of the

anonaly detection dataset.

Performance of ML algorithms is evaluated according to performance metrics: preci-

sion, recall, and F1-score (F-measure) [142]. Precision is the percentage of relevant flows

retrieved, while recall is the percentage of retrieved flows that are relevant. F1-score (F-

measure) represents a harmonic mean between precision and recall. The detail of these

parameters are depicted in Equations 4.1, 4.2, 4.3. There are two ways to evaluate the

quality of the overall classification including micro-averaging and macro-averaging value.

In macro-averaging, a metric is averaged over all classes that are treated equally whereas

micro-averaging is based on the cumulative True Positive (TP), False Positive (FP), True

Negative (TN) and False Negative (FN) of the dataset.

Pr eci si on = TP

TP+FP
. (4.1)

Recal l = TP

TP+FN
. (4.2)

F1− scor e = 2

1/Recal l +1/Pr eci si on
. (4.3)

4.4.2 Performance Analysis

There are two anomaly detection datasets including datasets in static and dynamic net-

works. We consider a balance between the performance and time complexity of ML al-

gorithms to select an appropriate one. Tab. 4.3 shows the performance metrics of ML

algorithms for the dataset in static network. In the dataset in static network, the range

of network features between classes is sometimes overlapping, so this leads to noises in

the dataset. The performance metrics of SVM are the lowest in four algorithms. The mi-
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cro and macro precision, recall and F1-score are approximately 83.3 percent. The reason

is that SVM does not perform well when the dataset contains more noises (e.g., classes

are overlapping, etc.) [169]. RF builds multiple decision trees on different subset of the

dataset and selects the class selected by most trees. The number of decision trees in RF is

set to 100 as default in library scikit-learn. Consequently, RF can achieve good classifica-

tion results. The precision, recall and F1-score of RF algorithm are close to 98.8 percent.

AdaBoost is a ML algorithm using boosting ensemble method and decision tree as the in-

dividual model. The boosting ensemble method is to learn the individual model from the

mistakes of previous models. Despite learning from the mistakes by increasing weight

of misclassified samples, it can lead to uncertain results when dataset contains noises.

Therefore, the precision, recall and F1-score of AdaBoost reduce from 1 to 1.5 percent in

comparison with RF algorithm. Besides, The performance of CNN is the highest in four

algorithms, with approximately 99 percent.

Tab. 4.4 indicates running time of ML algorithm for the dataset in static network.

These values are the average training and testing time for a sample in the training and

testing dataset. SVM has the largest training and testing time, with 0.9183 and 0.3940 ms.

The testing time of RF and AdaBoost are nearly equal to 0.009 ms. Although CNN has the

highest performance, its training and testing time are higher than the figures for RF and

AdaBoost. In a fold, the training time of an epoch of CNN is 0.0548 ms. This value increase

against the number of folds and epochs. In the thesis, we configure the number of folds

and epochs to 20. Therefore, the total training time for a sample is 21.92 ms (0.0548·20·20).

The testing time of CNN nearly doubles the figures for RF and AdaBoost.

Tab. 4.5 and 4.6 illustrate the performance metrics and time complexity of ML algo-

rithms for the dataset in dynamic network. There is an imbalance between the number

of normal and anomalous network status, so the normal network status is classified as

anomalous network status in SVM algorithm. Therefore, the precision, recall and F1-score

of normal network status are 0 in SVM algorithm. Moreover, CNN has the highest perfor-

mance metrics in four algorithms, but its time complexity nearly doubles the figure for

RF and AdaBoost. Regarding the balance between the performance metrics and the run-

ning time of ML algorithms, we consider RF as a ML algorithm in the ML-based anomaly

detection method.
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Table 4.3: Performance metrics of ML algorithms in anomaly detection for the dataset in static
network.

Class
Precision Nb

samplesSVM RF Adaboost CNN
Normal 0.7240 0.9881 0.9587 0.9830 2215

Anomalous 0.8950 0.9880 0.9834 0.9965 4891
Micro 0.8379 0.9880 0.9757 0.9923 7106
Macro 0.8095 0.9881 0.9710 0.9898 7106

Class
Recall Nb

samplesSVM RF Adaboost CNN
Normal 0.7756 0.9734 0.9634 0.9923 2215

Anomalous 0.8661 0.9947 0.9812 0.9922 4891
Micro 0.8379 0.9880 0.9757 0.9923 7106
Macro 0.8209 0.9840 0.9723 0.9923 7106

Class
F1-score Nb

samplesSVM RF Adaboost CNN
Normal 0.7489 0.9807 0.9610 0.9876 2215

Anomalous 0.8803 0.9913 0.9823 0.9944 4891
Micro 0.8379 0.9880 0.9757 0.9923 7106
Macro 0.8146 0.9860 0.9717 0.9910 7106

Table 4.4: Time complexity of ML algorithms in anomaly detection for the dataset in static
network.

Algorithms
Training

Time (ms)
Testing

Time (ms)
SVM 0.9183 0.3940
RF 0.2040 0.0098

AdaBoost 0.1548 0.0094
CNN 0.0548 0.0163
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Table 4.5: Performance metrics of ML algorithms in anomaly detection for the dataset in dynamic
network.

Class
Precision Nb

samplesSVM RF Adaboost CNN
Normal 0 0.9738 0.9060 0.9774 2215

Anomalous 0.7995 0.9850 0.9773 0.9946 8834
Micro 0.7995 0.9828 0.9630 0.9911 11049
Macro 0.3998 0.9794 0.9417 0.9860 11049

Class
Recall Nb

samplesSVM RF Adaboost CNN
Normal 0 0.9395 0.9097 0.9783 2215

Anomalous 1 0.9937 0.9763 0.9943 8834
Micro 0.7995 0.9828 0.9630 0.9911 11049
Macro 0.5000 0.9666 0.9430 0.9863 11049

Class
F1-score Nb

samplesSVM RF Adaboost CNN
Normal 0 0.9563 0.9079 0.9779 2215

Anomalous 0.8886 0.9893 0.9768 0.9945 8834
Micro 0.7995 0.9828 0.9630 0.9911 11049
Macro 0.4443 0.9728 0.9424 0.9862 11049

Table 4.6: Time complexity of ML algorithms in anomaly detection for the dataset in dynamic
network.

Algorithms
Training

Time (ms)
Testing

Time (ms)
SVM 0.8439 0.4344
RF 0.1810 0.0103

AdaBoost 0.1615 0.0092
CNN 0.0403 0.0165
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4.5 Conclusion

This chapter presents an anomaly detection approach using a ML algorithm to detect the

anomalies in the network. Our contribution consists of an anomaly detection approach

contains two main modules: i) data collection and processing and ii) anomaly detection

model. The first module collects and extracts network features representing network sta-

tus. Then, these features are analyzed in the anomaly detection model which is learned

according to a ML algorithm. There are many ML algorithms, so we evaluate the perfor-

mance and time complexity of these algorithms to select an appropriate ML algorithm.

As a result, RF algorithm is selected as a ML algorithm in anomaly detection. The experi-

mental results show that the micro and macro F1-score can achieve up to approximately

99 percent in the considered datasets.

After identifying the anomalies in the network, we need to implement a basic reme-

diation approach to reduce the negative impacts of anomalies and guarantee the avail-

ability of the network until the root cause of anomalies is identified and solved. There-

fore, in the following chapter, we present a QoE-based application-aware segment routing

to make appropriate routing strategies corresponding to different applications and meet

strict user’s requirements for encrypted traffic.
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Chapter 5

Temporary Remediation: SDN-based
Application-aware Segment Routing for
Large-scale Network

«The Internet is not just one thing»

James H. Clark

Chapter 5 presents a QoE-based application-aware segment routing in the SDN envi-

ronment for encrypted traffic. This approach is implemented in the temporary remedia-

tion module which is depicted briefly as in Fig. 2.2.
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5.1 Introduction

According to the related work [4, 5], there are many remediation approaches including

load balancing, routing and so on. Moreover, many studies proved the performance of

routing in problem remediation [89, 90]. Therefore, we consider an application-aware

routing in the temporary remediation module. The application-aware routing which im-

plements different kinds of routing policies corresponding to differentiated applications,

can overcome this drawback. To facilitate the application-aware routing, it needs two re-

quirements related to a routing technique supporting Traffic Engineering and a network

architecture that can obtain a global view of network.

For the first requirement, Multi-Protocol Label Switching (MPLS) is a potential so-

lution which is deployed by network operators to improve their IP networks. However,

MPLS contains three main drawbacks [170, 171]. First, it requests an IP network to main-

tain an explicit state at network nodes along an MPLS path, bringing a scalability prob-

lem in both control and data plane. Second, MPLS can not benefit from the load bal-

ancing given by Equal-cost Multi-path routing (ECMP). Finally, MPLS with the support

of IGPs (Interior Gateway Protocols) for routing protocol can not be easily implemented

on multiple Autonomous Systems (ASs). Therefore, many network operators (e.g., NTT,

Vodafone, etc.) implement Segment Routing (SR) in their network infrastructure as a so-

lution for these issues [91, 92]. The core idea of SR architecture is based on the notion

of source routing [172] and tunneling to guarantee the scalability property in decreasing

the amount of state information to be processed in the core network. Besides, SR’s main

benefit is to fix the scalability issues and limitations of the MPLS approach. Concretely,

SR does not require any state maintenance in core network nodes. Moreover, it takes ad-

vantage of the ECMP routing and the implementation on multiple ASs [173].

For the second requirement of the application-aware routing, Software-defined Net-

working (SDN) is a promising solution. It decouples the control layer from the infrastruc-

ture layer, offering an opportunity to obtain a global network view. Therefore, application-

aware SDN-based SR is concerned by the research community [173, 174]. However, this

SR mechanism contains two main disadvantages:

• First, this routing mechanism considers the application class to meet different SLA

(Service-level Agreement) requirements, but application identification is sometimes

complicated due to encrypted traffic. In the past, the application class can be ob-
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tained by DSCP (Differentiated Services Code Point) in packet’s header or deep packet

inspection. However, DSCP field can be changed during packet’s transmission [175]

while the deep packet inspection is not effective with encrypted traffic [176]. In-

deed, many service providers encrypt their data during the transmission to protect

the user’s privacy. According to a recent Cisco report [13], 80 percent of web traf-

fic was encrypted by 2019 in comparison with 40 percent by 2016. Consequently,

there is a necessity for a novel traffic classification approach to identify the applica-

tion class in this case. Much existing research work focus on the classification ap-

proaches for VPN [85] and TLS/SSL [84] traffic. However, a novel solution is studied

here to obtain the application class for the traffic of QUIC (Quick UDP Internet Con-

nection) [61] which is a new transport layer network protocol developed by Google

from 2012. The amount of QUIC traffic comprises 35 percent of Google’s egress traf-

fic (approximately 7 percent of global Internet traffic) and continues to increase in

the future [177].

• Second, routing paths are identified according to the human intervention, so it is

not adaptive with the unprecedented change of network environments. For the past

few decades, QoS (Quality of Service) played an essential role in the network sys-

tems, so many studies [178] concentrated on QoS-aware SR mechanisms. The main

objective is to optimize the network resource utilization as well as meet network

requirements related to QoS. Nevertheless, selecting appropriate QoS parameters

is sometimes complicated. Therefore, QoE (Quality of Experience), which network

operators need to assure, is considered in SR in this work. QoE is a metric corre-

lated to QoS metrics, but it is a perception of end-user. Consequently it facilitates

network policies to guarantee the user’s SLA requirements.

In this chapter, a novel SDN-based SR mechanism for encrypted traffic is proposed for

network operators. The objective is to implement the corresponding routing policies for

various SLA requirements because each application has a specific SLA requirement. This

mechanism selects the appropriate paths in a particular routing policy using Reinforce-

ment Learning (RL) and the network environment’s feedback (QoE) to adapt to dynamic

network conditions. There are traditional algorithms in the QoE-aware SR scheme (e.g.,

selecting a path with maximal QoE value, etc.). However, it is not effective with dynamic

networks. With the development of 5G, the networks have become more and more com-
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plex. Using the RL algorithm in the QoE-aware SR mechanism offers opportunities to

select appropriate paths to adapt to the dynamic changes of network environments and

improve long-term performance.

Outline: The remainder of the chapter is structured as follows. Section 5.2 introduces

the related work in SR. In section 5.3, the chapter presents the proposed SR mechanism.

Section 5.4 describes the experimental results of the proposed mechanism. Finally, the

chapter concludes with section 5.5 which highlights our future work.

5.2 Application-aware Routing Mechanisms

This section presents related work on application-aware routing, application-aware MPLS,

application-aware SR mechanisms and highlights its pros and cons.

5.2.1 Application-aware routing

Li et al. [179] emphasized that network operators have encountered a challenge of pro-

viding better services with the rapid growth of 5G and multimedia services which re-

quires diverse network requirements (e.g., low latency, high reliability, etc.). However,

network operators are unaware of which applications in their networks, so they cannot

obtain a global view to manage the networks effectively. Therefore, many studies focus

on application-aware routing techniques in network management. Application-aware

routing is a routing technique that selects optimal routes corresponding to an individual

application thanks to a corresponding routing strategy [180].

Adami et al. [50] proposed an application-aware routing technique for SIP (Session

Initiation Protocol) traffic. First, this approach uses a deep packet inspection to identify

SIP flows using its signatures (e.g., UDP packet, port 5060, content-Type: application/sdp,

etc.). Then, this approach selects the shortest paths for these SIP flows using the Dijkstra

algorithm with link utilization as a constraint.

Cheng et al. [51] proposed an application-aware routing algorithm to deploy various

routing policies corresponding to different applications. This algorithm classifies network

traffic into three categories: real-time applications (e.g., VoIP, gaming, etc.), streaming

applications (e.g., video streaming, web browsing, etc.) and miscellaneous applications

(e.g., file sharing, etc.). Then, each category is processed with a specific routing policy

using different network parameters such as link load, delay and delay variation.
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U-chupala et al. [180] proposed Overseer, an application-aware routing in SDN. Over-

seer analyzes network traffic using a deep packet inspection to classify into three kinds

of applications including bandwidth-oriented (e.g., HTTP, FTP, media streaming, etc.),

latency-oriented (e.g., SSH, online game, etc.) and default applications. Then, Over-

seer implements different routing policies corresponding to different kinds of applica-

tions containing maximal-bandwidth, minimal-latency and minimal-path-length strate-

gies. The first one is to forward packets of bandwidth-oriented applications through the

paths with the largest bandwidth while the second one aims to forward packets of latency-

oriented applications through the paths with the smallest latency. The final one is to im-

plement a default strategy that selects the shortest paths to forward packets of default

applications.

Jeong et al. [181] proposed an application-aware traffic engineering system in SDN to

implement differentiated treatments on various applications. This approach uses a deep

packet inspection to identify application classes and sends application information to a

Traffic Scheduler. In this module, each application is assigned to a corresponding priority

queue. According to application-specific priority queues and current network states, Traf-

fic Scheduler calculates optimal routes corresponding to different applications. In this

approach, the authors take into account two kinds of traffic including iPerf and Youtube.

Rego et al. [182] proposed an improvement of Open Shortest Path First (OSPF) routing

protocol in SDN environments. This approach changes the metric calculation (e.g., band-

width, delay, etc.), adapting to different applications to select appropriate routing paths.

However, identifying a practical metric calculation is sometimes complicated.

The above approaches identify the application class using the deep packet inspection,

but it is not effective with encrypted traffic. Moreover, these approaches use an IP routing

mechanism that identifies next-hops based on a destination IP address. It requires much

processing time because each switch needs to analyze the packet’s header to obtain the

IP address. Besides, there is a large number of rules to be installed in the switches due

to the rapid growth of Internet traffic, so these mechanisms require more TCAM (Ternary

Content Addressable Memory) resource consumption [183].

5.2.2 Application-aware MPLS

The emerging of MPLS is a promising solution to overcome the drawbacks of IP routing

mechanisms. MPLS identifies the next-hops based on the label added to the packet, so

85



5.2. APPLICATION-AWARE ROUTING MECHANISMS

this requires less processing time and TCAM resource consumption.

Bahnasse et al. [184] proposed an application-aware MPLS in SDN to optimize net-

work resources. This approach identifies VoIP, video, HTTP, and ICMP traffic based on

DSCP field in the packet’s header. Then, a specific routing policy is applied for each ap-

plication to meet bandwidth constraints. However, identifying the application class using

DSCP sometimes is inaccurate because it can be changed during data transmission [175].

Google [185] proposed Espresso, a SDN-based Internet peering edge routing infras-

tructure that offers an opportunity for the application-aware MPLS mechanism at the

Internet-peering scale. According to integrating application-aware MPLS mechanism,

Espresso delivers 13 percent more network traffic on their infrastructures and improves

link utilization and user perception compared to BGP (Border Gateway Protocol)-based

routing. Nevertheless, MPLS suffers from several hindrances related to scalability prob-

lem and ECMP routing.

5.2.3 Application-aware SR

Many other proposals on SR are proposed to address the hindrances of MPLS. Kukreja

et al. [173] presented a demonstration of SDN-based SR for multi-domain networks. In

this demonstration, an orchestrator finds suitable routing paths and encodes to packet’s

header corresponding to diverse applications. The objective is to meet different resource

requirements of these applications (e.g., bandwidth, delay constraints, etc.). Neverthe-

less, it is assumed that the orchestrator knows the class application.

Peng et al. [174] proposed an application-aware network framework that takes advan-

tage of SR to meet their SLA requirements. This framework identifies the application char-

acteristics according to the deep packet inspection mechanism and then forwards pack-

ets into corresponding paths (policy or traffic engineering tunnel). Nevertheless, these SR

mechanisms identify the routing paths thanks to human intervention, which is ineffec-

tive with the unprecedented change of network environments. In contrast, the proposed

SR mechanism identifies the routing paths using RL to adapt to dynamic networks. More-

over, classifying the network traffic using deep packet inspection is not practical due to

encrypted traffic nowadays [176]. Therefore, the proposed SR mechanism implements a

novel traffic classification approach to classify the encrypted network traffic and identify

the application classes.
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5.3 Proposed Adaptive Segment Routing Mechanism for En-
crypted Traffic
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Figure 5.1: The SDN-based adaptive SR framework issued from the global troubleshooting
framework.

The proposed multi-modular system is depicted in Fig. 5.1. During the transmission

from servers to clients, a network flow is transmitted from ingress switches to a sFlow

collector [59] to obtain the class of application thanks to traffic classification module. In

the beginning, the network flow is forwarded using the shortest paths from the standard

SR algorithm. After that, network parameters from parameter measurement module are

analyzed in anomaly detection module to detect abnormal symptom of problems (e.g., in-

crease of latency, packet loss, etc.). When the problems occur in the network, the network

flow is forwarded using an adaptive SR mechanism that selects the appropriate routing

paths to meet strict user requirements related to the QoE corresponding to each network
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application. When the problems are solved, the network flow will be forwarded using the

standard SR algorithm. The major components in this framework are described as fol-

lows:

• Network monitoring includes two essential modules containing traffic classification

and parameter measurement modules. The former aims to identify the class of ap-

plication on network flows (video streaming, file transfer and VoIP) in the context

of encrypted traffic while the latter aims to monitor and collect network parameters

for further modules.

• Anomaly Detection takes into account time-series network parameters to detect an

abnormal symptom of network problems.

• Application-aware Remediation is used to consider various routing strategies corre-

sponding to different kinds of applications to optimize the QoE in the network. This

module is considered as a temporary remediation module to decrease negative im-

pacts of anomalies (e.g., high loss, high latency, etc.) until its root causes are solved

completely.

The proposed SR mechanism considers the class of application to implement appro-

priate routing policies corresponding to each kind of application. When network traffic is

encrypted, this information is hidden. Therefore, there is a necessity of a traffic classifica-

tion module for identifying this information. The traffic classification is presented in the

following section.

5.3.2 Network Monitoring

5.3.2.1 Traffic Classification

A novel traffic classification approach is presented in this section to identify different

kinds of applications for encrypted traffic. In [129], it is reported that video streaming,

file sharing, and VoIP will comprise over 80 percent of global IP traffic by 2022. Conse-

quently, these applications are considered in the traffic classification module. Regard-

ing the network traffic for traffic classification, it can be collected directly from Openflow

switches, but it is not effective with a huge amount of network traffic. Therefore, sFlow

[59], a standard for network monitoring supporting packet sampling technique, is de-

ployed to reduce the collected traffic volume and offer opportunities to implement the
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traffic classification module in real-time. When the network traffic traverses the ingress

switches (edge switches), the sFlow agents send the network traffic to the sFlow collector

after sampling. At the sFlow collector, the traffic classification module collects the net-

work traffic to identify the class of application. This module is described as follows (Fig.

5.2).
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Figure 5.2: The novel traffic classification approach for encrypted traffic.

There are two kinds of flows in the network traffic including mice flows (small con-

tinuous flows in total bytes) and elephant flows (huge continuous flows in total bytes).

After investigating their characteristics, flow-based features (handcrafted features) of the

first few packets in each flow [71] are collected and analyzed using the random forest al-

gorithm [136] to classify the network traffic into the mice flows (VoIP) or the elephant-

flows (video streaming and file transfer). This approach considers the random forest al-

gorithm in mice-flow identification over several traditional machine learning algorithms

(e.g., SVM, MLP, etc.) based on the research in [136]. After that, the elephant flows are

classified into video streaming (VS) or file transfer (FT) using packet-based features (im-

plicit features) and the convolutional neural network (CNN). The latter learning algo-

rithm is taken into account in this approach because it contains characteristics includ-

ing spare connectivity, parameter sharing, and equivariant representations. This helps to

learn more effective representations in comparison with traditional machine learning al-

gorithms [131]. The detail of the traffic classification module is described in our previous

work [186] (Chapter 3).

Regarding time complexity of this module, it is based on CNN, and the total time com-

plexity of all convolutional layers [139] is estimated by Equ. 5.1:

O(
d∑

l=1
nl−1 × s2

l ×nl ×m2
l ). (5.1)
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where d is the number of convolutional layers, nl−1 is the number of input channels

of the l -th layer, nl is the number of filters in the l -th layer, sl is the spatial size of the filter

and ml is the spatial size of the output feature map.

This time complexity is applied in both training and testing phase, and training time

is approximately three times of testing time.

5.3.2.2 Parameter Measurement

Many SLAs of service providers depend on several performance metrics such as latency,

packet loss, and link utilization [171, 184]. Consequently, a parameter measurement mod-

ule is implemented to measure these parameters on each link in the network. Latency

is measured according to an existing work [94] while packet loss and link utilization are

measured thanks to PortStatistics API [95] in the controller.

5.3.3 Anomaly Detection

In this section, an anomaly detection approach is presented to identify abnormal symp-

toms of network problems. Unlike the existing rule-based approaches that trigger the

alarms when network parameters (e.g., packet loss, delay, etc.) exceed a threshold, its fluc-

tuations are monitored to early detect the unusual symptoms in this approach [187, 188].

The time-series parameters on network flows such as latency, packet loss, and link uti-

lization are taken into account. These parameters are concatenated into a 1-dimensional

vector. Then this vector is analyzed according to the random forest algorithm as in exist-

ing work [97, 189] to classify the network states into normal or abnormal states to early

detect the anomaly of network problems.

The time complexity of random forest algorithm in training phase is O(n0 × l og (n0)×
d ×k) where n0 is the number of input sample, d is dimensional of data and k is the num-

ber of trees in the forest while the time complexity in testing phase is O(k×d
′
) where d

′
is

the depth of tree [138].

5.3.4 Application-aware Remediation

5.3.4.1 QoE Estimator

The rapid growth of the Internet leads to the diversity of multimedia applications. Con-

sequently, deploying a general QoE model for different applications is ineffective due to

its various QoS requirements. Therefore, we implement a novel QoE estimator (Fig. 5.3)
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Figure 5.3: The QoE estimator for encrypted traffic.

to calculate QoE of different applications. The application class is identified in the traffic

classification module. Then, a specific QoE model is used to calculate QoE for a particular

application.

QoE can be calculated according to subjective and objective approaches. The former

requires participants to evaluate their MOS (Mean Opinion Score) about multimedia ap-

plications while the latter builds an objective model calculating MOS using parameters

(e.g., network parameter, application parameter, etc.). However, the subjective approach

is costly and ineffective with real-time monitoring, whereas identifying an effective model

in the objective approach is sometimes complicated. Therefore, we implement a hybrid

approach that uses a subjective dataset to learn QoE models based on ML algorithms.

The hybrid approach offers opportunities to estimate MOS in real-time. We use a MOS

dataset which is built in a collaboration between our laboratory (LISSI) and Orange (a

Network Operator in France) [110]. There are many ML algorithms (e.g., MLP, SVM, ran-

dom forest, etc.). The random forest has less root mean square error in comparison with

others [111], so it is considered as a ML algorithm in QoE estimation. MOS is calculated

thanks to network parameters (e.g., latency, packet loss, etc.). There are five levels of MOS

including 1 (Bad), 2 (Poor), 3 (Fair), 4 (Good) and 5 (Excellent). The detail of this module

is described in [111].

5.3.4.2 RL-based Segment Routing

The SR algorithm is formalized as a RL task that contains agent, state, action, reward, and

policy (Fig. 5.4). The detail is described as follows:

Agent: An entity in the network system applies a learning algorithm to perform its
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tasks. In a routing problem, an agent selects appropriate paths to optimize a reward.

State s: A snapshot of the network environment which is observed by the agent.

Action a: An action illustrates how an agent replies to the network environment. In the

routing problem, the action is a routing path between a server and a client in the network.

All routing paths in the network can be obtained in the SDN controller.

Policy π: A policy is a map from an observed state to action in the network environ-

ment.

Reward r: A reward is a feedback of the network environment corresponding to the

agent. In the routing problem, the agent monitors a network state s and performs an

action a from the routing policy. Then, the agent moves to next state s′ and receives a

reward r. The reward is the MOS score of a chosen path which is calculated via the pre-

trained QoE estimator (section 5.3.4.1).
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Figure 5.4: The RL-based SR mechanism.

The main goal of RL is to optimize an objective function O f (Eq. 6.4):

O f = Max E[
∞∑

t=0
γt × rt ]. (5.2)

where γt ∈ [0, 1] is a discount factor.

In RL, there are two kinds of approaches including model-based and model-free ap-

proaches. In the first approach, the agents learn the environment model and enhance

its policies to obtain optimality while the agents optimize its policies without prior infor-

mation about the network environment in the second approach. The first one can learn

faster than the second one. It is still less popular because of a large storage cost and de-

pendence on accuracy of an initial information [190]. Therefore, the model-free approach

is used in this work. In this approach, Q-value estimates how good it is to execute a given

action in a given state. Q(s, a) is the expected return starting from state s and taking ac-

tion a following policy π. At a time step, the agent is in state s, performs action a, receives
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reward r and moves to next sate s′. The Q-value is updated as in Eq. 6.5:

Q(s, a) = (1−α)Q(s, a)+α[r +γmax
a′ Q(s′, a′)]. (5.3)

where α is a learning rate and γ is a discount factor.

Time complexity of reinforcement learning algorithm is O(m ×N0) where N0 is the

number of action, and m is the size of state space [191, 192].

5.3.4.3 Exploration-Exploitation Trade-off

An exploration and exploitation phase in RL needs to be balanced to obtain an optimal

cumulative MOS score (cumulative reward). The exploitation phase which selects the

routing path (action) with maximal Q-value, can not be implemented systematically be-

cause each routing path needs to be evaluated frequently to achieve the optimal MOS

score. In this chapter, the trade-off between the exploration and exploitation phase is

formalized as a MAB problem (Multi-Armed Bandit). MAB problem is a formalization of

sequential decision-making tasks. At a time step, a decision-maker selects an action and

receives a reward from an unknown distribution corresponding to this action. The main

objective is to maximize the total reward received through a sequence of actions. In this

chapter, three selection algorithms are presented to resolve the MAB problem: ε-greedy

[193], softmax [194], and UCB1 (Upper Confidence Bounds) [195].

First, ε-greedy is the simplest algorithm to resolve the bandit problem. Concretely,

the agent selects the routing path with the highest Q-value with a probability of (1-ε).

Otherwise, the agent selects the routing path randomly. Then, the ε value reduce against

the time so that the agent can learn more about the network environment and become

more confident.

Second, the softmax algorithm selects the routing paths according to a probability

function of Q-value. Each routing path ai is assigned to a probability pi as in Eq. 5.4:

pi = e
Qai
τ∑N0

j=1 e
Qa j
τ

(5.4)

where τ is a temperature parameter, N0 is a number of routing paths and Qa j is a Q-value

of routing path a j .
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When the temperature parameter τ is reduced, the routing paths are exploited more

frequently. In that way, the temperature parameter τ is reduced each episode (forwarding

time). Therefore, softmax algorithm not only explores the less-used routing paths but also

selects the best routing path in terms of expectation gains.

Finally, the UCB1 algorithm is related to an index-based algorithm. UCB-index is de-

fined as a sum of a current Q-value and a confidence bound. The UCB-index is described

as in Eq. 5.5:

UCB− i ndexai = Qai +
√

2l n(N)

nai

. (5.5)

where Qai is a Q-value of routing path ai , nai is a number of chosen time of routing path

ai and N is an episode number (forwarding time).

After calculating the UCB-index for each routing path, UCB1 algorithm selects the

path with maximal UCB-index. As shown in Eq. 5.5, the UCB-index comprises two parts

including Q-value Qai and confidence bound
√

2l n(N)
nai

. A routing path is chosen when

the Q-value is large or the confidence bound is high. When the routing path with the

large Q-value is chosen, this choice is an exploitation trial. When the confidence bound is

high, this choice is an exploration trial. The confidence bound is higher when the number

of chosen times of the routing path is smaller in comparison with other paths. In other

words, the less routing path is selected, the more it has the opportunity to be selected.

5.4 Experimental results

5.4.1 Experiment Setup

Table 5.1: Configuration of the PC used in the testbed.

Operation System Ubuntu 16.04.6 LTS
Processor Intel(R) Core(TM) i5-6500 CPU @ 3.20GHz
Memory 2133MHz DDR4 8GB

The performance of the proposed SR mechanism is evaluated via an emulation testbed

with mininet v2.2 [196] and ONOS controller v2.4 [197]. mininet is a popular emulator

in the research community to emulate the network topology. ONOS only supports leaf-

spine topology, so we use this topology from a simple scene (five spine nodes and two
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leaf nodes) to a complex one (more than 15 nodes). The number of nodes in the topol-

ogy is set to 7, 17, 32 and 47. Moreover, ONOS also supports segment routing through

org.onosproject.segmentrouting application, and we customize it to implement the pro-

posed SR mechanism. To generate QUIC traffic of video streaming in the network, we re-

play a pcap file of QUIC traffic from servers to clients using tcpreplay application, which

is collected according to watching videos in Youtube with Google Chrome. The testbed

is implemented in a PC described in Tab. 5.1. For the exploration-exploitation trade-off,

ε and τ are set to 1 and 2, respectively. For the RL algorithm, α and γ are set to 0.7 and

1, respectively. These parameters are selected according to an existing work [198]. The

source code of the proposed framework is available at [120].

Table 5.2: Scenarios.

Scenarios Descriptions
perfect

scenario
No delay and loss

Scenario
with faults

delay 25, 50, 75, 100 and 125ms
loss 5, 10, 15, 20 and 25%

delay
and loss

(25ms, 5% loss), (50ms, 10%), (75ms, 15%),
(100ms, 20%) and (125ms, 25%)

The experiments are considered in four scenarios (Tab. 5.2). The network parameters

are chosen to cover the maximum QoE range. The first scenario is to evaluate the perfor-

mance of the proposed approach in the network condition without delay and loss, and

other scenarios are used to consider the proposed mechanism in the context with faults.

Loss and delay parameters in the routing paths are generated according to mininet. In

the last three scenarios, each routing path is randomly set to a specific delay, loss or both

delay and loss. These delay and loss parameters are changed every 50 episodes which are

chosen according to the experiments to generate dynamic network states. An uniform

link capacity is set to 10 Mbps, and a sending rate is set to 2.5 Mbps as in an existing work

[183].

The proposed application-aware SR mechanism is designed for three applications in-

cluding video streaming, file transfer and VoIP. Among these applications, video stream-

ing comprises the highest global IP traffic [129], so we consider video streaming as a proof-

of-concept to thoroughly validate the performance of the proposed SR mechanism.
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5.4.2 Benchmark

To validate the performance of the proposed SR mechanism, our proposal is compared

with the benchmarks including:

• Standard SDN-based SR (Standard_SR): This algorithm uses the Dijkstra algorithm

to determine the shortest paths between servers and clients.

• SDN-based SR with maximal QoE (Max_QoE) [199]: This approach calculates the

MOS score of all routing paths and selects the paths with maximal MOS score. In

contrast, the MOS score of a chosen path is calculated in the proposed mechanism

which helps to reduce resource consumption.

These approaches are evaluated via the following performance metrics:

• MOS: the perceived quality at the user’s side.

• CPU Usage: the percentage of the CPU’s capacity which is calculated via ps com-

mand (process status) in the Unix-like operation systems.

• Control Overhead: To discovery network topology and update status of links (e.g.,

latency, loss, etc.), a routing algorithm needs to generate the control packets (e.g.,

LLDP packets, etc.). Control overhead refers to the ratio of the control packet num-

ber to the total number of the sent packets.

5.4.3 Performance Analysis

The selection algorithms for MAB formalization are presented including UCB1, softmax

and ε-greedy. Their performances are first evaluated to select the appropriate selection

algorithm. Then, the performance of our proposal is compared to the benchmarks in-

cluding Standard_SR and Max_QoE mechanisms related to MOS score, CPU usage, and

control overhead. Besides, the running time of each module in the proposed SR mecha-

nism is thoroughly evaluated.

5.4.3.1 Time Analysis

In section 5.3, we analyzed the mathematical time complexity of algorithms in the pro-

posed SR mechanism. According to this time complexity, the traffic classification requires
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Figure 5.5: Average MOS score and standard deviation of three selection algorithms in the
proposed SR mechanism.

higher processing time in comparison with other modules. It requires 0.0316 ms to iden-

tify the network flows of VoIP and 3.4 ms to identify the network flows of video streaming

and file transfer. To implement this module in real-time, we use sFlow, a standard for

network monitoring, to reduce the amount of network traffic collected for the traffic clas-

sification module when there is a huge amount of traffic in the networks. In the testbed,

we configure sFlow agents to collect 10 percent of network traffic going through sFlow

agents. Regarding the running time of the anomaly detection module, it requires 0.0127

ms to process a network flow. As for the RL-based Segment Routing module, it searches

in the Q-table which representing routing policies, to select an appropriate path, so it can

make instant decisions.

5.4.3.2 Selection algorithms

Fig. 5.5 illustrates the average MOS score and standard deviation of UCB1, softmax and

ε-greedy in the proposed SR mechanism with four scenarios. In the perfect scenario, there

is no delay and loss in the network. The sending rate is 2.5 Mbps while the link capacity

is 10 Mbps. Consequently, changing the routing paths does not lead to the fluctuation of

the MOS score in three selection algorithms. Although there is no significant difference

between these algorithms, the MOS score of softmax is slightly better than the others.

97



5.4. EXPERIMENTAL RESULTS

20 40 60 80 100 120 140

Episodes

4

4.2

4.4

4.6

4.8

5
M

O
S

Max_QoE

RL_Softmax_SR

Standard_SR

(a) perfect scenario.

20 40 60 80 100 120 140

Episodes

0

1

2

3

4

5

M
O

S

Max_QoE

RL_UCB1_SR

Standard_SR
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(c) loss scenario.
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Figure 5.6: The MOS score of three SR mechanisms.

The average MOS score of softmax, UCB1 and ε-greedy reach to 4.47, 4.46 and 4.39, re-

spectively. Besides, their standard deviations are 0.29, 0.291 and 0.31, respectively. In this

scenario, the MOS score varies from 4.3 to 4.5. The MOS score of ε-greedy converges to 4.3

while the MOS score of the others converges to 4.5. Therefore, the average MOS score of

ε-greedy is lower than two other selection algorithms.

The average MOS score of UCB1 is the highest, and the standard deviation is the lowest

in three selection algorithms for the other scenarios. The average MOS score of UCB1 in

delay scenario, loss scenario and the final scenario are 3.55, 3.7 and 3.5, respectively. UCB1

first explores the routing path during the first few episodes and then converges to optimal

MOS score. When the network states are changed, UCB1 can explore the less-used routing

paths. Consequently, it continues to reach an optimal value quickly. softmax chooses the

routing paths according to probability function, so it takes much time to converge to an

optimal value. As a result, the MOS score of softmax is lower than the figure for UCB1.

For ε-greedy, it first explores the routing paths with a high ε value. When ε value reduces

to approximately 0, it can not explore the routing paths frequently. Therefore, the MOS
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score of ε-greedy is lower than two other selection algorithms.

According to Fig. 5.5, our proposal will implement different selection algorithms cor-

responding to various scenarios. softmax will be implemented for perfect scenario while

UCB1 will be implemented for other scenarios in our proposal in the following experi-

ments. Our proposal refers to RL_Softmax_SR in perfect scenario and RL_UCB1_SR for

other scenarios.

5.4.3.3 Segment routing mechanisms

Fig. 5.6 illustrates the MOS score against the episodes (forwarding time) of three SR mech-

anisms in four scenarios. In perfect scenario (Fig. 5.6a), the role of the routing paths is the

same due to no delay and loss in the network. As a result, the MOS score of three SR

mechanisms is nearly equal. The average MOS score of our proposal (RL_Softmax_SR),

Max_QoE and Standard_SR are 4.47, 4.47 and 4.46, respectively. Besides, their standard

deviations are 0.29, 0.29 and 0.34, respectively.
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Figure 5.7: The average CPU usage and overhead of three SR mechanisms.

In delay scenario (Fig. 5.6b), each routing path is set to a specific delay parameter

which leads to the differences in the MOS score between the routing paths. Therefore,

there is a significant difference between three SR mechanisms. The MOS score of Stan-

dard_SR is the lowest in three SR mechanisms because it selects the shortest paths to

forward the packets. The MOS score of this mechanism depends on the delay parameter

which is set to the shortest path. The network states are changed every 50 episodes, so the

MOS score of this mechanism changes periodically. The MOS score of Standard_SR in the

first, second and last 50 episodes are approximately 2.4, 2.8 and 3.1, respectively. Max_-

QoE monitors the network topology, calculates the MOS score of all routing paths and
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selects the path with the best MOS score. Therefore, it achieves a high MOS score (ap-

proximately 4) in the majority of episodes. In this scenario, our proposal (RL_UCB1_SR)

implements UCB1 to determine the routing paths to forward the packets. UCB1 explores

the routing paths in the first 16 episodes, so the MOS score varies between 1.7 and 4. After

that, the MOS score of our proposal converges to an optimal value (approximately 4). At

50th and 100th episodes, the network states are changed to create dynamic network envi-

ronments. UCB-index of the less-used routing path becomes larger when a routing path

is not chosen frequently. Consequently, UCB1 can explore the less-used routing paths to

select the appropriate path. As a result, the MOS score of our proposal can converge to op-

timal value quickly after a few episodes. Besides, our proposal can choose another routing

path at 24th and 89th episodes after converging to an optimal value. In other words, our

proposal does not always select the routing path with the best UCB-index to guarantee the

exploration-exploitation trade-off. In Fig. 5.6b, the MOS score of our proposal is slightly

lower or equal to the MOS score of Max_QoE.

In loss scenario (Fig. 5.6c), the MOS score of Standard_SR is lower than the figure for

our proposal. The MOS score of this mechanism in the first, second and last 50 episodes

are 2.3, 2.1 and 2.4, respectively. Similar to previous scenarios, our proposal using UCB1

selection algorithm (RL_UCB1_SR) first explores the routing paths during the first few

episodes and then converges quickly to optimal value (nearly 4). A remarkable feature

from Fig. 5.6c is that the MOS score of Max_QoE is lower than the MOS score of our

proposal from the 50th episode. ONOS controller sends the control packets (e.g., LLDP

packets, etc.) to discover the network topology every 3 seconds, so the delay on the rout-

ing paths is measured according to control packets as in an existing work [93]. Therefore,

Max_QoE can monitor the network and select the path with the best MOS score in delay

scenario. The loss parameter is measured via PortStatistics API in ONOS controller after

data is transmitted in the network. Consequently, the loss on a routing path is not updated

when this path is not chosen. At the beginning of the first 50 episodes in loss scenario, the

loss of all routing paths is initiated to 0. Therefore, Max_QoE can select the path with the

best MOS score. At the 50th episode, the network states are changed. The routing paths

with low MOS score in previous network state becomes the paths with high MOS score in

current network state, but the loss on these paths are not updated. Therefore, the MOS

score of Max_QoE is lower than the figure for our proposal.

In scenario with delay and loss (Fig. 5.6d), the MOS score of Standard_SR is the lowest
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in three SR mechanisms. Similar to delay scenario, the MOS score of our proposal (RL_-

UCB1_SR) is equal or slightly smaller than the MOS score of Max_QoE. The MOS score of

Max_QoE in the first, second and last 50 episodes are 3.9, 3.7 and 3.9, respectively. Be-

sides, the optimal MOS score of our proposal are 3.9, 3.7 and 3.7, respectively. Although

the MOS score of Max_QoE is higher than the others, it requires much resource consump-

tion related to CPU usage and overhead.

There is less difference between the CPU usage and overhead in four scenarios, so the

average CPU usage and overhead of these mechanisms in four scenarios are depicted in

Fig. 5.7. The number of leaf nodes is increased while the number of spine nodes is not

changed to obtain a larger network topology in these experiments. Fig. 5.7a shows the

CPU usage of three SR mechanisms. The testbed is implemented in a computer with 4

cores described in Tab. 5.1, so the CPU usage can reach 400 percent in maximum. The

CPU usage of Max_QoE is the highest in three SR mechanisms because it monitors the

entire network topology in order to obtain the routing path with the best MOS score. The

CPU usage of Max_QoE for 7 nodes is 94.3 percent, and it increases to 125.48 percent for

47 nodes. The CPU of our proposal is lower than the figure for Max_QoE. It raises from

91.45 to 118.95 percent when the number of nodes increases from 7 to 47. Besides, there

is an increase in the CPU usage of Standard_SR from 89.73 to 115.63 percent when the

number of nodes raises from 7 to 47.

Fig. 5.7b indicates the control overhead of three SR mechanisms. The overhead of

Max_QoE is higher than two other mechanisms because Max_QoE sends the control pack-

ets to monitor the entire network topology. It increases rapidly from 8.33 to 75 percent

when the number of nodes increases from 7 to 47. Our proposal only monitors the chosen

paths, so the overhead of our proposal and Standard_SR are nearly equal. The overhead of

our proposal with 7 and 47 nodes are 3.95 and 26.71 percent, respectively. The overhead of

Max_QoE is nearly three times the overhead of our proposal for 47 nodes. In other words,

our proposal reduces up to 64.39 percent of overhead in comparison with Max_QoE. Al-

though Max_QoE can achieve a high MOS score in the majority of episodes, it requires

much resource consumption in terms of CPU usage and overhead. Consequently, it is not

appropriate for a large-scale network. In contrast, the MOS score of our proposal is nearly

equal or higher than the figure for Max_QoE in considered scenarios, but it requires less

resource consumption in comparison with Max_QoE. Some important results are sum-

marized as in Tab. 5.3 and 5.4. Tab. 5.3 indicates important results related to the median
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Table 5.3: Summarization of average optimal MOS, median and 95 % confidence interval of MOS
in the SR mechanisms.

Scenarios Mechanisms Average
Improvement

of
proposal (%)

Median
95%

Confidence
Interval

Perfect
Proposal 4.47 - 4.53 4.47±0.047

Standard_SR 4.46
Nearly
equal

4.52 4.46±0.056

Max_QoE 4.47 Equal 4.53 4.47±0.047

Delay
Proposal 3.86 - 3.82 3.86±0.1

Standard_SR 2.76 139.8 2.80 2.76±0.05

Max_QoE 3.93
Nearly
equal

4.01 3.93±0.062

Loss
Proposal 3.9 - 3.93 3.9±0.089

Standard_SR 2.26 172.6 2.11 2.26±0.023
Max_QoE 2.86 136.4 3.11 2.86±0.154

Delay+
Loss

Proposal 3.76 - 3.70 3.76±0.078
Standard_SR 2.7 139.3 2.40 2.7±0.04

Max_QoE 3.83
Nearly
equal

3.72 3.83±0.024

MOS, 95 % confidence interval of MOS and the average optimal MOS score which is the

average value of the optimal MOS score in each 50 episode of three SR mechanisms. Tab.

5.4 illustrates the essential results in term of the average overhead against the number of

nodes of our proposal and Max_QoE. Confidence interval (CI) gives an estimated interval

for an unknown population parameter. It is associated with a confidence level, represent-

ing a probability which the estimated interval includes a true value of the parameter. 95%

confidence interval is computed at the 95% confidence level containing the parameter. It

is calculated by Equ. 5.6.

CI = x + z? · σp
n

(5.6)

where x is mean of MOS,σ is its standard deviation, n is number of samples and z? is 1.96

for 95% of confidence level.

In Tab. 5.3, 95% confidence interval of the proposed SR mechanism is wider than the

figure for Max_QoE in four scenarios. The reason is that the proposal needs to explore the

routing paths to select the appropriate one, so its MOS fluctuates more frequently than

the figure for Max_QoE.
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Table 5.4: Summarization of average overhead in the SR mechanisms.

Mechanisms
Average overhead (%)

7 17 32 47
Max_QoE 8.33 24.99 50 75
Proposal 3.95 9.64 18.18 26.71

Improvement of
proposal (%)

52.58 61.43 63.64 64.39

5.5 Conclusion

Segment Routing needs to be performed more adaptively to avoid network problems (e.g.,

congested links, etc.) and meet different service-level agreement requirements. To cope

with these demands, we propose a novel SDN-based adaptive segment routing framework

for network operators in the context of encrypted traffic. Our proposal is developed on

the SDN controller which can be integrated into networks supporting virtualized archi-

tectures related to SDN. The proposed segment routing mechanism implements differ-

ent routing policies corresponding to various applications and meets strict service-level

agreement requirements. Moreover, the appropriate routing path is selected according to

reinforcement learning policy and the feedback of the network environment (QoE). The

experimental results show that the proposed SR mechanism using reinforcement learning

outperforms the standard SR mechanism in terms of QoE and reduces up to 64.39 percent

of overhead in comparison with Max_QoE mechanism.

Segment list is one of the important factors of the segment routing mechanism, so

path encoding algorithm needs to be investigated thoroughly to optimize the performance

of the segment routing mechanism. After detecting the network problems and imple-

menting the adaptive segment routing mechanism to reduce its influences, the root causes

of the issues needs to be considered to deal with it definitely. Therefore, the root cause

analysis mechanism will be investigated in our future work.

After reducing the negative impacts of anomalies in the network (e.g., high latency,

high loss, etc.) with the temporary remediation module, we need to identify the root

causes of anomalies and solve it completely. In the following chapter, we present an use-

case for the root cause analysis and definitive remediation to identify the root cause of

congestion and address it definitively.
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Chapter 6

Root Cause Analysis and Definitive
Remediation

«The spread of computers and the
Internet»

Marc Andreessen

Chapter 6 presents an use-case for the root cause analysis and definitive remediation.

Concretely, we present a root cause analysis mechanism using machine learning to iden-

tify the root causes of congestion, and then we implement an adaptive congestion control

algorithm in the definitive module to solve it completely. These modules are described in

detail in Fig. 2.2.
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6.1. ROOT CAUSE ANALYSIS: MACHINE LEARNING BASED ROOT CAUSE ANALYSIS
FOR SDN NETWORK

6.1 Root Cause Analysis: Machine Learning based Root Cause
Analysis for SDN Network

6.1.1 Introduction

Root cause analysis refers to a process of identifying and delimiting elements leading to

anomalies. There are three main objectives in the root cause analysis [151]:

• The first one is to identify which network problems resulting in the anomalies (e.g.,

link failure, switch failure, etc.). If a network problem happens, it will be classified

to return the type of the problem [200].

• The second one is to identify events that lead to the anomalies. Event logs of net-

work elements can be used to study their causalities and identify anomalous events

[201].

• The final one is to localize network elements that result in the anomalies. Perfor-

mance evaluation at network elements can be used to identify the anomalous ele-

ments [202].

The root cause analysis can return the type of network problems, anomalous events

and anomalous network elements. In this manuscript, we focus on identifying the type

of problems that results in network anomalies. We assume that one problem results in

anomalies in the network. When many problems lead to anomalies simultaneously in the

network, network administrators need to troubleshoot problems manually to solve them

completely.

In the past, administrators are able to troubleshoot network problems (e.g., using

ping, traceroute, etc.) and solve it manually. However, it is not effective because of the

huge number of network devices and human intervention. Consequently, the root cause

analysis is studied by the research community. Conventional root cause analysis (e.g.,

knowledge-based mechanism, etc.) [153, 203] identifies the root causes using rules and

policies with a specific threshold. However, an effective threshold identification is some-

times complicated. The emerging of Machine Learning (ML) and Deep Learning (DL) is

a potential solution to solve this drawback. In fact, root cause analysis using machine

learning and deep learning is studied by the research community to troubleshoot the net-

work anomalies [96, 97]. Hong et al. [97] proposed a root cause analysis method using

106



6.1. ROOT CAUSE ANALYSIS: MACHINE LEARNING BASED ROOT CAUSE ANALYSIS
FOR SDN NETWORK

ML to identify the problems related to SLA (service-level agreement) violations for virtual

network management. Similarly, Kawasaki et al. [204] proposed a ML-based fault clas-

sification to identify three kinds of problems including node-down, interface-down and

CPU overload. However, these studies have not considered a balance between accuracy of

machine learning algorithms and its processing time to select the appropriate algorithm

yet.

In this section, we implement a root cause analysis (RCA) mechanism using ML and

time-series network parameters to identify network problems leading to anomalies in the

SDN environment. In the root cause analysis, the balance between accuracy and process-

ing time of different ML algorithms (e.g., Random Forest, Gradient Boosting, Convolution

Neural Network, etc.) is considered to select the appropriate algorithm. Unlike the exist-

ing studies that select the ML algorithm with the best performance, we select the machine

learning algorithm with good performance and low time complexity to improve process-

ing time when there is vast network traffic.

The remainder of the section is organized as follows. Subsection 6.1.2 presents related

work on root cause analysis. The ML-based RCA mechanism is discussed in subsection

6.1.3. Subsection 6.1.4 describes the experimental results. The section concludes with

subsection 6.1.5 which highlights our future work.

6.1.2 Root Cause Analysis Mechanisms

This subsection presents related work on root cause analysis using knowledge-based mech-

anisms, causality/dependency graphs and ML-based mechanisms.

6.1.2.1 Knowledge-based Mechanism

This mechanism (called expert system) requires prior knowledge about anomalies to build

rules to identify the types of problems and localize its locations. A rule is presented in a

form as follows: if <symptoms> then <root cause>. Zhou et al. [205] proposed BigRoots,

a rule-based root cause analysis mechanism in big data systems. BigRoots uses four kinds

of features including discrete, numerical, resource and time features. The objective is to

identify the problems related to CPU, I/O (Input/Output) and network. Hochenbaum

et al. [203] proposed a root cause analysis in cloud infrastructure using statistical rules.

This approach uses system, application and core driver metrics to localize the location of

anomalies.
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Despite a high accuracy, the knowledge-based mechanism contains two mains disad-

vantages. First, it can not identify unknown problems which are not in the rule datasets.

Consequently, this approach requires updating rule datasets frequently when there are

new network problems. This results in a high maintenance cost. Second, searching in a

large rule dataset is costly and time-consuming.

6.1.2.2 Causality/Dependency Graph

A causality graph is a graph that shows a relationship between network problems and

its symptoms. The objective of the causality graph is to represent initial problems (root

causes) and its symptoms and model complex chains of intermediate problems related

to these symptoms. For example, Bayesian network is an instance of the causality graph.

The Bayesian network is a directed acyclic graph (DAG) representing cause-and-effect re-

lationships between random variables. A node in the DAG is the random variable (e.g.,

network elements, problems, etc.) whereas an edge is a causality between two connected

nodes. Conditional probabilities express the strength of these relationships. This ap-

proach requires a deep knowledge of cause-and-effect relationships between network

problems and its symptoms.

Bennacer et al. [206] proposed a root cause analysis approach using a Bayesian net-

work to localize locations of anomalous elements. Benayas et al. [207] proposed a root

cause analysis using a Bayesian network in Big Data infrastructures. The objective is to

infer ten kinds of problems (e.g., changing flow priorities, modifying in-port rules, etc.)

thanks to Bayesian network and network parameters (e.g., change in a number of hosts,

change in time-out, etc.)

The Bayesian network contains two main drawbacks. First, it depends on reliable prior

knowledge to build DAG models, so it requires deep knowledge about problems and its

symptoms. Second, the complexity of inference in the Bayesian network increases sig-

nificantly with a huge number of nodes, so it is not effective with large-scale networks

[206].

6.1.2.3 ML-based Mechanism

Each network problem has a specific behavior that leads to particular range of parame-

ters (e.g., network parameters, resource parameters, etc.). ML-based mechanism analyzes

these parameters to identify the root cause of anomalies based on classifications. In fact,
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many studies considered ML-based root cause analysis to detect which problems leading

to anomalies in the network.

Qiu et al. [208] proposed a novel method using ML for identifying the root cause of

anomalies in NFV infrastructure. This approach collects and analyzes the features of CPU

consumption, disk I/O, and memory consumption using ML algorithms including Neural

Network, Neural Network+SVM, K-Nearest Neighbors, Linear SVM, Radial Basis Function

SVM, Decision Tree and Random Forest. This approach aims to identify the problems

related to CPU, memory and I/O.

Kawasaki et al. [204] proposed a ML-based fault classification to analyze the root

cause of failures in the NFV environment. This approach collects 41 features from the net-

work environment and analyzes these features using ML algorithms (e.g., Random Forest,

Support Vector Machine, etc.) to identify three kinds of problems including node-down,

interface-down and CPU overload.

Similarly, Hong et al. [97] proposed an anomaly detection method using machine

learning to identify the problems related to resource usage and SLA violations. This method

identifies the problems (e.g., high CPU utilization, lack of memory, etc.) based on 25 fea-

tures and ML algorithms including Distributed Random Forest, Gradient Boosting, Ex-

treme Gradient Boost and Deep Learning.

These studies have not considered the balance between the accuracy and the time

complexity of ML algorithms yet. Besides, the ML-based mechanisms have two main

drawbacks. First, it requires a large labeled dataset to train a root cause analysis model.

Second, it cannot effectively identify unknown problems which are not in training datasets.

6.1.3 Proposed ML-based RCA Mechanism

This subsection presents the proposed root cause analysis using machine learning to

identify root cause of anomalies in the network.

The overall architecture of ML-based RCA in the SDN environment is depicted as in

Fig. 6.1. First, network traffic is collected from the infrastructure layer and processed in

Data Collection and Processing module to extract network features. Then, these features

are analyzed in the Root Cause Analysis model to identify the type of problems resulting in

anomalies in the network. Finally, classification results are notified to the administrators

to operate the network effectively.
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Figure 6.1: Overall architecture of ML-based RCA in SDN environment.

6.1.3.1 Data Collection and Processing

Data Collection and Processing module aims to collect and extract network features cor-

responding to the network problems for the RCA model. According to a report of network

operators [11], we consider three kinds of problems including link failure, switch failure

and buffer overload. These problems occur unpredictably in the network, so building

troubleshooting datasets related to these problems is not accessible. Therefore, we use a

fault injection technique to generate network problems to the network as in existing stud-

ies [96, 97]. Link failure is simulated by generating latency in links while switch failure is

simulated by generating rule failures in the switches to bring packet loss in links. Buffer

overload is simulated by generating a vast amount of traffic surpassing the capacity of

links.

These network problems are simulated in two scenarios including static and dynamic

networks. In static network, the delay and loss in the links are tied to a specific value. In

dynamic network, the link state is changed between normal and error state according to

Gilbert-Elliot (GE) model [118] following a probability value after a given time (400 sec-

onds). In this model, the probability of changing from normal to error state and from

error to normal state are p and r, respectively. When a link is in the error state, the loss

and delay change as in Tab. 6.1.

In each network condition, we collect and extract nine features related to network and

standard parameters according to existing studies [94, 111] and API PortStatistics [95].

These parameters contain latency, packet loss, link utilization, number of packet sent,

number of packet received, number of byte sent, number of byte received, number of

flow entries in switch and QoE (Quality of Experience). Then, these parameters on each
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Table 6.1: Considered network conditions.

Root causes
Static

Network
Dynamic
Network

Link
failure

Delay: 125ms Delay: [25, 50, 75, 100, 125ms]

Switch
failure

Loss: 50% Loss: [10, 20, 30, 40, 50%]

Buffer
overload

Bandwidth: 10 mbps,
Sending rate: 60-100 mbps

Bandwidth: 10 mbps,
Sending rate: 60-100 mbps

link are aggregated to calculate the path’s features to identify different kinds of network

problems. After that, these features are normalized into a value between 0 and 1 accord-

ing to Max Normalization [119]. In RCA, we consider time-series features, and a sample

aggregates features of ten consecutive time steps to identify the network problems. An

input sample is a matrix 10×9 (number of time steps × number of features).

Table 6.2: Troubleshooting Datasets.

Root causes
Static

Network
Dynamic
Network

Buffer
overload

6900 6900

Link
failure

9995 19710

Switch
failure

7560 17565

We built troubleshooting datasets in static and dynamic networks. The number of

network states corresponding to each problem is depicted as in Tab. 6.2.

6.1.3.2 ML-based RCA Method

The collected features from the Data Collection and Processing module are analyzed in

a ML-based RCA method to identify different kinds of problems. The existence of prob-

lems leads to a fluctuation of these features. According to ML algorithms, this fluctuation

can be detected to identify the root causes of anomalies. The detail of this approach is

described as in Fig. 6.2.

There are two main phases in this method including training and testing. In the train-

ing phase, the network features will be analyzed according to a ML algorithm to obtain a

pre-trained RCA model for the testing phase. The RCA model aims to infer problems in
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Figure 6.2: The ML-based RCA Method.

the network. There are different kinds of ML algorithms for the RCA. Therefore, we eval-

uate several algorithms to select the appropriate one and balance between accuracy and

time complexity. The considered ML algorithms includes Support Vector Machine (SVM)

[164], Bagging [209], Random Forest (RF) [164], Adaboost [165], Gradient Boosting [210]

and Convolutional Neural Network (CNN) [166]. Regarding the CNN model, we use two

convolutional 1D (1 dimensional) layer, a max Pooling 1D, a flatter layer and three fully

connected layers. For the others algorithms, we adjust hyper-parameters such as num-

ber of estimators, depth of tree and so on. These configurations are chosen as in existing

studies [97] to optimize the performance of ML algorithms.

6.1.4 Experimental Results

6.1.4.1 Experimental Setup

In the experiments, mininet [168] is used to generate network topology which contains

five spine nodes and two leaf nodes. The delay and loss on each link is configured thanks

to mininet. In GE model, p and r are set to 0.81 and 0.07 as in [118]. The ML algorithms are

implemented according to a library scikit-learn [141] in Python. The training, validation

and testing phases comprise 76, 4 and 20 percent of the troubleshooting dataset, respec-

tively. The datasets and source code of the ML-based RCA mechanism are published in
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[211].

Performance of ML algorithms is evaluated thanks to performance metrics including

precision, recall, and F1-score [142]. Precision is the percentage of relevant flows that are

retrieved, while recall is the percentage of retrieved flows that are relevant. F1-score (F-

measure) represents a harmonic mean between precision and recall. The detail of these

parameters are depicted in Equations 6.1, 6.2, 6.3. There are two ways to evaluate the

quality of the overall classification including micro-averaging and macro-averaging value.

In macro-averaging, a metric is averaged over all classes that are treated equally whereas

micro-averaging is based on the cumulative True Positive (TP), False Positive (FP), True

Negative (TN) and False Negative (FN) of the dataset.

Pr eci si on = TP

TP+FP
. (6.1)

Recal l = TP

TP+FN
. (6.2)

F1− scor e = 2

1/Recal l +1/Pr eci si on
. (6.3)

6.1.4.2 Performance Analysis

6.1.4.2.1 Dataset in Static Network There are two datasets including datasets in static

and dynamic networks. First, we evaluate the balance between the accuracy and the time

complexity of ML algorithms to select the appropriate one with the dataset in static net-

work. The performance metrics of these algorithms are described in Tab. 6.3. Ensemble

learning is a model that makes predictions according to different models. There are two

popular ensemble methods including bagging and boosting. Bagging trains individual

models on a different subset of datasets in parallel and aggregate to improve the perfor-

mance. In contrast, Boosting trains individual models in a sequence, and each model

learns mistakes from the previous one to enhance the performance. In this section, Bag-

ging uses SVM as a base classifier, so its F1-score is higher than the figure for SVM. RF is

the ML algorithm using the bagging ensemble method and decision tree as the individual

model, so its F1-score (approximately 96.3 percent) is higher than the figure for SVM and

Bagging.

Adaboost and Gradient Boosting are the ML algorithms using boosting ensemble method
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Table 6.3: Performance metrics of the considered ML algorithms for the dataset in static network.

Class
Precision Nb

Samples
SVM Bagging RF Adaboost CNN

Gradient
Boosting

Buffer
Overload

0.8040 0.8525 0.9380 0.9637 0.9593 0.9675 1380

Link
Failure

0.9007 0.9802 0.9715 0.9670 0.9658 0.9764 1999

Switch
Failure

0.9739 0.9875 0.9776 0.9617 0.9834 0.9791 1512

Micro 0.8920 0.9403 0.9634 0.9644 0.9691 0.9746 4891
Macro 0.8928 0.9401 0.9624 0.9641 0.9695 0.9743 4891

Class
Recall Nb

Samples
SVM Bagging RF Adaboost CNN

Gradient
Boosting

Buffer
Overload

0.8797 0.9928 0.9870 0.9819 0.9899 0.9928 1380

Link
Failure

0.8844 0.9415 0.9560 0.9540 0.9745 0.9735 1999

Switch
Failure

0.9134 0.8909 0.9517 0.9623 0.9431 0.9597 1512

Micro 0.8920 0.9403 0.9634 0.9644 0.9691 0.9746 4891
Macro 0.8925 0.9417 0.9649 0.9661 0.9692 0.9753 4891

Class
F1-score Nb

Samples
SVM Bagging RF Adaboost CNN

Gradient
Boosting

Buffer
Overload

0.8401 0.9173 0.9619 0.9727 0.9743 0.9928 1380

Link
Failure

0.8925 0.9604 0.9637 0.9605 0.9701 0.9735 1999

Switch
Failure

0.9427 0.9367 0.9645 0.9620 0.9629 0.9597 1512

Micro 0.8920 0.9403 0.9634 0.9644 0.9691 0.9746 4891
Macro 0.8918 0.9382 0.9633 0.9651 0.9691 0.9753 4891
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Table 6.4: Time complexity of ML algorithms in RCA for the dataset in static network.

Algorithms
Training

Time (ms)
Testing

Time (ms)
SVM 1.21472 0.49883

Bagging 37.9581 35.8988
RF 0.03084 0.00143

Adaboost 0.36427 0.01378
CNN 26.044 0.02636

Gradient
Boosting

1.48182 0.00555

and decision tree as the individual model. The objective of boosting ensemble method is

to learn from the mistakes. Adaboost learns from the mistakes by increasing weight of

misclassified samples while Gradient Boosting uses the gradient instead of adjusting the

weight. Hence, Gradient Boosting is more flexible than Adaboost. As a result, the micro

and macro F1-score of Gradient Boosting is slightly higher than the figure for Adaboost.

Moreover, F1-score of CNN is nearly similar to Gradient Boosting with 97 percent.

Despite the good performance, Adaboost, CNN and Gradient Boosting require much

processing time. The time complexity of the considered ML algorithms is depicted as in

Tab. 6.4. This table describes the average processing time for a sample in the training

and testing phase. The training and testing time of RF are the lowest in the considered

ML algorithms with 0.03084 and 0.00143 ms, respectively. The testing time of Adaboost,

CNN and Gradient Boosting are nearly 10, 18 and 4 times the testing time of RF while

the difference in F1-score between these algorithms is less than 1 percent. Therefore, we

consider RF as a ML algorithm for RCA.

We use nine features to identify the root cause of anomalies, but some of these fea-

tures are ineffective for the RCA. Consequently, we implement a feature selection method

(wrapper method) to identify the appropriate feature set. The wrapper method [212] eval-

uates all possible feature sets based on a specific machine learning algorithm and selects

the feature set with the highest accuracy. RF is considered as a learning algorithm in the

wrapper method due to the balance between its accuracy and time complexity. Fig. 6.3

illustrates the accuracy against the number of features in the feature selection method.

The feature set with seven features indicates better results than the others, so this feature

set is considered in the RCA. This feature set contains latency, link utilization, number of

packet received, number of byte sent, number of byte received, number of flow entries

in switch and QoE. Tab. 6.5 shows F1-score of the selected feature set (Feature Set 2) in
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Figure 6.3: The accuracy against the number of features in the feature selection method.

Table 6.5: F1-score of two feature sets in the RCA for the dataset in static network.

Class
F1-score Nb

SamplesFeature
Set 1

Feature
Set 2

Buffer
Overload

0.9619 0.9748 1380

Link
Failure

0.9637 0.9710 1999

Switch
Failure

0.9645 0.9674 1512

Micro 0.9634 0.9710 4891
Macro 0.9633 0.9710 4891

comparison with the feature set with all nine features (Feature Set 1).

6.1.4.2.2 Dataset in Dynamic Network Tab. 6.6 and 6.7 illustrate the performance

metrics and the time complexity of ML algorithms with the selected feature set in the RCA

for dynamic network. Similar to the dataset in static network, micro and macro F1-score

of Gradient Boosting are the highest (approximately 95 percent) while the testing time of

RF is the lowest in the considered ML algorithms for the dataset in dynamic network. The

difference of F1-score between RF and Gradient Boosting is approximately 1 percent, so

RF is considered as a ML algorithm in RCA for the dataset in dynamic network. The RCA

can achieve good results in the dynamic network with over 93 percent of the micro and

macro precision, recall and F1-score. The micro and macro F1-score in the dynamic net-

work are approximately 94 percent, and reduce about 3 percent compared to the figure
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Table 6.6: Performance metrics of the considered ML algorithms for the dataset in dynamic
network.

Class
Precision Nb

Samples
SVM Bagging RF Adaboost CNN

Gradient
Boosting

Buffer
Overload

0.6710 0.7813 0.9191 0.9201 0.9040 0.9535 1380

Link
Failure

0.7797 0.8669 0.9471 0.9244 0.9483 0.9487 3942

Switch
Failure

0.8492 0.8554 0.9451 0.9326 0.9292 0.9578 3513

Micro 0.7914 0.8491 0.9418 0.9269 0.9333 0.9530 8835
Macro 0.7666 0.8345 0.9371 0.9257 0.9272 0.9534 8835

Class
Recall Nb

Samples
SVM Bagging RF Adaboost CNN

Gradient
Boosting

Buffer
Overload

0.5659 0.7739 0.9464 0.9341 0.9688 0.9667 1380

Link
Failure

0.8630 0.8757 0.9500 0.9434 0.9302 0.9619 3942

Switch
Failure

0.7996 0.8488 0.9308 0.9055 0.9229 0.9377 3513

Micro 0.7914 0.8491 0.9418 0.9269 0.9333 0.9530 8835
Macro 0.7428 0.8328 0.9424 0.9277 0.9406 0.9554 8835

Class
F1-score Nb

Samples
SVM Bagging RF Adaboost CNN

Gradient
Boosting

Buffer
Overload

0.6140 0.7776 0.9325 0.9270 0.9353 0.9601 1380

Link
Failure

0.8192 0.8712 0.9486 0.9338 0.9392 0.9553 3942

Switch
Failure

0.8236 0.8521 0.9379 0.9188 0.926 0.9476 3513

Micro 0.7914 0.8491 0.9418 0.9269 0.9333 0.9530 8835
Macro 0.7523 0.8336 0.9397 0.9266 0.9335 0.9543 8835
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Table 6.7: Time complexity of ML algorithms in RCA for the dataset in dynamic network.

Algorithms
Training

Time (ms)
Testing

Time (ms)
SVM 3.70088 1.43646

Bagging 81.4241 67.4686
RF 0.38460 0.00587

Adaboost 0.35830 0.01368
CNN 26.1040 0.02455

Gradient
Boosting

1.40897 0.01087

for the static network. The reason is that the error status as well as the delay and loss

value change after a given time in the dynamic network. This leads to less fluctuation in

the network features, and therefore reduces these performance metrics.

6.1.5 Conclusion

In this section, we present a root cause analysis approach using machine learning and

time-series network parameters to identify the root cause of anomalies (type of problems

leading to the anomalies) in the SDN environment. There are various machine learning

algorithms, so we consider the balance between accuracy and time complexity to select

the appropriate algorithm. The experimental results illustrate that the precision, recall

and F1-score of the root cause analysis approach are approximately 97 percent in the

static network.

In the future, we will extend the troubleshooting datasets to consider more network

problems. Besides, there is a massive amount of useful resources (e.g., system log, etc.) in

addition to the network parameters to enhance the performance of root cause analysis.

Therefore, system logs as well as data-processing applications (e.g., Hadoop, Splunk, etc.),

will be considered to improve the performance of root cause analysis.
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6.2 Definitive Remediation: Adaptive QUIC BBR Algorithm
using Reinforcement Learning for Dynamic Networks

6.2.1 Introduction

Nowadays, the Internet grows rapidly, leading to many hindrances for service providers

such as latency optimization, congestion and so on. Growth in latency-sensitive web ser-

vice leads to various strict latency requirements from end-user’s side. Moreover, the In-

ternet is changing from insecure to secure traffic rapidly, which leads to more latency in

data transmission (e.g., additional latency due to TLS handshake, etc.). The emerging of

QUIC (Quick UDP Internet Connections) [61], a new transport layer network protocol de-

veloped by Google, is a potential solution to improve latency in the network. In early 2021,

QUIC was standardized by Internet Engineering Task Force (IETF) to offer opportunities

to reduce latency in connection establishment and prevent HoL Blocking (Head-of-Line

Blocking) in comparison with TCP+TLS. QUIC accounts for over 30 percent of Google’s

total egress traffic and approximately 7 percent of global Internet traffic [61]. According

to a recent statistic of Statista, the global Internet traffic is expected to reach 333 exabytes

(EB) per month by 2022 compared with 100 exabytes per month in 2017 [213]. The rapid

growth in the global Internet traffic creates much pressure for network infrastructure and

results in congestion in the network, particularly in the Covid-19 pandemic. Therefore,

congestion control plays an essential role in the network. In fact, congestion control is

considered by much existing work to prevent congestion in the network [214, 215]. How-

ever, Google implemented a static congestion control mechanism for QUIC in its infancy.

In the early stage, QUIC used Cubic for the congestion control like in TCP. Cubic is a

loss-based approach that changes a cwnd (congestion window) parameter to adjust an

amount of inflight data (data sent but not yet acknowledged) in a buffer of network de-

vices based on a loss signal. Loss happens in the network when the buffer is overloaded.

Consequently, a large buffer size leads to a bufferbloat, influencing on interactive applica-

tions (e.g., multiplayer online games, etc.). On the other hand, a small buffer size results

in high packet loss and low throughput, impacting multimedia applications (e.g., video

streaming, etc.). Moreover, using loss signal in congestion control can lead to uncertain

results because non-congestion packet loss is a widespread phenomenon in the network

(e.g., port flap in routers, lossy wireless links, etc.) [214].

To overcome these disadvantages, Google has developed BBR (Bottleneck Bandwidth
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and Round-Trip Time), a new congestion control algorithm [216]. BBR is a rate-based ap-

proach that monitors delivery rate and minimal RTT (Round-Trip Time) to adjust sending

rate. However, a static congestion control algorithm cannot be effective across differ-

ent network conditions [217]. After evaluating the performance of BBR and its variants

across network conditions (section 6.2.4.2), we conclude a necessity of an adaptive con-

gestion control algorithm for dynamic networks. Therefore, in this section, we propose

an Adaptive BBR algorithm (A-BBR) using Reinforcement Learning (RL) for QUIC proto-

col. The experimental results (section 6.2.4.2) show that A-BBR has a higher overall aver-

age reward by 18.6, 30.76, 13.3 and 27.5 percent compared to origin BBR and three other

BBR’s variants. Besides, the fairness index of A-BBR is similar to the figure for the others

(approximately 1), showing a fair bandwidth sharing between flows of these congestion

control algorithms. The contributions of this work are listed as follows:

• A-BBR aims to select the appropriate policies to adaptively change the sending rate

to unprecedented changes of network environments.

• A-BBR with RL allows implementing a real-time solution in congestion control, un-

like existing studies using Deep Reinforcement Learning (DRL) [217] which requires

high resource consumption and time complexity.

• Performance of A-BBR and benchmarks are evaluated in the context of HTTP/3 (Hy-

pertext Transfer Protocol version 3) in contrast to existing studies evaluating con-

gestion control algorithms in the context of HTTP/2 [218]. HTTP/3 offers opportu-

nities to solve the drawbacks of HTTP/2 in terms of HoL Blocking and latency re-

duction in connection establishment [61]. To the best of our knowledge, this is the

first study comparing the performance of congestion control algorithms for QUIC

in the context of HTTP/3.

Outline: The remainder of this section is organized as follows. Subsection 6.2.2 presents

related work on loss-based congestion control algorithms, rate-based congestion control

algorithms and improvement of these algorithms. The adaptive BBR algorithm (A-BBR)

is discussed in subsection 6.2.3. Subsection 6.2.4 describes the experimental results of

A-BBR. The section concludes with subsection 6.2.5 which highlights our future work.
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6.2.2 Congestion Control Mechanisms

In this subsection, we present related work on congestion control algorithms such as loss-

based congestion control algorithms (New Reno and Cubic), rate-based congestion con-

trol algorithm (BBR) and improvement of rate-based congestion control algorithm. These

algorithms are supported in open-source libraries of QUIC protocol (e.g., lsquic, picoquic,

quic-go, quiche, etc.) [219].

6.2.2.1 Loss-based Congestion Control

According to related work [220, 221], there are many congestion control algorithms in the

network such as Tahoe, New Reno, Westwood, BIC, Cubic and so on. New Reno is imple-

mented in Window XP while Cubic is deployed in Linux kernels version 2.6.19 and above

from 2006 [221]. These algorithms are loss-based congestion control algorithms that ad-

just sending rate based on the feedback of receivers (e.g., acknowledgment packets, etc.).

The loss-based congestion control algorithms contain three main phases including

Slow Start, Recovery and Congestion Avoidance. A sender enters the Slow Start phase when

its congestion window is less than the ssthresh threshold which is initialized to an infinite

value in the beginning. Then, cwnd increases double every RTT to increase sending rate

quickly in the early stage. The sender moves to the Recovery phase when there is a loss in

the network. The loss happens when one of two following conditions is met. Firstly, the

elapsed time from when a packet is sent is equal or bigger than a threshold (9×RTT/8).

Secondly, the difference between the highest packet number of acknowledged packets

and the packet number of the unacknowledged packet is equal or bigger than three. In

the Recovery phase, the sender re-transmits lost packets and reduces ssthresh threshold to

the half value of current cwnd in New Reno (or reduces ssthresh by 30 percent in Cubic).

Besides, it sets current cwnd to current ssthresh threshold before moving to the Conges-

tion Avoidance phase. The sender ends the Recovery phase and enters the Congestion

Avoidance phase when packets sent during the Recovery phase are acknowledged. In the

Congestion Avoidance phase, the sender increases cwnd by one every RTT in New Reno

(or increases cwnd following a cubic function every RTT in Cubic) to avoid congestion.

6.2.2.2 Rate-based Congestion Control

BBR [216] is a rate-based approach that adjusts the sending rate according to a pacing_-

gain and a delivery rate estimated from acknowledged packets. The objective is to de-
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Figure 6.4: Congestion control operating point: delivery rate and RTT against the amount of
inflight data.

termine the amount of inflight data (Dinflight) in order to utilize bandwidth-delay product

bdp (available bottleneck bandwidth) effectively. This value is calculated according to de-

livery rate and RTT as follows: bd p = br ×RTTmi n , where br is the delivery rate and RTTmin

is minimal RTT.

Fig. 6.4 shows the delivery rate and RTT against Dinflight. Operating point A shows that

Dinflight is equal to the bandwidth-delay product bdp. After reaching point A, increasing in

Dinflight does not increase the delivery rate. If Dinflight is continued to increase, the buffer

starts to be filled with excess data. When the buffer is fully filled, the operating point shifts

to B where the inflight packets start to be dropped. BBR tries to shift the operating point

toward A while loss-based approaches (e.g. Cubic, etc.) move the operating point to B

which results in unexpected delay in data transmission.

There are four main phases in BBR including Startup, Drain, ProbeBW and ProbeRTT.

In the Startup phase, BBR increases its sending rate by using a pacing_gain of 2/ln(2).

If there are three consecutive rounds where increasing the sending rate only leads to a

small growth in the delivery rate (less than 25 percent), BBR exits this phase and enters

the Drain phase. In this phase, BBR decreases its sending rate using a pacing_gain of

ln(2)/2 until the amount of inflight data matches bdp. After that, BBR enters the ProbeBW

phase to probe more bandwidth using a pacing_gain cycle of [1.25, 0.75, 1, 1, 1, 1, 1, 1].

BBR increases the sending rate using each pacing_gain in a duration of RTTmin which is

updated every 10 seconds in the ProbeRTT phase. When an increase in the sending rate

leads to a growth in the delivery rate, BBR sets the delivery rate to a new sending rate.

Otherwise, BBR maintains the current sending rate. BBR contains a drawback related to
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a static congestion policy. Concretely, it uses a fixed pacing_gain sequence to adjust the

sending rate which is not effective across network conditions.

6.2.2.3 Improvement of Rate-based Congestion Control

In BBR, the sending rate is calculated according to the pacing_gain and the delivery rate.

The pacing_gain is changed every period of time (RTTmin) following the sequence of [1.25,

0.75, 1, 1, 1, 1, 1, 1]. This fixed pacing_gain sequence is suboptimal in several network

environments. For example, in the wireless network, many packets will be aggregated

in a single large frame to reduce overhead and increase efficiency in data transmission

[222]. This leads to a higher throughput and airtime consumption. Consequently, the

amount of inflight data Dinflight needs to be increased in order to reach bdp. Therefore,

there is a need for a higher pacing_gain in order to probe more bandwidth. Wang et al.

[222] proposed BBR+ with a novel pacing_gain sequence of [1.5, 0.5, 1.5, 0.5, 1.5, 0.5, 1.5,

0.5]. BBR+ increases the pacing_gain to 1.5 to probe more bandwidth and then reduces

it to 0.5 to decrease the excess data in the buffer. Similarly, Zhang et al. [223] presented

BBR-Tsunami with a pacing_gain sequence of [1.5, 0.75, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25].

According to BBR+ and BBR-Tsunami, we propose another pacing_gain sequence of [2,

0.5, 1.5, 0.5, 2, 0.5, 1.5, 0.5] to probe more bandwidth in the context of high packet loss.

This algorithm refers to M-BBR (Modified BBR).

A static congestion control algorithm is ineffective for various network conditions,

so Nie et al. [217] proposed TCP-RL, an adaptive congestion control schema in TCP us-

ing Deep Reinforcement Learning. TCP-RL takes into account three network parameters

(throughput, RTT and loss) using Deep Reinforcement Learning to select an appropri-

ate congestion control algorithm. In contrast, we propose an adaptive BBR algorithm in

QUIC protocol for dynamic networks.

6.2.3 Proposal: Adaptive BBR Algorithm

In this section, an adaptive BBR algorithm (A-BBR) is proposed to perform effectively

across network conditions. This algorithm is inspired by a reinforcement learning task

that selects the appropriate set of pacing_gain thanks to feedbacks from the network en-

vironment to optimize an objective function. Determining the appropriate policies to

solve this task is formalized in this section.

Selecting the appropriate pacing_gain sequence is formalized as a reinforcement learn-
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ing task (Fig. 6.5). The detail is described as follows:

• Agent: An agent is an entity in the network system executing its tasks according to a

learning algorithm. In A-BBR algorithm, an agent selects the appropriate pacing_-

gain sequence to optimize an objective function.

• State: An instance of the network state that is monitored by the agent.

• Action: An action describes how an agent reacts to the network environment. In

A-BBR algorithm, the action is a pacing_gain sequence corresponding to each BBR

variant. The considered pacing_gain sequences contain [1.25, 0.75, 1, 1, 1, 1, 1, 1]

(Origin-BBR), [1.5, 0.5, 1.5, 0.5, 1.5, 0.5, 1.5, 0.5] (BBR+), [1.5, 0.75, 1.25, 1.25, 1.25,

1.25, 1.25, 1.25] (BBR-Tsunami) and [2, 0.5, 1.5, 0.5, 2, 0.5, 1.5, 0.5] (M-BBR). Chang-

ing the pacing_gain leads to the change in sending rate corresponding to various

network conditions. These pacing_gain sequences are selected to probe more avail-

able bandwidth across network conditions (e.g., lossy network, etc.).

• Policy: A policy is a mapping between a state and an action in the network environ-

ment.

• Reward: A reward is a feedback from the network environment. At step t, the agent

monitors a network state s and executes an action a. After that, the network state

moves to s
′
, and the agent receives a corresponding reward r . In several studies [217,

224], reward is defined as follows: r = log Thr oug hput
RTT . However, this reward function

leads to a small difference in the performance of BBR with considered pacing_gain.

Therefore, reward is defined as follows: r = Thr oug hput
RTT . The reward is normalized
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into a value between 0 and 1 according to min-max normalization function [119] to

facilitate a comparison between the congestion control algorithms.

The objective of RL is to optimize the accumulative reward O f (Equ. 6.4):

O f = Max E[
∞∑

t=0
γt × rt ]. (6.4)

where γt ∈ [0, 1] is a discount factor.

There are two approaches in RL: model-based and model-free. The first approach

learns an environment model to optimize the optimality while the second one learns its

policies without prior information in the network environment. In this work, the model-

free approach is considered because it requires less storage cost and dependence on ac-

curacy of initial information than the model-based approach [190]. The quality of action

a is evaluated via Q-value Q(s, a) which is updated every step as in Eq. 6.5:

Q(s, a) = (1−α)Q(s, a)+α[r +γmax
a′ Q(s′, a′)]. (6.5)

where α is a learning rate and γ is a discount factor.

In this approach, ε− g r eed y [225] is considered as a selection algorithm to balance

between exploration and exploitation phases. Concretely, the agent chooses the pacing_-

gain sequence with the highest Q-value with a probability of (1-ε). Otherwise, the agent

chooses the pacing_gain sequence randomly. Then, the ε value is reduced every step ac-

cording to ε_decay until it drops to ε_mi n.

The time complexity of the reinforcement learning algorithm is O(m ×N) where N is

the number of actions, and m is the size of state space [192].

6.2.4 Experimental Results

6.2.4.1 Experimental Setup

The testbed is implemented with dumbbell topology (in Fig. 6.5) similar in [216]. mininet

[168] is used to emulate network topology and change network states in the bottleneck

link. This link is set with a bandwidth of 10 mbps, a RTT of [50, 200, 100 ms] and a loss

of [30, 10, 0, 20, 1, 5 %] to create a variety of network conditions. Therefore, there are 18

considered network conditions corresponding to the change of loss and RTT. The number

of senders and receivers is set from one to three. In the experiments, a file with a size of 40

MB is sent from servers to clients. In sender’s side, the proposal (A-BBR) and benchmarks

(Cubic, Origin-BBR, BBR+, BBR-Tsunami and M-BBR) are implemented according to cus-

tomizing the library lsquic [99] to provide QUIC over HTTP/3. In receiver’s side, Google
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Figure 6.6: Number of network conditions in which each congestion control algorithm obtains
the best performance.

Chrome is used to communicate with senders via QUIC over HTTP/3. In reinforcement

learning, ε is initiated to 1. ε_decay , ε_mi n, α and γ are set to 0.95, 0.3, 0.7 and 1, respec-

tively. These parameters are chosen according to the experiments.

6.2.4.2 Performance Analysis

Fig. 6.6 illustrates the number of network conditions in which each congestion control

algorithm obtains the best performance (largest reward). There are 4 BBR variants cor-

responding to 4 pacing_gain sequences (described in section 6.2.3). This figure indicates

that a specific congestion control algorithm cannot perform well across various network

conditions. In the considered network conditions, Origin-BBR performs well overall, but

it is effective in only 11 network conditions. In contrast, M-BBR performs best in none of

these network conditions. This confirms the necessity of the adaptive BBR algorithm for

QUIC in dynamic networks.

In reality, network conditions are changed over time. Consequently, we evaluate the

performance of A-BBR and benchmarks in the considered network conditions. Fig. 6.7a

shows their standard deviations and average rewards in these network conditions. A-BBR

can achieve good results in almost network conditions that will be changed every 100 time

steps. The change in these network conditions leads to the change of RTT and loss in the

network. Consequently, this leads to the change of throughput, resulting in the fluctu-
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Figure 6.7: Average reward and standard deviation of A-BBR and benchmarks.

ation of reward in these network conditions. According to RL, A-BBR can learn to keep

the same pacing_gain sequence or select other sequences to obtain good results and op-

timize the accumulative reward. Loss is set to 30 percent, and RTT varies from 50 to 200

in the first three network conditions. In these network conditions, the average reward of

Origin-BBR ranges from 0.01 to 0.06. The reason is that Origin-BBR increases the send-

ing rate with a pacing_gain of 1.25 for a duration (RTTmin), but there is 30 percent of loss

in this scenario. This leads to a decrease in throughput and reward against time. When

Origin-BBR tries with lower pacing_gain value, its throughput and reward continue to

decrease against time. Moreover, the average reward of Cubic is the lowest in the con-

sidered congestion control algorithms. In these network conditions, there is a loss in the

network. Cubic reduces its cwnd according to loss signal, so there is a decrease in its

throughput and average reward. A noticeable feature from Fig. 6.7a that the average re-

ward of the considered congestion control algorithms reaches a peak every three network

conditions. In every three network conditions, RTT is set to 50 ms in the first network

condition, then increases to 200 ms in the second one and finally reduces to 100 ms in the

last one. This leads to the fluctuation of average reward in these algorithms. The overall

average reward and standard deviation of these congestion control algorithms obtained

in all considered network conditions are illustrated as in Fig. 6.7b. The overall average re-

ward of the proposal is the highest with 0.51 while the figure for the Origin-BBR, M-BBR,

BBR+, BBR-Tsunami and Cubic are 0.43, 0.39, 0.45, 0.4 and 0.04, respectively. The over-

all average reward of our proposal shows an improvement of 18.6, 30.76, 13.3 and 27.5

percent in comparison with the figure for Origin-BBR and three other BBR’s variants. Be-
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sides, the overall standard deviation of A-BBR is nearly equal to the figure for Origin-BBR,

M-BBR, BBR+ and BBR-Tsunami. Their overall standard deviations range from 0.064 to

0.077. Some important results related to overall average reward and overall standard de-

viation are summarized in Tab. 6.8.

Table 6.8: Some important results of the considered congestion control algorithms.

Algorithms Origin-BBR M-BBR BBR+
Overall

average reward
0.43 0.39 0.45

Algorithms BBR-Tsunami Cubic A-BBR
Overall

average reward
0.4 0.04 0.51

Algorithms Origin-BBR M-BBR BBR+
Overall

standard deviation
0.073 0.067 0.077

Algorithms BBR-Tsunami Cubic A-BBR
Overall

standard deviation
0.069 0.003 0.064
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Figure 6.8: Fairness of A-BBR and benchmarks in dynamic network conditions.

Fig. 6.8 indicates the Jain’s fairness of the considered congestion control algorithms in

network condition with a bandwidth of 10 Mbps, a loss of 5% and a RTT of 100 ms. In this

experiment, the file with size of 40 MB is sent from three senders to three corresponding

receivers. All considered congestion control algorithms can achieve a good fairness index

128



6.2. DEFINITIVE REMEDIATION: ADAPTIVE QUIC BBR ALGORITHM USING
REINFORCEMENT LEARNING FOR DYNAMIC NETWORKS

because their values approximate to 1. The last column shows fairness between A-BBR

and Cubic with a flow of A-BBR and two Cubic flows. The fairness index between A-BBR

and Cubic approximates to 0.5, so there is less fair bandwidth sharing between flows of

these algorithms. With the loss of 5 percent, Cubic reduces its cwnd according to loss

signal while A-BBR can probe to adjust its sending rate. Therefore, the throughput of A-

BBR is higher than Cubic which leads to a low fairness index.

6.2.5 Conclusion

This section proposes an adaptive BBR algorithm (A-BBR) for QUIC to adapt to the unex-

pected changes of network environments because a static congestion control algorithm

(original BBR) is not effective across various network conditions. According to RL, A-BBR

changes the sending rate adaptively using the feedback from the network environments.

Moreover, A-BBR and the benchmarks are evaluated in the context of HTTP/3. The exper-

imental results show that A-BBR achieves good results related to the average reward and

fairness index across considered network conditions compared to the benchmarks.

Despite the good results, A-BBR as well as BBR’s variants contain a drawback related to

the fairness with existing congestion control algorithms (e.g., QUIC Cubic, etc.). Google

is developing BBR v2 which offers an opportunity to solve this drawback. In the future,

we will implement the adaptive algorithm for BBR v2. Besides, we will extend this study

to select appropriate congestion control algorithms (e.g., QUIC Cubic, QUIC New Reno,

etc.) across various network conditions.
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1 Summary of Contributions

Nowadays, the rapid development of the Internet results in more and more multimedia

services (e.g., video streaming, online game, etc.) and diversified network devices such as

IoT devices (Internet of Things). The huge number of network devices not only enlarges

the network infrastructures but also leads to many critical issues in the network. A down-

time on cloud-based services leads to negative economic impacts (e.g., the loss from over

$30,000 to $6,700,000) for many service providers (e.g., Youtube, Facebook, Paypal, etc.)

[226]. Therefore, network troubleshooting has been increasingly concerned over the past

two decades. The purpose is to detect anomalies, identify its root causes and implement

remediation approaches to deal with these root causes definitively.

Although network troubleshooting is studied thoroughly by the research community,

the emerging of encrypted traffic entails many questions regarding its deployment in the

context of encrypted traffic. For example, Google developed QUIC (Quick UDP Internet

Connections), a transport layer network protocol from 2012 to improve latency in data

communication. QUIC also provides an encryption algorithm to guarantee secure data

communication in the network. In this case, from the point of view of NOs (Network Op-

erators), useful information obtained in data packets is hidden such as sequence num-

ber, acknowledgment number, payload signature, and so on. This causes to drawbacks

for network performance monitoring approaches (e.g., QoE estimation, application iden-

tification, etc.) and intrusion detection systems. These approaches are essential compo-

nents in network troubleshooting frameworks, so encrypted traffic brings certain obsta-
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cles to data collection (e.g., QoE estimation, application identification, etc.) and reme-

diation approaches (e.g., application-aware traffic engineering, payload-based intrusion

detection systems, etc.) in network troubleshooting.

Moreover, computer networks nowadays become more complex due to many network

devices (e.g., IoT devices, etc.), so the processing time for root cause analysis and remedia-

tion approaches becomes larger. Therefore, network systems have negative impacts (e.g.,

high latency, high loss, etc.) during the root cause analysis of anomalies and remediation.

Consequently, it is necessary for network troubleshooting frameworks that guarantee net-

work availability during the root cause analysis and remediation and deal with some of

the limitations encountered in encrypted traffic. Therefore, in this thesis, we propose a

novel troubleshooting framework for NOs in the context of encrypted traffic. The pro-

posed troubleshooting framework contains five main modules: data collection, anomaly

detection, temporary remediation, root cause analysis, and definitive remediation. These

modules are described as follows:

• Data collection: In this module, we implement a parameter measurement mod-

ule to collect troubleshooting data and build datasets in static and dynamic net-

works. A sample in the datasets contains nine time-series network parameters (e.g.,

latency, loss, etc.) and corresponding labels for three root causes: link failure, switch

failure and buffer overload. From the point of view of NOs, network performance

metrics (e.g., quality of experience, application classes, etc.) are hidden due to en-

crypted traffic. Consequently, we propose a novel traffic classification approach for

QUIC traffic. The information about application classes plays an important role

in application-aware remediation approaches (e.g., application-aware traffic engi-

neering, etc.). There are two main classification stages in the traffic classification

approach. The first one analyzes flow-based features using a ML (Machine Learn-

ing) algorithm to classify the network traffic into chat, VoIP or elephant flows. Ran-

dom Forest is considered as a ML algorithm in this stage after evaluating the per-

formance of several ML algorithms (e.g., Support-Vector Machine, Random Forest,

etc.). The second classification stage analyzes packet-based features using CNN

(Convolutional Neural Network) algorithm to classify the elephant flows into video

streaming, file transfer or Google play music. In this stage, performance is evalu-

ated in various scenarios such as different subsets of input vector and various loss

functions. The experiment results show that classification results can achieve ap-
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proximately 99 percent for video streaming, file transfer and Google play music and

approximately 96 percent for other applications such as chat and VoIP.

• Anomaly detection: After collecting troubleshooting data, this information is an-

alyzed in anomaly detection module to detect anomalies in the network. In this

thesis, we implement an anomaly detection approach using machine learning algo-

rithm to classify network states into normal or abnormal states. The experimental

results show that the precision, recall and F1-score of the proposed anomaly detec-

tion approach achieve up to 99 percent in the considered datasets.

• Temporary remediation: If anomalies happen in the network, we need to imple-

ment a temporary remediation module that is responsible for reducing negative

impacts of problems (e.g., high latency, high loss, etc.) and guaranteeing the net-

work availability during the root cause analysis and definitive remediation. In the

temporary remediation module, we propose an application-aware segment routing

mechanism in the SDN (Software-defined Networking) environment. This module

is to implement a variety of routing strategies corresponding to different applica-

tions. First, the temporary remediation module identifies application classes ac-

cording to traffic classification. Then, this module selects an appropriate routing

strategy for a specific application thanks to RL (Reinforcement Learning) algorithm

and feedback from the network environment. In the RL algorithm, there are various

selection algorithms (e.g., E-greedy, softmax, etc.), so we evaluate the performance

of these algorithms to select appropriate ones for four scenarios: perfect scenario,

delay scenario, loss scenario and scenario with both delay and loss. Besides, the

proposed segment routing mechanism is evaluated with benchmarks (Standard_-

SR and Max_QoE mechanisms) related to MOS (Mean Opinion Score) against time,

average optimal MOS, median MOS, 95% confidence interval of MOS, CPU usage

and control overhead. The experimental results illustrate that MOS of the proposed

mechanism is nearly equal or higher than the figure for benchmarks while it re-

quires less CPU usage and control overhead compared to benchmarks in the con-

sidered scenarios. Concretely, the proposed mechanism reduces up to 64.39 per-

cent of overhead in comparison with Max_QoE mechanism.

• Root cause analysis: In parallel with the temporary remediation, we implement a

root cause analysis module to identify the root cause of anomalies in the network.
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In this module, we implement a root cause analysis approach using time-series net-

work parameters and a ML algorithm. In the thesis, congestion is considered to gen-

erate anomalies in the network. The objective of root cause analysis is to identify the

root cause of congestion (link failure, switch failure or buffer overload). Besides, the

performance and processing time of ML algorithms (e.g., Support Vector Machine,

Bagging, Random Forest, Adaboost, etc.) are evaluated to select an appropriate al-

gorithm for datasets in static and dynamic networks. The experimental results show

that Random Forest can achieve high accuracy while requiring less processing time

than other algorithms. Consequently, it is considered as a ML algorithm in the root

cause analysis approach. F1-score of the proposed root cause analysis mechanism

achieves up to 97 percent while it only requires 0.00143 ms for the testing time for

the dataset in static network.

• After identifying the root cause of anomalies, we implement a definitive remedi-

ation module to solve the root cause definitively. If congestion results from link

failure or switch failure, we send notifications to administrators so that they can

address these root causes. Otherwise, we propose an adaptive BBR (Bottleneck

Bandwidth and Round-Trip Time) algorithm using the RL algorithm to deal with

the switch’s buffer overload in the network. This approach aims to adjust sending

rate at sender sides adaptively for various network conditions. The performance of

proposed congestion control algorithm is evaluated with benchmarks in the con-

text of HTTP/3 in contrast to HTTP/2 in existing studies. The experimental results

show that the proposed congestion control algorithm achieves a high overall av-

erage reward and fairness index in comparison with the benchmarks. Concretely,

the overall average reward of the proposal is the highest with 0.51 while the figure

for the Origin-BBR, M-BBR, BBR+, BBR-Tsunami and Cubic are 0.43, 0.39, 0.45, 0.4

and 0.04, respectively. The overall average reward of our proposal shows an im-

provement of 18.6, 30.76, 13.3 and 27.5 percent in comparison with the figure for

Origin-BBR and three other BBR’s variants.

Despite the promising results, the proposed troubleshooting framework has several

limitations as follows:

• In this framework, we consider congestion as a use-case to generate anomalies and

build troubleshooting datasets related to three root causes: link failure, switch fail-
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ure, and buffer overload. However, there are various kinds of anomalies (e.g., server

disruption, etc.) as well as its root causes are not taken into account yet in the frame-

work.

• Encrypted traffic not only leads to a lack of information about application class

but also results in many obstacles for network performance monitoring approaches

(e.g., QoE estimation, etc.) and intrusion detection systems using a deep packet in-

spection (e.g., DDoS detection, botnet detection, etc.). However, we only take into

account the application class as a use case in the proposed troubleshooting frame-

work.

• In the proposed traffic classification approach, we use supervised learning algo-

rithms to classify the network traffic into five applications, but it requires a large

labeled dataset. Besides, building large labeled datasets is time-consuming and

costly. Consequently, building larger datasets with more kinds of applications will

face many obstacles in the future.

• According to the related work, there are many remediation approaches in network

troubleshooting such as routing, load balancing, etc. However, we take into account

the routing aspect as an example in the temporary remediation module. The rout-

ing aspect can effectively reduce negative impacts of congestion in the network de-

vices (e.g., router, switch, etc.), but it is ineffective with other anomalies (e.g., server

disruption, switch configuration, etc.) which is not considered yet in the frame-

work.

• Congestion can be caused by link failure, switch failure or buffer overload. In this

thesis, buffer overload is taken into account, and we present a congestion control

algorithm to solve it definitively. However, remediation approaches for other root

causes need to be studied in the troubleshooting framework.

2 Perspectives and Future Work

According to promising results, this work can be extended with various research perspec-

tives as follows:

• First, we contribute troubleshooting datasets in terms of link failure, switch failure

and buffer overload. In the future, we will implement simulation scenarios to col-
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lect more data related to other root causes to facilitate network troubleshooting.

Besides, a root cause analysis need to be studied to identify these root causes in this

case.

• The emerging of encrypted traffic causes to limitations for network management

and network troubleshooting regarding network performance monitoring approaches

(e.g., QoE estimation, application identification, etc.) and intrusion detection sys-

tem using a deep packet inspection (e.g., DDoS detection, botnet detection, etc.).

In this thesis, we place a special focus on traffic classification solutions for identify-

ing application classes in the context of encrypted traffic. Other aspects need to be

thoroughly taken into account in the future.

• The proposed traffic classification approach uses supervised ML algorithms to clas-

sify encrypted network traffic. It requires large labeled datasets, but capturing large

labeled datasets is a costly and time-consuming. Consequently, many studies fo-

cus on traffic classification approaches using semi-supervised ML algorithms. The

objective is to pre-train a model on a large unlabeled dataset and transfer learned

weights to a new model that is retrained with a small labeled dataset. Therefore,

these approaches will be taken into account as a part of our future work.

• The application-aware segment routing mechanism proposed in this work is im-

plemented for a certain applications such as video streaming, file transfer and VoIP.

This mechanism selects an appropriate routing strategy corresponding to a specific

application to meet strict SLA (Service-level Agreement) requirements. Next step

of this thesis is to extend to develop a more effective proof-of-concept in a product

environment.

• Finally, we propose an adaptive BBR algorithm for QUIC to adapt to the unexpected

changes of network environments. The purpose is to change sending rate at sender

sides adaptively in dynamic network. We will extend this work to select appropriate

congestion control algorithms (e.g., QUIC Cubic, QUIC New Reno, QUIC BBR, etc.)

across various network conditions. In a specific algorithm, we will implement RL

algorithm to select appropriate sending rate to improve network performance in

dynamic network.
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1 Contexte général

Les avancées dans le domaine des réseaux de télécommunication, l’avènement de l’Inter-

net des objets et la multiplication des services font qu’aujourd’hui les mécanismes embar-

qués dans le cœur des réseaux de transport prennent une place importante dans l’offre

de services. Par conséquent, le réseau est devenu plus complexe et nombreux sont les

problèmes qui peuvent impacter le fonctionnement continu des services fournis aux us-

agers. Pour se rendre compte de l’intérêt de cet aspect, Tab. 8.9, publiée en 2020, donne

un aperçu du coût engendré par les interruptions des services chez certains opérateurs

[7]. Par exemple, nous constatons que YouTube et PayPal ont subi une perte financière

entre $ 34,000 et $ 6,700,000 pour quelques heures d’interruption de leurs serveurs dues

à des défaillances techniques.

De même, de nombreux services Cloud sont aujourd’hui perturbés par des cyberat-

taques, comme c’est le cas, des attaques de type DDoS (Distributed Denial of Service)

conçues pour surcharger et perturber les services réseau en les saturant de demandes

d’accès. En février 2018, Github [8] en a été la cible avec 1,3 Tb/s de trafic issu de la ré-

ception de 126,9 millions de paquets par seconde ayant saturé leurs serveurs. Bien que

cela soit la plus grande attaque DDoS enregistrée à l’époque, les systèmes de GitHub n’ont

souffert que de 20 minutes d’interruption. GitHub a en effet mis en place un mécanisme

Arrêt (Heures) Coût ($)
Youtube 0.17 34,000

CloudFlare 1 168,000
Zoho 33.5 600,000
Cisco 5.33 1,066,000
eBay 6.25 1,406,250

Facebook 8.5 1,700,000
Paypal 30.2 6,795,000

Table 8.9: Le coût lié aux interruptions de services.
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de migration pour détecter et empêcher ce type d’attaque. Selon le dernier rapport de

Radware, au cours des quatre premiers mois de 2021, le volume des attaques DDoS a aug-

menté de 30 % [8]. Les attaques informatiques ne sont bien évidemment pas les seules

causes d’interruption de services, la société Facebook a connu, par example, le 04 octo-

bre 2021, l’une des pannes les plus importantes de son histoire à cause d’un problème

de configuration BGP (Border Gateway Protocol) qui eut pour conséquence de ne plus

annoncer les routes avec leurs préfixes DNS (Domain Name System) [227].

En conclusion, il est aujourd’hui nécessaire de réfléchir à de nouveaux mécanismes

de dépannage efficaces et adaptés aux évolutions actuelles et futures des systèmes et des

réseaux afin d’assurer leur résilience.

2 Motivations

Les opérations liées au diagnostic et à leur résolution dans les réseaux constituent des

tâches souvent chronophages. Il est en effet souvent nécessaire de consacrer un temps

plus au moins long pour analyser des causes, poser le diagnostic et ensuite proposer une

méthode de résolution dans l’objectif du rétablissement des services. Cette période peut

varier de quelques secondes à quelques heures selon l’état des anomalies constatées dans

le réseau [11]. Durant cette période, et sans aucune action correctrice, les systèmes con-

tinuent à subir une dégradation de leurs performances [12]. De plus, l’augmentation de

la part du trafic chiffré dans l’Internet, qui est passé de 40 % en 2016 à 80 % en 2019 [13],

conduit à de nouveaux challenges au regard des mécanismes traditionnels [4, 5, 6], en par-

ticulier celui de la perception de l’usager au regard des services qui lui sont fournis. En

effet, plusieurs mécanismes mis en place aujourd’hui par les opérateurs réseau se basent

sur l’identification du type de flux transporté afin de concevoir des stratégies permettant

de prendre en compte la satisfaction de l’usager terminal.

3 Contributions

Dans cette thèse, nous proposons une nouvelle architecture de détection et de dépannage

pour les réseaux opérateurs qui prend en compte la nature chiffrée du trafic transporté.

Cette architecture (Fig. 8.9), modulaire par son aspect fonctionnel, comprend la collecte

de données, la détection d’anomalies, la résolution temporaire, l’analyse des causes pro-

fondes et la résolution définitive. Ces modules sont décrits comme suit :
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Figure 8.9: L’architecture proposée pour le dépannage des réseaux opérateurs.

• Module de collecte de données : celui-ci est conçu afin de collecter des informa-

tions sur l’état du réseau et du trafic. Ainsi, nous proposons une nouvelle approche

de classification pour le trafic QUIC qui comporte deux étapes principales. La pre-

mière phase analyse les caractéristiques basées sur le contenu du flux, à l’aide d’un

algorithme d’apprentissage automatique (ML : Machine Learning) de type « Ran-

dom Forest ». L’objectif est ici de classer le trafic transporté selon le type de l’applica-

tion utilisée: messagerie instantanée, Voix sur IP et « autres ». La deuxième étape

étudie les caractéristiques intrinsèques du type « autres » en se basant sur la nature

des paquets. Nous utilisons ici un algorithme de type réseau neuronal convolu-

tif (CNN : Convolutional Neural Network) pour classer ces flux en 3 catégories : «

vidéo », « transfert de fichiers » ou « musique ». Les performances de ce module

sont évaluées dans divers scénarios et les résultats montrent que la classification

obtenue pouvait atteindre les 99 % pour l’identification des flux vidéo, transfert de

fichiers et musique et environ 96 % pour les autres types.
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• Module de détection des anomalies : Il se base sur les données collectées par le

précédent module afin de détecter les anomalies dans le réseau. La méthode mise

en œuvre, basée sur des techniques d’apprentissage automatique, analyse l’évolution

des caractéristiques fonctionnelles du réseau de transport afin d’identifier les eventu-

elles anomalies. Les problèmes de réseau peuvent en effet entraîner une dégrada-

tion des performances et une fluctuation dans le fonctionnement du réseau qu’il

est possible de reconnaître automatiquement afin de classer le système en 2 états

: « normal » et « anormal ». Les résultats expérimentaux montrent que la précision

du mécanisme de détection d’anomalies proposé atteigne 99 % de taux de succès

pour les jeux de données considérés.

• Module de résolution temporaire : Ce module prend la forme d’un mécanisme de

routage de segments tenant compte des applications usagers, l’objectif est de ré-

sourdre temporairement certaines défaillances constatées dans le réseau, le temps

d’en rechercher les causes réelles. L’approche proposée se base sur le paradigme

SDN (Software-defined Networking) et a pour objectif de choisir automatiquement

des stratégies de routage en fonction de l’application et du contexte en cours. Tout

d’abord, le module de résolution temporaire identifie les classes d’applications en

fonction de la classification du trafic. Ensuite, il sélectionne d’une manière au-

tomatisée, en utilisant un algorithme d’apprentissage par renforcement (RL, Re-

inforcement Learning), une stratégie de routage appropriée. Les résultats expéri-

mentaux montrent que l’approche mise en place, bien que moins gourmande en

ressources CPU et réseau, offre des résultats au minimum comparables aux autres

approches existantes. Concrètement, le mécanisme proposé réduit jusqu’à 64.39 %

la surcharge par rapport à un mécanisme qui maximise systématiquement la qual-

ité perçue par l’usager.

• Analyse des causes profondes : Parallèlement à la résolution temporaire, un mod-

ule d’analyse des causes profondes des anomalies a été mis en œuvre. Nous avons

considéré la congestion comme cas d’étude et nous nous sommes donnés comme

objectifs d’identifier sa cause (défaillance d’un lien, défaillance d’un commutateur

ou surcharge de la mémoire tampon). Plusieurs algorithmes et approches ont été

évalués et le choix s’est porté sur l’algorithme Random Forest qui offre un bon com-

promis entre le temps d’exécution et la précision recherchés.
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• Enfin, nous nous sommes intéressés aux mécanismes de résolution du problème

dans le cas de la congestion. Évidemment, la défaillance d’un lien ou d’un commu-

tateur nécessite une intervention humaine, mais en ce qui concerne la surcharge

de la mémoire tampon, nous avons proposé un algorithme adaptatif pour le con-

trôle de congestion de type BBR (Bottleneck Bandwidth and Round-Trip Time) afin

de remédier à la panne constatée. Cette approche, qui se base sur un algorithme

d’apprentissage par renforcement, vise à ajuster le taux d’envoi du côté de l’expédit-

eur, de manière adaptative, en fonction des conditions du réseau. Les performances

de l’algorithme proposé sont évaluées dans le contexte du protocole HTTP/3 et

comparées aux approches existantes: Origin-BBR, M-BBR, BBR+, BBR-Tsunami et

Cubic. La récompense moyenne globale de notre proposition montre une amélio-

ration de 18.6, 30.76, 13.3 et 27.5 % par rapport à la version Origin-BBR ainsi que de

ses trois autres variantes.

4 Conclusion et Perspectives

Le développement rapide de l’Internet s’est traduit par une augmentation du nombre de

services et de dispositifs connectés. Ceci a eu comme conséquence la complexification du

réseau et l’apparition de nombreux problèmes et dysfonctionnements qui peuvent aller

jusqu’à provoquer l’arrêt des services entraînant ainsi des répercussions économiques

graves pour les fournisseurs de services [226]. Par conséquent, la mise en œuvre d’approch-

es mise en forme de dépannage des réseaux dans le but de détecter les anomalies, d’identi-

fier leurs causes profondes et de mettre en œuvre des approches de résolution automa-

tique, est devenue primordiale. Néanmoins, l’émergence du trafic chiffré a rendu difficile,

voire impossible, l’utilisation de certaines approches. Dans cette thèse, nous proposons

une nouvelle architecture de dépannage pour les réseaux opérateurs adaptés à ce con-

texte. L’architecture de dépannage proposé contient cinq modules principaux : la col-

lecte de données, la détection d’anomalies, la résolution temporaire, l’analyse des causes

profondes et la résolution définitive.

À l’avenir, ce travail peut être étendu à diverses perspectives:

• La classification et l’identification des applications dans le contexte du trafic chiffré

peuvent être améliorées en considérant d’autres aspects non pris en compte dans le

cadre de cette thèse, en y intégrant d’autres paramètres applicatifs, plus de données
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émanant d’autres sources, voire d’autres modèles.

• La collecte des données étiquetées d’apprentissage nécessaires à la classification

de trafic est coûteuse et chronophage. Il serait intéressant d’étudier la possibilité de

pré-entraîner un modèle sur un ensemble de données non étiquetées et de trans-

férer les poids appris à un nouveau modèle qui est entraîné de nouveau avec un

petit ensemble de données étiquetées.

• Un mécanisme de routage par segment tenant compte de l’application a été pro-

posé dans la cadre de cette thèse. Ce mécanisme sélectionne une stratégie de routage

appropriée correspondant à une application spécifique afin de répondre aux ex-

igences strictes du contrat client-opérateur SLA (Service-level Agreement), mais

l’analyse que nous avons effectuée a pris la forme d’une preuve de concept qu’on

pourrait élargir à d’autres applications afin de confirmer nos conclusions ou de les

faire évoluer.

• Enfin, nous nous sommes intéressés à la congestion comme cause probable de dys-

fonctionnement et il faudra certainement considérer d’autres fonctionnalités afin

de faire évoluer l’architecture proposée.
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Abstract—With the rapid growth of 5G, network operators

have met with difficulties in ensuring user satisfaction due to di-
verse SLA (Service-level Agreement) requirements. Application-
aware routing is able to potentially address this issue in imple-
menting differentiated routing policies corresponding to various
applications. To facilitate the application-aware routing, SDN
(Software-defined Networking) and SR (Segment Routing) are
potential solutions with programmability property to steer net-
work traffic into appropriate routing paths. However, application-
aware SR encounters two main problems including application
identification for encrypted traffic and path identification with
human intervention. Therefore, this paper proposes a new SDN-
based SR mechanism that could help network operators over-
come these problems. This approach implements Reinforcement
Learning (RL) to adapt to dynamic networks in order to optimize
the QoE (Quality of Experience) that network operators must
guarantee. The proposal also considers the application class to
implement corresponding routing policies for various applications
to meet the stringent SLA requirements. Identifying the applica-
tions is sometimes complicated due to encrypted network traffic.
Hence, our proposal implements a traffic classification approach
to classify encrypted traffic into different kinds of applications.
Obtained results under considered conditions illustrate that our
proposal outperforms the standard SR mechanism related to
QoE and decreases up to 64.39 percent of overhead compared
to several benchmarks.

Index Terms—Segment Routing, Application-aware routing,
Traffic classification, Quality of Experience, SDN

I. INTRODUCTION
Network operators have faced a challenge related to improv-

ing network services [1]. Concretely, the rapid development of
5G leads to many strict user’s network requirements (e.g., low
latency, high reliability, etc.). Therefore, differentiated appli-
cation treatment is expected by end-users. However, network
operators lack application awareness in their networks which
results in dissatisfaction of the end-users. Application-aware
routing which implements different kinds of routing policies
corresponding to differentiated applications, can overcome this
drawback. To facilitate the application-aware routing, it needs
two requirements related to a routing technique supporting
Traffic Engineering and a network architecture that can obtain
a global view of network.

For the first requirement, Multi-Protocol Label Switching
(MPLS) is a potential solution which is deployed by network
operators to improve their IP networks. However, MPLS
contains three main drawbacks [2]. First, it requests an IP
network to maintain an explicit state at network nodes along
an MPLS path, bringing a scalability problem in both control
and data plane. Second, MPLS can not benefit from the load
balancing given by Equal-cost Multi-path routing (ECMP).
Finally, MPLS with the support of IGPs (Interior Gateway

Protocols) for routing protocol can not be easily implemented
on multiple Autonomous Systems (ASs). Therefore, many net-
work operators (e.g., NTT, Vodafone, etc.) implement Segment
Routing (SR) in their network infrastructure as a solution
for these issues [3], [4]. The core idea of SR architecture is
based on the notion of source routing [5] and tunneling to
guarantee the scalability property in decreasing the amount of
state information to be processed in the core network. Besides,
SR’s main benefit is to fix the scalability issues and limitations
of the MPLS approach. Concretely, SR does not require any
state maintenance in core network nodes. Moreover, it takes
advantage of the ECMP routing and the implementation on
multiple ASs [6].

For the second requirement of the application-aware routing,
Software-defined Networking (SDN) is a promising solution.
It decouples the control layer from the infrastructure layer
that offers an opportunity to obtain a global network view.
Therefore, application-aware SDN-based SR is concerned by
the research community [6], [7]. However, this SR mechanism
contains two main disadvantages:

• First, this routing mechanism considers the application
class to meet different SLA (Service-level Agreement)
requirements, but application identification is sometimes
complicated due to encrypted traffic. In the past, the
application class can be obtained by DSCP (Differen-
tiated Services Code Point) in packet’s header or deep
packet inspection. However, DSCP field can be changed
during packet’s transmission [8] while the deep packet
inspection is not effective with encrypted traffic [9].
Indeed, many service providers encrypt their data during
the transmission to protect the user’s privacy. According
to a recent Cisco report [10], 80 percent of web traffic
was encrypted by 2019 compared to 40 percent by 2016.
Consequently, there is a necessity for a novel traffic
classification approach to identify the application class
in this case. Much existing research work focus on the
classification approaches for VPN [11] and TLS/SSL
[12] traffic. However, a novel solution is studied here to
obtain the application class for the traffic of QUIC (Quick
UDP Internet Connection) [13] which is a new transport
layer network protocol developed by Google in 2012. The
amount of QUIC traffic comprises 35 percent of Google’s
egress traffic, which corresponds to approximately 7
percent of all Internet traffic and continues to increase
in the future [14].

• Second, routing paths are identified according to the
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human intervention, so it is not adaptive with the unprece-
dented change of network environments. For the past few
decades, QoS (Quality of Service) played an essential
role in the network systems, so much research work
[15] concentrated on QoS-aware SR mechanisms. The
main objective is to optimize the network resource uti-
lization as well as meet network requirements related to
QoS. Nevertheless, selecting appropriate QoS parameters
is sometimes complicated. Therefore, QoE (Quality of
Experience), which network operators need to assure, is
considered in SR in this work. QoE is a metric correlated
to QoS metrics, but it is a perception of end-user that
facilitates network policies to guarantee the user’s SLA
requirements.

In this paper, a novel SDN-based SR mechanism for en-
crypted traffic is proposed for network operators. There are
traditional algorithms in the QoE-aware SR scheme (e.g.,
selecting a path with maximal QoE value, etc.). However, it
is not effective with dynamic networks. With the development
of 5G, the networks have become more and more complex.
Using the RL algorithm in the QoE-aware SR mechanism
offers opportunities to select appropriate paths to adapt to the
dynamic changes of network environments and improve long-
term performance. Moreover, this SR mechanism also plays
an important role in a network troubleshooting framework.
The rapid development of the Internet leads to many complex
problems frequently in network systems. Network operators
need to react quickly to reduce its negative impacts. However,
this requires so much time (e.g., a few hours, etc.) to identify
and solve its root causes definitively [16]. The proposed
segment routing mechanism can reduce the negative influence
of problems (e.g., optimize QoE, etc.) until the root cause of
problems is solved.

This research is an extended version of our previous work
[17]. The additional contributions are presented as follows:

• A more comprehensive analysis of the SDN-based SR
framework for network operators is comprised. The ob-
jective is to implement the corresponding routing policies
for various SLA requirements because each application
has a specific SLA requirement. In a particular routing
policy, this mechanism selects the appropriate paths using
Reinforcement Learning (RL) according to the network
environment’s feedback (QoE) to adapt to dynamic net-
work conditions. Unlike our previous work which investi-
gated overloaded network scenario, the impact of perfect
network scenario and fault tolerance on the proposed SR
mechanism are studied here.

• The RL algorithm is enhanced by our adaptive selection
algorithm which implements different selection policies
corresponding to various scenarios. This contrasts with
our previous work which implemented only the softmax
selection algorithm.

• The proposed SR mechanism is evaluated thoroughly
with the benchmarks according to MOS score (Mean
Opinion Score), controller’s CPU usage and control over-
head while our previous work evaluates cumulative MOS

score and CPU usage of the PC implementing a testbed.
Outline: The remainder of the paper is structured as fol-

lows. Section II introduces the related work in SR. In section
III, the paper presents the proposed SR mechanism. Section IV
describes the experimental results of the proposed mechanism.
Finally, the paper concludes with section V which highlights
our future work.

II. RELATED WORK
This section presents related work on segment routing,

application-aware routing and encrypted traffic classification
methods.

Barakabitze et al. [18] proposed QoEMultiSDN, a QoE-
based multipath source routing algorithm to optimize the
network resource by mapping subflow paths into the SR paths
in SDN and NFV environments. Concretely, this approach
selects routing paths using a constrained shortest path model
and QoS parameters (e.g., delay, packet loss, etc.). Although
QoEMultiSDN adaptively selects bitrate of video streaming
using QoE, the routing path is still identified according to
QoS parameters.

Li et al. [1] emphasized that network operators have encoun-
tered a challenge of providing better services with the rapid
growth of 5G and multimedia services which requires diverse
network requirements (e.g., low latency, high reliability, etc.).
However, network operators are unaware of which applications
in their networks, so they are unable to obtain a global view
to manage the networks effectively. Therefore, much research
work focus on application-aware routing (e.g., application-
aware MPLS, etc.).

Rego et al. [19] proposed an improvement of Open Shortest
Path First (OSPF) routing protocol in SDN environments.
This approach changes the metric calculation (e.g., bandwidth,
delay, etc.) adaptively corresponding to different applications
to select appropriate routing paths. However, identifying an
effective metric calculation is sometimes complicated. Sim-
ilarly, Bahnasse et al. [20] proposed an application-aware
MPLS in SDN to optimize network resource. This approach
identifies VoIP, video, HTTP, and ICMP traffic based on DSCP
field in the packet’s header. Then, a specific routing policy is
applied for each application to meet bandwidth constraints.
However, identifying the application class using DSCP some-
times is inaccurate because it can be changed during data
transmission [8]. Google [21] proposed Espresso, an SDN-
based Internet peering edge routing infrastructure which offers
an opportunity for the application-aware MPLS mechanism at
Internet-peering scale. According to integrating application-
aware MPLS mechanism, Espresso delivers 13 percent more
network traffic on their infrastructures and improves link
utilization and user perception compared with BGP (Border
Gateway Protocol)-based routing. Nevertheless, MPLS suffers
from several hindrances related to scalability problem and
ECMP routing. Consequently, many other proposals on SR
are proposed to address these hindrances.

In fact, Kukreja et al. [6] presented a demonstration of SDN-
based SR for multi-domain networks. In this demonstration,
an orchestrator finds the suitable routing paths and encodes
to packet’s header corresponding to diverse applications. The



objective is to meet different resource requirements of these
applications (e.g., bandwidth, delay constraints, etc.). Never-
theless, it is assumed that class application is known by the
orchestrator. Peng et al. [7] proposed an application-aware
network framework that takes advantage of SR to meet their
SLA requirements. This framework identifies the application
characteristics according to deep packet inspection mechanism
and then forwards packets into corresponding paths (policy or
traffic engineering tunnel). Nevertheless, these SR mechanisms
identify the routing paths thanks to human intervention which
is not effective with the unprecedented change of network en-
vironments. In contrast, the proposed SR mechanism identifies
the routing paths using RL to adapt to dynamic networks.
Moreover, classifying the traffic using deep packet inspection
is not effective due to encrypted traffic nowadays [9]. There-
fore, the application-aware routing mechanism needs a traffic
classification approach to classify the encrypted network traffic
and identify the application class.

Wang et al. [11] presented an encrypted traffic classification
method with a one-dimensional convolution neural network
(CNN). This method uses the first 784 bytes in the payload of
each packet to create a one-dimensional vector and analyzes
them using CNN to classify VPN traffic into email, chat,
streaming, file transfer and VoIP. Similarly, Pan et al. [12]
proposed an encrypted traffic classification approach using
deep learning algorithm. This approach monitors HTTPS traf-
fic and collects the first 1480 bytes in the packet’s payload to
create a one-dimensional vector. Next, this vector is analyzed
according to deep learning algorithms (e.g., CNN, etc.) to
classify the network traffic into 15 kinds of applications. In this
paper, an encrypted traffic classification method is presented
to identify the QUIC traffic into different types of applications.

III. PROPOSED ADAPTIVE SEGMENT ROUTING
MECHANISM FOR ENCRYPTED TRAFFIC
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Fig. 1: The SDN-based adaptive SR framework.

A. Overview of SDN-based Adaptive Segment Routing Frame-
work

The proposed multi-modular system is depicted in Fig. 1.
During the transmission from servers to clients, a network flow

is transmitted from ingress switches to a sFlow collector [22]
to obtain the class of application thanks to traffic classification
module. In the beginning, the network flow is forwarded using
the shortest paths from the standard SR algorithm. After that,
network parameters from parameter measurement module and
the class of application are analyzed in problem detection
module to detect abnormal symptoms (e.g., increase of latency,
packet loss, etc.). When the problems occur in the network, the
network flow is forwarded using an adaptive SR mechanism
that selects the appropriate routing paths that meet strict user
requirements related to the QoE corresponding to each net-
work application. When the problems are solved, the network
flow will be forwarded using the standard SR algorithm. The
major components in this framework are described as follows:

1) Network monitoring includes two essential modules con-
taining traffic classification and parameter measurement
modules. The former aims to identify the class of appli-
cation on network flows (video streaming, file transfer
and VoIP) in the context of encrypted traffic while the
latter aims to monitor and collect network parameters
for further modules.

2) Problem Detection takes into account time-series net-
work parameters and the class of application to detect
an abnormal symptom of network problems.

3) Application-aware Remediation is used to consider var-
ious routing strategies corresponding to different kinds
of applications to optimize the QoE in the network.

The proposed SR mechanism considers the class of applica-
tion to implement appropriate routing policies corresponding
to each kind of application. When network traffic is encrypted,
this information is hidden. Therefore, there is a necessity of
a traffic classification module for identifying this information.
The traffic classification is presented in the following section.
B. Network Monitoring
1) Traffic Classification

A novel traffic classification approach is presented in this
section to identify different kinds of applications for encrypted
traffic. In [23], it is reported that video streaming, file sharing,
and VoIP will comprise over 80 percent of global IP traffic by
2022. Consequently, these applications are considered in the
traffic classification module. Regarding the network traffic for
traffic classification, it can be collected directly from Openflow
switches, but it is not effective with a huge amount of
network traffic. Therefore, sFlow [22], a standard for network
monitoring supporting packet sampling technique, is deployed
to reduce the collected traffic volume and offer opportunities
to implement the traffic classification module in real-time.
When the network traffic traverses the ingress switches (edge
switches), the sFlow agents send the network traffic to the
sFlow collector after sampling. At the sFlow collector, the
traffic classification module collects the network traffic to
identify the class of application. This module is described as
follows (Fig. 2).

There are two kinds of flows in the network traffic including
mice flows (small continuous flows in total bytes) and elephant
flows (huge continuous flows in total bytes). After investi-
gating their characteristics, flow-based features (handcrafted



Network 

Traffic

Feature 

Extraction

Random 

Forest

Pre-

processing

Multiclass

classification
Elephant 

flows

Traffic Classification

VoIP

Mice 
flows

FT

VS

Fig. 2: The novel traffic classification approach for encrypted
traffic.

features) of the first few packets in each flow [24] are collected
and analyzed using the random forest algorithm [25] to classify
the network traffic into the mice flows (VoIP) or the elephant-
flows (video streaming and file transfer). This approach con-
siders the random forest algorithm in mice-flow identification
over several traditional machine learning algorithms (e.g.,
SVM, MLP, etc.) based on the research in [25]. After that,
the elephant flows are classified into video streaming (VS)
or file transfer (FT) using packet-based features (implicit
features) and the convolutional neural network (CNN). The
latter learning algorithm is taken into account in this approach
because it contains characteristics including spare connectivity,
parameter sharing, and equivariant representations. This helps
to learn more effective representations in comparison with
traditional machine learning algorithms. The detail of the
traffic classification module is described in our previous work
[26].

Regarding time complexity of this module, it is based on
CNN, and the total time complexity of all convolutional layers
[27] is estimated by Equ. 1:

O(

d∑
l=1

nl−1 · s2l · nl ·m2
l ). (1)

where d is the number of convolutional layers, nl−1 is the
number of input channels of the l-th layer, nl is the number
of filters in the l-th layer, sl is the spatial size of the filter and
ml is the spatial size of the output feature map.

This time complexity is applied in both training and testing
phase, and training time is approximately three times of testing
time.
2) Parameter Measurement

Many SLAs of service providers depend on several perfor-
mance metrics such as latency, packet loss, and link utilization
[20]. Consequently, a parameter measurement module is im-
plemented to measure these parameters on each link in the
network. Latency is measured according to an existing work
[28] while packet loss and link utilization are measured thanks
to PortStatistics API [29] in the controller.
C. Problem Detection

In this section, a problem detection approach is presented
to identify abnormal symptoms of network problems. Unlike
the existing rule-based approaches that trigger the alarms
when network parameters (e.g., packet loss, delay, etc.) exceed
a threshold, its fluctuations are monitored to early detect
the unusual symptoms in this approach [30]. The class of
application and the time-series parameters on network flows
such as latency, packet loss, and link utilization are taken

into account. These parameters are concatenated into a 1-
dimensional vector. Then this vector is analyzed according to
random forest algorithm as in some existing work [31], [32]
to classify the network states into normal or abnormal states
to early detect the network problems.

Time complexity of random forest algorithm in training
phase is O(n0 ∗ log(n0) ∗ d ∗ k) where n0 is the number of
input sample, d is dimensional of data and k is the number of
trees in the forest while the time complexity in testing phase
is O(k ∗ d′

) where d
′

is the depth of tree [33].
D. Application-aware Remediation
1) QoE Estimator
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Fig. 3: The QoE estimator for encrypted traffic.
QoE is considered as a factor to evaluate the performance of

the proposed SR mechanism. Using a common QoE model for
various applications is not effective because each application
has a particular QoS requirement. Consequently, a novel QoE
estimator (Fig. 3) is implemented to calculate the QoE of
different applications. According to the related research work,
QoE estimation approaches are divided into three types: sub-
jective, objective, and hybrid solutions. The first one requires
participants to evaluate their perceptions about multimedia
applications, so it is costly, time-consuming, and ineffective
with real-time monitoring due to human intervention. The
second one constructs an objective model estimating user per-
ception using parameters (e.g., network, application, etc.), but
identifying an effective model is sometimes complicated. The
third one is a hybrid approach that uses a subjective dataset
to learn QoE models based on ML algorithms. Consequently,
it can combine advantages of both subjective and objective
approaches. Therefore, we implemented the hybrid approach
for QoE estimation, offering opportunities to estimate MOS
in real-time. The MOS dataset and description about testbed
building it (e.g., number of participants, understanding level
of participants, etc.) are published to Github [34]. We have
chosen the Random forest algorithm to estimate the MOS
score because it has less root mean square error than other
ML approaches [35]. MOS is estimated according to network
parameters (e.g., latency, packet loss, etc.). There are five
levels of MOS including 1 (Bad), 2 (Poor), 3 (Fair), 4
(Good) and 5 (Excellent). According to the traffic classification
module, an appropriate pre-trained QoE model is implemented



for each application. The detail of this module is described in
[35].

2) RL-based Segment Routing
The SR algorithm is formalized as a RL task that contains

agent, state, action, reward, and policy (Fig. 4). The detail is
described as follows:

Agent: An entity in the network system applies a learning
algorithm to perform its tasks. In a routing problem, an agent
selects appropriate paths to optimize a reward.

State s: A snapshot of the network environment which is
observed by the agent.

Action a: An action illustrates how an agent replies to the
network environment. In the routing problem, the action is a
routing path between a server and a client in the network.
All routing paths in the network can be obtained in the SDN
controller.

Policy π: A policy is a map from an observed state to action
in the network environment.

Reward r: A reward is a feedback of the network environ-
ment corresponding to the agent. In the routing problem, the
agent monitors a network state s and performs an action a
from the routing policy. Then, the agent moves to next state
s′ and receives a reward r. The reward is the MOS score of
a chosen path which is calculated via the pre-trained QoE
estimator (section III-D1).
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Fig. 4: The RL-based SR mechanism.

The main goal of RL is to optimize an objective function
Of (Eq. 2):

Of = Max E[

∞∑
t=0

γt × rt]. (2)

where γt ∈ [0, 1] is a discount factor.
In RL, there are two kinds of approaches including model-

based and model-free approaches. In the first approach, the
agents learn the environment model and enhance its policies
to obtain optimality while the agents optimize its policies
without prior information about the network environment in
the second approach. The first one can learn faster than the
second one. It is still less popular because of a large storage
cost and dependence on accuracy of an initial information [36].
Therefore, the model-free approach is used in this work. In this
approach, Q-value estimates how good it is to execute a given
action in a given state. Q(s, a) is the expected return starting
from state s and taking action a following policy π. At a time
step, the agent is in state s, performs action a, receives reward
r and moves to next sate s′. The Q-value is updated as in Eq.
3: Q(s, a) = (1− α)Q(s, a) + α[r + γmax

a′
Q(s′, a′)]. (3)

where α is a learning rate and γ is a discount factor.
Time complexity of reinforcement learning algorithm is

O(m ∗ N0) where N0 is the number of action, and m is the
size of state space [37], [38].

3) Exploration-Exploitation Trade-off

An exploration and exploitation phase in RL needs to be
balanced to obtain an optimal cumulative MOS score (cumu-
lative reward). The exploitation phase which selects the routing
path (action) with maximal Q-value, can not be implemented
systematically because each routing path needs to be evaluated
frequently to achieve the optimal MOS score. In this paper,
the trade-off between the exploration and exploitation phase is
formalized as a MAB problem (Multi-Armed Bandit). MAB
problem is a formalization of sequential decision-making
tasks. At a time step, a decision-maker selects an action and
receives a reward from an unknown distribution corresponding
to this action. The main objective is to maximize the total
reward received through a sequence of actions. In this paper,
three selection algorithms are presented to resolve the MAB
problem: ϵ-greedy [39], softmax [40], and UCB1 (Upper
Confidence Bounds) [41].

First, ϵ-greedy is the simplest algorithm to resolve the bandit
problem. Concretely, the agent selects the routing path with
the highest Q-value with a probability of (1-ϵ). Otherwise,
the agent selects the routing path randomly. Then, the ϵ value
reduce against the time so that the agent can learn more about
the network environment and become more confident.

Second, the softmax algorithm selects the routing paths
according to a probability function of Q-value. Each routing
path ai is assigned to a probability pi as in Eq. 4:

pi =
e

Qai
τ∑N0

j=1 e
Qaj
τ

(4)

where τ is a temperature parameter, N0 is a number of routing
paths and Qaj is a Q-value of routing path aj .

When the temperature parameter τ is reduced, the routing
paths are exploited more frequently. In that way, the temper-
ature parameter τ is reduced each episode (forwarding time).
Therefore, softmax algorithm not only explores the less-used
routing paths but also selects the best routing path in terms of
expectation gains.

Finally, the UCB1 algorithm is related to an index-based
algorithm. UCB-index is defined as a sum of a current Q-
value and a confidence bound. The UCB-index is described
as in Eq. 5:

UCB − indexai
= Qai

+

√
2ln(N)

nai

. (5)

where Qai
is a Q-value of routing path ai, nai

is a number of
chosen time of routing path ai and N is an episode number
(forwarding time).

After calculating the UCB-index for each routing path,
UCB1 algorithm selects the path with maximal UCB-index. As
shown in Eq. 5, the UCB-index comprises two parts including
Q-value Qai

and confidence bound
√

2ln(N)
nai

. A routing path
is chosen when the Q-value is large or the confidence bound is
high. When the routing path with the large Q-value is chosen,
this choice is an exploitation trial. When the confidence bound
is high, this choice is an exploration trial. The confidence
bound is higher when the number of chosen times of the
routing path is smaller in comparison with other paths. In other



words, the less routing path is selected, the more it has the
opportunity to be selected.

IV. EXPERIMENTAL RESULTS
A. Experiment Setup

TABLE I: Configuration of the PC used in the testbed.

Operation System Ubuntu 16.04.6 LTS
Processor Intel(R) Core(TM) i5-6500 CPU @ 3.20GHz
Memory 2133MHz DDR4 8GB

Concerning the experiments, we used the tool mininet [42]
to emulate a network with Openflow switches. We imple-
mented a real SDN controller using ONOS [43] and connected
it to Openflow switches in the network emulated by mininet.
The latter is a popular emulator in the networking research
community to emulate network topologies. ONOS merely
supports leaf-spine topology, so we use this topology for both
simple scene (five spine nodes and two leaf nodes) and a com-
plex one (more than 15 nodes). The number of nodes in the
topology is set to 7, 17, 32, and 47. Moreover, ONOS also sup-
ports segment routing through org.onosproject.segmentrouting
application, so we customized it to implement the proposed SR
mechanism. To generate QUIC traffic of video streaming in the
network, we replay a pcap file of QUIC traffic from servers to
clients using tcpreplay application. That pcap file is collected
by watching videos on Youtube with Google Chrome. The
testbed is deployed in a PC described as in Tab. I. For the
exploration-exploitation trade-off, ϵ and τ are set to 1 and 2,
respectively. For the RL algorithm, α and γ are set to 0.7
and 1, respectively. These parameters are selected according
to an existing work [44]. The source code of the proposed
framework is available at [45].

TABLE II: Scenarios.

Scenarios Descriptions
perfect

scenario No delay and loss

Scenario
with faults

delay 25, 50, 75, 100 and 125ms
loss 5, 10, 15, 20 and 25%

delay
and loss

(25ms, 5% loss), (50ms, 10%), (75ms, 15%),
(100ms, 20%) and (125ms, 25%)

The experiments are considered in four scenarios (Tab. II).
The network parameters are chosen to cover the maximum
QoE range. The first scenario is to evaluate the performance
of the proposed approach in the network condition without
delay and loss, and other scenarios are used to consider the
proposed mechanism in the context with faults. Loss and
delay parameters in the routing paths are generated according
to mininet. In the last three scenarios, each routing path is
randomly set to a specific delay, loss or both delay and loss.
These delay and loss parameters are changed every 50 episodes
which are chosen according to the experiments to generate
dynamic network states. An uniform link capacity is set to
10 Mbps, and a sending rate is set to 2.5 Mbps as in an
existing work [46]. The topology in the testbed is the leaf-
spine topology which contains two leaf nodes and five spine
nodes.

The proposed application-aware SR mechanism is designed
for three applications including video streaming, file transfer

and VoIP. Among these applications, video streaming com-
prises the highest global IP traffic [23], so we consider video
streaming as a proof-of-concept to thoroughly validate the
performance of the proposed SR mechanism.
B. Benchmark

To validate the performance of the proposed SR mechanism,
our proposal is compared with the benchmarks including:

1) Standard SDN-based SR (Standard SR): This algorithm
uses the Dijkstra algorithm to determine the shortest
paths between servers and clients.

2) SDN-based SR with maximal QoE (Max QoE) [47]:
This approach calculates the MOS score of all routing
paths and selects the paths with maximal MOS score. In
contrast, the MOS score of a chosen path is calculated in
the proposed mechanism which helps to reduce resource
consumption.

These approaches are evaluated via the following perfor-
mance metrics:

1) MOS: the perceived quality at the user’s side.
2) CPU Usage: the percentage of the CPU’s capacity which

is calculated via ps command (process status) in the
Unix-like operation systems.

3) Control Overhead: To discovery network topology and
update status of links (e.g., latency, loss, etc.), a routing
algorithm needs to generate the control packets (e.g.,
LLDP packets, etc.). Control overhead refers to the ratio
of the control packet number to the total number of the
sent packets.

C. Performance Analysis

perfect delay loss delay + loss
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Fig. 5: Average MOS score and standard deviation of three
selection algorithms in the proposed SR mechanism.

The selection algorithms for MAB formalization are pre-
sented including UCB1, softmax and ϵ-greedy. Their perfor-
mances are first evaluated to select the appropriate selection
algorithm. Then, the performance of our proposal is compared
to the benchmarks including Standard SR and Max QoE
mechanisms related to MOS score, CPU usage, and control
overhead. Besides, the running time of each module in the
proposed SR mechanism is thoroughly evaluated.
1) Time Analysis

In section III, we explained the mathematical time complex-
ity of the proposed SR mechanism’s algorithms. According to
this time complexity, the traffic classification requires higher
processing time in comparison with other modules. It requires
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Fig. 6: The MOS score of three SR mechanisms.
0.0316 ms to identify the network flows of VoIP and 3.4 ms to
identify the network flows of video streaming and file transfer.
When there is a huge amount of network traffic, collecting all
packets of network flows for the traffic classification module is
not effective due to high computational resources. Therefore,
we use sFlow to reduce the amount of traffic collected for this
module. In the testbed, we configure sFlow agents to collect
10 percent of network traffic going through sFlow agents.
Regarding the running time of the problem detection module,
it requires 0.0127 ms to process a network flow. As for the RL-
based Segment Routing, it only needs to search in the Q-table,
which representing routing policies, to select an appropriate
path, so it can make instant decisions.

2) Selection algorithms
Fig. 5 illustrates the average MOS score and standard

deviation of UCB1, softmax and ϵ-greedy in the proposed
SR mechanism with four scenarios. In the perfect scenario,
there is no delay and loss in the network. The sending rate is
2.5 Mbps while the link capacity is 10 Mbps. Consequently,
changing the routing paths does not lead to the fluctuation of
the MOS score in three selection algorithms. Although there is
no significant difference between these algorithms, the MOS
score of softmax is slightly better than the others. The average
MOS score of softmax, UCB1 and ϵ-greedy reach to 4.47,
4.46 and 4.39, respectively. Besides, their standard deviations
are 0.29, 0.291 and 0.31, respectively. In this scenario, the
MOS score varies from 4.3 to 4.5. The MOS score of ϵ-greedy
converges to 4.3 while the MOS score of the others converges
to 4.5. Therefore, the average MOS score of ϵ-greedy is lower
than two other selection algorithms.

The average MOS score of UCB1 is the highest, and the
standard deviation is the lowest in three selection algorithms

for the other scenarios. The average MOS score of UCB1 in
delay scenario, loss scenario and the final scenario are 3.55,
3.7 and 3.5, respectively. UCB1 first explores the routing path
during the first few episodes and then converges to optimal
MOS score. When the network states are changed, UCB1 can
explore the less-used routing paths. Consequently, it continues
to reach an optimal value quickly. softmax chooses the routing
paths according to probability function, so it takes much time
to converge to an optimal value. As a result, the MOS score of
softmax is lower than the figure for UCB1. For ϵ-greedy, it first
explores the routing paths with a high ϵ value. When ϵ value
reduces to approximately 0, it can not explore the routing paths
frequently. Therefore, the MOS score of ϵ-greedy is lower than
two other selection algorithms.

According to Fig. 5, our proposal will implement different
selection algorithms corresponding to various scenarios. soft-
max will be implemented for perfect scenario while UCB1
will be implemented for other scenarios in our proposal in the
following experiments. Our proposal refers to RL Softmax SR
in perfect scenario and RL UCB1 SR for other scenarios.

3) Segment routing mechanisms
Fig. 6 illustrates the MOS score against the episodes (for-

warding time) of three SR mechanisms in four scenarios. In
perfect scenario (Fig. 6a), the role of the routing paths is
the same due to no delay and loss in the network. As a
result, the MOS score of three SR mechanisms is nearly equal.
The average MOS score of our proposal (RL Softmax SR),
Max QoE and Standard SR are 4.47, 4.47 and 4.46, respec-
tively. Besides, their standard deviations are 0.29, 0.29 and
0.34, respectively. Network states at different episodes are
different. Moreover, the proposed approach using the rein-
forcement learning algorithm sometimes explores less-used



routing paths to balance exploration and exploitation phases.
Therefore, there are the MOS fluctuations between 4.3 and 4.6
in Fig. 6a.

In delay scenario (Fig. 6b), each routing path is set to
a specific delay parameter which leads to the differences in
the MOS score between the routing paths. Therefore, there
is a significant difference between three SR mechanisms.
The MOS score of Standard SR is the lowest in three SR
mechanisms because it selects the shortest paths to forward
the packets. The MOS score of this mechanism depends on
the delay parameter which is set to the shortest path. The
network states are changed every 50 episodes, so the MOS
score of this mechanism changes periodically. The MOS score
of Standard SR in the first, second and last 50 episodes
are approximately 2.4, 2.8 and 3.1, respectively. Max QoE
monitors the network topology, calculates the MOS score of
all routing paths and selects the path with the best MOS score.
Therefore, it achieves a high MOS score (approximately 4)
in the majority of episodes. In this scenario, our proposal
(RL UCB1 SR) implements UCB1 to determine the routing
paths to forward the packets. UCB1 explores the routing paths
in the first 16 episodes, so the MOS score varies between 1.7
and 4. After that, the MOS score of our proposal converges
to an optimal value (approximately 4). At 50th and 100th
episodes, the network states are changed to create dynamic net-
work environments. UCB-index of the less-used routing path
becomes larger when a routing path is not chosen frequently.
Consequently, UCB1 can explore the less-used routing paths to
select the appropriate path. As a result, the MOS score of our
proposal can converge to optimal value quickly after a few
episodes. Besides, our proposal can choose another routing
path at 24th and 89th episodes after converging to an optimal
value. In other words, our proposal does not always select
the routing path with the best UCB-index to guarantee the
exploration-exploitation trade-off. In Fig. 6b, the MOS score
of our proposal is slightly lower or equal to the MOS score
of Max QoE.

In loss scenario (Fig. 6c), the MOS score of Standard SR
is lower than the figure for our proposal. The MOS score of
this mechanism in the first, second and last 50 episodes are
2.3, 2.1 and 2.4, respectively. Similar to previous scenarios,
our proposal using UCB1 selection algorithm (RL UCB1 SR)
first explores the routing paths during the first few episodes
and then converges quickly to optimal value (nearly 4). A
remarkable feature from Fig. 6c is that the MOS score of
Max QoE is lower than the MOS score of our proposal
from the 50th episode. ONOS controller sends the control
packets (e.g., LLDP packets, etc.) to discover the network
topology every 3 seconds, so the delay on the routing paths
is measured according to control packets as in an existing
work [48]. Therefore, Max QoE can monitor the network and
select the path with the best MOS score in delay scenario.
The loss parameter is measured via PortStatistics API in
ONOS controller after data is transmitted in the network.
Consequently, the loss on a routing path is not updated when
this path is not chosen. At the beginning of the first 50 episodes

in loss scenario, the loss of all routing paths is initiated to 0.
Therefore, Max QoE can select the path with the best MOS
score. At the 50th episode, the network states are changed. The
routing paths with low MOS score in previous network state
becomes the paths with high MOS score in current network
state, but the loss on these paths are not updated. Therefore,
the MOS score of Max QoE is lower than the figure for our
proposal.

In scenario with delay and loss (Fig. 6d), the MOS
score of Standard SR is the lowest in three SR mechanisms.
Similar to delay scenario, the MOS score of our proposal
(RL UCB1 SR) is equal or slightly smaller than the MOS
score of Max QoE. The MOS score of Max QoE in the first,
second and last 50 episodes are 3.9, 3.7 and 3.9, respectively.
Besides, the optimal MOS score of our proposal are 3.9, 3.7
and 3.7, respectively. Although the MOS score of Max QoE is
higher than the others, it requires much resource consumption
related to CPU usage and overhead.

There is less difference between the CPU usage and over-
head in four scenarios, so the average CPU usage and overhead
of these mechanisms in four scenarios are depicted in Fig. 7.
The number of leaf nodes is increased while the number of
spine nodes is not changed to obtain a larger network topology
in these experiments. Fig. 7a shows the CPU usage of three
SR mechanisms. The testbed is implemented in a computer
with 4 cores described in Tab. I, so the CPU usage can reach
400 percent in maximum. The CPU usage of Max QoE is
the highest in three SR mechanisms because it monitors the
entire network topology in order to obtain the routing path
with the best MOS score. The CPU usage of Max QoE for 7
nodes is 94.3 percent, and it increases to 125.48 percent for
47 nodes. The CPU of our proposal is lower than the figure
for Max QoE. It raises from 91.45 to 118.95 percent when
the number of nodes increases from 7 to 47. Besides, there is
an increase in the CPU usage of Standard SR from 89.73 to
115.63 percent when the number of nodes raises from 7 to 47.

Fig. 7b indicates the control overhead of three SR mech-
anisms. The overhead of Max QoE is higher than two other
mechanisms because Max QoE sends the control packets to
monitor the entire network topology. It increases rapidly from
8.33 to 75 percent when the number of nodes increases from
7 to 47. Our proposal only monitors the chosen paths, so the
overhead of our proposal and Standard SR are nearly equal.
The overhead of our proposal with 7 and 47 nodes are 3.95
and 26.71 percent, respectively. The overhead of Max QoE is
nearly three times the overhead of our proposal for 47 nodes.
In other words, our proposal reduces up to 64.39 percent of
overhead in comparison with Max QoE. Although Max QoE
can achieve a high MOS score in the majority of episodes, it
requires much resource consumption in terms of CPU usage
and overhead. Consequently, it is not appropriate for a large-
scale network. In contrast, the MOS score of our proposal
is nearly equal or higher than the figure for Max QoE in
considered scenarios, but it requires less resource consumption
in comparison with Max QoE.

Some important results are summarized as in Tab. III and
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Fig. 7: The average CPU usage and overhead of three SR mechanisms.
TABLE III: Summarization of average optimal MOS, median
and 95 % confidence interval of MOS in the SR mechanisms.

Scenarios Mechanisms Average
Improvement

of
proposal (%)

Median
95%

Confidence
Interval

Perfect
Proposal 4.47 - 4.53 4.47±0.047

Standard SR 4.46 Nearly
equal 4.52 4.46±0.056

Max QoE 4.47 Equal 4.53 4.47±0.047

Delay
Proposal 3.86 - 3.82 3.86±0.1

Standard SR 2.76 139.8 2.80 2.76±0.05

Max QoE 3.93 Nearly
equal 4.01 3.93±0.062

Loss
Proposal 3.9 - 3.93 3.9±0.089

Standard SR 2.26 172.6 2.11 2.26±0.023
Max QoE 2.86 136.4 3.11 2.86±0.154

Delay+
Loss

Proposal 3.76 - 3.70 3.76±0.078
Standard SR 2.7 139.3 2.40 2.7±0.04

Max QoE 3.83 Nearly
equal 3.72 3.83±0.024

TABLE IV: Summarization of average overhead in the SR
mechanisms.

Mechanisms Average overhead (%)
7 17 32 47

Max QoE 8.33 24.99 50 75
Proposal 3.95 9.64 18.18 26.71

Improvement of
proposal (%) 52.58 61.43 63.64 64.39

IV. Tab. III indicates important results related to the median
MOS, 95 % confidence interval of MOS and the average
optimal MOS score which is the average value of the optimal
MOS score in each 50 episode of three SR mechanisms.
Tab. IV illustrates the essential results in term of the aver-
age overhead against the number of nodes of our proposal
and Max QoE. Confidence interval (CI) gives an estimated
interval for an unknown population parameter. It is associated
with a confidence level, representing a probability which the
estimated interval includes a true value of the parameter. 95%
confidence interval is computed at the 95% confidence level
containing the parameter. It is calculated by Equ. 6.

CI = x+ z⋆ · σ√
n

(6)

where x is mean of MOS, σ is its standard deviation, n is
number of samples and z⋆ is 1.96 for 95% of confidence level.

In Tab. III, 95% confidence interval of the proposed SR
mechanism is wider than the figure for Max QoE in four
scenarios. The reason is that the proposal needs to explore
the routing paths to select the appropriate one, so its MOS
fluctuates more frequently than the figure for Max QoE.

V. CONCLUSION
Segment Routing needs to be performed more adaptively to

avoid network problems (e.g., congested links, etc.) and meet
different service-level agreement requirements. To cope with
these demands, we propose a novel SDN-based adaptive seg-
ment routing framework for network operators in the context
of encrypted traffic. Our proposal is developed on the SDN
controller which can be integrated into networks supporting
virtualized architectures related to SDN. The proposed seg-
ment routing mechanism implements different routing policies
corresponding to various applications and meets strict service-
level agreement requirements. Moreover, the appropriate rout-
ing path is selected according to reinforcement learning policy
and the feedback of the network environment (QoE). The
experimental results show that the proposed SR mechanism
using reinforcement learning outperforms the standard SR
mechanism in terms of QoE and reduces up to 64.39 percent
of overhead in comparison with Max QoE mechanism.

Segment list is one of the important factors of the segment
routing mechanism, so path encoding algorithm needs to be
investigated thoroughly to optimize the performance of the
segment routing mechanism. After detecting the network prob-
lems and implementing the adaptive segment routing mecha-
nism to reduce its influences, the root causes of the issues
needs to be considered to deal with it definitely. Therefore,
the root cause analysis mechanism will be investigated in our
future work.
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