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Résumé

La découverte du boson de Higgs en 2012 a représenté un véritable jalon dans l’his-
toire de la physique des particules : la dernière pièce manquante du Modèle Standard
(MS) a finalement été observée au Large Hadron Collider (LHC) par les collaborations
ATLAS et CMS. Depuis lors, des physiciens du monde entier se demandent si cette
particule est en fait le boson de Higgs ou simplement une particule très similaire à
celui-ci. La seule façon de répondre à cette question est d’étudier ses propriétés avec la
plus grande précision et de les comparer avec les prédictions théoriques fournies par le
MS. Si un écart significatif était présent dans les mesures, ce serait un indice important
de la physique au-delà du MS. Malgré un rapport de branchement très faible (environ
0,2%), la désintégration du Higgs en deux photons représente l’un des canaux les plus
intéressants pour étudier les propriétés du Higgs : il bénéficie d’un rapport signal sur
bruit de fond important, grâce à la signature expérimentale propre de seulement deux
photons ; il est possible de profiter de la très haute résolution expérimentale en énergie
des photons atteinte par le détecteur ATLAS. Les études présentées dans ce manuscrit
exploitent des collisions proton-proton à une énergie de centre de masse de 13 TeV
enregistrées par ATLAS au LHC, ce qui correspond à l’ensemble de données complet
du Run 2 de 139 fb−1. Celles-ci incluent les mesures des sections efficaces de produc-
tion de Higgs et des Simplified Template Cross Sections (STXS), ainsi qu’une analyse
qui vise à contraindre la largeur de la désintégration du Higgs. Tous sont entièrement
réalisés avec des événements de désintégration diphotonique. Afin d’atteindre un haut
niveau de précision, un étalonnage correct de l’énergie des photons est nécessaire. Dans
ce contexte, une étude détaillée des non-linéarités dans l’électronique du calorimètre
électromagnétique ATLAS est également présentée, ce qui contribue de manière signi-
ficative à améliorer la précision de la prochaine mesure de la masse du boson de Higgs
dans le canal de désintégration diphotonique.



Abstract

The discovery of the Higgs boson in 2012 represented a milestone in the history of par-
ticle physics: the last missing piece of the Standard Model (SM) was finally observed at
the Large Hadron Collider (LHC) by the ATLAS and CMS collaborations. Since then,
physicists around the world have questioned whether this particle is in fact the Higgs
boson or another particle very similar to it. The only way to answer this question is
studying its properties with the highest accuracy and comparing with the theoretical
predictions provided by the SM. If any significant deviation was present in the mea-
surements, it would be an important hint of physics Beyond the SM (BSM). Despite
a very low branching ratio (about 0.2%), the Higgs decay into two photons represents
one of the most interesting channel to study Higgs properties: it profits from a favor-
able signal over background ratio, thanks to the clean experimental signature of only
two energetic photons; it is possible to take advantage of the very high experimental
photon energy resolution achieved by the ATLAS detector. The studies presented in
this manuscript exploit proton-proton collisions at a center-of-mass energy of 13 TeV
recorded by ATLAS at the LHC, corresponding to the full Run 2 dataset of 139 fb−1.
These studies include the measurements of the Higgs production cross sections and
Simplified Template Cross Sections (STXS), as well as an analysis which aims to con-
strain the Higgs decay width. All of them are carried out entirely using diphoton decay
events. In order to achieve a high level of accuracy, a correct calibration of the photon
energy is necessary. In this context, a detailed study of the non-linearities in the elec-
tronics of the ATLAS electromagnetic calorimeter is also presented, which significantly
contributes to enhance the precision of the upcoming Higgs mass measurement in the
diphoton decay channel.
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Introduction

The origin of mass of the elementary particles is one of the most fundamental
questions in particle physics. It is answered by the electroweak symmetry breaking
(EWSB), for which the W and Z bosons become massive and from which a new par-
ticle, the Higgs boson, arises and it gives mass to the fermions through its Yukawa
interaction with them.
The Higgs boson has been discovered by the ATLAS and CMS collaborations in 2012
[1] at the Large Hadron Collider (LHC) at CERN, using proton-proton collision data
at the center-of-mass energy of

√
s = 7 and 8 TeV. All measurements done at LHC

after the discovery confirm that the properties of the new particle are compatible with
those predicted for the Higgs boson by the Standard Model (SM) within the size of
statistical and systematic uncertainties. The investigation of the new particle proper-
ties is central to retrieve information on its couplings with gauge bosons and fermions.
Studying Higgs boson properties in detail will allow us to understand if the discovered
particle at LHC is really the one predicted by the SM or if it is an indirect evidence
of new physics beyond the Standard Model (BSM). New physics models could explain
some cosmological puzzles related to particle physics that are not explained by the SM
(e.g. dark energy, dark matter, matter/anti-matter asymmetry).
Among all possible decays of the Higgs boson predicted by the SM, the decay into two
photons (H → γγ) played a major role in the discovery of the particle back in 2012
and it is a key channel to study its properties. In this thesis, measurements of the
Higgs boson properties in the diphoton decay channel are presented. These measure-
ments use proton-proton collisions at a center-of-mass energy of 13 TeV recorded by
ATLAS at the LHC during Run 2, corresponding to 139 fb−1 of integrated luminosity.
The manuscript is structured as follows: Chapter 1 consists in a brief overview of the
theoretical framework which the main content of the thesis relies on; in Chapter 2 a syn-
thetic description of the ATLAS experiment at the LHC is given; Chapter 3 introduces
the reader to the problem of the energy calibration of photons in ATLAS; Chapter 4
presents a work which lead to improve the energy calibration of photons for the benefit
of the analyses using diphoton events; Chapter 5 presents the measurements of the
Higgs boson production cross sections and Simplified Template Cross Sections (STXS)
in the diphoton decay channel; Chapter 6 presents an analysis aiming to constrain the
Higgs boson decay width exploiting the interference between signal and background in
H → γγ.
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Chapter 1

Theoretical overview

This chapter represents a short overview of particle physics at hadron colliders and
a reminder of the main concepts of the Higgs phenomenology required for the reading
of the next chapters. It also gives a description of the context in which the analyses
presented later in the thesis are carried out.

5



1.1 The Standard Model

The Standard Model of Particle Physics (SM) [2–4] currently provides the best de-
scription of the nature of fundamental particles, it explains how each particle interacts
with others through three fundamental forces of our universe: strong force, weak
force and electromagnetic force. The fourth fundamental force, the gravitational
force, is not included in the SM. The SM describes two basic types of particle: semi-
integer spin 1 particles called fermions and integer spin particles called bosons. The
fundamental fermions are quarks (u, d, c, s, t, b) and leptons (e, µ, τ and their re-
spective neutrinos νe, νµ, ντ ), which are arranged in three generations. The quarks u
and d and the lepton e (i.e. the electron) compose the ordinary matter. Every fermion
has an antimatter partner with the same mass and opposite charge. The bosons are:
the force-carrying particles (the gluons g, the photon γ, the weak bosons W± and Z),
which are exchanged by fermions during interactions and the Higgs boson H, whose
field is responsible for the mass of all elementary particles (Figure 1.1).

Figure 1.1: Fundamental constituents of matter (fermions), force-carriers (gauge
bosons) and the Higgs boson with their properties (electric charge, color charge, mass
and spin) [5].

1.1.1 Gauge invariance of the theory

The SM is a quantum field theory (QFT) that relies on the gauge symmetry group
SU(3) × SU(2)L × U(1)Y . What we call particles are in fact excited states of the
corresponding relativistic quantum fields. The interaction among the fields is obtained

1. In quantum mechanics and particle physics, spin is an intrinsic form of angular momentum carried
by the particles.
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by requiring local gauge invariance under the transformations of the symmetry group.
In other words, the fermions do not interact directly between themselves but through
gauge bosons, that arise mathematically by requiring the local gauge invariance.
As a simple example of this concept, one can consider the Dirac Lagrangian of a freely
propagating fermion of spin 1

2 and mass m (e.g. an electron):

Le = iψ̄γµ∂µψ −mψ̄ψ (1.1)

A local U(1) gauge transformation acting on the field ψ is defined as

ψ → eiθ(x)ψ (1.2)

In order to make 1.1 gauge invariant under 1.2, the vector field Aµ must be introduced,
which transforms like

Aµ → Aµ +
1

q
∂µθ(x) (1.3)

It represents a spin 1 massless boson (e.g. a photon), whose free evolution is described
by the Lagrangian

Lp = −1

4
FµνFµν (1.4)

where Fµν = (∂µAν − ∂νAµ). The Lagrangian of the total system is thus obtained:

L = −1

4
FµνFµν +

[
iψ̄γµ∂µψ −mψ̄ψ

]
+
(
qψ̄γµψ

)
Aµ (1.5)

This is the Lagrangian of the Quantum Electrodynamics (QED) and the term
(
qψ̄γµψ

)
Aµ

describes the electromagnetic interaction between the fermion field ψ and the boson
field Aµ. It is now sufficient to define the covariant derivative /D = γµ(∂µ − iqAµ) and
one can show that under this form, the Lagrangian is invariant against a U(1) gauge
transformation:

L = −1

4
FµνFµν + ψ̄(i /D −m)ψ (1.6)

It is important to notice that the invariance of the Lagrangian could not have been
achieved without the assumption of a massless boson.

An essential concept of quantum field theory is renormalizability [6, 7]. Some
quantities predicted by the SM theory contain terms which are divergent in integration
over the momentum space. The renormalization process allows to redefine the physical
fields, masses and charges as the ‘bare’ quantities times artificial constants, which
absorb the divergences and become dependent on the energy. This method introduces
a renormalization scale in the calculations, often referred as µR. When computing the
value of a physical quantity, like the cross section of a process, µR is chosen to be equal
to the typical energy scale of that specific process.

1.2 Phenomenology of the strong interactions

Quantum Chromodynamics (QCD) is a non-Abelian gauge theory whose symmetry
group is SU(3). It describes strong interactions between quarks, antiquarks and gluons,
the only SM particles that carry color charge. In QCD, a quark’s color can take one
of three values (or charges): red, green, and blue. An antiquark can take one of three
anticolors: called antired, antigreen, and antiblue. Gluons are mixtures of two colors,
such as red and antigreen, which constitutes their color charge. QCD considers eight
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gluons of the possible nine color–anticolor combinations to be unique. Gluons are the
massless bosons responsible for the interaction and, unlike photons in QED, they can
interact with other gluons too. The strong coupling constant is given, at leading order,
by the following expression

αs(Q
2) =

αs(µ
2
R)

1 +
(33−2nf )

12π ln(Q2/µ2
R)

(1.7)

where µR is the artificial scale introduced by the renormalization procedure, nf is the
number of quark flavours considered and Q2 is the momentum transferred in the inter-
action. The dependence of αs on the energy of the interaction, also known as running of
the coupling (Figure 1.2), leads to two fundamental properties of QCD: confinement
and asymptotic freedom [8, 9].
In the asymptotic freedom regime, at high energy and small distance, αs is very small
and quarks behave as free particles. In the confinement regime, at low energy and large
distance, αs diverges and a quark antiquark pair configuration becomes more energet-
ically favorable than single quarks. The confinement explains why partons (quarks
and gluons) are never observed as free particles, instead they always bind together
to form composite particles called hadrons. Two families of hadrons exist: baryons,
made of three valence quarks, and mesons, made of one valence quark and one valence
antiquark. The proton is a particular type of baryon, made of two u valence quarks
and one d valence quark. Inside protons, gluons can fluctuate into quark antiquark
pairs forming the so-called sea quarks, in addition to the valence quarks. Due to the
running behavior of the coupling, perturbative calculations are only allowed at high
energies while non-perturbative methods must be developed in order to describe strong
interactions at low energies.

Q [GeV]

210 310

 (
Q

)
s

α

0.08

0.09

0.1

0.11

0.12

0.13

0.14 TEEC 2012 Global fit World Average 2016

TEEC 2012 TEEC 2011

32
CMS R CMS 3­jet mass

CMS inclusive jets  cross sectiontCMS t

D0 angular correlations D0 inclusive jets

ATLAS

Figure 1.2: Summary of the most important measurements of αs [10].
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1.2.1 The factorization theorem

In hadron collisions, perturbative QCD calculations can only be used for the hard
scattering part of the process, that is the interaction between partons belonging to
different hadrons, while the physics of partons inside hadrons is dominated by non-
perturbative QCD effects. The factorization theorem [11] states that the cross section
of the collision process between two hadrons, A and B, can be written as the convolution
of their Parton Density Functions (PDFs), fA and fB, with the partonic cross section

σ̂
(i+j→X)
i,j :

σ(A+B → X) =
∑
i,j

∫
dxif

A
i (xi, µ

2
F )

∫
dxjf

B
j (xj , µ

2
F )·σ̂(i+j→X)

i,j (xi, xj , αs(µ
2
R), µF , µR)

(1.8)
where µF is the factorization scale, introduced to cure divergences in the same spirit
of the renormalization scale. The function fAi (xi, µ

2
F ) denotes the probability to find a

parton i carrying momentum fraction xi inside an hadron A when probed at the energy
scale µ2

F . Even though PDFs are extremely non-perturbative and therefore incalcula-
ble, they are approximately universal and, once determined in a given process from
data obtained in one experiment, can be applied to other hadronic processes. Figure
1.3 shows examples of proton PDFs at two different energy scales. In general, gluons
and sea quarks carry a relatively low momentum fraction, while the valence quarks can
carry large momentum fractions. At LHC energies, the main contribution to the PDFs
comes from the gluons.
The evolution of the PDFs at any scale µ2

F is theoretically predicted by the Dok-
shitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equations [12–14]:

dfi(x, µ
2
F )

d ln(µ2
F )

=
∑
j

∫ 1

0

dz

z
Pij(αs(µ

2
F ), z)fj

(
x

z
, µ2

F

)
(1.9)

where the splitting function Pij(αs(µ
2
F ), z) denotes the probability that a parton j

converts into a parton i carrying a fraction z of the momentum of j. These functions
are independent of the hard process and are usually computed perturbatively.

Figure 1.3: Proton PDFs for a momentum exchange Q = 2 GeV (left) and Q = 100
GeV (right) [15]. These PDFs are computed at next-to-next-to-leading order.
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1.2.2 Non-perturbative QCD

Partons constituting the colliding hadrons interact at a high momentum scale to
produce outgoing partons. Perturbative QCD calculations may have colored partons
in the final state, but only the colorless hadrons they ultimately produce are observed
experimentally: this is due to QCD confinement which only allows for colorless states.
Monte Carlo (MC) generators are extensively used to compare predictions of the SM
with data collected by experiments at hadron colliders. MC generators are first based
on the matrix element of the hard process at a fixed perturbative order. Then, cascades
of radiation produced by QCD processes and interactions are simulated. MC gener-
ators use phenomenological models to simulate non-perturbative effects [16, 17]. All
outgoing colored partons must first undergo parton showering and then combination
of the produced partons into hadrons through a process called hadronization. Parton
showering produces partons of successively lower energy, and must therefore exit the
region of validity for perturbative QCD, then the combination of all colored partons
into bound states of colorless hadrons occurs. The tight cone of hadrons and other
particles created by the hadronization of a single parton is called a jet [18]. In particle
detectors, jets are observed rather than original partons, whose properties must be in-
ferred. The reconstruction of these objects is possible through the use of jet algorithms
[19].

1.3 The electroweak symmetry breaking

In the SM the photon, the W+ boson, the W− boson, and the Z0 boson physical
states arise from enforcing SU(2)L × U(1)Y local gauge invariance. Initially there are
three fields associated with the left-hand SU(2)L group:

{W 1
µ ,W

2
µ ,W

3
µ} ∈ SU(2)L (1.10)

and a so-called hyper-charge field, associated with the U(1)Y group:

Bµ ∈ U(1)Y (1.11)

The W 1
µ and W 2

µ combine to form the W+ and the W− bosons associated with the
charged nuclear weak interactions:

W±µ ≡
1√
2

(W 1
µ ∓W 2

µ) (1.12)

while the two neutral states (W 3 and B) mix, in GSW 2 theory [2–4], producing two
linear combinations which are orthogonal to each other, the photon and the Z0:

Aµ = Bµ cos θw +W 3
µ sin θw (1.13)

and
Zµ = −Bµ sin θw +W 3

µ cos θw (1.14)

where θw is called ‘weak mixing angle’ (or ‘Weinberg angle’). Unfortunately, all the
four obtained bosons are still massless and it is known from experiments that the three
weak gauge bosons are heavily massive instead.

According to the SM, the Higgs mechanism is responsible for the masses of such

2. Sheldon Glashow, Abdus Salam and Steven Weinberg gave birth to the SM in the 1960s.
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bosons. In order to be massive, gauge bosons need to acquire the longitudinal polariza-
tion modes so at least three additional degrees of freedom are required. This mechanism
[20–22] introduces a complex doublet containing four real scalar fields:

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(1.15)

with an associated potential of the form (Figure 1.4):

V (φ) = −µ2|φ|2 + λ|φ|4 (1.16)

where the first term is related to the mass of the field and the second term corresponds
to its self-interaction. Selecting µ2 < 0 and λ > 0, the minimum of the potential,
namely its vacuum expectation value, is not at |φ0| = 0, but at

|φ0|2 =
µ2

2λ
≡ ν2

2
(1.17)

Possible solutions for the potential, satisfying (Eq. 1.17), are infinite. A possible choice
is

φ1 = φ2 = φ4 = 0 , φ3 = ν (1.18)

thus

φ0 =
1√
2

(
0
ν

)
(1.19)

and V (φ) is no longer invariant under SU(2)L × U(1)Y and, consequently, the group
symmetry is spontaneously broken. The complex scalar field φ is now expanded around
the minimum:

φ(x) =
1√
2

(
0

ν + h(x)

)
(1.20)

where h(x) are ground state fluctuations around the vacuum state.

Figure 1.4: Graph of V (φ) (Eq.1.16) in the two cases where µ2 > 0 (left) and µ2 < 0
(right).

According to the Goldstone theorem [23], with four scalar fields and three broken
symmetries one obtains three Goldstone bosons and one Higgs boson with mass:

mH =
√

2λν2 (1.21)
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Finally, this gives rise to mass terms for the W and Z bosons:

mW =
1

2
νg mZ =

1

2
ν
√
g2 + g′2 (1.22)

where g and g′ are the SU(2)L and U(1)Y coupling strengths respectively. It can be
shown that the two masses are related by the mixing angle:

mW

mZ
= cos θw (1.23)

In addition, the procedure allows the photon to remain massless. The choice of the
vacuum expectation value (i.e. the Higgs mass value) also quantifies the strength of
the Higgs boson couplings to the heavy gauge bosons and its self-interaction. Trilinear
couplings of the Higgs boson with the other gauge bosons, show that the strength of
the coupling is proportional to the square of the mass of the gauge bosons. The Higgs
mechanism can provide an explanation for the fermion masses and associated coupling
strengths to the Higgs boson. Although it does not predict the masses of each fermion,
it predicts that the strength of each fermion coupling to the Higgs boson is proportional
to the fermion mass:

mf =
νgf√

2
(1.24)

where gf is the Yukawa coupling for fermions. The Higgs boson has no direct coupling
to massless bosons, i.e. gluons and photons. However, an effective coupling arises from
virtual loops involving quarks and massive vector bosons.

1.4 Phenomenology of the Higgs boson

1.4.1 Production modes

The main channels through which the SM Higgs boson can be produced at the
CERN LHC 3 with proton-proton (pp) collisions at the center-of-mass energy

√
s = 13

TeV are:
• Gluon fusion (ggH) pp→ H (Figure 1.5a)

Total cross section fraction 4 ∼ 87%
The Higgs boson cannot couple directly to massless particles, such as gluons.
Nevertheless, this coupling is allowed via a virtual fermion loop with a heavy
quark dominance. For a final state of the partonic interaction corresponding to
a Higgs boson mass of mH ≈ 125 GeV 5 the proton PDFs involving gluons in the
hard scattering process largely dominate over the proton PDFs involving quarks
[24]. Because of this, the ggH production mode has the largest cross section
at the LHC. The cross-section calculation for this process is currently available
at next-to-next-to-next-to-leading order (N3LO) in QCD and at next-to-leading
order (NLO) in EW theory [25–27].
• Vector boson fusion (VBF) pp→ qqH (Figure 1.5b)

Total cross section fraction ∼ 7%
This production mode features two quarks in the initial state emitting a pair

3. Protons collided at the LHC at
√
s = 13 TeV, during its latest operational run. More details on

the LHC will be provided in Chapter 2.
4. Ratio between production cross section of each process with respect to the total pp → H cross

section at mH = 125.09 GeV and
√
s = 13 TeV.

5. The Higgs boson discovered at the LHC in 2012 has a mass mH = 125.09 GeV.
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(a) Gluon fusion (ggH)

(b) Vector boson fusion (VBF)

(c) Associated production with a vector boson
(VH)

(d) Associated production with a pair of top
quarks (ttH)

Figure 1.5: Feynman diagrams at leading order (LO) in perturbation theory for the
Higgs boson main production mechanisms.

of heavy gauge bosons (W or Z), which annihilate to produce a Higgs boson.
The final state is characterized by a distinct topology, with the presence of
two energetic, forward-directed jets from the hadronization of the two initial
quarks and the absence of hadronic activity in the central region. Due to the
smaller quark-quark contribution in protons’ PDFs, and the fact that it is an
EW process at LO, its cross section is about ten times smaller than the ggH one.
The cross-section calculation for this process is currently available at NNLO in
QCD and at NLO in EW theory [28, 29].
• Associated production with a vector boson (VH) pp→WH/ZH (Figure

1.5c)
Total cross section fraction ∼ 5%
The third most common production channel at the LHC is the “Higgsstrahlung”
mechanism, where the Higgs boson is radiated off a virtual gauge boson. These
events can be characterized by one or two isolated and high transverse momen-
tum charged leptons yielded by the decay of the weak vector boson in the final
state or two quark jets with invariant mass compatible with the W or Z mass.
The cross-section calculation for this process is currently available at NNLO in
QCD and at NLO in EW theory [29–33].
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• Associated production with a pair of top quarks (ttH) pp→ ttH (Figure
1.5d)
Total cross section fraction < 1%
The ttH production mechanism has the smallest cross section with respect to the
channels previously discussed due to the large mass of its final state components.
The cross-section calculation for this process is currently available at NLO in
QCD and at NLO in EW theory [34–41].

(a) Cross sections.
(b) Branching ratios.

Figure 1.6: Cross sections as a function of mH for different production modes and
corresponding order in perturbation theory at which they have been calculated (left).
Branching ratios of the Higgs boson decaying into different final states as a function of
mH (right) [42].

Figure 1.6a shows the SM Higgs boson production cross sections in the mass window
120 GeV < mH < 130 GeV.

1.4.2 Discovery of the particle

The direct observation of the Higgs boson has represented one of the leading goals
of physics research during the past 40 years. In the high energy collider experiments era
(starting from the late 80’s), experiments at the LEP collider conducted direct searches
for the Higgs through the e+e− → ZH process in the mass range up to ∼ 120 GeV,
setting a lower bound of mH > 114.4 GeV at the 95% confidence level [43]. Other direct
searches, conducted by the CDF and D0 experiments at the pp̄ Tevatron collider at the
Fermilab (USA), lead to exclusion of the 100 < mH < 103 GeV and 147 < mH < 180
GeV ranges[44]. Indirect limits from precision measurements of the EW parameters
such as the top quark mass and the W boson mass - which depend logarithmically on
the Higgs boson mass through radiative corrections - were also extracted, predicting a
mass of the Higgs of mH = 94+29

−24 GeV [45].
The summer of 2012 was a milestone in the history of particle physics, when both

the ATLAS and CMS collaborations at the LHC announced the observation of a particle
consistent with the SM Higgs boson with more than 5σ statistical significance 6 at a

6. Statistical significance is used to determine whether a given hypothesis should be rejected or
retained. In particle physics, a significance of 5σ is taken as a discovery, a significance of 3σ is taken
as an evidence.
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mass of approximately 125 GeV [1, 46]. The observation was driven by the analyses
of three final states of the Higgs decay to bosons: H → ZZ∗ → 4l, H → γγ and
H → WW ∗ → lνlν. In the following years, with more data collected by the two
experiments, measurements of the Higgs boson properties have been made, including its
mass [47], spin and parity [48], production rates and couplings [49]. All measurements
lead to the observation of a Higgs boson whose properties are compatible with those
predicted by the SM within the limits of the statistical, systematic and theoretical
uncertainties.

1.4.3 Decay modes

For a Higgs boson with a mass around 125 GeV, a large number of final states are
accessible for study, whose branching ratios are shown in Figure 1.6b. The dominant
decay mode at mH = 125.09 GeV is the decay into bb̄ pairs, since b-quarks are the
heaviest particles that can be pair-produced on-shell from a Higgs boson decay. Unfor-
tunately, due to the overwhelming background from SM events composed uniquely of
jets produced through the strong interaction, referred to as QCD multijet events, this
decay is less accessible at the LHC and its observation has recently been possible only
through associated production [50]. The same argument holds against the Higgs decay
to pairs of gluons and pairs of c quarks. The second largest decay mode into fermions
is the τ+τ− mode, which has been observed at LHC during Run 1 [49]. Decays to pairs
of W or Z bosons do not dominate in this Higgs mass region because they cannot be
both produced on-shell. However, the large Higgs coupling to these massive particles
makes such decays still accessible through production of one off-shell boson in the pair.
The H →WW ∗ branching ratio is larger than H → ZZ∗ owing to the larger accessible
phase space from combinations of W±W∓. Decays to pairs of muons, whose evidence
at LHC has been presented for the first time in 2020 by CMS [51], have a much smaller
branching ratio, albeit providing very high dilepton mass resolution.

The decay channel relevant for this thesis, H → γγ, has a small branching ratio,

BR(H → γγ)|mH=125.09GeV ≈ 0.227% (1.25)

though it is still a very interesting channel for at least two reasons: it profits from a
favorable signal over background ratio, thanks to the clean experimental signature of
only two energetic photons; it is possible to take advantage of the very high experimental
photon energy resolution achieved by the ATLAS detector 7. Since photons are massless
in the SM, the coupling of the Higgs boson to them is allowed only through loop
processes. The main Feynman diagrams of this decay are shown in Figure 1.7. Particles
involved in the loop are mostly W bosons or top quarks, where the contribution of the
latter to the decay width is negative. Thus, H → γγ is the only channel which can
potentially constrain the sign of the top Yukawa coupling.

1.5 Higgs mass

The Higgs boson mass is given by mH =
√

2λν (Eq. 1.21), where λ is the Higgs
self-coupling parameter and ν is the vacuum expectation value of the Higgs field (as
discussed in Section 1.3). While ν is related to the Fermi coupling constant GF , λ is
a free parameter in the SM, and for this reason, there is no a priori prediction for the

7. More details on the ATLAS detector will be provided in Chapter 2.
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(a) Diphoton decay mediated by a loop of
heavy gauge bosons.

(b) Diphoton decay mediated by a heavy
fermion loop.

Figure 1.7: Feynman diagrams of the H → γγ decay in the SM. The photons are
massless, so the decay is mediated by heavy particle loops.

Higgs mass.
From the experimental point of view, the ideal candidates to study the Higgs mass
are the H → γγ and H → ZZ∗ → 4l decay channels. The invariant mass of the two
photons mγγ

H as well as the invariant mass of the four leptons m4l
H , can be reconstructed

with very high precision by the LHC experiments, as good as 1% in resolution.
A measurement of the Higgs boson mass based on the combined pp collisions data at√
s = 7 and 8 TeV collected by ATLAS and CMS in the H → γγ and H → ZZ∗ → 4l

decay channels has been published in 2015 [47]:

mH = 125.09± 0.21(stat)± 0.11(syst)GeV (1.26)

which was statistically limited, like many measurements of Run 1. On the other side,
the systematic uncertainty is dominated by terms associated to the energy scale of
photons, electrons and muons.
In a more recent measurement made by ATLAS using data at

√
s = 13 TeV with

H → γγ decays [52], the largest contribution to the systematic uncertainty of mγγ
H

arises from the “EM calorimeter cell non-linearity” (Table 1.1). This represents the
residual miscalibration observed between the gains of the readout electronic stages of
the ATLAS electromagnetic calorimeter, which has an impact of 180 MeV. An analysis
which leads to a better understanding of the origin of this effect is presented in Chapter
4, in the context of the detector performance studies for the calibration of electrons
and photons in ATLAS.

Source Systematic uncertainty on mγγ
H [MeV]

EM calorimeter cell non-linearity ±180
EM calorimeter layer calibration ±170
Non-ID material ±120
ID material ±110
Lateral shower shape ±110
Z → ee calibration ±80
Conversion reconstruction ±50
Background model ±50
Selection of the diphoton production vertex ±40
Resolution ±20
Signal model ±20

Table 1.1: Main sources of systematic uncertainties on mγγ
H .
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1.6 Higgs width

For a Higgs boson with mass mH = 125.09 GeV, the predicted value for its decay
width is ΓH = 4.07 MeV in the SM [42]. A precise measurement of it would be of great
interest for the physics community, because any deviation from the SM prediction would
indicate the presence of unknown particles that couple to the Higgs sector.
Because of the intrinsic resolution in the diphoton invariant mass, being around 1 GeV
for ATLAS, a direct constraint on the value of ΓH through the measurement of the
mass lineshape has many limitations. As a result, only an upper limit of 5.0 GeV at
95% CL has been set by ATLAS in the H → γγ channel, together with a 95% CL limit
of 2.6 GeV in the other decay channel with a good resolution, namely H → ZZ∗ → 4l
[53].
However, there are other approaches to bounding the Higgs boson width, in a indirect
way. For example, measuring the ratio of the off-shell to the on-shell Higgs production
in the high-mass H → ZZ channel, CMS [54, 55] and ATLAS [56] have put a limit
of the order Γ

ΓSM
< 3.5 at the 95% CL. Although this method is able to provide

considerably more stringent limits, it is also more dependent on the assumptions of the
Higgs couplings.

1.6.1 Interferometry in the H → γγ channel

Both the resonant Higgs production, gg → H → γγ, and the continuum QCD
background, gg → γγ, have two gluons in the initial state and two photons in the final
state. At higher orders, the gluon-fusion production of Higgs bosons may occur through
quark-gluon initiated processes, for which the tree level qg → qγγ plays the role of the
background. Feynman diagrams corresponding to these processes are shown in Figure
1.9. Having the same initial and final states, they interfere with each other impacting
both the Higgs signal yield and shape. This is shown in Figure 1.8, where both the
imaginary and the real component of the interference are plotted. The existence of the
imaginary component leads to 2% destructive effects on the on-shell SM cross section,
which can be enhanced by BSM physics [57]. The real component gives rise to a shift
in the invariant mass of the diphoton system, whose size is found to be proportional to
the Higgs width (Figure 1.10). Since the effect of the interference with the background
is much smaller in the ZZ∗ channel, the mass shift can be obtained from the Run 1
mass measurements by ATLAS and CMS:

∆mH = mγγ
H −mZZ∗

H = −80± 490MeV (1.27)

which corresponds to an upper limit at 2σ level of Γ
ΓSM

< 250. The uncertainty of
(1.27) certainly has a large statistical component, because mass measurements in Run
1 were statistically dominated. This is supposed to be addressed by the increased lu-
minosity of Run 2 and in particular by the dataset collected at the High-Luminosity
LHC. On the other hand, systematic uncertainties will eventually become dominant,
and reducing them will be the real challenge of this measurement.
The authors of Ref.[58] propose a method to indirectly constrain the Higgs width com-
pletely within the diphoton channel, exploiting the strong dependence of ∆mH on the
diphoton transverse momentum [59] (as shown in Figure 1.11).
Another approach was proposed in Ref.[60], where it is shown that, in the H(→ γγ)+2
jets channel, the ggH and VBF production modes generate mass shifts of opposite signs
which largely cancel (Figure 1.12). After adjusting the cuts on the associated jets, this
region of the phase space becomes a good internal mass reference for measuring ∆mH .
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Regardless of the chosen analysis method, using only γγ events without having to com-
pare against an external mass reference (e.g. mZZ∗

H ) can bring some benefits. It might
lead to a partial cancellation of the experimental systematic uncertainties, in particular
of those associated with the absolute photon energy scale.
The expected mass shift for a SM Higgs boson has been estimated by ATLAS at Run 1
through MC simulations of the interference with an approximate detector description,
and was found to be 35± 9 MeV [61].
Chapter 6 presents an analysis of ATLAS data which aims to constrain ΓH using pp
collisions data at

√
s = 13 TeV and exploiting the effect of the interference in the

diphoton channel.

Figure 1.8: The lineshape induced by various contributions to the cross-section for the
gg → H → γγ process in the SM. The Breit-Wigner line-shape, with no interference, is
shown in blue (dashed) while the effect of the real and imaginary (the latter is multiplied
by a factor of 10) parts are shown in red (dotted) and green (solid), respectively. The
overall effect of the interference in the full NLO calculation is given by the brown (solid)
line. The insert in the top right is a magnification of the corresponding interference
lineshapes (From Ref.[57]).
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Figure 1.9: Representative diagrams for interference between the Higgs resonance and
the continuum in the diphoton channel. The dashed vertical lines separate the resonant
amplitudes from the continuum ones.

Figure 1.10: Higgs mass shift as a function of the Higgs width (From Ref.[58]).
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Figure 1.11: Higgs mass shift as a function of the lower cut on the Higgs transverse
momentum (From Ref.[58]).

Figure 1.12: Top (Bottom): Higgs mass shift (Total integrated signal) as a function of
the lower cut on the Higgs transverse momentum for VBF, GF (i.e. ggH) and total
contributions. Kinematical cuts to enhance the VBF sensitivity are applied (From
Ref.[60]).
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1.7 Simplified Template Cross Sections

At the beginning of Run 2, one of the main goals of the Higgs physics program was
to observe all the Higgs boson production modes. The signal strength, defined as the
ratio of the observed to the expected signal yield, was measured for each production
process, showing results compatible with the SM predictions. The interpretation of
these measurements was exclusively performed through the κ−framework: production
cross-sections and decay widths are reparametrized in terms of the couplings modifiers
κi in order to probe deviations from the SM expectation. However, inclusive measure-
ments are not the most optimal way to search for new physics, because they don’t allow
to test any change in the shape of the kinematic distributions. With the amount of
available data becoming consistently higher during Run 2, simplified template cross sec-
tions (STXS) represented a natural way to evolve the measurements of the production
mode cross sections. [42, 62–64]. The STXS framework segments the phase space in
order to perform more finely-grained measurements, hence providing more information
for theoretical interpretations. The measured exclusive regions of phase space, called
bins for simplicity, are specific to the different production modes and are defined by
kinematic selections on the most sensitive observables of the particles in the final state
of the event. The definitions of the bins are motivated by:

1. Minimization of the dependence on theoretical uncertainties;

2. Maximization of experimental sensitivity;

3. Isolation of possible BSM effects;

4. Improved combination among different decay channels.

In practice, it is impossible to define a set of bins that satisfies all the above requirements
for every analysis at the same time. Some analyses are only able to constrain a subset of
all bins or only constrain the sum of a set of bins. In addition, the number of bins that is
possible to measure increases with increasing amount of available data. For this reason,
the framework evolves in stages, with an increasing number of bins in their definition.
At stage 0, each main production mode has a single inclusive bin. It corresponds most
closely to the measurement of each production mode. Stage 1 defines a binning that is
targeted to be used by all analyses on an intermediate time scale and it has actually
been used in most recent publications (for instance in Ref.[65]). In particular, the stage
1.2 of the framework, whose binning is schematically shown in Figure 1.13, is used to
obtain the results presented in this thesis.
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  Figure 1.13: Schematic overview of the binning implemented by the stage 1.2 of the
STXS framework, for the different production modes.
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Chapter 2

The ATLAS experiment

The research work presented in this thesis exploits the excellent operation of the
Large Hadron Collider and the ATLAS detector. In this chapter the experimental envi-
ronment in which the analyses presented later in the thesis are performed is introduced.
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2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) (Figure 2.1) is to date the world’s largest and
most powerful particle accelerator. It first started operations on 10 September 2008
and it is still in operation nowadays. All the controls for the accelerator, its services
and technical infrastructure are housed under one roof at the CERN Control Centre.
The beams inside the LHC are accelerated and made to collide at four locations around
the accelerator ring, corresponding to the positions of four particle detectors – ATLAS
[66], CMS [67], ALICE [68] and LHCb [69].

Figure 2.1: A scheme of the LHC accelerator complex.

The LHC consists of a 27 km ring where two high-energy protons beams are first
injected with an energy of 450 GeV and then accelerated to 6.5 TeV each before they
are made to collide. The beams travel in opposite directions in separate beam pipes
– two tubes kept at ultrahigh vacuum. They are guided around the accelerator ring
by a 8 T magnetic field maintained by superconducting electromagnets, cooled down
to a temperature below 2 K using super-fluid helium. Each beam consists of packets
of protons called bunches that are made up of about 130 billion protons. Full details
about the underlying technology and performance can be found elsewhere, for example
in Ref.[70]. The LHC physics programme is mainly based on proton–proton collisions.
However, shorter running periods with heavy-ion collisions are included in the pro-
gramme, typically one month per year. The first operational run, Run 1, started in
2009 and ended in 2012. During Run 1 protons collided at

√
s = 7 TeV (2010-2011)

and 8 TeV (2012). The second operational run, Run 2, started in 2015 and ended in
2018 at

√
s = 13 TeV and its full dataset of pp collisions is used for the physics analyses

presented in this manuscript.
A third run is planned to start in the first half of 2022, operating at a center-of-mass en-
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ergy of 13.6 TeV. A subsequent upgrade of the machine, the so-called High-Luminosity
(HL)-LHC, is expected to be completed by the end of 2027 and aims at increasing its
instantaneous luminosity (described in Section 2.1.1) by a factor 10.

2.1.1 Luminosity

The instantaneous luminosity Linst is an important parameter for a collider. Indeed,
it connects the number of events per unit time (rate, R) to the interaction cross section
(σ):

R = Linst × σ (2.1)

Linst depends on the machine parameters by the relation:

Linst =
N2
p frnb

A
(2.2)

where Np is the number of particles per bunch 1, nb is the number of bunches per beam,
fr is the bunch revolution frequency and A is a factor proportional to the transverse
area of the colliding bunches. Table 2.1 shows the values of the most important collision
parameters. Luminosity is expressed in units of cm−2×s−1 and, when it is integrated
over time, it represents a measurement of the collected data sample size in a given
period of data taking. Figure 2.2 gives an overview of the amount of data collected
by the ATLAS experiment during the Run 2 period. Increasing luminosity is crucial
for exploring new sectors of physics that could be characterized by very small cross
sections.

Symbol Parameter Actual value Nominal value√
s Centre-of-mass energy [TeV] 13 14

Bunch spacing [ns] 25 25

fr Bunch revolution frequency [kHz] 11.245 11.245

nb Max. number of bunches per beam 2208 2808

Np Max. number of particles per bunch 1.31×1011 1011

Linst Peak instantaneous luminosity [cm−2 s−1] 2×1034 1034

Table 2.1: Table showing some LHC collision parameters from the latest 2018 run [71],
compared with the machine design values.

1. This formula holds for two colliding bunches containing the same number of particles.
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Figure 2.2: Cumulative luminosity versus time delivered to ATLAS (green), recorded
by ATLAS (yellow), and certified to be good quality data (blue) during stable beams
for pp collisions at 13 TeV centre-of-mass energy in 2015-2018.[72]

2.1.2 Features of pp collisions at the LHC

When a hard scattering between two partons happens in pp collisions at hadron
colliders, other effects manifest in the detector. In the collision between two protons two
main effects occur: the interaction between two partons and the interactions between
the remaining fragments of the proton, called the underlying event. The underlying
event can be thought of as all what is seen in a single hadron collision event which is
not coming from the primary hard scattering process. It represents the hadronization
of the collided proton remnants, as well as all spectator interactions outside the hard
scattering event of interest. The overlap of pp collision events to the hard scattering of
interest is referred to as pile-up (PU). In-time PU is the effect of multiple collisions
simultaneously happening in a single proton bunch crossing. Conversely, out-of-time
PU is related to the time window of the detector response, extending over several bunch
crossings, and depends on the spacing between proton bunches. For the out-of-time
PU activity, the average number of interactions per bunch crossing at the time of the
recorded events µ provides a good estimator:

µ =
Lσinel
nbfr

(2.3)

where L is the average instantaneous luminosity over a rather large window in time,
σinel is the total inelastic pp cross section, nb is the number of colliding bunches and fr
is the bunch revolution frequency [73]. In Figure 2.3, an overview of the pile-up in pp
collisions recorded by ATLAS during Run 2 is given. PU represents a formidable exper-
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imental challenge as it degrades the performance of some physics object reconstruction
algorithms by introducing additional activity in the detectors.
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Figure 2.3: Luminosity-weighted distributions of the mean number of interactions per
crossing for the pp collision dataset across the full Run 2 period at 13 TeV centre-of-
mass energy.[72]

2.2 The ATLAS detector

The ATLAS experiment [66] is a multipurpose detector with a forward-backward
symmetric cylindrical geometry and nearly 4π coverage in solid angle. It uses a right-
handed coordinate system with its origin at the nominal interaction point (IP) in the
center of the detector and the z-axis along the beam pipe. The x-axis points from the
IP to the center of the LHC ring, and the y-axis points upward. Cylindrical coordinates
(r, φ) are used in the transverse plane, φ being the azimuthal angle around the beam
pipe. The pseudorapidity is defined in terms of the polar angle θ as

η = − ln

[
tan

(
θ

2

)]
(2.4)

In this reference frame the transverse momentum pT is defined as

pT =
√
p2
x + p2

y (2.5)

The distance in the xy plane can be expressed by

∆R =
√

(∆η)2 + (∆φ)2 (2.6)
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ATLAS aims to search for new phenomena as well as to test the SM. It is the largest
detector at the LHC, since it is about 44 m long, 25 m high and weighs about 7000
tonnes. A scheme of the detector is given in Figure 2.4.

Figure 2.4: A scheme of the ATLAS detector.

2.2.1 Subdetectors

ATLAS is made of several sub-detectors such as an inner tracking detector, a
system of electromagnetic and hadronic calorimeters and a muon spectrome-
ter. A magnetic field of 2T is provided by a solenoid inserted around the tracker and
it’s used to measure the momentum of charged particles from the curvature of their
tracks.

The inner detector (ID) tracking system (Figure 2.5) provides position measure-
ments for charged particles in the range |η| < 2.5 by combining information from three
sub-detectors. The ID consists of a cylindrical central region (full coverage for |η| < 1.5)
arranged around the beam pipe, and two endcaps. Disks in the endcap region are placed
perpendicular to the beam axis, covering 1.5 < |η| < 2.5. Starting from the IP, the
high-granularity silicon pixel detector segmented in r–φ and z covers the vertex region
and typically provides four three-dimensional measurements per track. Since the start
of Run 2, the ID includes a new innermost layer, the insertable B-layer (IBL) [74],
with a mean radius of 33 mm, while the remaining three layers of the pixel system
are located at mean radii of 50.5, 88.5, and 122.5 mm respectively. The coverage in
the endcap region is provided by three disks on either side of the IP. A semiconductor
tracker (SCT) consisting of modules with two back-to-back silicon microstrip sensors
with small-angle stereo readout surrounds the pixel detector, providing typically eight
two-dimensional hits translating to four three-dimensional measurements, per track at
intermediate radii (275 mm < r < 560 mm). The outermost region of the ID (563 mm
< r < 1066 mm) is covered by a transition radiation tracker (TRT) consisting of straw
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drift tubes filled with a gas mixture consisting of about 70% Xe, 27% CO2 and 3% O2, 2

interleaved with polypropylene/polyethylene transition radiators. The ID allows an ac-
curate reconstruction and pT measurement of tracks from the primary proton–proton
collision region. It also identifies tracks from secondary vertices, permitting the efficient
reconstruction of photon conversions up to a radial distance of about 80 cm from the
beam-line. The intrinsic resolution of the ID in the central barrel without the IBL is

around σ

(
1
pT

)
pT = 0.036%pT [GeV]

⊕
1.3% [75].

Figure 2.5: A scheme of the ATLAS Inner Detector. The IBL is not shown here.

The electromagnetic (EM) calorimeter (Figure 2.6) is a lead/liquid-argon (LAr)
sampling calorimeter with an accordion geometry. It consists of a barrel section,
covering the pseudorapidity region |η| < 1.475, and of two endcap sections, cover-
ing 1.375 < |η| < 3.2. The EM calorimeter is divided in three longitudinal layers,
for |η| < 2.5, and in two layers for 2.5 < |η| < 3.2. In the regions |η| < 1.4 and
1.5 < |η| < 2.4, the first layer has a fine η segmentation to discriminate prompt pho-
tons from neutral hadrons decaying to pairs of close-by photons. It also allows, together
with the information from the cluster barycenter in the second layer, where most of the
energy is collected, a measurement of the shower direction without assumptions on the
photon production point. In the range of |η| < 1.8 a presampler layer allows corrections
to be made for energy losses upstream of the calorimeter. The cell granularity in each
layer is shown in Figure 2.7.
The target EM calorimeter energy resolution (design for η ≈ 0) is given by σE

E =
10%√
E

⊕ 150 MeV
E

⊕
0.7% [66]. More details about the reconstruction and calibration of

the energy of a LAr EM cell will be given in Chapter 3.

The hadronic calorimeter (Figure 2.6), which surrounds the EM calorimeter, con-
sists of a steel/scintillator-tile calorimeter in the range |η| < 1.7 and two copper/LAr
calorimeters spanning 1.5 < |η| < 3.2. The acceptance is extended to |η| ≤ 4.9 by two
sampling calorimeters longitudinally segmented in shower depth into three sections us-
ing LAr as active material and copper (first section) or tungsten (second and third

2. During part of the 2016 data-taking some TRT layers were filled with Argon instead of Xenon.
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sections) as absorber. The hadronic calorimeter is designed to measure the energy with
a target resolution of σE

E = 50%√
E

⊕
3% [76].

Figure 2.6: A scheme of the ATLAS calorimeters.
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Figure 2.7: Sketch of a section of the LAr calorimeter showing its cells at different
layers and their granularity in η and φ.

The muon spectrometer (MS), located outside the calorimeters, consists of three
large air-core superconducting toroid systems with precision tracking chambers that
provide accurate muon tracking for |η| < 2.7 and fast detectors for triggering for |η| <
2.4. The overall momentum resolution

σpT
pT

of the muon system is 4% (1%) at 5 GeV
(1 TeV)[75].

2.2.2 Trigger

With the very high proton inelastic scattering rate, the ATLAS trigger system is
a fundamental component of the detector, being responsible for deciding whether or
not to save an event from a bunch crossing for later offline study. A two-level trigger
system [77] was used during the

√
s = 13 TeV data-taking period initiated in 2015 and

finished in 2018. Dedicated hardware implements the first-level (L1) trigger selection,
using only a subset of the detector information and reducing the event rate from about
40 MHz to at most 100 kHz. Events satisfying the L1 requirements are processed by
a high-level trigger executing, on a computer farm, algorithms similar to the offline
reconstruction software, in order to reduce the event rate to approximately 1 kHz.

2.2.3 Physics objects reconstruction

Events selected by the trigger are stored in order to be later reconstructed by the
ATLAS offline software. The reconstruction procedures of the physics objects used
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within the context of the ATLAS analyses are summarized in this section.

Photons are reconstructed from calorimeter clusters formed using a dynamical,
topological cell clustering algorithm [78]. The reconstruction algorithm looks for pos-
sible matches between energy clusters and tracks reconstructed in the inner detector
and extrapolated to the calorimeter. Well-reconstructed tracks matched to clusters are
classified as electron candidates, while clusters without matching tracks are classified as
unconverted photon candidates. Clusters matched to pairs of tracks that are consistent
with the hypothesis of a γ → e+e− conversion process are classified as converted photon
candidates. The calibrated energy of photons is obtained from the energy of the corre-
sponding EM cluster, after applying a series of data-driven and MC-based corrections;
a more detailed description of the calibration procedure can be found in Chapter 3.
The photon identification algorithm is based on the lateral and longitudinal energy
profiles of the shower measured in the calorimeter [79] and it is optimized to reduce as
much as possible contamination from the background, primarily associated with neutral
hadrons in jets decaying into photon pairs. Photon candidates are required to deposit
only a small fraction of their energy in the hadronic calorimeter, and to have a lat-
eral shower shape consistent with that expected from a single electromagnetic shower.
Different working points (WP) are defined and can be used by the analyses according
to their needs in terms of quality requirement: typically loose criteria are chosen for
triggering and preselection purposes, while tight criteria ensure the highest purity when
defining the final event selection. Typical values of identification efficiency for the tight
working point as a function of ET are shown in Figure 2.8: around 30 GeV the effi-
ciency is about 85%, while after 60 GeV it saturates to 95%. To reject the hadronic
jet background, photon candidates are required to be isolated from other ac-
tivity in the calorimeter and the tracking detectors [80]. The calorimeter isolation is
computed as the sum of the transverse energies of positive-energy topological clusters
in the calorimeter within a cone of ∆R = 0.2 centered around the photon candidate.
Candidates with a calorimeter isolation larger than 6.5% of the photon transverse en-
ergy are rejected. The track isolation is computed as the scalar sum of the transverse
momenta of all tracks with pT > 1 GeV in a cone of ∆R = 0.2 around each photon.
Candidates with a track isolation larger than 5% of the photon transverse energy are
rejected. Isolation efficiency curves as a function of ET are shown in Figure 2.9 for the
three working points: loose, medium and tight.

Jets are reconstructed using the anti-kt algorithm [81] with the parameter R = 0.4
and using a particle flow algorithm [82]. These algorithms use as input topological
clusters in the calorimeters and information about tracks that are matched to them.
A jet-vertex-tagger (JVT) multivariate algorithm [83] is applied in order to suppress
contributions coming from pileup interactions. Jets with |η| < 2.5 containing b-hadrons
are identified using a b-tagging algorithm [84]. A detailed description of the jet cali-
bration procedure can be found in [85].

Electrons are reconstructed by matching tracks in the ID to topological calorime-
ter clusters formed using the same algorithm used in the reconstruction of photons [78].
The energy calibration of electrons follows the same procedure of the one for photons,
and it is explained in Chapter 3.

Since muons leave a very small energy deposit in the calorimeters, they are recon-
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structed by using tracks from the MS and ID subdetectors. A full description of the
reconstruction and calibration procedures is given in [86].

The reconstruction of photons, jets, electrons and muons is performed indepen-
dently by the ATLAS offline software. Therefore, in order to avoid double-counting
objects in the analyses, an overlap removal procedure is done. The overlap criterion
is based on the value of ∆R (defined in Eq. 2.6) between objects [87].

In a collider, the initial transverse momentum of the colliding particles is zero by
construction. The total transverse momentum of all the particles in the final state
should be zero as well. For this reason, the missing transverse energy (MET) can
be defined as the negative vector sum of the transverse momenta of all the reconstructed
objects (after overlap removal), plus any transverse momenta not assigned to any of
the selected objects but compatible with the primary vertex of the event [88].
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Figure 2.8: Efficiencies of the Tight photon identification for unconverted (left) and
converted (right) photons, plotted as a function of photon ET [78].
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Figure 2.9: Efficiencies of the photon isolation working points for unconverted (left)
and converted (right) photons, plotted as a function of photon ET [78].
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Chapter 3

Electron and photon energy
calibration

In order to perform very precise measurements of the Higgs boson properties in the
diphoton decay channel, a very accurate calibration of the photon energy is extremely
important. The calibration procedure in ATLAS is a complex chain involving many
different tasks. This chapter serves as a detailed introduction for the study presented
in the next one.
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3.1 Energy reconstruction in a LAr calorimeter cell

When an electron or photon reaches the calorimeter, it produces an electromagnetic
shower after the interaction with the lead absorbers. The EM showers ionize the LAr in
the gaps between the absorbers where a high voltage is applied. The ionization electrons
drift, producing an analog signal. The sum of these analog signals associated to the
shower is proportional to the energy of the original particle entering the calorimeter (as
shown in Figure 3.1). The signal is brought via cables to the Front End Boards (FEBs)
where it’s pre-amplified, then further amplified and shaped by three linear gains: low
(LG), medium (MG) and high (HG). The ratio between the amplification factor of two
consecutive gains is about 10. This split into three pipelines is needed to digitize the
measurement into a 16 bits dynamic range of energy (from about 10 MeV to about 4
TeV) using 12 bits analog-to-digital converters (ADC). The three amplified signals are
sampled at a 40 MHz clock frequency and stored on a switched capacitor array (SCA),
then a hardware gain selection is used to choose the most suited gain. The choice is
made according to the number of ADC counts 1 recorded for the digitized MG peak:

• < 1300 ADC: HG is selected;
• ≥ 1300 ADC and < 3900 ADC: MG is selected;
• ≥ 3900 ADC: LG is selected.

The samples of the chosen gain are digitized and routed via optical fibres to the read-
out drivers (ROD) (as shown in Figure 3.2) [89]. Figure 3.3 plots the expected signal
pulse before and after the shaping and sampling.
Calibration runs use calibration electronics boards to inject precise pulses with pro-
grammable amplitudes and delays. These calibration signals are exponential before
shaping, approximating the triangular ionization pulse.

The total energy deposited in an EM calorimeter cell is reconstructed as

Ecell = FµA→MeV × FDAC→µA ×
1

Mphys
Mcali

×G×
Nsamples∑
j=1

aj (sj − p) (3.1)

where:
• Ecell is the total energy deposited in an EM calorimeter cell;
• sj are the samples of the shaped ionization signal digitized in the selected elec-

tronic gain, measured in ADC counts in Nsamples = 4 time slices spaced by
25ns;
• p is the read-out electronic pedestal, measured for each gain in dedicated cali-

bration runs (also called pedestal runs);
• aj are the optimal filtering coefficients (OFC) derived from the predicted shape

of the ionization pulse and the noise autocorrelation, accounting for both the
electronic and the pile-up components;
• G is the cell gain and it’s computed through the injection of a known calibration

signal and the reconstruction of the corresponding cell response (during the ramp
runs);
• Mphys

Mcali quantifies the ratio of the maxima of the physical and the calibration
pulses corresponding to the same input current and it corrects the factor G
obtained with the calibration pulses to adapt it to physics-induced signals;
• FDAC→µA converts digital-to-analog converter (DAC) counts set on the calibra-

tion board to an electric current in µA;

1. It is important to notice that the ADC thresholds are programmable: their value can be changed,
for example during special runs.
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• FµA→MeV converts the ionization current to the total deposited energy at the
EM scale and it is determined from test-beam studies.

Figure 3.1: Schematic representation of the electric signal produced in a LAr gap.

Figure 3.2: Sketch of the LAr front-end readout electronics.
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Figure 3.3: Triangular pulse of the current in a LAr EM cell and the FEB output signal
after shaping and sampling (25 ns spacing) [66].

3.2 Calibration procedure

Starting from the raw energy of a cluster of cells, one can get the calibrated energy
of the incident particle following the pipeline described in Figure 3.4 [89]. This proce-
dure exploits information from both MC simulations and collision data. A very short
summary of each step in the pipeline is given:

1. The cluster energy is estimated from the energy deposit in the calorimeter cells
in the various layers. Using MC samples of simulated events, a multivariate
(MVA) regression is trained, which uses input detector-level variables (such as
the energy deposited in the calorimeter, the ratio of the energies deposited in
the first and the second layer E1/E2, the η impact point of the shower in the
calorimeter, etc.). The optimization of the algorithm is performed separately
for electrons, converted photons and unconverted photons. This MC-based cal-
ibration strongly relies on the validated assumption that the detector geometry
and the interactions of particles with matter are accurately described in the
simulation;

2. The relative energy scales of the different layers of the EM calorimeter are ad-
justed and are applied to the data as a correction. The estimation of this layer
inter-calibration is based on studies of muon energy deposits and electron show-
ers;

3. The MVA algorithm trained in Step 1 is applied to both MC and data;

4. Several miscalibrations due to detector effects not present in the MC are esti-
mated and corrected in the data. These include high-voltage inhomogeneities,
geometric effects or biases associated to the LAr electronics. Chapter 4 will
focus on the study of the energy miscalibration due to the non-linearity across
the electronic gains;

5. In order to correct residual miscalibrations still present between data and MC
at this stage, overall energy scale factors are derived. This is done using a well-
known physics process, the Z boson decay into a positron-electron pair (Z → ee).
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These in-situ scale factors are computed for an electron energy around 40 GeV,
which is the typical value expected from a product of the Z decay. However,
they are currently considered to be universal and are applied to both electrons
and photons of any energy. They are also presently considered to be independent
on pT .

6. Finally, the whole procedure is also validated using electrons from J/ψ → ee
events in data. Additionally, the universality of the scale factors for photons is
tested using photons from Z → llγ events in data, where l is either an electron
or a muon.

The systematic uncertainties associated to the scale factors are computed at energies
different than the average energy of an electron produced in a Z boson decay. They
are also computed separately for each particle type. Figure 3.5 illustrates the impact of
the main systematic uncertainties affecting the energy scale of electrons, unconverted
photons and converted photons at |η| = 0.3 as a function of the transverse energy, as
estimated at the beginning of Run 2 [90]. At given values of both ET and η, the total
systematic uncertainty is given by the sum in quadrature of the uncertainties related to
each of the independent sources. The uncertainty related to the HG/MG non-linearity
(corresponding to the green dashed line in each of the three plots) contributes the most
at high energies, especially for electrons and unconverted photons.

Figure 3.4: Flowchart of the energy calibration of the electrons and photons in AT-
LAS.[90]
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Figure 3.5: Energy scale uncertainty for different particle types, as a function of ET
and at |η| = 0.3. The main contributions are shown as well as the total.[90]
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Chapter 4

Intercalibration of the high and
medium gains of the
electromagnetic calorimeter
front-end electronics using
special Z → e+e−data

The research work contained in this chapter allowed me to achieve the qualification
of author within the ATLAS collaboration. Its content is also fully documented in an
ATLAS internal note [91].
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4.1 Introduction

4.1.1 Motivations

Since the finalization of the electron and photon calibration using Run 1 data [89], a
discrepancy between the reconstructed dielectron invariant mass me+e− obtained from
Z → e+e− events in data and MC was observed, when events were split according to
the electronic high or medium gain of the highest energy cell of the liquid Argon (LAr)
EM calorimeter second longitudinal layer (layer 2, middle) [92]. The typical energy
depositions in layer 2 is up to about 30 GeV for the high gain and between 30 GeV and
300 GeV for the medium gain. While initially attributed to a miscalibration of the LAr
electronic gains in data, subsequent studies have shown that part of the discrepancy
was related to the use of the old calibration regression [93], and the residual effect could
at least in part be attributed to a sub-optimal calibration regression for very wide or
very narrow electromagnetic showers, for which a correction was applied [94].

Further studies were nevertheless performed to estimate in an independent way
a possible residual miscalibration of the medium and high LAr gains, using special
Z → e+e− runs taken in 2015 and 2017 in the shadow of the toroid-off muon alignment
runs. For these runs, the threshold to switch from high gain to medium gain readout
in the second layer of the EM calorimeter was significantly lowered, such that almost
all electrons from Z decays had at least the highest energy cell in the middle layer
recorded using the medium gain readout. The results of the analysis of these runs is
documented in Ref. [94]: a residual miscalibration of the medium gain up to about
0.4 % was observed for the pseudorapidity region |η| ∈ (0.8 − 1.37). Since the effect
observed in the special run in this η region was at the time not understood, the full
size of the effect was adopted as a systematic uncertainty, and no attempt was made
to correct it [94, 95].

As previously discussed in Section 1.5, the impact of this systematic uncertainty is,
at the time of writing, the largest systematic uncertainty on the Higgs boson mass mγγ

H

measured with H → γγ decays using collision data collected between 2015 and 2017
[52]. The “EM calorimeter cell non linearity” systematic uncertainties on mγγ

H , as the
impact of the observed discrepancy between the high and medium gain LAr electronic
calibration is labeled in Ref. [52], amounts in fact to 180 MeV out of a total systematic
uncertainty of 340 MeV.

This chapter presents a revised analysis of new special Z → e+e− runs collected
in 2018 with the threshold to switch from high gain to medium gain readout in the
second layer of the EM calorimeter again significantly lowered, attempting to confirm
and improve the understanding of the results presented in Ref. [94], so that any residual
LAr gain miscalibration can be corrected for, significantly reducing the electron and
photon energy calibration systematic uncertainty.

4.1.2 Analysis strategy

When the threshold to switch from high gain to medium gain readout in the sec-
ond layer of the EM calorimeter is significantly lowered, the medium gain is also used
in a region where the electronic response can significantly deviate from the expected
linear behavior. Since the calibration of the electronic gains performed by analyzing
“ramp” runs (see Ref. [96] for details) assume a linear behavior, the standard recon-
struction of the these special Z → e+e− runs would introduce a bias to the electron
energy reconstruction. Before comparing the special and normal (i.e. with normally-set
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gain switch threshold) Z → e+e− runs to study the potential discrepancy of the gain
response, non-linear corrections to the electronics gains obtained with the ramp runs
need to be applied. For this reason, special medium gain ramp runs extending to the
region including lower signal amplitude are acquired in proximity of the acquisition the
special Z → e+e− runs. The calculation and systematic study of the corrections from
these special ramp runs is discussed in Section 4.2, as well as the procedure to apply
it to the LAr cells in the cluster associated to the electrons in the special Z → e+e−

runs.
Section 4.3 summarizes the study of the bias potentially introduced in the gain

calibration by a fixed offset of the output of the LAr calibration boards.
Once the special Z → e+e− runs have been corrected by known non-linearity of

the electronics in the region opened by the gain switch threshold lowering, the me+e−

response can be compared with that in normal runs acquired immediately before and
after the special runs. This comparison, and the measurement of a possible residual
energy miscalibration, is discussed in details in Section 4.4, as well as all associated
systematic uncertainties.
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4.2 Medium Gain ramp recalibration

4.2.1 Special Medium Gain ramp runs

As described in chapter 3, the calibration of the energy deposited by electrons and
photons in the EM calorimeter, is based on a panoply of procedures, one being the
electronics calibration. An electronics signal, with an exponential shape close to the
ionization pulse shape is generated on the calibration board and propagated inside the
cryostat onto the mother boards located at the front and back of the calorimeter. The
amplitude of the signal is controlled by a digital to analog converter (DAC) providing
a dynamic range for each calorimeter layer corresponding to an electron of up to 3
TeV. Each calibration board is equipped with 128 calibration lines; each line serves a
group of 8 to 16 channels depending on the layer. The (non-) linearity of the signal
delivered by the calibration boards was measured to be at the level of 0.1% during the
production of the boards. 120 calibration boards are installed, with typically two per
frontend crate.

During periods without beam, typically during inter-fill periods, calibration runs are
taken, ramping the DAC value from 0 to a DAC value corresponding to the maximum
current that a given cell would receive during LHC data taking. These calibration data
allow in particular to measure the linearity of the cell response to the injected signal;
this procedure is called ramp run and will be used in the analysis presented below.
Ramp runs are used to extract the response of each cell as a function of the injected
current using calibration boards. The ADC to energy conversion in medium gain at
reconstruction level is performed using a first order polynomial relation. Since it is not
expected to be very accurate at lower ADC values, which are populated in the special
runs, an improved calibration is derived using electronics calibration data corresponding
to the following runs:

• Run 362822: Special medium gain ramp run with also ADC values used nor-
mally only in high gain runs;
• Run 362824: Standard medium gain ramp run (for reference).

In practice, the aforementioned improved calibration consists in the application of a
non-linear correction to the ramp used for reconstruction.

There are 256 × 200 (φ− η) cells in the second layer of the LAr calorimeter, each
of which has a size of 0.025 × 0.025 in ∆φ×∆η. A certain fraction of these channels
suffers from problems in the electronics or the readout.

These so-called bad channels as well as those cells whose center has 1.4 < |η| < 1.425
are not considered in this study and the corresponding value of the correction is taken
as zero.

The choice of recorded (ADC, DAC) points to be used when fitting the ramp is
dynamically made by the reconstruction software: for each consecutive pair of points
the local slope of the ramp is computed and is compared to the average slope of all the
previous points. If the difference between the average slope and the local one is less (or
equal) than the 10% of the average slope then the latest point is kept and the next one
will be checked; otherwise the latest point is discarded and only the previous recorded
points are used to fit the ramp. This method prevents reaching the saturation region of
the electronic response in MG. Additionally, the first point at DAC=0 is always skipped
in the official ramp fit setting the minimum DAC value to 10. As a result, the number
of points used to fit the ramp can be different for different cells in the calorimeter.

Since the largest fraction of the energy of an electromagnetic shower induced by
an electron in the ATLAS LAr EM calorimeter is deposited in the second longitudinal
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layer (Middle layer or Layer 2), the following study and the calculation of the associated
corrections are exclusively performed for the LAr EM Middle cells.

4.2.2 Improved ramp fit

In order to account for non-linearities in low ADC regions when fitting the ramps,
a second order polynomial was proposed in [97], whose functional form is:

f improved(ADC) = ADC
p′0 + p′1ADC

p′2 +ADC
(4.1)

in contrast to the usual first order polynomial:

f linear(ADC) = p0 + p1ADC (4.2)

In theory, Eq.4.1 should be a more suitable function to describe the special run ramps
because it smoothly goes to zero for small ADC values, while it behaves like a linear
ramp for large ADC values. In practice, this hypothesis must be tested by means of
some statistical estimator for all the fitted ramps. The values of two estimators are
reported:

• Worst residual: it’s the largest value of
∣∣∣DAC−f(ADC)

DAC

∣∣∣. It quantifies the dis-

agreement between the fit and the data at low ADC values;
• RMS of the residuals excluding the worst one: it’s the RMS of the resid-

uals DAC−f(ADC) after removing the worst one. This estimator is correlated
to the χ2 of the fit and it’s supposed to not contain much information about the
result of the fit at low ADC values.

An example of fit for a given cell is shown in Figure 4.1a, where it is clear, by looking
at the value of the worst residual, that the improved fit describes the region with low
ADC values better than the linear fit. Another example of fit for a different cell is given
in Figure 4.2a: the distribution of the residuals of the improved fit is narrower around
zero than the one of the linear fit, which is again a proof of the improvement brought
by Eq.4.1.

However, there are some cells for which the previous statements are not true any-
more. Figure 4.1b shows the result in one cell where the linear fit has a lower value of
the worst residual. Figure 4.2b shows that for some cells the value of the RMS of the
residuals excluding the worst one is the same for both the linear fit and the improved
fit. This happens because the parameters p′0 and p′1 of Eq.4.1 are always initialized
with the values of the parameters p0 and p1 obtained by the linear fit. As a result, the
improved fit can never be outperformed by the linear fit when describing the region
with high ADC values, where the ramp is more likely to follow a linear trend.

Whether or not the improved fit looks like a reasonable choice for a given cell, its
global impact must be evaluated over all the cells of the second layer. In the following
sections, the goodness-of-fit and its statistical significance are investigated in order to
understand if Eq. 4.1 actually brings an improvement to the ramp re-calibration.

Goodness-of-fit

The distributions of the values of the first of the two estimators defined previously
are shown in Figure 4.3 for the linear fit and the improved fit. Most of the worst
residuals of the linear fits have negative values, implying that the linear fits tend to
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Figure 4.1: (Top) Recorded special run ramp fitted by both Eq.4.1 and Eq.4.2 for
different cells. (Bottom) Relative residuals of the two fits as a function of ADC counts.
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worst one, as a function of ADC counts.
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underestimate the ramps at low ADC; the distribution of the worst residuals of the im-
proved fits is instead quite symmetric around zero, while some structure is nevertheless
observed for some cell. In order to quantify how important the differences between the
results obtained by the two fits are, two variables are built and their value is reported
for each cell:

• The relative difference of the worst residual,

δα =
α2 − α1

α1
(4.3)

where α1 and α2 are the values of the worst residual obtained by the linear fit
and the improved fit, respectively.
• The quadratic difference of the RMS,

δβ =
√

(β1)2 − (β2)2 (4.4)

where β1 and β2 are the values of the RMS of the residuals (excluding the worst
one) obtained by the linear fit and the improved fit, respectively.

These two variables provide a good way to compare the two fitting procedures: the
more negative (higher) δα (δβ) is, the better the improved fit describes the ramp at
low ADC (elsewhere).

Since the distribution shown in Figure 4.4a has a mean value of −0.84, it’s safe to
assume that the improved fit function has lower values of the worst residual. In fact,
negative values of δα are uniformly scattered over the map shown in the same figure.

The distribution in Figure 4.4b has only positive values, since the variable defined in
Eq.4.4 is indeed a positive-definite quantity. The position of its highest peak indicates
how much better the improved fit describes the ramps with respect to the linear fit
overall. The η− φ map of these values shows that neighbour cells show similar results.
Some patterns manifest themselves within bands localized near |η| = 0.5, while some
other patterns are spotted around |η| = 1. Both types of patterns appear with a kind
of periodicity along the φ direction.

Statistical significance of the fit

A strong evidence of the improved fit describing better most of the Middle cell ramps
was given in the previous section. In this section we perform a quantitative analysis
to check whether the improvement brought by the additional degree of freedom in the
improved fit is statistically significant. In this regard Fisher’s F -test is very useful, since
it allows the comparison of two nested models - i.e. one the representing a simplified
version of the other with fewer degrees of freedom, and the the same regression obtained
with the simpler model can be achieved by some choice of the parameters of more
complex model - that have been fit to the same dataset, in order to establish whether
the additional complexity of the improved model is justified given the statistical power
of the dataset used in the regressions. The F -test can be summarized as follows:

1. Consider two nested models. In our case Model 1 is Eq.4.2 (linear fit) with
d1 = 2 degrees of freedom, Model 2 is Eq.4.1 (improved fit) with d2 = 3
degrees of freedom: the linear model is nested within the improved model:

ADC p0+p1ADC
p2+ADC

p2=0−−−→ p0 + p1ADC.

2. Use the two models to fit the same dataset consisting of N data points and
compute the χ2 for both regressions;
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Figure 4.3: Top: map of the worst residual in the η−φ space of the second layer of the
LAr calorimeter. Bottom: Distribution of the worst residual.
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Number of points in the ramp Number of ramps Critical F-value % of passed tests

30 23126 4.21 91%

31 17703 4.20 98%

32 4024 4.18 52%

29 2866 4.23 99%

35 699 4.1 99%

33 313 4.17 95%

36 306 4.1 35%

34 284 4.1 100%

19 212 4.49 80%

15 173 4.75 77%

11 155 5.32 52%

7 107 7.71 23%

18 88 4.54 73%

14 6 4.84 50%

28 4 4.24 100%

37 4 4.1 75%

Table 4.1: Overview of the results of the F-test in all the 16 categories.

3. Compute the F -statistic:

F =

χ2
1−χ2

2
d2−d1
χ2
2

N−d2

(4.5)

4. Under the hypothesis that Model 2 does not provide a significantly better fit
than Model 1, F will have a Fisher distribution with parameters (d2−d1, N−d2).

5. This hypothesis is rejected if the F value calculated from the data is greater than
the critical value of the F-distribution for some desired false-rejection probability
α (in this study, α = 0.05).

In our case, The F -test is run for every fitted ramp and the obtained F-value is
compared to the critical value each time. The choice of α to be equal to 0.05 implied
that a function passing the F -test by chance is only 5% (or less) likely to happen. Since
both Eq. 4.5 and the value of the critical F depend on the number of data points N
in the fit, and since not all the ramps are recorded with the same number of points (as
shown in Figure 4.5), the test is performed separately in different categories depending
on the value of N .

The results of the test are exposed in Table 4.1, and the distributions of the com-
puted F -statistic in some example categories are shown in Figure 4.6. The improved fit
has passed the F -test most of the times in most of the categories, including those with
the highest number of fitted ramps. In one particular category, the one containing only
the ramps reconstructed with 32 points, there is a clear distinction in the distribution
of the F-statistic between one half of the ramps (those that pass the test) and the other
half (those that don’t). If we look at the position of the corresponding Middle cells, we
see that the two groups of ramps actually belong to two different regions in the |η| − φ
space, as shown in Figure 4.7.

In conclusion, for the majority of the L2 cells, the F -test states that Eq.4.1 actually
brings a significant improvement to the fit of the ramps.
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Figure 4.5: Spatial distribution and frequency of the number of points used to fit the
ramp in a Middle cell.
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Figure 4.7: F -statistic value computed in the category corresponding to ramps recon-
structed with 32 points.

4.2.3 Ramp correction function

After establishing that Eq. 4.1 actually brings a significant improvement to the fit,
it can be used to compute a correction to the standard linear ramp used in the official
reconstruction. The correction is defined as the relative difference between the two
functions:

g(x) =
f improved(x)− f linear(x)

f linear(x)
(4.6)

where x can be either ADC or energy, according to whether one wants to look at the
correction at ramp-level or at cell-level. 1A similar correction as a function of the cell
energy and as a function of |η| was already derived in a previous iteration of this study
(Ref.[94]) and it was an average over φ, meaning that it had no dependence on the φ
position of the cell which it was applied to. This kind of correction doesn’t take into
account the non-negligible spread brought by the φ-degeneracy shown in Figure 4.8.
Additionally, since it doesn’t depend on the sign of η either, it relies on the hypothesis
that the two sides of the calorimeter are exactly symmetric from the point of view of
the electronic response. In this section, the possible φ uniformity and η symmetry of
the correction are investigated in detail.

φ uniformity and η symmetry

In order to focus on η and φ only, the dependency on the energy must be factorized
out 2, to do so the average integrated correction must be computed:

〈correction〉 =
1

x2 − x1

∫ x2

x1

g(x)dx (4.7)

In terms of the histogram G(xi), that has N bins in the interval [x1, x2], each of which
is ∆x wide, the integral in the previous equation is approximated by the sum of the

1. Energy and ADC are related by a conversion factor: E = FDAC→MeV ×
(
Mphys

Mcali

)−1

×p1×ADC.

(from Eq.3.1)
2. Note that this is done just to highlight “geometrical” inhomogeneities; in the end the correction

will be dependent on the energy.
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Figure 4.8: Individual correction functions for 256 cells having their center at the same
η but at a different φ (grey curves) and average correction function for them (red curve).

bin contents:

〈correction〉 =
1

xi2 − xi1

i=i2∑
i=i1

G(xi)∆x =
1

N

i=i2∑
i=i1

G(xi) (4.8)

where the numerical integration is made with 1000 bins in the interval [5, 60] GeV.
From Figure 4.9, which shows a map in the η − φ space of the values of the average
correction, one can already see some fluctuations in every column as well as differences
between the left side and the right side.

To understand the importance of these fluctuations, the projections of the average
correction along the φ axis for the barrel and the endcap (side with η > 0 only) are
shown in Figure 4.10 and 4.11. These datapoints are fitted with a zero-degree function
to check whether the values are compatible with a constant value within the uncertainty.
This is the case only for some of the regions in the barrel (those contained in the interval
0.17 < η < 1.20) while it is not for most of the regions in the endcap.

Another test is performed to more finely probe the possible uniformity of the cor-
rection along φ. The distribution of the average correction for the cells with the same
position in η is investigated. Since there are 256×200 (φ−η) cells in L2, 200 histograms
each with 256 entries are built. If the origin of the fluctuations encountered before is
of statistical nature, then a normal distribution is expected so each histogram is fitted
with a Gaussian. Some examples of these fitted distributions are shown in Figure 4.12
while an overview of the results of the fits is given in Figure 4.13. The values of the
reduced χ2 obtained from the fits are roughly distributed around 1 with a tail towards
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higher values. These bad values are localized in the transition region between barrel
and endcap as well as in the central part of the barrel.

The possible symmetry of the average correction with respect to the sign of η is
tested as well. This is done by comparing pair by pair the 200 histograms previously
built, checking whether the mean of the histogram corresponding to a given η position
(i.e. η = 2.41) is significantly different from the one of the histogram corresponding to
the η position with opposite sign (i.e. η = −2.41). The Student’s t-test can answer this
kind of question, because it lets one compare the populations from which two separate
sets of independent and identically distributed samples are obtained:

1. Consider two sets of data: set p (for positive η) and set n (for negative η);

2. Compute the t-statistic:

t =
X̄p − X̄n√
s2p
Np

+ s2n
Nn

(4.9)

where X̄i=p,n is the sample mean, s2
i=p,n is the unbiased estimator of the variance

of each of the two samples with Ni=p,n number of data points (which is equal to
256 for both);

3. Under the hypothesis that the two populations have equal means, t will have a
Student’s t-distribution with Np +Nn − 2 degrees of freedom;

4. This hypothesis is rejected if the t value calculated from data is greater than
the critical value of the Student’s t-distribution for some desired false-rejection
probability α (in this study, α = 0.05).

The t-test is run for every pair and the obtained t-value is compared to the critical
value each time. The choice of α to be equal to 0.05 means that a pair passing the
t-test by chance is only 5% (or less) likely to happen. Some examples of these pairs of
distributions are shown in Figure 4.14 while an overview of the results of the tests is
given in Figure 4.15. The majority of the pairs has not passed the t-test, meaning that
the difference between the sample means is compatible within statistical fluctuations.
On the other hand, the pairs that have passed the test (those having a t-value greater
than the critical one) are pretty much localized in the region with |η| > 1.8. This is
enough to conclude that the average correction is found to be η symmetric in the barrel
while it is not between the two endcap sides.

4.2.4 Application of the derived correction to LAr cells

In the previous section, some arguments were given to motivate the use of a cell-
by-cell correction in place of a φ-η-averaged correction.

The cell-by-cell correction implies the use of 200×256 functions of the form gη,φ(E),
each of which implements the correction introduced in Eq.4.6 for a given L2 cell having
its center in (η, φ). This choice should in principle avoid the propagation of bad fit
results due to problematic cells to the whole ramp-correction.

The difference between these two ramp-correction methods is considered as a po-
tential source of systematic uncertainty on the measurement of the gain miscalibration
factors, as described in Section 4.4.5.

Before performing the analysis described in Section 4.4, the ramp-correction is ap-
plied at cell-level to the events of the special run and the standard run datasets following
this procedure. For each electron in an event:

• Get its cluster;
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Figure 4.9: Map of the values given by Eq. 4.8.
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Figure 4.10: Values of the average correction projected along the φ axis in 8 η regions
defined in the barrel. Error bars are the RMS of the average correction along the η
axis in that region. The red line is the result of a fit to a constant.
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Figure 4.11: Values of the average correction projected along the φ axis in 9 η regions
defined in the endcap. Error bars are the RMS of the average correction along the η
axis in that region. The red line is the result of a fit to a constant.

• If the cluster contain at least a LAr Middle cell reconstructed using the medium
gain, apply the ramp correction to its energy;
• Re-compute the energy E2 associated to Middle cells in the cluster;
• Re-compute the E1

E2
correction;

• Re-apply the MVA calibration to the corrected cluster energies.
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Figure 4.12: Six distributions of the average correction for those cells having the same
position in η. The red line is the result of a gaussian fit.
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Figure 4.14: Six pairs of distributions of the average correction for cells with the same
position in |η|. The black line corresponds to negative η while the blue line to positive
η.
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Figure 4.15: Distribution of the computed t-statistic from all the 100 tests (bottom
plot). Values of the t-statistic as a function of |η| (top plot). Pairs with a t-value
greater than the critical one pass the t-test within 95% confidence level.
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4.3 Study of the calibration board offset

4.3.1 Ramp fit intercept parameter as a proxy for the calibration
board offset

Each calibration board line has distinctive non-zero offsets, corresponding to an
injected charge delivered to the calibration lines when the line output DAC value is
set to 0. These offsets were measured in the board production phase, for a subset of
the calibration boards installed on the ATLAS LAr calorimeters [98]. Unfortunately,
the values are not available for all boards (e.g. some values are missing for the boards
serving the EMB calorimeter, and no offset value is available for those serving the
EMEC calorimeters). On the other hand, it was previously observed that these offsets
correlate with the intercept parameters of the ramp fits [99]. In this respect the ramp
intercept parameter could be a good proxy for measuring the impact of the board
offset, especially for those boards for which a direct measurement is not available, and
correct for its effect on medium gain signals, since the standard LAr reconstruction
assumes the ramp intercept in medium gain effectively accounts for non-linear behavior
of the electronics, and is thus corrected for. While this assumption is at least partially
correct, the contribution to the ramp intercept associated to the board offset should
not be corrected for or, conversely, should be subtracted to the existing medium gain
reconstruction that uses the full intercept value as a correction to the energy.

Fig. 4.16 shows the correlation between the available measurements of the LAr
calibration board offsets and the corresponding ramp intercept parameter, X[0], as
obtained from the high gain fits. Similar results are obtained when using medium
gain ramp data, but with a worse precision because of a larger spread of the intercept
parameter X[0]. The results are compatible with what was observed in Ref. [99]. The
correlation regressions in the two regions η < 0.8 and η > 0.8 provide compatible
results, and indicate that a common global parametrization can be used to estimate
the offset from X[0].

Assuming a common single parametrization for all gains and detector regions, we
observe a non-zero value of the global X[0] parameter for a null offset, corresponding to
1.285±0.009 DAC (Figure 4.16a). This value can be associated a genuine non-linearity
of the readout electronics, that the linear ramp fit tries to accommodate with its fit. If
the ramp fit intercept parameter is to be used as proxy to correct for the board offset,
this value will have to be subtracted from the correction to allow the reconstruction to
accommodate for genuine non-linearity.
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Figure 4.16: Correlation between the available measurements of the LAr calibration
board offsets and the corresponding ramp intercept parameter X[0]. (a) All available
data, most of LAr EMB; (b) LAr EMB η < 0.8; (c) LAr EMB η ≥ 0.8; (d) comparison
between correlation regression in the various regions.
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Figure 4.17: Map of the value of the ramp intercept parameter X[0] in high gain for
the layer 2 cells.

4.3.2 Energy corrections from ramp fit intercept parameter

Fig. 4.17 shows the map of the value of the ramp intercept parameter X[0] in high
gain for the layer 2 cells. Localized patterns can be observed, associated to a single
calibration line pulsing eight layer 2 cells at the same time. This property can be
exploited to reduce the statistical fluctuations affecting the X[0] parameter on a single
ramp fit, by averaging the eight X[0] values associated to the same calibration line.
The result of this procedure is shown in Fig. 4.18, where now each cell show the 〈X[0]〉
value obtained by averaging the cells served by the same calibration line. Fig. 4.19
show the RMS of the X[0] distributions, while Fig. 4.20 the corresponding pulls. The
distributions are usually well-behaved, with relatively small RMS values apart for the
crack regions (1.37≤ |η| < 1.52) and high-η regions (|η| ≥ 2.37) where larger spreads are
observed, and randomly distributed pulls everywhere by the crack and high-η regions.

Fig. 4.21 show the distributions of the pull values of the ramp intercept parameter
X[0] distributions in high gain for the layer 2 cells in various region of the calorimeters.
While the distributions are quasi-Gaussian in the precision regions of the detector,
peaks at ± 1 are observed in the pull distributions in the crack and high-η regions.
Extending the crack definition to η = 1.6 removes the still-visible spikes at ± 1 in
EMEC pull distribution. The distributions in the precision regions seem sufficiently
well-behaved to use the 〈X[0]〉 values as a correction in these regions, while we expect
the impact of the corrections on the crack and high-η region to be negligible with
respect to the large uncertainties expected in these regions.

Fig. 4.22, 4.23, 4.24 and 4.25 respectively show the energy equivalent ∆E correction
as computed from the ramp intercept parameter X[0] in high gain for the layer 2 cells,
and the corresponding averages, RMS and pulls obtained when considering cells served
by the same calibration line. Fig. 4.26 shows the distributions in various regions of
the LAr EM calorimeters of the ∆E energy correction values averaged over layer 2
cells served by the same calibration line. The energy equivalents of the ramp intercept
are relatively small, reaching on average values ranging from 10 to 80 MeV depending
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Figure 4.18: Map of the average values of the ramp intercept parameter X[0] distri-
butions in high gain for the layer 2 cells, as obtained from cells served by the same
calibration line.
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Figure 4.19: Map of the RMS values of the ramp intercept parameter X[0] distributions
in high gain for the layer 2 cells, as obtained from cells served by the same calibration
line.
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Figure 4.20: Map of the pull values of the ramp intercept parameter X[0] distributions
in high gain for the layer 2 cells, as obtained from cells served by the same calibration
line.
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Figure 4.21: Distributions in various regions of the calorimeter of the pull values of the
ramp intercept parameter X[0].
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Figure 4.22: Map of ∆E energy correction as computed from the ramp intercept pa-
rameter X[0] in high gain for the layer 2 cells.
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Figure 4.23: Map of average ∆E energy correction as computed from the ramp intercept
parameter X[0] in high gain for the layer 2 cells, considering cells served by the same
calibration line.
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Figure 4.24: Map of the ∆E energy correction RMS as computed from the ramp
intercept parameter X[0] in high gain for the layer 2 cells, considering cells served by
the same calibration line.
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Figure 4.25: Map of the ∆E energy correction pull values as computed from the ramp
intercept parameter X[0] in high gain for the layer 2 cells, considering cells served by
the same calibration line.
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Figure 4.26: Distributions in various regions of the LAr EM calorimeters of the ∆E
energy correction values averaged over layer 2 cells served by the same calibration line.

on the detector region. Even considering the largest values in the distributions, the
correction is never larger than 200-300 MeV: we therefore expect a small impact on the
energy of the Z → ee electrons considered by the analysis discussed in Section 4.4.

It should also be noted that the corrections discussed above represent an upper limit
to the bias induced by the calibration board offsets. In fact, ss discussed in Section 4.3.1,
the full magnitude of the ramp intercept X[0] parameter can not be attributed to the
calibration board offset, and part of it corresponds to a genuine non-linearity of the
readout electronics. The average amount of this bias is estimated in Section 4.3.1, and
should be subtracted 3 from the X[0] values before computing the ∆E equivalent. The
result of such a bias correction is shown in Fig. 4.27 for the averaged X[0] values, and
in Fig. 4.28 for the corresponding ∆E corrections.

The impact of the corrections discussed above, addressing the calibration board
offsets on the intercalibration of the high and medium gains, is discussed in Section 4.4.

3. If the calibration board offset is positive (i.e. a positive injected current when the calibration
line DAC is set to 0), then the standard medium gain calibration underestimates the energy. For a
positive calibration offset value, the intercept of the DAC vs ADC fit is negative, so the correction for
the offset should consist in subtracting the corresponding bias evaluated from the X[0] intercept. This
is consistent with the ramp intercept being anti-correlated with the calibration board offsets.
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Figure 4.27: Map of the average X[0] values in high gain for the layer 2 cells, after
correcting them for the genuine non-linearity effect obtained by the analysis of the
correlation with the calibration board offset values.
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Figure 4.28: Map of the average ∆E correction values obtained from high gain ramps
for the layer 2 cells, after correcting them for the genuine non-linearity effect obtained
by the analysis of the correlation with the calibration board offset values.
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Figure 4.29: Number of events passing the Z → e+e−selection.

4.4 Analysis of special Z → e+e− runs

4.4.1 Overview

The special run with lower MG/HG threshold (same threshold as for the 2017
special run) that is analyzed in this study was taken in June 2018 during a toroid off
period and it amounts to 124 pb−1 of p-p collision data. It is compared to 450 pb−1,
109 pb−1 and 522 pb−1 of standard physics runs with the normal threshold that were
also taken in the same period.
The energy mis-calibration is defined as the difference in response between special run
data and standard run data, and at first order is parametrized as follows:

Espec = (1 + αi)E
stand (4.10)

The energy scale factors αi, where i corresponds to 5 different regions in |η| (0-0.8, 0.8-
1.37, 1.37-1.50, 1.5-1.8 and 1.8-2.47) are derived by comparing the e+e− invariant mass
distributions. The idea behind this analysis is that one can gain information about
the scale factors by estimating the displacement between the two peaks of me+e− . The
event selection is done by requiring the presence of at least two electrons with opposite
charge. The two with highest pT are always chosen (leading and subleading, in the
following) and must have a pT greater than 27 GeV, |η| < 2.47 and must pass the
medium likelihood ID test. An overview of the available statistics in the two run types
in function of the electrons’ pseudorapidity is provided in Figure 4.29.

In order to check the effect of the ramp correction, and especially to quantify the
energy difference between the two proposed methods, the distribution of the transverse
momentum of the individual electron candidates is shown in Figure 4.30 and 4.31.

A total of 15 |η| regions have been defined according to the pseudorapidity value
of the two electrons, then the invariant mass of the di-electron system has been built
in each region, as shown in Figure 4.32. In the following, ηi (ηj) is the pseudorapidity
value of the leading (subleading) electron.

4.4.2 Extraction of the scale factors

To extract the values of the energy scale factors αi the lineshape method has been
used. It consists of two steps: first, the Z → e+e− mass distribution in each of the 15
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Figure 4.30: Transverse momenta of the two electron candidates when the ramp correc-
tion “cellbycell” is applied (Red curve) and when it is not (Black curve). The bottom
panels show the energy difference per event between the corrected energy (Emva3) and
the uncorrected energy (Emva) of the particle. (Special run data).
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Figure 4.31: Transverse momenta of the two electron candidates when the ramp cor-
rection “average” is applied (Red curve) and when it is not (Black curve). The bottom
panels show the energy difference per event between the corrected energy (Emva5) and
the uncorrected energy (Emva) of the particle. (Special run data).
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Figure 4.32: Invariant mass distributions for special run data (Black) and standard run
data (Red) in the 15 |η| regions.

|η| bins is parametrized by the lineshape pdf function. For this study, the lineshape
pdf is chosen to be a sum of three Gaussian functions:

P (mee) = N1G1(mee;µ1, σ1) +N2G2(mee;µ2, σ2) +N3G3(mee;µ3, σ3) (4.11)

The parameters of Eq. 4.11 are fixed by fitting the lineshape to the standard run
data in each η bin. Examples of this step are shown in Figure 4.33.

Then, during the second step of this method, the parameters of the obtained line-
hape are re-expressed in terms of the energy scale factors:

µ′k = µk

√
(1 + αi)(1 + αj) (4.12)

σ′k = σk

√
(1 + αi)(1 + αj) k = 1, 2, 3 (4.13)

These αi are finally determined from a simultaneous fit to the special run data in
all the |η| bins. Examples of this step are shown in Figure 4.34.

All the fits have been performed in the mass range [75, 105] GeV and the number
of bins in this interval is 200; only those |η| bins with more than 100 events and the
maximum of the standard run distribution between 80 and 100 GeV have been used
for the fit; additionally, all the three Gaussian functions are required to have σk > 1
GeV in order to avoid fitting any statistical fluctuation in the data.
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Figure 4.33: Standard run data distributions fitted by the total lineshape pdf (Red
curve) in 4 of the 15 |η| bins. The three Gaussian components of the pdf are also
shown (dashed curves).

4.4.3 Pile-up dependency

As shown in Figure 4.35, the pile-up (PU) distributions of the standard and special
runs are very different. Before applying the procedure described in Section 4.4.2, the
standard run events are reweighted in order to match the PU distribution of the special
run. This configuration will be referred to as the nominal one in the following.

In order to investigate any possible dependency of the αi on the PU, three categories
of events are defined according to the number of collisions per brunch crossing µ:

• µ < 33.6
• 33.6 ≤ µ < 37.6
• µ ≥ 37.6

After the PU reweighting step, the extraction of the scale factors is done independently
in each category. Their values and the nominal one are shown in Figure 4.36. The
different obtained values in a given bin are compatible with statistical fluctuations
around the nominal value, therefore no dependency of the αi on the PU is retained.

4.4.4 Bootstrap

The statistical uncertainty of the standard runs is propagated to the value of the
extracted αi through bootstrapping. Starting from the original me+e−histogram of the
standard run data, one can generate N new samples 4 by assigning to each data point
a random weight distributed according to the Poisson distribution with λ = 1. For
each sample the extraction of the scale factors is repeated and so N sets of αi are

4. In this case N is chosen to be 100.
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Figure 4.34: Special run data distributions and corresponding lineshape (Blue curve)
after the re-parametrization step and the extraction of the scale factors in 4 of the 15
|η| bins. Bottom panels show the relative difference between the data and the pdf.
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Figure 4.35: Pile-up profiles of the standard run data (Red) and special run data
(Black).
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produced, whose distributions are shown in Figure 4.37. The standard deviation of the
αi distribution is taken as an additional component of the total statistical uncertainty
on its central value:

σstattot =
√
σ2
bootstrap + σ2

fit (4.14)

where σbootstrap is an estimate of the statistical uncertainty of the standard run while
instead σfit is the error on the fitted parameter (from the lineshape method) and it
estimates the statistical uncertainty of the special run.

Figure 4.38 shows how much the statistical error on scale factors increases for the
effect of the bootstrap component.

4.4.5 Systematic uncertainties

In this section, several effects that could introduce systematic uncertainties are
investigated and an overview is given. This is always done by extracting the αi with a
variation of the nominal configuration according to the effect under investigation:

• Electron identification (ID): both electron candidates must pass the loose
likelihood ID test (instead of the medium likelihood ID, as in the nominal case);
• Ramp correction: the “average” ramp correction is applied to the cell energy

in L2 (instead of the “cell-by-cell” ramp correction, as in the nominal case);
• Fit range: the me+e−mass interval when doing the fit is [85, 95] GeV (instead

of [75, 105] GeV, as in the nominal case);
• Bias correction: the bias correction (from calibration board offset) is applied

(instead of no correction, as in the nominal case).
The difference in the value of the αi for the four variations, which are plotted

in Figure 4.39, are compatible with statistical fluctuations around the nominal value,
therefore any systematics related to these effects would be negligible with respect to the
total statistical uncertainty. To support this statement, the size of each of the possible
systematic variations is compared in detail to the one of the statistical uncertainties in
all of the 5 |η| bins in Table 4.2.

4.4.6 Purity of the special and standard runs

The analysis presented in this chapter is based on the assumption that the special
run represents a sample of events where both electrons coming from the Z decay are
reconstructed in MG, i.e. the cluster associated to each of them has at least one of its
cells recorded using MG readout. A similar assumption is made for the standard run
events, which are supposed to be reconstructed in HG, i.e. with no cells recorded using
MG readout. In reality, one has to take into account that the special and standard runs
are not 100% pure in MG and HG, respectively. Figure 4.40 shows that the level of
“contamination” from HG events in the special run is about 10% and the standard run
is composed of almost 6% of MG events. Additionally, by looking at the composition
of the two runs in terms of number of MG cells in the clusters and |η| position of the
clusters plotted in Figure 4.41, the |η| regions with the highest fraction of contaminated
electrons are detected: in the region 1.4 < |η| < 1.5 there are about 2% of the special
run events having the leading electron cluster with 0 cells in MG, while the highest
fraction of special run events where the subleading electron cluster has no cells in MG
(being about 3%) is in 0.8 < |η| < 1.4; for the standard run, the region with the highest
fraction of events (more than 10%) having a cluster containing at least one MG cell is
1.8 < |η| < 2.5, for both the leading and the subleading ones.
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Figure 4.37: αi histograms obtained through the bootstrap corresponding to the five
|η| regions.
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|αvar − αnom| σstat(αvar) σstat(αnom) σstattot (αnom)

0.00 < |η| < 0.80

bias corr. 3.62e-04 2.95e-04 2.95e-04 3.83e-04
fit range 1.29e-04 3.11e-04 2.95e-04 3.83e-04
elec. ID 2.17e-04 2.90e-04 2.95e-04 3.83e-04
ramp corr. 3.79e-05 2.94e-04 2.95e-04 3.83e-04

0.80 < |η| < 1.40

bias corr. 4.10e-04 4.57e-04 4.56e-04 6.17e-04
fit range 4.20e-04 4.96e-04 4.56e-04 6.17e-04
elec. ID 4.70e-05 4.50e-04 4.56e-04 6.17e-04
ramp corr. 3.24e-04 4.54e-04 4.56e-04 6.17e-04

1.40 < |η| < 1.50

bias corr. 1.32e-04 1.93e-03 1.94e-03 2.91e-03
fit range 1.21e-04 2.10e-03 1.94e-03 2.91e-03
elec. ID 7.42e-04 1.92e-03 1.94e-03 2.91e-03
ramp corr. 9.84e-04 1.93e-03 1.94e-03 2.91e-03

1.50 < |η| < 1.80

bias corr. 4.15e-04 8.85e-04 8.81e-04 1.17e-03
fit range 1.22e-03 9.63e-04 8.81e-04 1.17e-03
elec. ID 1.64e-04 8.67e-04 8.81e-04 1.17e-03
ramp corr. 2.44e-04 8.71e-04 8.81e-04 1.17e-03

1.80 < |η| < 2.50

bias corr. 3.73e-04 5.41e-04 5.41e-04 6.96e-04
fit range 2.69e-04 5.59e-04 5.41e-04 6.96e-04
elec. ID 1.43e-04 5.33e-04 5.41e-04 6.96e-04
ramp corr. 8.54e-05 5.40e-04 5.41e-04 6.96e-04

Table 4.2: Comparison table between uncertainties in the 5 |η| bins. The first column
shows the absolute difference between the variation and the nominal; the second and
third columns show the statistical uncertainty (fit component only) of the variation
and the nominal, respectively; the fourth column shows the size of the total statistical
uncertainty (including the one induced by the bootstrap) in that |η| bin.
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Figure 4.40: Fraction of events in the special (left plot) and standard (right plot) runs
as a function of the number of MG cells that are contained in the leading electron
cluster (x-axis) and the subleading electron cluster (y-axis).

One may then be tempted to remove all the HG events from the special run and all
the MG events from the standard run and perform the extraction of the scale factors
using two “pure” samples. However, this cut would introduce a kinematic bias 5 and
its consequences are shown in Figures 4.42 and 4.43: although the effects of such a
cut are contained for the special run, there is a clear distortion of the pT spectra of
the electrons in some |η| regions for the standard run. In conclusion, since it would be
very likely to reconstruct a non-physical Z mass using this configuration, the systematic
related to this effect can not be estimated through the approach described in Section
4.4.5. Instead, it is done by injecting a known 1% energy change in the MG cell and
computing the change in the final electron energy [94].

4.4.7 Comparison with 2017 data

In this section, the results obtained using special run data taken in 2018 are com-
pared to those obtained during the previous year using two different datasets. Special
runs 325030 (28 pb−1) and 325558 (27 pb−1) were taken in June 2017 during period
A4 and are compared to standard runs 325713 (83 pb−1) and 325790 (47 pb−1) taken
shortly after; special run 331466 (105 pb−1) was taken in August 2017 during period
D4 and is compared to standard runs 331462 (170 pb−1) and 331479 (114 pb−1) taken
shortly before and after. Similarly to the procedure exposed in Section 4.4.3, the pile-
up distributions of each standard run is reweighted to the pile-up distribution of its
corresponding special run: standard run 2017 A4 is reweighted to special run 2017 A4
and so on. The cut µ > 14 is additionally applied to 2017 A4 data. Plots of the pile-up
profiles for the 2017 runs are in Figure 4.44.

After the PU reweighting step, the scale factors are extracted and their values are
shown in Figure 4.45. The scale factors derived from August 2017 data are in agreement

5. Since the HG clusters will always be of lower energy, they are more likely to come from the low
mass tail of the Breit-Wigner while the MG clusters from the high mass one.
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Figure 4.41: Fraction of events in the special (top plots) and standard (bottom plots)
runs as a function of the number of MG cells that are contained in the cluster (y-
axis) and the position of that cluster (x-axis), for both the leading (left plots) and the
subleading (right plots) electrons.

0 20 40 60 80 100 120 140 160 180 200

pt of the leading electron [GeV]

0

0.02

0.04

0.06

0.08

0.1

0.12

N
or

m
al

iz
ed

 to
 u

ni
ty

 < 1.50ηspecial run, 1.40 < 

no explicit gain selection

at least one cell in MG

0 20 40 60 80 100 120 140 160 180 200

0

1

2

3

4

R
at

io

(a) Leading electron.

0 20 40 60 80 100 120 140 160 180 200

pt of the subleading electron [GeV]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

N
or

m
al

iz
ed

 to
 u

ni
ty

 < 1.40ηspecial run, 0.80 < 

no explicit gain selection

at least one cell in MG

0 20 40 60 80 100 120 140 160 180 200
0.5−

0
0.5

1
1.5

2
2.5

R
at

io

(b) Subleading electron.

Figure 4.42: pT distributions of the electrons in the special run for the two |η| regions
with the highest fraction of contaminated electrons. The nominal case (black line) is
compared to the configuration where the special run is composed only by events recon-
structed in MG (red line). Bottom panels show the ratio between the two distributions.
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Figure 4.43: pT distributions of the electrons in the standard run for the two |η| re-
gions with the highest fraction of contaminated electrons. The nominal case (black
line) is compared to the configuration where the standard run is composed only by
events reconstructed in HG (red line). Bottom panels show the ratio between the two
distributions.

Bin Central value Stat error Syst error Tot error

1 0.0024 0.0002 0.0003 0.0003

2 0.0041 0.0004 0.0005 0.0007

3 0.0034 0.0019 0.0012 0.0023

4 0.0033 0.0008 0.0013 0.0015

5 0.0004 0.0005 0.0003 0.0006

Table 4.3: Breakdown of the final values of the scale factors and their uncertainties per
η bin.

with the results obtained using 2018 data except for the region 1.8 < |η| < 2.47 where
a significant difference is observed; Regarding June 2017 results, the disagreement
with both the other two datasets is very large in the region 1.37 < |η| < 1.8 while
elsewhere there is still a minimum level of compatibility. In conclusion, the values of
the scale factors obtained in the Barrel region (|η| < 1.37) seem to confirm what was
found in previous similar studies, while the results obtained in the other regions of the
calorimeter, especially in 1.5 < |η| < 1.8, are not completely understood and further
investigation is needed.

4.4.8 Results

Figure 4.46 shows the final values of the scale factors obtained by this study: 2017
and 2018 data-sets are combined to increase the statistical precision, while the system-
atic uncertainties are computed using only the 2018 data and assumed to be the same
for 2017. The total error is computed as the quaratic sum of the statistical component
(improved by the bootstrap) and the systematic contributions from all the sources. A
more detailed breakdown of the final values and their uncertainties is given in Table
4.3.
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Figure 4.44: Pile-up profiles of the standard run data (Red) and special run data
(Black) for the two datasets taken in 2017.
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Figure 4.45: Values of the scale factors in the 5 |η| bins using 2018 data and 2017 data.
The bottom panel shows the difference with respect to 2018 data.
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4.5 Study of ADC non-linearity

In Eq.3.1 it was shown that the energy reconstruction in a calorimeter cell is done
with a linear conversion from ADC counts. In practice, the energy response of each cell
is fitted during dedicated electronic calibration runs (ramp runs) using a linear function.
The fits to the calibration ramps show non-zero residuals (Figure 4.47), caused by an
intrinsic non-linear behaviour of the electronics. This effect was partially taken into
account in the gain intercalibration analysis, where a correction to the linear ramp
was derived in order to properly model the non-linear response in MG when the DAC
switching threshold was artificially lowered. In this section, a new approach to correct
the electronic non-linearities in both HG and MG is presented, as well as a revisited
version of the gain intercalibration analysis which profits from it.
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Figure 4.47: Residuals of the ramp fits for the L2 cells in the Barrel reconstructed using
MG (left) and HG (right).

4.5.1 Definition of the ADC correction

Since the fit residuals can be considered as a measurement of the non-linearity of
the electronic response for a given cell, their distribution is parametrized in order to
get a continuous analytic function which will be used as a correction. The residuals
are fitted using a 5-degree polynomial (alternative parametrizations are investigated in
Section 4.5.3), so that it is flexible enough to capture the shape of their distribution.
In Figure 4.48, an example of polynomial fit of the residuals is shown. When this
polynomial is added to the linear ramp, a modulated ramp is obtained, which results
in a better description of the electronic response for that cell.

fmod(ADC) = flin(ADC) + fpol(ADC) = l0 + l1ADC + p0 +

5∑
i=1

piADC
i (4.15)

where l0 and l1 are the intercept and the slope fitted in the standard reconstruction, pi
are the parameters of the polynomial fitted on the residuals. For the HG case, p0 = 0 to
be consistent with the fact that E = 0 when ADC = 0. Then, following the definition
given in Eq.4.6, the ADC correction is defined as

correction =
fmod − flin

flin
=
fpol

flin
(4.16)
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This relative multiplicative correction effectively replaces the ramp-correction described
in Section 4.2 and is defined for MG and HG as well. In Figures 4.49 and 4.50, 2-D
maps of the correction are shown, both for the MG and HG component.
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Figure 4.48: (Top) Recorded standard ramp fitted by a linear function (red line) for
the cell whose center has coordinates η = 0.16 and φ = 0.28. (Bottom) Residuals of
the fit, fitted by a 5-degree polynomial (blue line).
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Figure 4.49: Map of the correction in the E − η space of the second layer of the LAr
calorimeter.

4.5.2 Gain intercalibration analysis using ADC correction

The analysis presented in Section 4.4 is repeated here, with the only exception that
the Z → e+e−runs are reconstructed using the new ADC correction (both for MG and
HG) instead of the MG ramp-correction described in Section 4.2. The reader can find a
detailed description of the analysis in its dedicated section. The results obtained with
the new configuration are shown in Figure 4.51: the values of the HG/MG scale factors
(SFs) in the first two η bins are reduced by about a factor 2 with respect to the ones
obtained using the nominal ramp-correction, proving that the ADC linearity is at the
origin of a large fraction of the shift in calibration between the two electronic gains;
additionally, the plot shows that correcting also the energy of the cells in HG, instead
of correcting only those in MG, has a significant impact on the final result.
SFs are extracted using this method also from 2017 special runs data and combined
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Figure 4.50: Map of the correction in the η − φ space of the second layer of the LAr
calorimeter.

with 2018 ones to obtain the most accurate estimate of the HG/MG miscalibration, as
reported in Figure 4.52.

4.5.3 Further checks

In this section, several effects are investigated with the aim of quantifying any
possible contribution to the uncertainty of the SFs or, more generally, to estimate
a possible systematic error associated to the ADC linearity correction. The impact
of each effect is estimated by comparing every time the nominal SFs 6 with the ones
obtained when considering the effect under investigation. All the studied effects show
small deviations from the nominal case, which are compatible with the size of the
statistical uncertainties.

Use of special electronic calibration runs

The ADC linearity correction described in Section 4.5.1 is derived using standard
calibration runs. Special calibration runs were taken specifically to populate more the
low DAC region and thus provide more information for the modeling of the MG ramp-
correction. Figure 4.53 shows the different amount of recorded points between a special
ramp and a standard ramp for an example cell. Figure 4.54 shows the SF results for
the different configurations: using special ramps (more points in the ramp) instead of
standard ramps to derive the MG component of the ADC-linearity correction doesn’t
impact the results of the gain intercalibration analysis. Indeed, the 5-degree polynomial
is able to correctly fit the distribution of the residuals already when it is populated by
the standard amount of points.

Alternative parametrizations

The ADC linearity correction described in Section 4.5.1 is derived fitting a 5-degree
polynomial to the residuals of the linear ramp fit. Other choices of parametrization can
potentially bring a better modelization of the residuals, so the fits of the residuals are
repeated using either a 4-degree polynomial or 6-degree polynomial, as an alternative

6. All the checks are performed using 2018 data only.
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Figure 4.51: Values of the SFs in the 5 η bins when using the nominal ramp-correction
(black points), the MG component of the ADC-linearity correction (red points) and
both the MG and HG components (green points). The bottom panel shows the differ-
ence with respect to the nominal values (2018 data only).
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Figure 4.52: Values of the SFs after the application of the ADC-linearity correction.
The error bars on this plot are only statistical.
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Figure 4.53: Special ramps are recorded on average with twice as many points as the
standard ramps in the low DAC region.
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Figure 4.54: Comparison between the results obtained using an ADC linearity correc-
tion based on standard ramps (red points) and another based on special ramps (green
points). Nominal results (black points) are shown for reference.
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Figure 4.55: (Top) Residuals of the linear ramp fit, fitted by 4-degree (black line),
5-degree (blue line) and 6-degree (red line) polynomials for the cell whose center has
coordinates η = 0.34 and φ = 0.06. (Bottom) Residuals of the polynomial fit, for each
of the three cases.
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Figure 4.56: Distributions of the RMS of the residuals of the 4-degree (black line),
5-degree (blue line) and 6-degree (red line) polynomial fits.

(Figure 4.55). Figure 4.56 shows that the RMS of the residuals 7 of a 6-degree poly-
nomial fit is smaller on average with respect to that of a 5-degree polynomial, which
in turn has a smaller one compared to a 4-degree polynomial. This is not surprising
because by definition a function with more degrees of freedom can adapt better to a
given dataset. However, Figure 4.57 shows that the SF results obtained with differ-
ent parametrizations are equivalent among themselves within the uncertainties. This
is taken as an indication that a more complex parametrization of the residuals is not
necessary in the context of the gain intercalibration analysis.

Impact of the average correction

The ADC linearity correction described in Section 4.5.1 is based on individual fits
of all 200× 256 cells in L2. Alternatively, the ADC linearity correction can be derived
using fits of the profile distributions of the residuals in five η regions (0-0.8, 0.8-1.37,
1.37-1.50, 1.5-1.8 and 1.8-2.47), as shown in Figure 4.58. In this way, the polynomial

7. Here the RMS of the residuals of the fit is taken as a goodness-of-fit metric, because it is correlated
to the χ2.
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Figure 4.57: Comparison between the results obtained using an ADC linearity correc-
tion based on 4-degree (red points), 5-degree (green points) and 6-degree polynomials
(blue points). Nominal results (black points) are shown for reference.

parametrization is the same for cells having same η position but different φ, and also
for those cells belonging to the same η region. In this sense, the spread of the residuals
around the fit is not taken into account by this method. Two-dimensional maps of this
average correction are shown in Figures 4.59, 4.60. Figure 4.61 shows the SFs obtained
with a cell-by-cell ADC correction and an average one. Results are compatible within
the uncertainties everywhere but the last η bin where a small discrepancy between the
two methods is observed.

Propagation of uncertainty from fit of the residuals

The ADC linearity correction described in Section 4.5.1 is computed using the fitted
values of the pi parameters of the polynomial fit. The uncertainty associated to these
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Figure 4.58: Polynomial fit of the profile distribution of the residuals in the region
0.8 < |η| < 1.37.
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Figure 4.59: Map of the average correction in the E − η space of the second layer of
the LAr calorimeter.
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Figure 4.60: Map of the average correction in the η−φ space of the second layer of the
LAr calorimeter.
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Figure 4.61: Comparison between the results obtained using an ADC linearity correc-
tion based on cell-by-cell (red points) and average (green points) methods. Nominal
results (black points) are shown for reference.

parameters can be propagated down to the SFs extracted by the gain intercalibration
analysis. After performing the nominal 5-degree polynomial fit, every pi parameter
has its 1σ error added (subtracted) and the resulting polynomials are then used to
compute up (down) variations of the correction, as shown in Figure 4.62. The 1σ
variations computed in such a way are not very accurate, because the correlations
among the parameters are not taken into account, but it is sufficient to estimate the
maximum size of the propagated uncertainty. Comparison between SF results obtained
when using the nominal ADC correction and the variations is given in Figure 4.63.

4.5.4 Perspectives

The correction method presented in this chapter will be included in the next round
of the ATLAS recommendations for the energy calibration of electrons and photons
(EGamma). A preliminary estimate of the impact of the new gain calibration on the
upcoming measurement of the Higgs boson mass in the diphoton decay channel is
given here, based on the expected results of the analysis currently being finalized by
the collaboration [100]:

mH = 125.09± 0.123(stat)± 0.259(syst)GeV (4.17)

With respect to the measurement shown in Section 1.5, this result exploits the full
Run 2 dataset of pp collisions (corresponding to 139fb−1) and the strategy for the cat-
egorization of diphoton events is re-optimized. The breakdown of the contributions
from different groups of systematic sources to the total uncertainty is given in Table
4.4, where the “LAr cell non-linearity” one is ranked third. Contrary to the previ-
ous recommendations, which consisted of using the full size of the measured HG/MG
miscalibration as a systematic, the scale factors of Figure 4.52 will be used to correct
the energy of electrons and photons and their error bars will be the size of the new
gain systematic. As a consequence, the value of the systematic associated to the gain
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Figure 4.62: (Top) Residuals of the linear ramp fit, fitted by a 5-degree polynomial
(blue line) and its up (black line) and down (red line) variations. (Bottom) Residuals
of each of the three polynomials.
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Figure 4.63: Comparison between the results obtained using the central ADC linearity
correction(red points) and its up (green points) and down (blue points) variations.
Nominal results (black points) are shown for reference.
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Impact on mH (MeV)
Systematic group Down Up

Layer calibration 144 160
Lateral shower shape 112 124
LAr cell non-linearity 99 114

Other material (not ID) 78 79
Z → ee calibration 64 65

Conversion reconstruction 50 51
ID material 25 25
Resolution 8 4
Luminosity 0 0

Table 4.4: Main sources of systematic uncertainties on mγγ
H , before the application of

the new gain calibration.

miscalibration will roughly decrease by a factor 10 in the barrel region. Under the
assumption that the impact of “LAr cell non-linearity” scales in the same way as the
value of the gain systematic (i.e. by a factor 10), the total systematic uncertainty on
mH can be re-computed leaving all the other contributions unchanged:

mH = 125.09± 0.123(stat)± 0.234(syst)GeV (4.18)

which corresponds to a 10% reduction with respect to the number given in Eq. 4.17.
The actual improvement to the mass analysis brought by the gain intercalibration
studies, along with other studies targeting the other main systematic sources, can be
quantified more precisely after the release of the updated EGamma recommendations.
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Chapter 5

Measurements of the Higgs
production cross sections in the
diphoton decay channel

The content of this chapter is mostly inspired by Ref.[101]. I personally contributed
to the analysis effort in the optimization of the categorization (Sections 5.4.1 and 5.5)
as well as the cross-check of the results presented in Section 5.9 with an independent
statistical framework.
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5.1 Introduction

This chapter reports measurements of Higgs boson production cross sections in the
diphoton channel, using the full data set of proton-proton collisions at

√
s = 13 TeV

collected by the ATLAS experiment during the Run 2 of the LHC. The integrated lu-
minosity of this data set is 139 fb−1 [102, 103], a roughly four-fold increase compared
to the data set used in the previous version of these measurements in the diphoton
channel published by ATLAS [65]. While the performance of the reconstruction and
selection is generally better for objects used in these measurements, the most signifi-
cant improvement in the sensitivity comes from a redesigned and refined data analysis
compared to Ref. [65].

The analysis is designed and optimized to measure the production cross-sections in
the Stage 1.2 STXS fiducial regions 1, which are defined at the particle level. These are
defined in the range |yH | < 2.5 of the Higgs boson rapidity yH , separately for mutually
exclusive Higgs boson production processes: the gg → H process, which includes both
ggF production and gg → ZH production followed by a hadronic decay of the Z
boson; the electroweak qq′ → Hqq′ process, encompassing both VBF production and
qq̄′ → V H production followed by a hadronic decay of the vector boson; the V H
process, corresponding to pp → V H production followed by a leptonic decay of the
vector boson (in the case of ZH, including both decays to charged leptons and to
neutrinos); and the top-associated ttH and tH productions. The Higgs boson decay
information is not used in the definition of STXS regions. For each process, non-
overlapping fiducial regions are defined based on the kinematics of the Higgs boson
and of the associated jets, leptons and top quarks, as well as the number of jets and
leptons. Jets are reconstructed from all stable particles with a lifetime greater than
10 ps, excluding the decay products of the Higgs boson and leptons from W and Z
boson decays, using the anti-kt algorithm with a jet radius parameter R = 0.4, and
must have a transverse momentum larger than 30 GeV.

The measurement regions for the analysis follow the Stage 1.2 definitions with the
following modifications:

• The bbH production mode is experimentally difficult to separate from gg → H,
and the two modes are therefore measured as a single process, with each STXS
region of the combined process corresponding to the sum of gg → H and bbH
contributions.
• gg → ZH and qq̄ → ZH production with a leptonic Z decay similarly cannot be

distinguished by the analysis selections, and are therefore considered as a single
pp→ ZH process.
• tH production is split into separate pp→ tHW and pp→ tHqb contributions,

since the two processes have different acceptances for the analysis selections.
The s-channel pp→ tHb process is neglected because of its small cross-section.
• The pHT > 200 GeV region of the electroweak qq′ → Hqq′ process is split into

two regions of the invariant mass mjj of the leading jets, 350 < mjj < 700 GeV
and mjj > 700 GeV. STXS measurements for these regions are not shown
due to limited analysis sensitivity, but the splitting allows the inclusion of this
analysis into combined measurements with other Higgs measurements in which
these regions can be determined more precisely.

The resulting 44 STXS regions are listed in Figure 5.1. Additionally, the analysis is also
expected to be sensitive to the cross sections of Higgs boson production in modes such as

1. See Section 1.7 for more details about the STXS framework.
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|yH | < 2.5

gg → H + bb̄H+ gg → Z(→ qq̄)H,

ptH < 200GeV

0-jet
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Figure 5.1: Summary of the STXS measurement regions considered in the analysis.
The left part of the plot shows the selections applied on the generator-level quantities
of simulated signal events, with the selections applied sequentially along the branches
of the graph. The final selection for each region is indicated by a box, and the name of
each region, used in the rest of this chapter, is shown on the right.

gluon-gluon fusion (ggF), vector-boson fusion (VBF), and associated production with
a vector boson (V H where V = W or Z), or a top quark pair (ttH), by considering
combinations of STXS regions associated to each mode. A measurement of the total
Higgs boson production cross-section in |yH | < 2.5 is also reported using the same
method.

The basic measurement parameters of the analysis are the products (σi × Bγγ) of
the production cross-section σi in each STXS region i (or production mode i) and the
branching ratio Bγγ of the H → γγ decay.
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5.1.1 Fit strategy

The signature of the Higgs boson in the diphoton final state is a narrow resonance
with a width consistent with detector resolution rising above a smooth background
in the diphoton invariant mass (mγγ) distribution. The diphoton mass resolution for
such a resonance is typically between 1 GeV and 2 GeV, depending on the details of
the photon reconstruction. The event rate of the Higgs boson signal can be extracted
through fits of the mγγ distribution.

The mγγ distribution in each category is described by an extended probability den-
sity function (PDF) in which the signal and background shapes are analytic functions of
mγγ , which are defined over the range of 105 GeV < mγγ < 160 GeV. The likelihood
function of the analysis is constructed by a simultaneous fit of the mγγ distributions
to their PDFs in the categories defined in Section 5.4. Systematic uncertainties related
to signal yield and shape, as well as background modeling, are incorporated into the
likelihood model as nuisance parameters. For each systematic nuisance parameter, a
Gaussian or log-normal constraint PDF of the nuisance parameter is included in the
likelihood function. The Gaussian constraint PDF is used for uncertainties relative to
background modeling, as well as on the peak position of the signal mγγ distribution.
A log-normal constraint PDF is used for other uncertainties, including multiplicative
uncertainties on expected signal yields and on the mγγ mass resolution. An asym-
metric log-normal form is used when the corresponding uncertainties are themselves
asymmetric. The Higgs boson cross sections are parameters of the signal components
in the likelihood model and can be determined by a maximum likelihood fit. The Higgs
boson mass mH is assumed to be 125.09 ± 0.24 GeV, as measured in Ref. [47].

In each category i, the normalization of the signal PDF is expressed as

Ni =
∑
t

(σt ×Bγγ)εitLKi(θyield) +N spur
i θspur (5.1)

where the sum runs over targeted truth regions, (σt×Bγγ) is the measurement param-
eter for region t, εit describes the efficiency for events from region t to be reconstructed
in category i and it’s computed using MC samples, and L is the integrated luminosity of
the fitted sample. The factor Ki(θyield) corresponds to multiplicative corrections to the
signal yields from systematic effects detailed in Section 5.8, as a function of nuisance
parameters collectively denoted by θyield; N spur

i is the value of the background modeling
uncertainty described in Section 5.7 below, implemented as an additive correction to
the signal yield proportional to the nuisance parameter θspur.

5.2 Data and MC samples

5.2.1 Data

The study presented in this chapter uses a data set of
√
s = 13 TeV proton-proton

collisions recorded by the ATLAS detector during the Run 2 period of the LHC. After
data quality requirements [104] are applied to ensure the good working condition of
all detector components, the data set amounts to an integrated luminosity of 139.0 ±
2.4 fb−1 [102, 103]. The mean number of interactions per bunch crossing was on average
〈µ〉 = 33.7 during Run 2. Events are selected by a diphoton trigger with transverse
energy thresholds of 35 GeV and 25 GeV for the leading and subleading photon
candidates, respectively [105], with photon identification selections based on calorimeter
shower shape variables. In 2015–2016, a loose photon identification requirement was
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used in the trigger, and in 2017–2018, this requirement was tightened to cope with a
higher instantaneous luminosity. On average, the trigger efficiency is greater than 98%
for events that pass the diphoton event selection described in Section 5.3.

5.2.2 Monte Carlo simulation

Signal events for the ggF, VBF, and V H production modes are generated using
Powheg [106–114], with the PDF4LHC15 PDF set [115], and interfaced to Pythia8
[116, 117] for parton showering, hadronization and underlying event using the AZNLO
set of parameters that are tuned to data [118]. The ggF simulation achieves NNLO
accuracy for arbitrary inclusive gg → H observables by reweighting the Higgs boson
rapidity spectrum in Hj-MiNLO [112, 119, 120] to that of HNNLO [121]. The transverse
momentum spectrum of the Higgs boson obtained with this sample is found to be
compatible with the fixed-order HNNLO calculation and the Hres2.3 calculation [122,
123] performing resummation at next-to-next-to-leading-logarithm accuracy matched
to a NNLO fixed-order calculation (NNLL+NNLO).

The ttH and bbH processes are modeled using the PowhegBox v2 [107–109, 114,
124] generator which provides matrix elements at next-to-leading order (NLO) in the
strong coupling constant αsin the five-flavour scheme with the NNPDF3.0nlo [125] PDF
set. For the ttH sample, the functional form of the renormalization and factorization
scale is set to 3

√
mT(t) ·mT(t̄) ·mT(H) 2. The generator is interfaced to Pythia8

.230 [117] using the A14 tune [126] and the NNPDF2.3lo [125] PDF set. The decays
of bottom and charm hadrons are simulated using the EvtGen v1.6.0 program [127].

The tHqb (tWH ) samples are produced with MadGraph5 aMC@NLO in the
four-flavour (five-flavour) scheme with the NNPDF3.0nnlo PDF [125]. The same flavour
assumption is used in the matrix element calculation and the PDF. The top and W
boson decays are handled by MadSpin [128] for the correct treatment of the spin cor-
relations of the decay products. In the case of tWH the overlap of this process with
ttH at NLO was removed following a diagram removal technique [129, 130]. The sim-
ulation of the parton shower, hadronization and underlying event is then performed
by Pythia8 with the A14 set of tuned parameters [126] for both the tHqb and tWH
samples.

Alternative Higgs boson samples are also generated in order to estimate systematic
uncertainties related to the modeling of the signal processes. For the ggF, VBF, and
V H samples, after matrix element generation, events are also showered with Herwig
7.1.3 [131]. For the ttH process, the alternative parton showering is done with Herwig
7.0.4 [132]. The ggF process was also generated with MadGraph5 aMC@NLO. This
simulation is accurate at NLO QCD for zero, one and two additional partons merged
with the FxFx merging scheme [133, 134]. The events are showered using Pythia8
with the A14 tune.

All Higgs boson signal events are generated with a mH (Higgs boson mass) of
125 GeV. The generated signal events are passed through a simulation of the ATLAS
detector [135] using the Geant4 toolkit [136]. The cross-sections of Higgs production
processes are reported for a center-of-mass energy of

√
s = 13 TeV and a Higgs boson

with mass mH = 125.09 GeV [47]. These cross-sections [25, 29, 31, 33, 42, 77, 130,
137–165], along with the Higgs boson branching ratio to diphotons (0.227%) [42, 166–
171], are used to normalize the simulated signal events.

2. mT denotes the transverse mass of a particle, defined as mT =
√
M2 + p2T where M and pT are

respectively its mass and transverse momentum.
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Process Generator Showering PDF set
σ [pb]

Order of σ calculation√
s = 13 TeV

ggF NNLOPS Pythia8 PDF4LHC15 48.52 N3LO(QCD)+NLO(EW)
VBF PowhegBox Pythia8 PDF4LHC15 3.78 approximate-NNLO(QCD)+NLO(EW)
WH PowhegBox Pythia8 PDF4LHC15 1.37 NNLO(QCD)+NLO(EW)
qq/qg → ZH PowhegBox Pythia8 PDF4LHC15 0.76 NNLO(QCD)+NLO(EW)
gg → ZH PowhegBox Pythia8 PDF4LHC15 0.12 NLO(QCD)
ttH PowhegBox Pythia8 PDF4LHC15 0.51 NLO(QCD)+NLO(EW)
bbH PowhegBox Pythia8 PDF4LHC15 0.49 NNLO(QCD)
tHqb MG5 aMC@NLO Pythia8 NNPDF3.0nnlo 0.07 NLO(QCD)
tWH MG5 aMC@NLO Pythia8 NNPDF3.0nnlo 0.02 NLO(QCD)

γγ Sherpa Sherpa NNPDF3.0nnlo

V γγ Sherpa Sherpa NNPDF3.0nnlo

tt̄γγ MG5 aMC@NLO Pythia8 NNPDF2.3lo

Table 5.1: Event generators and PDF sets used to model signal and background pro-
cesses. The cross sections of Higgs production processes [25, 33, 42, 137, 143, 150–152,
154, 158–165, 186, 187] are reported for a center of mass energy of

√
s = 13 TeV and a

SM Higgs with mass 125.09 GeV. The order of the calculated cross section is reported
in each case. The cross sections for the background processes are omitted, because the
background normalization is determined in fits to the data.

Prompt diphoton production (γγ) is simulated with the Sherpa v2.2.4 [172] gen-
erator. In this setup, NLO-accurate matrix elements for up to one parton, and LO-
accurate matrix elements for up to three partons are calculated with the Comix [173]
and OpenLoops 1 [174–176] libraries. They are matched with the Sherpa parton
shower [177] using the MEPS@NLO prescription [178–181] with a dynamic merging
cut [182] of 10 GeV. Photons are required to be isolated according to a smooth-
cone isolation criterion [183]. Samples are generated using the NNPDF3.0nnlo PDF
set [125], along with the dedicated set of tuned parton-shower parameters developed
by the Sherpa authors.

The production of V γγ events is simulated with the Sherpa v2.2.4 [172] genera-
tor. QCD LO-accurate matrix elements for up to one additional parton emission are
matched and merged with the Sherpa parton shower based on the Catani-Seymour
dipole factorization [173, 177] using the MEPS@LO prescription [178–181]. Samples
are generated using the same PDF set and parton-shower parameters as the γγ sample.

The production of tt̄γγ events is modelled using the MadGraph5 aMC@NLO
v2.3.3 [133] generator at LO with the NNPDF2.3lo [125] parton distribution func-
tion (PDF). The treatment of parton showering and underlying event is the same as
that of the ttH simulation.

The effect of multiple interactions in the same and neighboring bunch crossings
(pileup) is modelled by overlaying simulated inelastic proton–proton (pp) events gen-
erated with Pythia8 .1 using the NNPDF2.3lo set of parton distribution functions
(PDF) [184] and the A3 tune [185] over the original hard-scattering event.

A summary of the simulated signal and background samples is shown in Table 5.1.

5.3 Event selection

Events are selected by first requiring at least two photons 3 satisfying the loose
identification preselection criteria. The two highest-pT preselected photons are desig-
nated as the candidates for the diphoton system, and all other photon candidates are

3. See Section 2.2.3 for more details on the reconstruction of photons and other physics objects.
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discarded. The direction of these two photons, along with the reconstructed vertex
information in the event, are used as inputs to a neural-network algorithm trained on
simulation to determine the correct primary vertex [188]. This algorithm is shown to
select the correct primary vertex (within 0.3 mm of the true vertex) in simulated gluon-
fusion signal events 76% of the time. Its performance was validated using Z→ee events
in data and simulation, ignoring the track information of the electrons and treating
them as photon candidates [189]. The algorithm efficiency is in particular weakly de-
pendent on the event pileup, and its residual dependence is well described by simulation.
The two preselected photon candidates are required to satisfy the tight identification
criteria and the isolation selection described above. Finally, the leading and subleading
photon candidates are required to satisfy pT/mγγ > 0.35 and 0.25, respectively. Events
that fail the tight identification or the isolation selection are used as control sample for
background estimation and modeling purposes.

The trigger, object and event selection described above are used to define the events
that are selected for further analysis for Higgs boson properties. In total, about 1.2
million events are selected in this data set with a diphoton invariant mass between 105
and 160 GeV. The predicted efficiency for a SM Higgs boson signal with |yH | < 2.5, is
39%.

The background in the selected diphoton sample consists of the dominant continuum
γγ production, γj and jj production where one or more jets in the event are mis-
identified as photons. These three types of processes are shown in Figure 5.2. Figure 5.3
shows the purity of the selected diphoton sample, defined as the fraction of γγ events, as
a function of the mean number of interactions per bunch crossing, µ, using the method
described in Section 5.7.

(a) qq → γγ (b) gq → qγ (c) gg → qq

Figure 5.2: Some Feynman diagrams at LO of the SM processes contributing to the
diphoton background: (5.2a) two photons non-resonant production; (5.2b) a photon
and a jet faking a photon in the final state; (5.2c) two jets that may fake photons in
the detector.

5.4 Categorization

The events passing the selection described in Section 5.3 are classified into mutually
exclusive event categories, each targeting a particular STXS region, using a technique
covering all processes simultaneously and designed to maximize a global criterion of
sensitivity to STXS parameters.

The technique proceeds in several steps. First, a multi-class boosted decision tree
(BDT) is trained to separate signal events from different STXS regions using simula-
tion samples of the Higgs boson events. This multiclass BDT classifier outputs one
discriminant value for each STXS region. Then, the output discriminant values are
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Figure 5.3: The purity of selected diphoton events, measured in bins of µ (the mean
number of interactions per bunch crossing). The fraction of γγ, γj and jj events in
each µ region is measured using the procedure described in Section 5.7.

used to assign signal events into different classes. Each detector-level class is targeting
events of an STXS region at the particle level. Finally, each class of events is further
divided into multiple categories based on a binary BDT classifier. This binary BDT is
trained to separate signal from continuum background in each class.

The inputs to all the BDTs are variables describing the kinematic and identification
properties of the reconstructed particles presented in Section 2.2.3: the kinematics of
the diphoton system; the number of reconstructed jets, b-jets, electrons, muons and
top quarks; the kinematics of the system composed of the two photons and one or more
jets, if jets are present, and of the system composed of the two leading jets in the event,
if at least two jets are present; the kinematics of the reconstructed leptons and top
quarks; the reconstruction score of the top quarks, computed from a BDT as described
in Ref. [190], and other event quantities such as the missing transverse momentum.
In order to avoid biases to the mγγ distributions used in the statistical analysis, any
variable found to have a linear correlation coefficient of 5% or more with mγγ in the
signal or background training samples is removed from the list of inputs. The training
variables used in the analysis are summarized in Table 5.2.

The multiclass BDT used in the initial step of the classification is trained on a
dataset obtained by merging the ggF, VBF, V H, ttH and tH signal samples described
in Section 5.2.2. A weight is applied to the events in each STXS region so that the
regions have equal event yields in the training sample. This configuration improves
the performance of the discrimination. For each event, the output of the BDT consists
of a set of class discriminants yi, where the index i runs over the 44 STXS regions
defined in the previous section. This output is then normalized into the parameters
zi = exp(yi)/

∑
j exp(yj), a procedure also known as a softmax layer. The training is

performed by minimizing the cross-entropy of the zi with respect to the true STXS
region assignments, using the LightGBM package [191].

To classify selected diphoton events, a set of per-class weights wi are first optimized.
Starting from the initial values wi = 1, the weights are iteratively updated, using the
following procedure: for a given set of wi, events in each of the simulated signal samples
listed above are assigned to an STXS class corresponding to the maximum value of
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STXS regions Multi-class BDT STXS regions Binary BDT

gg → H

di-photon pT and absolute rapidity;

di-jet pT, mass, ∆y, ∆φ, ∆η between the 2 jets;

pT, mass of γγ + j and γγ + jj,

∆y, ∆φ between γγ and jj,

minimum ∆R between jets and photons,

mass of the sum of all jets;

di-lepton pT, di-e or di-µ mass,

E
miss
T , pT of lepton + E

miss
T ;

pT , η, φ, mass of top candidates;

Number of jets, barrel jets (|η| < 2.5), b-jets and leptons;

leading jet pT , sum pT of all jets∑
E

T
, E

miss
T significance;

Average interaction per crossing, number of primary vertices

individual
STXS regions from

gg → H or

qq
′ → Hqq

′

Multi-class BDT variables, and

∆φ, ∆η between the 2 photons (∆φγγ , ∆ηγγ);

Number of electrons and muons;

E
miss
T ,

∑
E

T
, E

miss
T significance, and

E
miss
T azimuthal angle computed from hardest vertex;

γγ ~pT projected to its thrust axis (p
γγ
Tt);

Half difference between di-photon η and sum η of leading 2 jets (η
Zepp

);

φ
∗
γγ = tan(

π−|∆φγγ |
2

)

√
1− tanh

2
(

∆ηγγ
2

)

cos θ
∗
γγ = | (E

γ1+p
γ1
z )·(Eγ2−pγ2z )−(E

γ1−pγ1z )·(Eγ2+p
γ2
z )

mγγ+
√

(m
2
γγ+(p

γγ
T )

2
)

|

qq
′ → Hqq

′

qq → H`ν
WH

STXS regions
combined

pT/mγγ , η, φ of 2 leading photons;

pT, η, φ of 2 leading leptons;

E
miss
T , E

miss
T significance, E

miss
T azimuthal angle;

Whether or not the E
miss
T built from di-photon vertex is

larger than that built from the hardest vertex
by more than 30 GeV;

di-lepton mass, and transverse mass of lepton + E
miss
T

qq → H``
ZH

STXS regions
combined

tt̄H
tt̄H

STXS regions
combined

pT, η, φ of 2 leading photons;

pT, η, φ and B-tagging scores of 6 leading jets;

E
miss
T , E

miss
T significance, E

miss
T azimuthal angle;

Top reconstruction BDT scores
tH tWH, tHqb

Table 5.2: List of training variables used for the multiclass BDT and the binary BDTs.

wizi. A simulated dataset is then produced for each region by mixing the events from
each signal sample in the proportions of their SM production cross sections, together
with a sample of simulated continuum background events normalized to data in the
control region 95 < mγγ < 105 GeV. A simplified statistical model approximating the
full model used to get the final results is then used to obtain the covariance matrix
C of the measured event yields in each region. The weights are then adjusted until
the determinant |C| is minimized. This D-optimality (determinant) criterion leads in
particular to a reduction of the measurement uncertainties, and is suggested by the fact
that |C|−1 is a known measure of the information provided by the measurement [192].
The final set of weights wi are used to classify events as originating from STXS region
i if that classification provides the maximum value of wizi. This procedure results in
one detector-level class of events for each STXS region.

Figure 5.4 shows the multiclass discriminant distributions for four representative
STXS classes. Compared to the simple selection based on the zi alone, the selection
based on the wizi provides a higher purity for classes associated with rare processes
such as tH , ttH, V H and VBF, as well as for production at high values of pHT or mjj .

This multiclass training allows the selection of target process events that otherwise
would fail a requirement based on detector level quantities corresponding to the STXS
region definition. For example, in the STXS region gg → H (1-jet, pHT < 60 GeV),
detector-level events that are from the target process but have no reconstructed jets
would fail requirements defined by the number of jets and pHT , however, those events
could be selected by the multiclass discriminant. For this STXS region, 20% of events
from the target process have no reconstructed jets. The recovery of these results leads a
reduction of about 6% in the measurement uncertainty. It is also robust against pileup
in the determination of jet multiplicity in gg → H. This leads to measurements with
generally smaller uncertainties and lower correlations.
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Figure 5.4: Multiclass discriminant output distributions for four representative STXS
classes. In each plot, the multiclass discriminant distribution is shown separately for
events corresponding to the target STXS region (solid line) and events in other STXS
regions (long-dashed). The target STXS region is further broken down into the subset
of events passing the multiclass selection at detector level (orange-solid), and the subset
of events that fail this selection (green-dashed). The orange-solid component is stacked
on top of the dashed component.
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After the classes are defined, binary BDT classifiers are then trained and used to
further divide each class into multiple categories, to improve the measurement sensitiv-
ity. For each of the classes targeting gg → H and qq′ → Hqq′ processes, a binary BDT
classifier is trained between simulated signal events of the corresponding STXS region
and both simulated continuum background events and Higgs boson events from other
STXS regions. The remaining classes are split into two groups: one targeting WH
and ZH processes and the other targeting ttH and tH processes. For each of these
two class groups, a single binary BDT classifier is trained between simulated signal
events of the corresponding production process and background events. This merging
of classes is only implemented for the binary BDT training and is needed to improve
the statistics of the background training sample. The background training samples for
these two binary classifiers are taken from a data control region defined by reversing
the photon identification and/or isolation requirement.
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Figure 5.5: Binary BDT discriminant distributions in four representative STXS classes.
For each class, the binary BDT discriminant distribution is shown for the target STXS
region (solid), other STXS regions (dashed), and background (dots) represented by the
events in the diphoton mass sidebands (105 < mγγ < 120 GeV or 130 < mγγ <
160 GeV). The vertical lines delimit categories used in the analysis for each class.

In each class, events are then classified into categories corresponding to ranges of
binary BDT output values. Up to three categories are defined in this way, depending
on the targeted STXS region. The boundary positions in the BDT output are de-
termined by scanning over all possible values and finding the set that maximizes the
sum in quadrature of the expected significance values in all categories. The expected
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Category S B f Z

gg → H (0-jet, pHT < 10 GeV) 730 24000 0.03 4.6
gg → H (0-jet, 10 ≤ pHT < 200 GeV) 2200 66000 0.03 8.4
gg → H (1-jet, pHT < 60 GeV) 550 16000 0.03 4.4
gg → H (1-jet, 60 ≤ pHT < 120 GeV) 470 10000 0.04 4.7
gg → H (1-jet, 120 ≤ pHT < 200 GeV), High-purity 37 250 0.13 2.3
gg → H (1-jet, 120 ≤ pHT < 200 GeV), Med-purity 50 620 0.07 2.0
gg → H (≥ 2-jets, mjj < 350 GeV, pHT < 60 GeV), High-purity 39 1200 0.03 1.1
gg → H (≥ 2-jets, mjj < 350 GeV, pHT < 60 GeV), Med-purity 120 5300 0.02 1.6
gg → H (≥ 2-jets, mjj < 350 GeV, pHT < 60 GeV), Low-purity 490 19000 0.03 3.6
gg → H (≥ 2-jets, mjj < 350 GeV, 60 ≤ pHT < 120 GeV), High-purity 36 370 0.09 1.8
gg → H (≥ 2-jets, mjj < 350 GeV, 60 ≤ pHT < 120 GeV), Med-purity 110 2300 0.05 2.2
gg → H (≥ 2-jets, mjj < 350 GeV, 60 ≤ pHT < 120 GeV), Low-purity 230 7000 0.03 2.7
gg → H (≥ 2-jets, mjj < 350 GeV, 120 ≤ pHT < 200 GeV), High-purity 44 220 0.17 2.9
gg → H (≥ 2-jets, mjj < 350 GeV, 120 ≤ pHT < 200 GeV), Med-purity 70 830 0.08 2.4

gg → H (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV), High-purity 4.1 17 0.19 0.9

gg → H (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV), Med-purity 15 110 0.12 1.4

gg → H (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV), Low-purity 16 380 0.04 0.8

gg → H (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV), High-purity 5.7 40 0.12 0.9

gg → H (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV), Med-purity 20 270 0.07 1.2

gg → H (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV), Low-purity 22 930 0.02 0.7

gg → H (≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV), High-purity 4.4 9.0 0.33 1.4

gg → H (≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV), Med-purity 14 40 0.26 2.1

gg → H (≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV), Low-purity 16 150 0.10 1.3

gg → H (≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV), High-purity 5.1 33 0.14 0.9

gg → H (≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV), Med-purity 14 150 0.09 1.1

gg → H (≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV), Low-purity 16 380 0.04 0.8
gg → H (200 ≤ pHT < 300 GeV), High-purity 7.2 11 0.40 2.0
gg → H (200 ≤ pHT < 300 GeV), Med-purity 28 84 0.25 2.9
gg → H (200 ≤ pHT < 300 GeV), Low-purity 28 210 0.12 1.9
gg → H (300 ≤ pHT < 450 GeV), High-purity 1.7 1.8 0.49 1.1
gg → H (300 ≤ pHT < 450 GeV), Med-purity 7.1 10 0.41 2.0
gg → H (300 ≤ pHT < 450 GeV), Low-purity 17 63 0.21 2.1
gg → H (450 ≤ pHT < 650 GeV), High-purity 1.9 1.4 0.58 1.4
gg → H (450 ≤ pHT < 650 GeV), Med-purity 2.1 7.5 0.22 0.7
gg → H (pHT ≥ 650 GeV), High-purity 0.72 1.0 0.42 0.7
gg → H (pHT ≥ 650 GeV), Med-purity 0.21 1.1 0.17 0.2
qq′ → Hqq′ (0-jet), High-purity 0.32 3.9 0.08 0.2
qq′ → Hqq′ (0-jet), Med-purity 0.60 8.1 0.07 0.2
qq′ → Hqq′ (1-jet), High-purity 1.9 2.3 0.45 1.1
qq′ → Hqq′ (1-jet), Med-purity 2.4 4.8 0.33 1.0
qq′ → Hqq′ (1-jet), Low-purity 4.9 33 0.13 0.8
qq′ → Hqq′ (≥ 2-jets, mjj < 60 GeV), High-purity 0.61 1.8 0.25 0.4
qq′ → Hqq′ (≥ 2-jets, mjj < 60 GeV), Med-purity 2.0 8.1 0.20 0.7
qq′ → Hqq′ (≥ 2-jets, mjj < 60 GeV), Low-purity 5.9 52 0.10 0.8

Category S B f Z

qq′ → Hqq′ (≥ 2-jets, 60 ≤ mjj < 120 GeV), High-purity 5.3 6.1 0.46 1.9
qq′ → Hqq′ (≥ 2-jets, 60 ≤ mjj < 120 GeV), Med-purity 6.9 32 0.18 1.2
qq′ → Hqq′ (≥ 2-jets, 120 ≤ mjj < 350 GeV), High-purity 0.91 3.0 0.23 0.5
qq′ → Hqq′ (≥ 2-jets, 120 ≤ mjj < 350 GeV), Med-purity 14 87 0.14 1.4
qq′ → Hqq′ (≥ 2-jets, 120 ≤ mjj < 350 GeV), Low-purity 27 380 0.07 1.4

qq′ → Hqq′ (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV), High-purity 3.1 3.0 0.51 1.6

qq′ → Hqq′ (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV), Med-purity 12 51 0.19 1.6

qq′ → Hqq′ (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV), High-purity 1.3 1.8 0.42 0.9

qq′ → Hqq′ (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV), Med-purity 0.42 4.7 0.08 0.2

qq′ → Hqq′ (≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV), High-purity 9.0 1.8 0.83 4.5

qq′ → Hqq′ (≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV), Med-purity 18 22 0.45 3.5

qq′ → Hqq′ (≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV), High-purity 1.5 1.7 0.47 1.0

qq′ → Hqq′ (≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV), Med-purity 2.4 3.4 0.42 1.2

qq′ → Hqq′ (≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV), Low-purity 6.5 20 0.24 1.4
qq′ → Hqq′ (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHT ≥ 200 GeV), High-purity 1.6 1.3 0.55 1.2
qq′ → Hqq′ (≥ 2-jets, 350 ≤ mjj < 700 GeV, pHT ≥ 200 GeV), Med-purity 0.55 2.0 0.22 0.4
qq′ → Hqq′ (≥ 2-jets, mjj ≥ 700 GeV, pHT ≥ 200 GeV), High-purity 8.1 1.6 0.83 4.3
qq′ → Hqq′ (≥ 2-jets, mjj ≥ 700 GeV, pHT ≥ 200 GeV), Med-purity 7.6 11 0.42 2.1
Other qq → H`ν 7.7 210 0.04 0.5
qq → H`ν (0 ≤ pVT < 75 GeV), High-purity 2.3 3.5 0.40 1.1
qq → H`ν (0 ≤ pVT < 75 GeV), Med-purity 6.3 39 0.14 1.0
qq → H`ν (75 ≤ pVT < 150 GeV), High-purity 3.7 1.8 0.67 2.2
qq → H`ν (75 ≤ pVT < 150 GeV), Med-purity 1.3 4.8 0.21 0.6
qq → H`ν (150 ≤ pVT < 250 GeV, 0-jet) 1.8 1.9 0.48 1.1
qq → H`ν (150 ≤ pVT < 250 GeV, 1-jet) 2.2 2.3 0.49 1.3
qq → H`ν (pVT ≥ 250 GeV) 1.5 1.2 0.56 1.2
Other qq → H`` 11 280 0.04 0.6
qq → H`` (0 ≤ pVT < 75 GeV) 0.9 1.8 0.32 0.6
qq → H`` (75 ≤ pVT < 150 GeV), High-purity 3.2 3.9 0.45 1.4
qq → H`` (75 ≤ pVT < 150 GeV), Med-purity 5.6 21 0.21 1.2
qq → H`` (150 ≤ pVT < 250 GeV, 0-jet) 1.6 2.1 0.42 1.0
qq → H`` (150 ≤ pVT < 250 GeV, 1-jet) 1.7 3.2 0.35 0.9
qq → H`` (pVT ≥ 250 GeV) 1.8 2.0 0.47 1.1
Other tH or ttH 11 120 0.08 1.0
ttH (pHT < 60 GeV), High-purity 3.2 5.0 0.39 1.3
ttH (pHT < 60 GeV), Med-purity 3.5 15 0.18 0.8
ttH (60 ≤ pHT < 120 GeV), High-purity 5.1 4.3 0.54 2.1
ttH (60 ≤ pHT < 120 GeV), Med-purity 3.7 10 0.26 1.1
ttH (120 ≤ pHT < 200 GeV), High-purity 6.1 3.8 0.62 2.6
ttH (120 ≤ pHT < 200 GeV), Med-purity 3.1 8.1 0.28 1.0
ttH (200 ≤ pHT < 300 GeV) 4.6 1.7 0.73 2.7
ttH (pHT ≥ 300 GeV) 3.6 1.0 0.78 2.6
tHW 0.80 2.4 0.25 0.5
tHqb 0.88 2.7 0.24 0.5

Table 5.3: For each event category, values of the expected signal (S) and background
(B) yields within the smallest mass window containing 90% of signal events, and cor-
responding estimates of the signal purity f = S/(S +B) and the expected significance
Z =

√
2((S +B) log(1 + S/B)− S). S includes contribution from all Higgs boson

events.

significance is computed as Z =
√

2((S +B)ln(1 + S/B)− S), where S and B are the
expected signal of the targeted STXS region and background yields in a range of mγγ

around the expected Higgs boson signal peak. The background B includes contribu-
tions from continuum background and Higgs boson events from other STXS regions.
The continuum background is computed from the mγγ distribution in simulation, nor-
malized to the data control region 95 < mγγ < 105 GeV. A class is split into two
categories if it leads to an improvement of more than 5% in the expected significance,
and into three categories if a further improvement of at least 5% with respect to the
two-category configuration can be achieved. Figure 5.5 shows binary BDT discriminant
distributions as well as category boundaries for four representative STXS classes.

In this process, some events may fail to enter the final categories and are grouped
into three unselected categories, corresponding to events from qq → H`νand pp→ ZH;
ttH; and tH classes. These categories only contribute weakly to the overall sensitivity,
but the separation leads to higher signal purity in the other V H, ttH and tH categories.

The procedure results in the definition of 88 categories in total. The expected signal
and background yields of these categories are summarized in Table 5.3. The expected
signal purity, defined as the expected signal yield over the expected yield from both
signal and background processes, in a mγγ window containing 90% of signal events,
ranges from 3% to 83%. The contribution of each STXS region to the expected event
yields in each category are presented in Figure 5.6.
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5.4.1 Photon performance and category resolution

In the current categorization, photon η and photon conversion status are not ex-
plicitly used to define categories with simple cuts. In the past iteration of the analysis
[193], two categories, “ggH 0J CEN” and “ggH 0J FWD”, are explicitly defined accord-
ing to the η of the two photons: central photons (both photons |η| < 0.95) or forward
photons (at least one photon |η| > 0.95), respectively. The goal of this separation
was to improve the sensitivity in the ggH zero-jet truth bin. In this section, I verify
whether a similar improvement in sensitivity is actually achieved by the binary BDT
of the current categorization, which indeed is able to learn how to select events with a
better diphoton invariant mass resolution starting from the available input variables.

Binary BDT behavior

In this section the “true” diphoton relative invariant mass resolution is defined as:

mReco
γγ −mTruth

γγ

mTruth
γγ

(5.2)

where mReco
γγ and mTruth

γγ are the invariant mass of the two photons at Reco-level and
at Truth-level, respectively.

Figure 5.7 plots the standard deviation of the relative invariant mass resolution
for all the categories 4. It clearly shows how the binary BDTs separate events coming
from the same STXS bin into two (or more) reco categories with improving resolution:
tight categories (marked with __0) (almost) always have a smaller standard deviation
with respect to the loose or very loose categories (marked with __1 or __2) of the same
kind. The behavior of the binary BDT in this respect is then well understood: it orders
events coming from the same physics process (e.g. same STXS bin) in a way similar to
an explicit η separation.

Comparison with an explicit cut-based categorization

One could wonder how the baseline categorization for the analysis compares in terms
of resolution with respect to a similar categorization where simple cuts are applied
to define a tight/loose selection in place of the binary BDT output. Three possible
scenarios have been investigated:

• η-based cuts: if both photons have |η| < 0.95, the event is classified in the
Central category, otherwise in the Forward category;
• Conversion-based cuts: if both photons are unconverted, the event is classi-

fied in the Unconverted category, otherwise in the Converted category;
• η-conversion-based cuts: both the Central/Forward and the Unconverted/Converted

selections are applied in sequence.
These alternative categorizations are implemented in the simple case where the

simple cuts are applied to the reco categories targeting the ggH 0-jets process only: all
the other categories and the multiclass pre-selection step are the same as the baseline.

The comparison in resolution between the categorizations is shown in Figure 5.8.
The resolution of the binary BDT tight categories is at the same level of the one

4. The study presented in this section was performed with an early version of the categories, which
don’t correspond exactly to the 88 categories used in the final analysis. However, since the optimization
method is the same, the conclusions of this study still hold.

108



G
G

2H
_0

J_
P

TH
_0

_1
0

G
G

2H
_0

J_
P

TH
_G

T1
0

G
G

2H
_1

J_
P

TH
_0

_6
0

G
G

2H
_1

J_
P

TH
_6

0_
12

0
G

G
2H

_1
J_

P
TH

_1
20

_2
00

G
G

2H
_G

E
2J

_M
JJ

_0
_3

50
_P

TH
_0

_6
0

G
G

2H
_G

E
2J

_M
JJ

_0
_3

50
_P

TH
_6

0_
12

0
G

G
2H

_G
E

2J
_M

JJ
_0

_3
50

_P
TH

_1
20

_2
00

G
G

2H
_G

E
2J

_M
JJ

_3
50

_7
00

_P
TH

_0
_2

00
_P

TH
JJ

_0
_2

5
G

G
2H

_G
E

2J
_M

JJ
_3

50
_7

00
_P

TH
_0

_2
00

_P
TH

JJ
_G

T2
5

G
G

2H
_G

E
2J

_M
JJ

_G
T7

00
_P

TH
_0

_2
00

_P
TH

JJ
_0

_2
5

G
G

2H
_G

E
2J

_M
JJ

_G
T7

00
_P

TH
_0

_2
00

_P
TH

JJ
_G

T2
5

G
G

2H
_P

TH
_2

00
_3

00
G

G
2H

_P
TH

_3
00

_4
50

G
G

2H
_P

TH
_4

50
_6

50
G

G
2H

_P
TH

_G
T6

50
Q

Q
2H

Q
Q

_0
J

Q
Q

2H
Q

Q
_1

J
Q

Q
2H

Q
Q

_G
E

2J
_M

JJ
_0

_6
0

Q
Q

2H
Q

Q
_G

E
2J

_M
JJ

_6
0_

12
0

Q
Q

2H
Q

Q
_G

E
2J

_M
JJ

_1
20

_3
50

Q
Q

2H
Q

Q
_G

E
2J

_M
JJ

_3
50

_7
00

_P
TH

_0
_2

00
_P

TH
JJ

_0
_2

5
Q

Q
2H

Q
Q

_G
E

2J
_M

JJ
_3

50
_7

00
_P

TH
_0

_2
00

_P
TH

JJ
_G

T2
5

Q
Q

2H
Q

Q
_G

E
2J

_M
JJ

_G
T7

00
_P

TH
_0

_2
00

_P
TH

JJ
_0

_2
5

Q
Q

2H
Q

Q
_G

E
2J

_M
JJ

_G
T7

00
_P

TH
_0

_2
00

_P
TH

JJ
_G

T2
5

Q
Q

2H
Q

Q
_G

E
2J

_M
JJ

_G
T3

50
_P

TH
_G

T2
00

Q
Q

2H
LN

U
_P

TV
_0

_7
5

Q
Q

2H
LN

U
_P

TV
_7

5_
15

0
Q

Q
2H

LN
U

_P
TV

_1
50

_2
50

_0
J

Q
Q

2H
LN

U
_P

TV
_1

50
_2

50
_G

E
1J

Q
Q

2H
LN

U
_P

TV
_G

T2
50

H
LL

_P
TV

_0
_7

5
H

LL
_P

TV
_7

5_
15

0
H

LL
_P

TV
_1

50
_2

50
_0

J
H

LL
_P

TV
_1

50
_2

50
_G

E
1J

H
LL

_P
TV

_G
T2

50
TT

H
_P

TH
_0

_6
0

TT
H

_P
TH

_6
0_

12
0

TT
H

_P
TH

_1
20

_2
00

TT
H

_P
TH

_2
00

_3
00

TT
H

_P
TH

_G
T3

00

TH
JB

TW
H

0.01

0.012

0.014

0.016

0.018

0.02
)]

γγTr
ut

h
)/(

m
γγTr
ut

h
-m

γγR
ec

o
S

td
D

ev
[(m

__2(veryLoose)
__1(Loose)
__0(Tight)

Figure 5.7: Relative invariant mass resolution as a function of the categorization.

Stat-only error on µ

Baseline wEtaCuts wConvCuts wEtaConvCuts

ggH 7.85e-02 7.68e-02 7.84e-02 7.60e-02
VBF 1.69e-01 1.70e-01 1.70e-01 1.70e-01
WH 4.08e-01 4.10e-01 4.10e-01 4.10e-01
ZH 6.34e-01 6.36e-01 6.35e-01 6.33e-01
top 2.50e-01 2.53e-01 2.52e-01 2.51e-01

Table 5.4: All 5 POIs floating.

obtained if using simple cuts; the gap in resolution is larger with Central/Forward or
Unconverted/Converted selection than with binary BDT selection.

In order to obtain a more quantitative comparison, these categorizations have been
used to perform a statistical-only fit to an Asimov dataset [194] generated under the
SM hypothesis (µ = 1). The results of the fit with a 5 POI scheme (i.e. five production
modes: ggH, VBF, WH, ZH and top) are shown in Table 5.4 and in Table 5.5, while
those obtained with only µggH allowed to float are in Table 5.6 and in Table 5.7.

The sensitivity to ggH is improved by +3.18% when using the alternative catego-
rization with a combination of η and conversion cuts, at little expenses of the other
POIs with µV BF being the most penalized one -0.59%. When all other POIs are fixed
to 1, thus fitting only ggH, the ggH improvement is +3.55%. The potential sensitivity
gain on the ggH POI if an explicit η-conversion categorization was used is therefore
relatively minor. The categorization based on binary BDTs is retained as the baseline
categorization of the analysis.
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Relative difference wrt Baseline

wEtaCuts wConvCuts wEtaConvCuts

ggH +2.17% +0.13% +3.18%
VBF -0.59% -0.59% -0.59%
WH -0.49% -0.49% -0.49%
ZH -0.32% -0.16% +0.16%
top -1.20% -0.80% -0.40%

Table 5.5: All 5 POIs floating.

Stat-only error on µ

Baseline wEtaCuts wConvCuts wEtaConvCuts

ggH 7.61e-02 7.34e-02 7.50e-02 7.36e-02

Table 5.6: Only µggH floating.

5.5 Alternative categorization for EWqqH and ggH events

An alternative categorization which aims to target electroweak qqH and ggH STXS
regions has been developed and is presented in this section. This classification method
was designed to be applied within the sequential approach already used in Ref.[193].
Events not satisfying the selection requirements of the ttH, tH or V H-leptonic cate-
gories but passing the baseline diphoton selections are processed by this method which
strongly relies on Deep Learning. First, a multiclassification is performed by a Recur-
rent Neural Network (RNN) in order to split the events into reco categories matching
the targeted STXS scheme. Then, in each reco category defined in the previous step,
a significance scan is performed over the RNN output score in order to further split
the events into a ”loose” category and a ”tight” category of the same kind. Results
contained in this section are obtained using the Stage 1.0 definition of the STXS bins
in the strong merging scheme, they only serve as a proof of principle for this method.
Therefore, the 8 target classes are: GGH 0j, GGH 1j PTH 0 60, GGH 1j PTH 60 120,
GGH 1j PTH 120 200, GGH 2j, GGH BSM, QQ2HQQ, QQ2HQQ BSM. In addition,
to give a more complete view of the global result, the categories defined for the 80fb−1

analysis are used to target the remaining two STXS bins: top and VHlep.

5.5.1 Multiclassification with a Recurrent Neural Network

The architecture of the RNN used in the multiclassification step consists in two
LSTM layers (Long Short-Term Memory, a special type of recurrent layer [195]) and
three Dense layers stacked in sequence one after the other, for a total of about 35000
trainable weights. Recurrent layers represent a smart way to deal with variable length
inputs, i.e. events with a variable number of jets, because they transform the matrix of

Relative difference wrt Baseline

wEtaCuts wConvCuts wEtaConvCuts

ggH +3.55% +1.45% +3.29%

Table 5.7: Only µggH floating.
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Figure 5.8: Relative invariant mass resolution of the baseline categorization (triangles),
multiclass BDT (squares), the alternative categorization with η cuts (circles) and with
conversion cuts (crosses).

input features into a sequence of matrices. The limit of this sequence is set to be 2 (i.e.
up to 2 objects in the event are processed 5) and it is applied through a technique known
as Padding and masking : during the pre-processing, sequences whose length is shorter
than the chosen limit are “padded” with a dummy value to be masked (skipped) by the
network, while longer sequences are just shortened accordingly. The net effect of this
procedure is that the events with less than or equal to 2 jets are processed taking into
account only the features of the jets that are present, while for all the other events only
the features of the first 2 (pT leading) jets are considered. It was checked that inserting
an additional jet to the sequence does not bring additional improvement to the RNN
performance. This allows to keep all the information in the dataset without having to
select the events according to the number of jets, as it is done by other algorithms.

The scheme of a classic recurrent layer is shown in Figure 5.9.
• xt is the input at step t, x1 could correspond, for example, to the pT of the

second jet in the sequence;
• U , V , W are the tunable parameters of the network and are the same across all

steps, because the task to perform is the same at each step, just with different
inputs;
• st is the hidden state at step t and is calculated based on the previous hidden

state and the input at the current step: st = f(Uxt + Wst−1), where f is the

5. Objects in the sequence can still be either photons or jets, but since the diphoton selection already
restricts the number of photons to be 2, it mainly acts over the number of jets.
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Figure 5.9: Schematic representation of a recurrent layer and its unfolding into a se-
quence of dense layers.

activation function of the layer. s−1, which is required to calculate the first
hidden state, is typically initialized to all zeroes;
• ot = f(V st) is the output at step t. The RNN presented in this section doesn’t

have outputs at each step, but only one final output at the end of the sequence.
The input features of the RNN are pT , η and φ of the jets and the photons in the

event. Figure 5.10 shows the distributions for some of these variables for different truth
targets in the training set. The activation function of the nodes in the hidden layers is
ReLu (Figure 5.11a),

f(z) = max(0, z), (5.3)

while the output layer uses SoftMax (Figure 5.11b),

f(zi) =
exp(zi)∑
j exp(zj)

, (5.4)

so that the 8 output scores can be interpreted as probabilities of being classified as one
of the 8 target classes. The multiclass assignment is done using the RNN output score
with the highest value, i.e. an event is classified to the reco category which corresponds
to the STXS bin for which the RNN has predicted the highest probability. The network
is trained with MC samples of the processes ggF, VBF, WHand ZH(mc16a/d/e cam-
paigns) using about 3.5 millions events and the input samples are weighted with MC
weights. At first order, the ratio between the yield of two target classes in the training
is the ratio between the cross sections of the corresponding STXS bins. Normalizing
the yields to the same sum of weights has also been attempted, but it lead to poor
results. The loss function used in the training is Categorical Cross Entropy and it has
been optimized with the Adam algorithm for 100 epochs.

5.5.2 Significance scan

An additional categorization step is performed after the multiclassification to in-
crease the overall sensitivity. Within each of the 8 reco categories built by the RNN,
sub-categories are defined by cutting on the output score for a given target class. The
cut is always chosen by maximizing the significance S√

B
of the resulting category. As

an example, Fig 5.12 shows the distributions of two output scores. An overall picture
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Figure 5.10: Distributions of 4 training variables for different STXS bins (different
colors): transverse momentum of the leading jet (top left) and of the leading photon
(top right); pseudorapidity of the leading jet (bottom left) and of the subleading photon
(bottom right).

(a) ReLu activation function. (b) Logistic activation function (SoftMax is a
generalization to multiple dimensions).

Figure 5.11
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Figure 5.12: Distributions of the RNN output score for the GGH 0j and QQ2HQQ
events. In each case the targeted bin is treated as signal while all others represent the
background. The QCD diphoton background is not considered.

of the resulting categorization is given by Figure 5.13 where the purities of all the
categories with respect to the targeted STXS regions are shown.

5.5.3 Evaluation of the performance

The performance of a classifier can be evaluated by considering how much the
statistical precision of a measurement, i.e. errors and correlations of the parameters
of interest (POIs), would improve if using it as part of the analysis. To evaluate this
metric for a given classification method, a counting experiment has to be performed:
Data (139fb−1) and MC events are assigned to categories using the method under
examination 6; in each of these categories, a Double Sided Crystal Ball is fitted over
signal events and the bounds of the S90 region are computed (S90 is the smallest region
that contains 90% of the signal and it’s extracted from the fitted pdf). The signal
efficiencies are computed in the S90 region (εS90) and the background yield (BS90) is
computed integrating a pdf fitted on the mγγ data side-bands. The function used is an
exponential of a second order polynomial for all categories.
Given the signal efficiencies for each STXS bin and the background yields in each
category in its S90 region, a simple counting likelihood can be built with the yields of
the various categories modelled as

N c = Bc
S90

+
∑
t

µt · L · σγγt · εctS90
, (5.5)

where εctS90
is the efficiency for the t-th truth bin in S90 region of the c-th category. The

likelihood can measure the signals strengths µt related to the STXS bins used to train
the classifier. From this likelihood, which does not contain any shape information, an
Asimov dataset is generated, fixing the signal strengths for each process to the pre-
dicted SM value (µt = 1). Fitting the Asimov is enough to obtain the values of the
errors and correlations among the POIs.
A counting experiment has been run using the categorization described in this section,

6. This is done according to the procedure described in Sections 5.5.1 and 5.5.2, when evaluating
the performance of the RNN.
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80fb−1 analysis.

for which the obtained errors and correlations of the fitted POIs are shown in Figures
5.14 and 5.15. For comparison, errors and correlations obtained with the full catego-
rization used for the 80fb−1 analysis are also shown in Figures 5.14 and 5.15. The
proposed categorization based on a RNN shows no global improvement with respect to
the baseline: for some of the POIs errors and correlations are reduced, while for others
they are at the same level if not worse. As a result, this method was found to be not
very competitive and the categorization presented in Section 5.4 was actually used in
the final version of the analysis.
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Figure 5.15: Correlations among the 10 fitted POIs obtained using the categorization
proposed in this section (a) and the categorization used for the 80fb−1 analysis (b).

5.6 Signal modeling

The signal component in each category corresponds to the sum of the contributions
from each STXS region, which are all assumed to follow the same mγγ distribution
within a given analysis category. The shape is described using a double-sided Crystal
Ball (DSCB) function [196, 197], consisting of a Gaussian distribution in the region
around the peak position, continued by power-law tails at lower and higher mγγ values.

The Gaussian core of the DSCB is parameterized by the peak position (mH+∆µCB)
and the width (σCB). The non-Gaussian contributions to the mass resolution arise
mostly from converted photons γ → e+e− with at least one electron losing a significant
fraction of its energy through bremsstrahlung in the inner detector material. The
parametric form for a given reconstructed category i, where the Higgs boson mass is
mH , can be written as:

f sigi (mγγ ; ∆µCB,i, σCB,i, α
±
CB,i, n

±
CB,i) =

= Nc



e−
t2

2 − α−CB,i ≤ t ≤ α+
CB,i(

n−CB,i

|α−CB,i|

)n−CB,i

e−
|α−

CB,i
|2

2

(
n−CB,i

|α−CB,i|
− α−CB,i − t

)−n−CB,i

t < −α−CB,i(
n+
CB,i

|α+
CB,i|

)n+
CB,i

e−
|α+

CB,i
|2

2

(
n+
CB,i

|α+
CB,i|
− α+

CB,i − t
)−n+

CB,i

t > α+
CB,i

(5.6)

where t = (mγγ − mH − ∆µCB,i)/σCB,i , and Nc is a normalization factor. The
non-Gaussian parts are parametrized by α±CB,i and n±CB,i separately for the low-mass
(−) and the high-mass (+) tails.

The potential bias in the estimate of signal yield due to an intrinsic shape difference
between the DSCB function and signal mγγ distribution is found to be negligible [82].

The parameters of the DSCB in each category are obtained by a fit to a mixture of
the ggF, VBF, V H, ttH and tH samples described in Section 5.2.2, in the proportion
of their SM cross-sections. A shift of 0.09 GeV is applied to the position of the signal
peak to account for the difference between the reference Higgs boson mass used in
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Figure 5.16: Shape of the signal mγγ distribution for two groups of categories. 5.16a
compares the signal mγγ shapes for two categories targeting the same STXS region
with different purities. 5.16b compares the signal mγγ shapes for three ”high-purity”
categories targeting different pHT regions of the ttH process.

this analysis (mH = 125.09 GeV) and the one for which the samples were generated
(mH = 125 GeV).

Simulated signal mγγ distributions and their corresponding DSCB functions are
shown for two groups of categories in Figure 5.16.

5.7 Background modeling

The procedure for the modeling of the continuum background involves two main
steps: first, a background mγγ template is constructed from a combination of simulation
samples and data control samples; second, a background function is selected from a
number of candidate functions, using a test known as the spurious signal test, with the
goal of identifying an analytic function that is flexible enough to fit the mγγ distribution
in data and results in a small potential bias compared to the statistical uncertainty.

In gg → H and qq′ → Hqq′ categories, the template is defined as a combination of
the γγ, γj, and jj processes defined in Section 5.3, each of which is weighted according
to its fractions in the selected analysis category. The fractions of these processes are
determined by a data-driven method, known as the double two-dimensional sideband
method [188], which uses control regions in data in which one or both of the identi-
fication and isolation criteria of each photon are reversed. For these categories, the
fraction of total background events due to γγ process ranges between 75% and 95%,
the fraction of γj process is between 2% and 25%, and the fraction of jj process is
smaller than 6%.

While a simulation sample is used to model the γγ process in this study, it is
computationally prohibitive to generate sufficiently large samples of γj and jj processes
passing analysis selections because of the high jet rejection performance of the ATLAS
photon identification algorithms. To avoid this issue, the mγγ shapes of the γj or
jj components are obtained from the data control samples described above, inverting
the identification and isolation requirement of one (for the γj process) or both (for
the jj process) photons. The ratio of the mγγ shape of the γj and jj components to
that of the simulated γγ sample is fitted to a linear function of mγγ . The function is
then applied as a reweighting procedure to the γγ sample to obtain the final template.
Changing the fraction of the γj and jj components within the uncertainties of their
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determination is found to have a negligible impact on the spurious signal test described
below.

For categories targeting STXS regions of the V H, ttH, or tH production processes,
the background template is constructed from the simulated γγ process alone: the con-
tribution from γj and jj processes is small, and neglecting it does not significantly
change the background shape. Because of the categorization selection, the γγ events in
these categories are primarily from V γγ production or tt̄γγ production. As such, the
V γγ and tt̄γγ samples described in Section 5.2.2 are used to construct the background
templates in corresponding categories.

The background templates constructed for four example categories targeting the
gg → H, qq′ → Hqq′, V H and ttH processes are shown in Figure 5.17.
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Figure 5.17: Distribution of the diphoton invariant mass mγγ in four representative
STXS categories in data (black points) and continuum background simulation (his-
tograms). The data are shown excluding the region 120 < mγγ < 130 GeV containing
the signal. In categories 5.17a and 5.17b, the γγ (red), γj (green) and jj (magenta)
background contributions are shown stacked and colored differently.

Three families of analytic functions are tested as candidates to model the mγγ

distribution for a given analysis category. They include power law functions, Bernstein
polynomials [198], and exponential functions of a polynomial. These functions and the
number of degrees of freedom tested are summarized in Table 5.8. The coefficients of
these functions are considered to be independent across categories, regardless of the
functions chosen, and in all cases are treated as free parameters in the fits to data.
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Type Function Npars Acronym

Power law m
a
γγ 1 PowerLaw

Exponential exp(amγγ) 1 Exp

Exponential of second-order polynomial exp(a1mγγ + a2m
2
γγ) 2 ExpPoly2

Exponential of third-order polynomial exp(a1mγγ + a2m
2
γγ + a3m

3
γγ) 3 ExpPoly3

Bernstein polynomial (1− x)
n
+ a1nx(1− x)

n−1
+ · · ·+ anx

n
n = 1–5 Bern1–Bern5

Table 5.8: Summary of the functions used for the modeling of the continuum back-
ground component. Npars denotes the number of free parameters used to define the func-
tion shape. For the definition of the Bernstein polynomials, x = (mγγ−mmin)/(mmax−
mmin), where mmin = 105 GeV and mmax = 160 GeV are respectively the lower and
upper bounds of the fitted mγγ range.

The main criterion used to select the functional form in each category is a bias
test performed by fitting the background template using a model with free parameters
for both the signal and the background event yields. The potential bias due to the
mis-modeling of background mγγ distribution is estimated from the fitted signal yield
(the spurious signal). This test is performed for mH from 121 GeV to 129 GeV, with
a step of 1 GeV. In order to avoid accidentally small bias values at the nominal Higgs
boson mass of mH = 125.09 GeV, the maximum absolute value of fitted signal yield
|Sspur| over the range 121 < mH < 129 GeV, is considered as the potential bias.

For categories with at least 100 data events in the sideband regions defined as
105 < mγγ < 120 GeV or 130 < mγγ < 160 GeV, the background functions are
selected to result in a |Sspur| that is smaller than either 10% of the total expected Higgs
boson signal event (Sexp) or 20% of the statistical uncertainty of the fitted signal yield
(σexp). The fit of the analytic function to the background template is required to yield
a χ2 probability of at least 1% 7.

If multiple functions pass the requirements, the one with the smallest number of
degrees of freedom is chosen. If no function passes, the spurious signal requirement is
relaxed to ||Sspur| − 20%σexp| < 2σtm or ||Sspur| − 10%Sexp| < 2σtm, where σtm is the
uncertainty on the signal yield arising from the size of the sample used to build the
template. For 28 out of the 88 categories, these relaxed conditions were used.

For categories with fewer than 100 data events in the sideband regions, candidate
background functions are limited to Exp, ExpPoly2 and ExpPoly3 (as defined in Ta-
ble 5.8), in order to avoid unphysical fits due to large statistical fluctuations in the side-
bands. The function is chosen using a Wald test: first the quantity q12 = −2 logL1/L2

is computed from the maximum likelihood values L1 and L2 of background-only fits to
the data sideband regions using respectively the Exp and ExpPoly2 descriptions of the
backgrounds. The ExpPoly2 model is chosen if the p-value computed from q12 is less
than 0.05, assuming that q12 follows a χ2 distribution with one degree of freedom. Sim-
ilarly, the ExpPoly3 form is chosen over ExpPoly2 if the p-value for the corresponding
Wald test is 0.05 or less. For 45 out of the 88 categories, the Wald-test-based condition
was used.

In all cases, |Sspur| of the selected background function provides an estimate of the
possible bias in the fitted signal yield introduced by the intrinsic difference between
the background mγγ shape and the selected function, and is used as the systematic

7. The χ2 is computed with a background template uniformly binned over
105 GeV < mγγ < 160 GeV. The number of bins is 22, and the degrees of freedom used
in the computation is 21 - Npars, the number of free function parameters. The normalization of the
template removes one degree of freedom.
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Category σ68 (GeV) Function

gg → H
0-jet, pHT < 10 GeV 1.95 ExpPoly2

0-jet, pHT ≥ 10 GeV 1.94 ExpPoly2

1-jet, pHT < 60 GeV 1.89 ExpPoly2

1-jet, 60 ≤ pHT < 120 GeV 1.84 ExpPoly2

1-jet, 120 ≤ pHT < 200 GeV , High-purity 1.50 ExpPoly2

1-jet, 120 ≤ pHT < 200 GeV , Med-purity 1.73 PowerLaw

≥ 2-jets, mjj < 350 GeV, pHT < 60 GeV , High-purity 1.76 ExpPoly2

≥ 2-jets, mjj < 350 GeV, pHT < 60 GeV , Med-purity 1.91 ExpPoly2

≥ 2-jets, mjj < 350 GeV, pHT < 60 GeV , Low-purity 1.99 ExpPoly2

≥ 2-jets, mjj < 350 GeV, 60 ≤ pHT < 120 GeV , High-purity 1.65 ExpPoly2

≥ 2-jets, mjj < 350 GeV, 60 ≤ pHT < 120 GeV , Med-purity 1.80 ExpPoly2

≥ 2-jets, mjj < 350 GeV, 60 ≤ pHT < 120 GeV , Low-purity 1.87 Exp

≥ 2-jets, mjj < 350 GeV, 120 ≤ pHT < 200 GeV , High-purity 1.52 ExpPoly2

≥ 2-jets, mjj < 350 GeV, 120 ≤ pHT < 200 GeV , Med-purity 1.66 PowerLaw

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV , High-purity 1.62 PowerLaw

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV , Med-purity 1.74 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV , Low-purity 1.93 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV , High-purity 1.50 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV , Med-purity 1.68 ExpPoly2

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV , Low-purity 1.82 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV , High-purity 1.67 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV , Med-purity 1.79 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV , Low-purity 1.95 PowerLaw

≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV , High-purity 1.63 PowerLaw

≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV , Med-purity 1.77 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV , Low-purity 1.89 PowerLaw

200 ≤ pHT < 300 GeV , High-purity 1.27 Exp

200 ≤ pHT < 300 GeV , Med-purity 1.35 Exp

200 ≤ pHT < 300 GeV , Low-purity 1.52 PowerLaw

300 ≤ pHT < 450 GeV , High-purity 1.09 Exp

300 ≤ pHT < 450 GeV , Med-purity 1.18 PowerLaw

300 ≤ pHT < 450 GeV , Low-purity 1.33 PowerLaw

450 ≤ pHT < 650 GeV , High-purity 1.07 Exp

450 ≤ pHT < 650 GeV , Med-purity 1.12 Exp

pHT ≥ 650 GeV , High-purity 1.00 Exp

pHT ≥ 650 GeV , Med-purity 1.09 Exp

qq′ → Hqq′

0-jet , High-purity 1.70 Exp

0-jet , Med-purity 1.91 Exp

1-jet , High-purity 1.65 Exp

1-jet , Med-purity 1.68 Exp

1-jet , Low-purity 1.84 PowerLaw

≥ 2-jets, mjj < 60 GeV , High-purity 1.62 Exp

≥ 2-jets, mjj < 60 GeV , Med-purity 1.59 Exp

≥ 2-jets, mjj < 60 GeV , Low-purity 1.62 Exp

≥ 2-jets, 60 ≤ mjj < 120 GeV , High-purity 1.49 Exp

≥ 2-jets, 60 ≤ mjj < 120 GeV , Med-purity 1.55 PowerLaw

Category σ68 (GeV) Function

qq′ → Hqq′

≥ 2-jets, 120 ≤ mjj < 350 GeV , High-purity 1.69 Exp

≥ 2-jets, 120 ≤ mjj < 350 GeV , Med-purity 1.67 Exp

≥ 2-jets, 120 ≤ mjj < 350 GeV , Low-purity 1.67 PowerLaw

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV , High-purity 1.65 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT < 25 GeV , Med-purity 1.77 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV , High-purity 1.69 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHjjT ≥ 25 GeV , Med-purity 1.88 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV , High-purity 1.65 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT < 25 GeV , Med-purity 1.81 PowerLaw

≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV , High-purity 1.65 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV , Med-purity 1.63 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHjjT ≥ 25 GeV , Low-purity 1.76 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHT ≥ 200 GeV , High-purity 1.38 Exp

≥ 2-jets, 350 ≤ mjj < 700 GeV, pHT ≥ 200 GeV , Med-purity 1.49 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHT ≥ 200 GeV , High-purity 1.38 Exp

≥ 2-jets, mjj ≥ 700 GeV, pHT ≥ 200 GeV , Med-purity 1.44 Exp

qq → H`ν
Other 1.88 Exp

0 ≤ pVT < 75 GeV , High-purity 1.64 Exp

0 ≤ pVT < 75 GeV , Med-purity 1.87 Exp

75 ≤ pVT < 150 GeV , High-purity 1.64 Exp

75 ≤ pVT < 150 GeV , Med-purity 1.87 Exp

150 ≤ pVT < 250 GeV, 0-jet 1.60 Exp

150 ≤ pVT < 250 GeV, 1-jet 1.52 Exp

pVT ≥ 250 GeV 1.35 Exp

qq → H``
Other 2.15 Exp

0 ≤ pVT < 75 GeV 1.85 Exp

75 ≤ pVT < 150 GeV , High-purity 1.73 Exp

75 ≤ pVT < 150 GeV , Med-purity 1.78 Exp

150 ≤ pVT < 250 GeV, 0-jet 1.60 Exp

150 ≤ pVT < 250 GeV, 1-jet 1.58 Exp

pVT ≥ 250 GeV 1.36 Exp

ttH
Other (including tH ) 1.74 Exp

pHT < 60 GeV , High-purity 1.81 Exp

pHT < 60 GeV , Med-purity 1.90 Exp

60 ≤ pHT < 120 GeV , High-purity 1.72 Exp

60 ≤ pHT < 120 GeV , Med-purity 1.86 Exp

120 ≤ pHT < 200 GeV , High-purity 1.54 Exp

120 ≤ pHT < 200 GeV , Med-purity 1.66 Exp

pHT ≥ 200 GeV 1.37 Exp

pHT ≥ 300 GeV 1.17 Exp

tHW 1.59 Exp

tHqb 1.63 Exp

Table 5.9: For each event category, size of the smallest mass window containing 68%
of the integral of the signal mγγ distribution (σ68) and type of function used to model
the background mγγ distribution.

uncertainty for the background modeling. The chosen functional form for each category
is shown in Table 5.9.

5.8 Systematic uncertainties

Systematic uncertainties considered in this analysis can be grouped into two types:
experimental uncertainties, acting both on the signal yield and shape, and theoretical
uncertainties, which can cause migrations between the different analysis bins. These
systematic uncertainties are incorporated into the likelihood model of the measurement
as nuisance parameters. More detail on these the uncertainties is provided in this
section.

5.8.1 Experimental uncertainties

The modeling of the signal mγγ distribution is subject to experimental uncertainties
on the energy scale and energy resolution of photon candidates, as well as the uncer-
tainty on the Higgs boson mass. The photon energy scale uncertainties are broken
down to 40 independent sources, and are propagated to the peak position of the signal
DSCB shape. The overall effect is usually less than 0.3% relative to the peak position
value, depending on the category. The photon energy resolution uncertainties are bro-
ken down to nine independent sources, and they are propagated to the Gaussian width
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of the signal DSCB shape, with a relative impact between 1% and 8%, depending on the
category. The estimate and implementation of the photon energy scale and resolution
uncertainties follow the procedure outlined in Ref. [78].

The measurement assumes a Higgs boson mass of 125.09 GeV, as reported in
Ref. [47]. The total uncertainty on the measured Higgs boson mass, 0.24 GeV, is
considered as an additional uncertainty of the peak position of the signal DSCB shape.

The modeling of the background mγγ distribution with an analytic function can
introduce a potential bias to the fitted signal yield. An uncertainty on the modeling
of the background is included as an additive contribution to the signal yield in each
category, as discussed in Section 5.7. The uncertainty is considered to be uncorrelated
between different categories. The uncertainty values in each category range from 10%
to 99% of the statistical uncertainty on the measured event yield in the category.

Experimental uncertainties affecting the expected signal yields include: the effi-
ciency of the diphoton trigger [105], the photon identification efficiencies [78], the pho-
ton isolation efficiencies, the impact of the photon energy scale and resolution uncer-
tainties on the selection efficiency [78], the modeling of pileup in the simulation, which
is evaluated by varying by ± 9% the value of the visible inelastic cross-section used to
reweight the pileup distribution in the simulation to that in the data, the jet energy
scale and resolution [85], the efficiency of the jet vertex tagger, the efficiency of the
b-tagging algorithm [84], the electron [78] and muon [86] reconstruction, identification
and isolation efficiencies, the electron [78] and muon [86] energy and momentum scale
and resolution, as well as the contribution to Emiss

T from charged-particle tracks that
are not associated with high-pTelectrons, muons, jets, or photons [88]. The uncertainty
on the combined 2015–2018 integrated luminosity is 1.7% [102], obtained using the
LUCID-2 detector [103] for the primary luminosity measurements.

Among these, the uncertainties with the largest variations in signal yields are the
pileup modeling uncertainty (up to 7%), jet flavor tagging uncertainty (up to 5%), and
jet energy resolution uncertainty (up to 4%).

5.8.2 Theoretical uncertainties

Theory modeling uncertainties enter into the measurements through their effect on
the efficiency factors εit, as defined in Eq. 5.1, which are used to obtain the cross-section
values from the event yields. Measurements in regions spanning multiple STXS region,
such as those of the total and production mode cross-sections, depend on the frac-
tion of the cross-section assigned to each region and therefore on the theory modeling
uncertainties.

For the production mode and simplified template cross section measurements, the
main theory uncertainties arise from missing higher-order terms in the perturbative
QCD calculations, the modeling of parton shower, and choices of the parton distribution
functions and value of αS. For measurements of ttH and tH related regions, the
modeling of heavy flavor quark production in the ggF, VBF, and V H processes is also
important.

Uncertainties due to missing higher-order terms in the perturbative QCD calcu-
lations, are estimated by varying the renormalization and factorization scales. These
uncertainties are derived from event migration between STXS regions within a given
production process. The QCD scale uncertainties are implemented in the likelihood
function in a way so that only correlated variations in the acceptances of STXS regions
are introduced. For the gg → H processes, four sources [42, 199–201] account for mod-
eling uncertainties on bins of the jet multiplicity; four sources cover the modeling of
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the Higgs boson pT distribution; two sources [202, 203] account for the uncertainty on
the distribution of the pHjjT variable; four sources account for the uncertainty on the
distribution of the mjj variable. In addition, a comparison of the acceptance and effi-
ciency factors between the nominal ggF sample and the alternative sample generated
from MadGraph5 aMC@NLO, as described in Section 5.2.2, is made. The differ-
ences are considered as additional modeling uncertainties for the ggF process and can
reach values of up to 20% in high Higgs boson pT regions.

QCD scale uncertainties are also estimated for VBF and V H processes. For each of
the WH, qq/qg → ZH, and gg → ZH processes, one overall source of scale uncertainty,
four sources of pVT modeling uncertainty, and two sources of jet multiplicity modeling
uncertainty, are estimated. For qq′ → Hqq′ processes, a similar set of uncertainty
sources is identified: one for overall variation, two for modeling of jet multiplicity as
well as pHjjT distributions, one for migration between pHT < 200 GeV and pHT > 200
GeV, and six for the modeling of mjj distribution.

For the ttH process, the QCD scale uncertainties include one overall variation, as
well as six covering modeling of the pHT distribution.

For all processes, variations of acceptances and efficiencies of STXS regions in in-
dividual categories are estimated and treated as uncertainties. The variations due to
these uncertainties range from 5% to 25%.

The modeling of the parton shower, underlying event, and hadronization, assessed
by comparing the acceptance times efficiency of simulated signal samples showered with
Pythia8 to that of samples showered with Herwig7 . The uncertainties estimated by
these variations typically do not exceed 10%.

Uncertainties arising from the choice of parton distribution functions and the value
of αS are estimated using the PDF4LHC15 recommendations [115]. Their effects are
usually small compared to those of the previous two sources of theory uncertainty.

In categories targeting the ttH and tH processes, the predicted ggF, VBF and
V H yields are each assigned a conservative 100% uncertainty (correlated between cat-
egories), which is due to the theoretical uncertainty on the radiation of additional
heavy-flavor jets in these Higgs boson production modes. This is supported by mea-
surements using H→ZZ∗→4` [204], tt̄bb̄ [205], and V b [206, 207] events. The impact
of this uncertainty on the results is generally negligible compared to the statistical
uncertainties, since the contributions from non-ttH processes are generally low.

The uncertainties of Higgs boson production cross section, as well as the H → γγ
decay branching ratio are obtained for the presentation of the SM prediction and are
not used in the measurements. The H → γγ decay branching ratio has an uncertainty
of 1.6%, based on calculations from the HDECAY [166–168] and PROPHECY4F [169–
171] programs.

5.9 Results

Results are presented in terms of several descriptions of Higgs boson production: a
single overall production cross-section, separate cross-sections for the main Higgs boson
production modes (Section 5.9.1), and cross-sections in a set of merged STXS regions
defined in each production process (Section 5.9.2).

In each case, the measurement is performed by expressing the event yields in each
event category in terms of the measurement parameters, and fitting the model to the
data. Best-fit values are reported along with uncertainties corresponding to 68% CL
intervals obtained from a profile likelihood technique [194]. In some cases, uncertainties
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are presented as a decomposition into separate components: the statistical component
is obtained from a fit in which the nuisance parameters associated with systematic un-
certainties are fixed to their best-fit values; the systematic component, corresponding to
the combined effect of systematic uncertainties, is computed by subtracting in quadra-
ture the statistical component from the total uncertainty. Finer splits into uncertainty
components corresponding to groups of nuisance parameters are obtained by iteratively
fixing the parameters in each group and subtracting in quadrature the uncertainties
obtained in this configuration from those obtained when the parameters are profiled.

Expected results for the SM are obtained from a fit to an Asimov data set built
from the best-fit values of the model parameters in a fit to the observed data under the
SM hypothesis. Compatibility with the Standard Model is computed from the value
of the profile likelihood ratio of the model in data under the SM hypothesis; a p-value
quantifying compatibility with the SM is computed under the assumption that this
quantity follows a χ2 distribution with a number of degrees of freedom equal to the
number of parameters of interest [194].

5.9.1 Total and production mode cross-sections

The overall rate of Higgs boson production at
√
s = 13 TeV is probed by measuring

a single parameter of interest, the product of the Higgs boson production cross section
and the H → γγ branching ratio (σ ×Bγγ), which scales the expected yields in all the
categories. The total Higgs boson production cross section corresponds to the region
|yH | < 2.5, where yH is the Higgs boson rapidity.

The product (σ × Bγγ), treated as a single parameter of interest in the likelihood
function, is measured by simultaneously fitting the mγγ distributions of the 88 analysis
categories. Figure 5.18 shows the mγγ distribution from the inclusive diphoton sample.
The events in each category are weighted by ln(1 + S/B), where S and B are the
expected signal and background yields in this category within the smallest mγγ window
containing 90% of the signal events. This choice of event weight is designed to enhance
the contribution of events from categories with higher signal-to-background ratio in a
way that approximately matches the impact of these events in the categorized analysis
of the data.

The Higgs boson production cross section timesH → γγ branching ratio is measured
to be

(σ ×Bγγ)obs = 127± 10 fb = 127± 7 (stat.)± 7 (syst.) fb (5.7)

with an SM expectation of

(σ ×Bγγ)exp = 116± 5 fb. (5.8)

The mechanism of Higgs boson production is probed by considering separately the
ggF, VBF, WH, ZH and top-associated production processes. The measurement is
reported in terms of the (σ×Bγγ) value in each case, with the cross-sections defined in
|yH | < 2.5. As in the STXS region definition, the contribution from the bbH process is
included in the ggF component. The top-associated production includes both the ttH
and tH processes, and the sum of their cross sections are measured. Figure 5.19 shows
the weighted mγγ distributions for these production cross-section measurements. These
distributions are weighted using the same procedure as that of Figure 5.18, except that
the signal yield only includes the contribution from the targeted production process
and the background yield also includes contributions from other production processes.
The observed (expected) significance values for the VBF, WH, and ttH + tH processes
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Figure 5.18: The inclusive diphoton invariant mass distribution of events from all
analysis categories. The data events (dots) in each category are weighted by ln(1+S/B),
where S and B are the expected signal and background yields in this category within
the smallest mγγ window containing 90% of the signal events. The fitted signal plus
background PDFs from all categories are also weighted and summed, shown as the
solid line. The blue dotted line represents the weighted sum of the fitted background
functions from all categories.

are 7.5 (6.1) σ, 5.6 (2.8) σ, and 4.7 (5.0) σ, respectively. The expected significance for
the ZH process is 1.7 σ, and no excess over its background is observed in data. The
best-fit values of the production cross-sections and their uncertainties are summarized
in Figure 5.20 and Table 5.10. The correlations between these measurements are shown
in Figure 5.21. Compared to Ref. [65], correlations between measurements are reduced,
and in particular, the correlation between the ggF and VBF measurements is now 14%,
corresponding to a 30% reduction.

The largest systematic uncertainty of a theoretical nature in these measurements
arises from the modeling of the parton showering and underlying event, and its impact
on the measured cross sections ranges from around 11% for the VBF process to around
2% for the ggF and V H processes. For the gg → H and V H categories, the leading
experimental systematic uncertainty arises from the modeling of background mγγ dis-
tribution, and it is around 4% for these production processes. For the VBF and ttH
processes, the leading experimental uncertainty is related to the measurement of jets,
and it can be as large as 6%. Table 5.11 lists the uncertainties of the cross section
measurements according to their origins.

The compatibility between the measurement and the SM prediction corresponds to
a p-value of 3%, corresponding to a 1.9σ deviation from the SM. The difference is mainly
due to a larger than expected yield for the WH process, and a smaller than expected
yield for the ZH process. The correlation coefficient between these two measurements
is −41%, as shown in Figure 5.21.

If WH and ZH production are considered together as a single V H process, its cross-
section is measured to be σV H = 5.9 ± 1.4 fb = 5.9 ± 1.4 (stat.) ± 0.4 (syst.) fb,
compared to an expectation of σV H,exp = 4.53±0.12 fb in the SM. For this measurement,
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(a) ggF+ bbH
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(b) VBF
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(c) WH
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(d) ZH
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(e) ttH+ tH

Figure 5.19: Combined diphoton invariant mass distributions for categories targeting
the same production processes. The data (black dots) is weighted by ln(1+S/B) where
S and B are respectively the expected signal and background yields in the smallest
mγγ window containing 90% of the signal events. In this calculation, only Higgs boson
events from the targeted production processes are considered as signal events. Higgs
boson events from other processes as well as the continuum background events are
considered as background. The fitted signal plus background PDFs from the relevant
categories are also weighted and summed, and represented by a solid line. The blue
dotted line represents the weighted sum of the fitted continuum background PDFs,
while the dashed line combines the weighted contributions of continuum background
and other Higgs boson events.
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Table 5.10: Best-fit values and uncertainties for the production cross sections of the
Higgs boson times the H → γγ branching ratio. The total uncertainties are decomposed
into components for data statistics (Stat.), and systematic uncertainties (Syst.). SM
predictions are shown for the cross section of each production process. These are
obtained from the total cross-sections and associated uncertainties reported in Ref. [42],
multiplied by an acceptance factor for the region |yH | < 2.5 computed using the Higgs
boson simulation samples described in Section 5.2.2.

Process Value Uncertainty [fb] SM pred.

(|yH | < 2.5) [fb] Total Stat. Syst. [fb]

ggF + bb̄H 104 +11
−11

+8
−8

+7
−6 102± 5

VBF 10.7 +2.1
−1.9 ±1.4 +1.4

−1.3 8.0± 0.2

WH 6.4 +1.5
−1.4

+1.5
−1.3

+0.4
−0.3 2.7± 0.1

ZH -1.2 +1.1
−1.0

+1.1
−1.0 ±0.1 1.8 +0.1

−0.1

tt̄H+ tH 1.2 +0.4
−0.3 ±0.3 ±0.1 1.3± 0.1

Table 5.11: The contribution of groups of systematic uncertainties to the total error on
the observed cross section times branching ratio. This is shown as the uncertainty due
to each group of systematic uncertainties (∆σ), as a fraction of the total observed cross
section (σ). For each group of uncertainties, asymmetric errors are assigned. Here ∆σ
shows the impact of systematic variations on σ.

ggF+ bb̄H VBF WH ZH tt̄H+ tH
Uncertainty source ∆σ[%] ∆σ[%] ∆σ[%] ∆σ[%] ∆σ[%]

Underlying Event and Parton Shower (UEPS) ±2.3 ±10 < ±1 ±9.6 ±3.5
Modeling of Heavy Flavor Jets in non-tt̄H Processes < ±1 < ±1 < ±1 < ±1 ±1.3
Higher-Order QCD Terms (QCD) ±1.6 < ±1 < ±1 ±1.9 < ±1
Parton Distribution Function and αS Scale (PDF+αS) < ±1 ±1.1 < ±1 ±1.9 < ±1
Photon Energy Resolution (PER) ±2.9 ±2.4 ±2.0 ±1.3 ±4.9
Photon Energy Scale (PES) < ±1 < ±1 < ±1 ±3.4 ±2.2

Jet/Emiss
T ±1.6 ±5.5 ±1.2 ±4.0 ±3.0

Photon Efficiency ±2.5 ±2.3 ±2.4 ±1.4 ±2.4
Background Modeling ±4.1 ±4.7 ±2.8 ±18 ±2.4
Flavor Tagging < ±1 < ±1 < ±1 < ±1 < ±1
Leptons < ±1 < ±1 < ±1 < ±1 < ±1
Pileup ±1.8 ±2.7 ±2.1 ±3.8 ±1.1
Luminosity and Trigger ±2.1 ±2.1 ±2.3 ±1.1 ±2.3
Higgs Boson Mass < ±1 < ±1 < ±1 ±3.7 ±1.9

127



2− 1− 0 1 2 3 4 5 6
SM
Hσ/Hσ

0.5−

7

Total Stat. Syst. SM
 PreliminaryATLAS

-1 = 13 TeV, 139 fbs
 = 125.09 GeV

H
, mγγ→H

Total      Stat.     Syst.

ggF + bbH   )
0.06

0.07  ± 0.08 , ± 0.11  ( ±  1.02 

VBF   )
0.16
0.18  ± 0.18 , ±   ( 0.24

0.26  ±  1.34 

WH   )0.10
0.13  ±  , 0.49

0.53  ±   ( 0.50
0.55  ±  2.33 

ZH   )0.08
0.07  ±  , 0.56

0.61  ±   ( 0.57
0.61  ± -0.64 

ttH + tH   )0.07
0.09  ±  , 0.23

0.25  ±   ( 0.24
0.27  ±  0.92 

Figure 5.20: Cross sections times branching fraction for ggF+ bbH, VBF, V H and
ttH+ tH production, normalized to their SM predictions. The values are obtained
from a simultaneous fit to all categories. The black error bars, blue boxes and yellow
boxes show the total, systematic, and statistical uncertainties in the measurements,
respectively. The gray bands show the theory uncertainties in the predictions, including
uncertainties due to missing higher-order terms in the perturbative QCD calculations
and choices of parton distribution functions and value of αS.

the compatibility between the observation and the SM prediction corresponds to a p-
value of 50%.

An upper limit on the rate of the tH production can be obtained by treating
the normalization of other Higgs boson production processes as nuisance parameters.
Using the CLs method [208], this excludes a tH production rate of eight times its SM
prediction or greater at 95% CL.

5.9.2 Cross-sections in STXS regions

A measurement of the cross-sections defined in the STXS scheme is performed based
on the regions described in Section 5.1. In order to avoid large uncertainties and large
absolute correlations between the measurements, some of the regions are merged as
follows:

• In the gg → H process, the four bins in regions of 350 < mjj < 700 GeV
and mjj > 700 GeV, are merged into a single region corresponding to mγγ >
350 GeV. The pHT > 650 GeV bin is also merged with the 450 < pHT < 650 GeV
bin into a single region corresponding to pHT > 450 GeV.
• In the qq′ → Hqq′ process, the 0-jet and 1-jet regions are combined, as well

as the regions corresponding to mjj < 60 GeV and 120 < mjj < 350 GeV.

The splits at pHjjT = 25 GeV are removed as for the gg → H process, and a
single pHT > 200 GeV region is also defined by merging together the two regions
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Figure 5.21: Correlation matrix for the measurement of production cross sections of
the Higgs boson.

corresponding to 350 < mjj < 700 GeV and mjj > 700 GeV.
• In both the qq̄′ → WH and pp → ZH processes, only the two regions pVT <

150 GeV and pVT > 150 GeV are retained, removing the intermediate splits at
pVT = 75 GeV and pVT = 250 GeV.
• In the ttH process, a pHT > 200 GeV region is defined, combining the 200 <
pHT < 300 GeV and pHT > 300 GeV regions.
• the tHqb and tHW regions are merged into a single tH region.

This scheme is defined based on the SM expectation, independently of the observed
data. It is illustrated in Figure 5.22.

In each case the acceptance parameters for the combined regions are derived from
those of the regions that are merged, assuming SM values for their production rates
and including the SM uncertainties on these rates as systematic uncertainties.

Results are shown in Table 5.12 and Figure 5.23. The correlation matrix of the
measurements is shown in Figure 5.24. The relative uncertainties on the measurements
range from 20% to more than 100%. Smaller uncertainties are associated with the 0-jet
and 1-jet regions of gg → H, as well as the 200 < pHT < 300 GeV region of gg → H and
the mjj > 700 GeV region of qq′ → Hqq′. Larger uncertainties occur in particular in
regions of high pHT and pVT , as well as the low-mjj regions of qq′ → Hqq′. The systematic
component of uncertainties is everywhere smaller than the statistical component, but
reaches similar values for the 0-jet regions of gg → H. No significant deviations from
the SM expectation are observed and the compatibility between the measurements and
the SM predictions corresponds to a p-value of 60%.

5.10 Conclusion

Higgs boson production is measured in the diphoton channel using 139 fb−1 of data,
corresponding to the full dataset collected by ATLAS during Run 2 of the LHC. The
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Figure 5.22: Summary of the 27 regions for which STXS measurements are reported.
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Table 5.12: Best-fit values and uncertainties for the production cross-section times
H → γγ branching ratio (σi × Bγγ) in each STXS region. The values for the gg → H
process also include the contributions from bbH production. The total uncertainties
are decomposed into components for data statistics (Stat.) and systematic uncertain-
ties (Syst.). SM predictions [42] are also shown for each quantity with their total
uncertainties.

STXS region (σi ×Bγγ)
Value Uncertainty [fb] SM prediction

[fb] Total Stat. Syst. [fb]

gg → H

(0-jet, p
H
T ≤ p

H
T < 10GeV) 11.4

+4.7
−4.5

+3.9
−3.9

+2.7
−2.4 15.0± 2.0

gg → H

(0-jet, p
H
T ≤ p

H
T < 200GeV) 54.7

+9.4
−8.9

+7.0
−7.0

+6.1
−5.2 46.8

+3.5
−3.6

gg → H

(1-jet, p
H
T ≤ p

H
T < 60GeV) 13.4

+6.5
−6.3

+5.9
−5.9

+2.8
−2.4 14.7± 2.1

gg → H

(1-jet, p
H
T ≤ p

H
T < 120GeV) 12.1

+4.0
−3.8

+3.8
−3.8

+1.5
−0.6 10.2± 1.5

gg → H

(1-jet, p
H
T ≤ p

H
T < 200GeV) 1.2

+0.9
−0.9

+0.9
−0.9

+0.2
−0.2 1.7± 0.3

gg → H

(≥ 2-jets, mjj < 350GeV, 60 ≤ pHT < 60GeV) 1.2
+3.4
−3.2

+3.1
−3.0

+1.5
−1.0 2.6± 0.6

gg → H

(≥ 2-jets, mjj < 350GeV, 120 ≤ pHT < 120GeV) 1.1
+2.4
−2.4

+2.3
−2.3

+0.5
−0.5 4.1± 0.9

gg → H

(≥ 2-jets, mjj < 350GeV, 200 ≤ pHT < 200GeV) 1.3
+1.0
−1.0

+0.9
−0.9

+0.4
−0.3 2.1± 0.6

gg → H

(≥ 2-jets, mjj ≥ 350GeV, 200 ≤ pHT < 200GeV) 4.5
+2.0
−1.8

+1.8
−1.7

+0.9
−0.6 2.0± 0.25

gg → H

(200 ≤ pHT < 300GeV) 1.0
+0.4
−0.4

+0.4
−0.4

+0.1
−0.1 1.04± 0.3

gg → H

(300 ≤ pHT < 450GeV) 0.05
+0.14
−0.12

+0.13
−0.12

+0.03
−0.02 0.24± 0.08

gg → H

(p
H
T ≥ 450GeV) 0.07

+0.06
−0.05

+0.06
−0.05

+0.01
−0.00 0.04± 0.02

qq
′ → Hqq

′

(≤ 1-jet) 7.4
+5.9
−5.2

+5.5
−4.9

+2.1
−1.8 4.8

+0.1
−0.1

qq
′ → Hqq

′

(≥ 2-jets, 0 ≤ mjj < 60GeV) +
5.2 +3.0

−2.8
+2.8
−2.7

+1.2
−0.9 1.65± 0.05

qq
′ → Hqq

′

(≥ 2-jets, 120 ≤ mjj < 350GeV)

qq
′ → Hqq

′

(≥ 2-jets, 60 ≤ mjj < 120GeV) 0.9
+1.1
−1.0

+1.1
−1.0

+0.3
−0.3 1.20± 0.04

qq
′ → Hqq

′

(≥ 2-jets, 350 ≤ mjj < 700GeV, 200 ≤ pHT < 200GeV) 1.0
+0.9
−0.8

+0.8
−0.7

+0.5
−0.4 1.24± 0.04

qq
′ → Hqq

′

(≥ 2-jets, mjj ≥ 700GeV, 200 ≤ pHT < 200GeV) 1.8
+0.6
−0.5

+0.5
−0.4

+0.4
−0.3 1.67± 0.05

qq
′ → Hqq

′

(≥ 2-jets, mjj ≥ 350GeV, p
H
T < GeV) 0.5

+0.2
−0.2

+0.2
−0.1

+0.07
−0.06 0.36± 0.01

qq → H`ν

(p
V
T < 150GeV) 1.8

+0.5
−0.5

+0.5
−0.5

+0.2
−0.2 0.76± 0.02

qq → H`ν

(p
V
T ≥ 150GeV) 0.3

+0.1
−0.1

+0.1
−0.1

+0.02
−0.02 0.124± 0.005

qq → H``

(p
V
T < 150GeV) −0.5 +0.4

−0.4
+0.4
−0.4

+0.1
−0.1 0.45± 0.02

qq → H``

(p
V
T ≥ 150GeV) −0.01 +0.10

−0.09
+0.10
−0.08

+0.01
−0.02 0.092± 0.011

ttH

(p
H
T < 60GeV) 0.2

+0.2
−0.2

+0.2
−0.2

+0.06
−0.05 0.27± 0.04

ttH

(60 ≤ pHT < 120GeV) 0.3
+0.2
−0.2

+0.2
−0.2

+0.04
−0.03 0.40

+0.05
−0.04

ttH

(120 ≤ pHT < 200GeV) 0.3
+0.2
−0.2

+0.2
−0.2

+0.05
−0.04 0.29± 0.03

ttH

(p
H
T ≥ 200GeV) 0.2

+0.09
−0.08

+0.09
−0.08

+0.02
−0.02 0.18± 0.02

tH 0.2
+0.6
−0.5

+0.6
−0.4

+0.2
−0.2 0.19

+0.01
−0.02
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T
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 < 120H
T

 < 350, 60 < pJJ2J 0 < m≥H →gg )-0.12
+0.13 ,  -0.58

+0.57  0.59  (± 0.28  

 < 200H
T

 < 350, 120 < pJJ2J 0 < m≥H →gg )-0.14
+0.17  0.45,  ±  (-0.47

+0.48  0.60  
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+0.12 ,  -0.45
+0.52   (-0.46
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tH )-0.98
+0.97 ,  -2.21

+3.13   (-2.41
+3.28  0.85  

Figure 5.23: Best-fit values and uncertainties for the cross sections in each measurement
region, normalized to the SM predictions for the various parameters. The values for the
gg → H process also include the contributions from bbH production. The black error
bars, blue boxes and yellow boxes show the total, systematic, and statistical uncertain-
ties in the measurements, respectively. The gray bands show the theory uncertainties
in the predictions, including uncertainties due to missing higher-order terms in the
perturbative QCD calculations and choices of parton distribution functions and value
of αS.
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Figure 5.24: Correlation matrix for the STXS measurement.
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total production cross-section in |yH | < 2.5 is measured to be

(σ ×Bγγ)obs = 127± 10 fb, (5.9)

in good agreement with the SM expectation of 115 ± 5 fb. Cross-sections for the
ggF+ bbH, VBF, WH, ZH and ttH+ tH production are also reported, with relative
uncertainties ranging from 11% to 58%. Given the large observed correlation between
the measurements of WH and ZH cross-sections, a total cross-section for the WH and
ZH production processes together is also reported. An upper limit of eight times the
SM prediction is set for the associated production of the Higgs boson with a single
top quark process. This represents the most stringent experimental constraint on tH
production, superseding the result from Ref. [190]. Cross-sections are also presented
in 27 regions of Higgs boson production phase space defined in the STXS framework,
including additional measurements at high values of pHT and mjj compared to previous
analyses.
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Chapter 6

Constraint of the Higgs decay
width in the diphoton decay
channel

The analysis presented in this chapter is currently under development within AT-
LAS, with its unblinding approval still to be scheduled. My contributions to this anal-
ysis range from the production and validation of Monte Carlo samples to the extraction
of the final results, and include the parametrization of the signal and interference shape,
the optimization of the categorization, the study of the background modeling, the eval-
uation of the experimental and theoretical systematics, and the implementation of the
statistical model.

135



6.1 Introduction

This chapter presents an analysis aiming at constraining the Higgs decay width
using only diphoton events. The main idea is to exploit the interference between the
resonant signal gg → H → γγ and the continuum diphoton background gg → γγ in
the channel. As studied in Refs. [57, 58], the presence of such interference term, not
taken into account in other H → γγ analyses (e.g. the STXS/couplings of Chapter
5), produces both a shift in the invariant mass of the diphoton system (of the order of
100 MeV) and a reduction of the observed cross section (order of 2% the SM value),
as already discussed in Section 1.6.1. These two effects are known to be dependent
on the Higgs width ΓH , therefore sensitive to any possible deviation of its value from
the SM prediction ΓSM due to new physics. If the Higgs width differs from the SM
prediction, the couplings to gluons and photons should then change accordingly, in
order to maintain roughly SM signal yields, as is in reasonable agreement with current
measurements at the LHC.
The analysis uses the full Run 2 dataset of proton-proton collisions at

√
s = 13 TeV col-

lected by the ATLAS experiment, amounting to about 139 fb−1 of integrated luminosity.

In this analysis, the interference term is separately described from the signal and
background terms, using an analytic function of mγγ , so that its impact on the shape
and normalization of the total PDF can be taken into account at the same time. The
sensitivity to the interference effects is obtained by exploiting the strong dependence
of the Higgs mass peak shift on a lower cut on the Higgs transverse momentum pHT
illustrated by Figure 1.10, as presented in Ref. [58]: multiple exclusive pT regions are
defined using rectangular cuts on the pγγT value of the selected events, thus creating
at least one low-pT category targeting a region of the phase-space highly affected by
the interference and other high-pT categories where the mass shift is expected to be
negligible, representing reference regions. Using the expanded PDF, mγγ distributions
of the events in reconstruction categories are simultaneously fitted in order to place an
upper limit on the parameter λ, defined as λ = ΓH

ΓSM
. The analysis share an approach

common to other H → γγ measurements: the event selection and the modeling of sig-
nal and background terms are very similar to the ones described in Chapter 5; on the
other hand, the MC samples and the modeling of the interference term are exclusive of
this analysis and will be described in detail in the following sections.

6.2 MC inputs

The signal and background samples used in this chapter are exactly those described
in Section 5.2.2. Since in this analysis we are not interested in measuring the different
production modes, the contributions from all the Higgs processes are merged together
(according to their cross sections) to form an inclusive Higgs signal sample.

The gg-interference process is modeled using Sherpa v2.2.11 [172], with the set-
tings HIGGS INTERFERENCE MODE=3, HIGGS INTERFERENCE ONLY=1. The order of cal-
culation of the matrix elements is NLO in QCD and the parton shower is based on
the Catani-Seymour dipole factorization [177]. The samples are generated using the
NNPDF30 nnlo as 0118 hessian PDF set [125]. For the purpose of interference mod-
eling studies, several samples with different values of the Higgs decay width have been
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produced: λ = 1, 5, 10, 50, 100.

All events are generated with a mH (Higgs boson mass) of 125 GeV. The gen-
erated events are passed through a simulation of the ATLAS detector [135] using
the Geant4 toolkit [136].

6.2.1 Detector simulation and resolution

To model the interference process, Sherpa generates weighted events with weights
that may be negative and whose absolute value is in general very close to 0. If we
denote w the weights, the statistical error on the interference cross section is

δσI
σI

=

∑
w2

|∑w| (6.1)

which is finite but requires a lot of events to become small.
A possible compromise to speed up the processing of this high number of events is to
use an approximate description of the detector during the simulation stage. In order
to estimate the impact on the resolution of such less accurate simulation, two test
signal Sherpa samples with partial MC statistics have been produced using two dif-
ferent detector configurations: the full Geant4 simulation (FullG4) and an alternative
configuration where FastCaloSim is used for the calorimeters while Geant4 is used
for the rest (G4FastCalo). The resolution of the variable X can be assessed from the
distribution of

XReco −XTruth

XTruth
(6.2)

where X can be either mγγ , pTγ1 or pTγ2. Event distributions of these three variables
for the two test samples are shown in Figure 6.1 and they are fitted with a gaussian
function. The fitted σ is reported in all cases and its value is compared between the two
detector configurations: G4FastCalo has always a larger σ than FullG4, in particular
the relative difference of mass resolution is about 20%. Table 6.1 makes a comparison
of the time required to produce the test samples in the two configurations. Despite
the large computational cost, it was chosen to simulate the complete detector response
for each event nonetheless, because using a less accurate description would result in a
significant loss of signal resolution.

Total Per event average

FullG4 16.8h 48s

G4FastCalo 0.5h 1.8s

Table 6.1: Summary of the wall-time required by the simulation of FullG4 and
G4FastCalo. Numbers are based on a 10k events sample.

137



0.1- 0.08- 0.06- 0.04- 0.02- 0 0.02 0.04 0.06 0.08 0.1

)
gg

Truth
)/(mgg

Truth-m
gg

Reco
(m

0

0.01

0.02

0.03

0.04

0.05

0.06

F
ra

c
tio

n
 o

f 
e
ve

n
ts

: 0.015)sFullG4 (

: 0.017)sG4FastCalo (

0.1- 0.08- 0.06- 0.04- 0.02- 0 0.02 0.04 0.06 0.08 0.1

)
1g

Truth)/(pT
1g

Truth-pT
1g

Reco(pT

0

0.01

0.02

0.03

0.04

0.05

F
ra

c
tio

n
 o

f 
e
ve

n
ts

: 0.017)sFullG4 (

: 0.020)sG4FastCalo (

0.1- 0.08- 0.06- 0.04- 0.02- 0 0.02 0.04 0.06 0.08 0.1

)
2g

Truth)/(pT
2g

Truth-pT
2g

Reco(pT

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

F
ra

c
tio

n
 o

f 
e
ve

n
ts

: 0.021)sFullG4 (

: 0.021)sG4FastCalo (

Figure 6.1: Comparison in terms of resolution between the FullG4 (black) and
G4FastCalo (red) detector simulations.

6.3 Modeling of the diphoton events

The mγγ distribution of the selected events can be described by the sum of the signal
(S), background (B) and interference (I) components. The S and B components are
very similar to the models defined in Chapter 5 for the STXS/couplings analysis. The
I component contributes to the total PDF and it’s the key to constrain ΓH in this
approach.

f ≡ µNSfS(mγγ ;mH ,θshape) +NI

√
µλKSfI(mγγ ;λ,mH ,θshape) +NBfB(mγγ ;θBS)

(6.3)
where

• λ = ΓH
ΓSM

is the ratio of the observed Higgs width to the SM expectation. It is
the parameter of interest (POI) of the model and its (upper) error from the fit
will be used to set a(n upper) limit on ΓH ;
• µ is the signal strength. It can be either set to 1 (i.e. perfect agreement with the

SM) or, to be more model-independent, can be let free-to-float in the model, thus
providing an additional nuisance parameter (NP). Fit results will be provided
in both configurations;
• mH is the Higgs mass. It can be either set to 125.09 GeV (i.e. best mass

measurement so far) or, to be more assumption-free, can be let free-to-float in
the model, thus providing an additional NP. Fit results will be provided in both
configurations;
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• fS is the signal PDF. The parametrization of the shape is obtained by a fit to
the signal MC, as described in Section 6.5. This shape is fixed in the fit to the
data, except when mH is free-to-float which can shift the position of the signal
peak. NPs associated to the shape systematic uncertainties (θshape) can affect
the position and the width of the signal peak;
• fI is the interference PDF. The parametrization of the shape is obtained by a

fit to the interference MC, as described in Section 6.6; In the fit to the data the
change of shape is controlled by λ. mH , when it is free-to-float in the fit, can
shift the position of the whole lineshape, consistently with fS . NPs associated
to the shape systematic uncertainties (θshape) can affect the position and the
width of the lineshape, consistently with fS ;
• fB is the background PDF. The choice of the analytic function describing the

shape is obtained by the spurious signal test, as described in Section 6.7. Both
the background shape parameters θBS and the background normalization NB

(one parameter per category) are NPs in the fit to the data;
• KS = 1.45 rescales the interference cross section taking into account missing

higher order terms in the NLO computation [42].

6.4 Event categorization

The events passing the diphoton selection are first required to have 0 reconstructed
leptons and MET < 75 GeV. This lepton-MET veto is needed to ensure that in all
the analysis regions the dominant signal is always gg → H → γγ. Then, the events
are further divided in orthogonal categories in order to maximize the sensitivity to the
interference effects and to minimize the contribution of the continuum background at
the same time. The first goal is addressed by exploiting the strong dependence of the
Higgs mass shift on a lower cut on the Higgs transverse momentum pHT illustrated by
Figure 1.10, as presented in Ref. [58]: multiple exclusive pT regions are defined using
rectangular cuts on the pγγT value of the selected events, thus creating at least one low-
pT category targeting a region of the phase-space highly affected by the interference and
other high-pT categories where the mass shift is expected to be negligible, representing
reference regions. The pγγT distributions of the signal and gg-interference samples are
shown in Figure 6.2. To increase the signal-to-background ratio, events are further split
into a central or forward region according to the pseudorapidity |η| of the two photons:
if both photons have |η| < 0.95, the event is classified as central ; otherwise if at least
one photon has |η| ≥ 0.95, the event is forward. The η distributions of the signal and
gg-interference samples are shown in Figure 6.3 for both the leading and the subleading
photon.

6.4.1 Optimization

Combining the two criteria above results in a two-step selection for the categoriza-
tion of the events, which is schematically shown in Figure 6.4. The number and the
position of the pγγT cuts have been optimized by evaluating the impact of each cate-
gorization on the final result with an approximate method: a simplified version of the
model described in Section 6.3 with no systematic uncertainties and preliminary signal,
background and interference models has been used to fit an Asimov dataset generated
at λ = 1 and the +1σ uncertainty on the λ POI is reported in Table 6.2 for a set of pos-
sible categorizations. The categorization named CenFwd PTH 10 60 was found to be the
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optimal compromise in terms of minimal number of total categories and maximal preci-
sion of the fit and is therefore chosen as the baseline categorization of the analysis. It is
defined by two pγγT cuts at 10 GeV and 60 GeV with the central/forward cut discussed
above applied in sequence in each region, resulting in a total of 6 reconstruction event
categories. mγγ distributions in these categories are shown in Figure 6.5 for the signal
and gg-interference samples. The properties of these categories are shown in Table 6.3,
where the number of signal (NS), background (NB) and interference (NI) events con-
tained within the mγγ window [120, 130] GeV is reported. NS and NI are computed
directly from the respective MC, while NB is estimated from a fit to the data side-

bands 1. Values of the purity 2 P (X) = NX
Ntot

, resolution R(X) = stdDev
[mReco

γγ −mTruth
γγ

mTruth
γγ

]
and efficiency ε(X) =

NReco,selected
X

NTruth,all
X

of the process X are also reported. As a matter of

fact, the absolute value of the number of expected interference events |NI | is higher in
the categories targeting events with pγγT < 60 GeV and lower in the categories targeting
events with high pγγT . Moreover, the signal purity P (S) is higher and the signal reso-
lution R(S) is lower 3 in the categories targeting events having central photons than in
the forward ones.
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Figure 6.2: Distribution of pγγT for the signal (black) and gg-interference (red) after the
diphoton selection.

1. Data sidebands are defined as 105 < mγγ < 120 GeV or 130 < mγγ < 160 GeV.
2. Reported purity values refer to the mγγ window [120, 130] GeV.
3. According to its definition, the lower the value of R(X) is, the better the X resolution is.
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Figure 6.3: Distributions of ηγ1 and ηγ2 for the signal (black) and gg-interference (red)
after the diphoton selection.
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Figure 6.5: Distributions of mγγ for the signal (black) and gg-interference (red) in each
of the analysis categories. The gg-interference component is re-scaled by a factor 10
for visualization purposes.
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Categorization Nr. categories Upper error on λ

PTH 10 20 30 8 +15.3

CenFwd PTH 10 60 6 +12.5

CenFwd PTH 10 60 120 8 +12.5

CenFwd PTH 20 40 80 8 +12.7

CenFwd PTH 10 60 120 200 10 +12.4

Table 6.2: Estimation of the impact on the fit results for each categorization strategy.

Category NS NB |NI | P (S) P (I) R(S) R(I) ε(S) ε(I)
PTH LT10 CEN 315.0 10524.3 4.0 0.03 3.72e-03 0.01 0.02 0.06 0.04
PTH LT10 FWD 526.3 27989.1 3.9 0.02 1.39e-03 0.02 0.02 0.10 0.03
PTH 10 60 CEN 1354.2 40862.1 14.2 0.03 3.36e-03 0.01 0.02 0.39 0.15
PTH 10 60 FWD 2264.3 115192.0 24.0 0.02 2.03e-03 0.02 0.02 0.68 0.21
PTH GT60 CEN 576.3 10521.5 0.1 0.05 7.50e-06 0.01 0.02 0.59 2.62e-03
PTH GT60 FWD 883.0 27009.9 0.7 0.03 2.40e-05 0.02 0.02 0.87 0.02

Table 6.3: For each analysis category, the number of signal (NS), background (NB) and
interference (NI) events contained within the mγγ window [120, 130] GeV is reported.
Values of the purity P (X), resolution R(X) and efficiency ε(X) of the process X are
also reported.

6.5 Signal model

The modeling of the signal component mostly follows the procedure already de-
scribed in Section 5.6. The function used to fit the mγγ distribution of the signal MC is
the Double Sided Crystall Ball (DSCB), whose analytic expression is (5.6). Simulated
signal mγγ distributions and their corresponding DSCB functions are shown for the 6
categories of the analysis in Figure 6.6.

6.6 Interference model

Because of negative MC weights, the simulated mγγ spectrum of the interference
goes below 0, as shown in Figure 6.7a. Any analytic function describing this distri-
bution will eventually take negative values when evaluated in the interval mγγ > 125
GeV, something that is not compatible with the actual definition of a PDF. A possible
workaround to overcome this problem is to add a constant value ped to all bins of the
histogram, resulting in a global translation that will move it upward without distorting
its shape, as shown in Figure 6.7b. When ped is greater or equal to the minimum value
of the histogram, every point of the translated distribution will be ≥ 0 and a proper
PDF can be fitted to it 4. In order to preserve the correct number of events, the same
value ped is subtracted at a later stage to each bin of the total PDF, by means of the
artificial Pedestal component.

4. Note that the fit must be binned.
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Figure 6.6: Fitted DSCB shapes for all the reconstructed categories of the analysis.
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Figure 6.7: Left: mγγ distribution of the interference MC; Right: same distribution
after the application of the pedestal term.

6.6.1 Fit function

The analytic function chosen to describe the interference lineshape is the sum of
two DSCBs with opposite signs:

fI = ped+NLf
L
DSCB −NRf

R
DSCB (6.4)

Its number of degrees of freedom is 6 × 2 − 2 + 2 = 12, because a single DSCB has 6
free parameters (m0, σ, αLo, nLo, αHi, nHi) and there are 2 of them (L for Left and R
for Right), but for consistency the high mass tail of the Left DSCB must be equal to
the low mass tail of the Right DSCB, so 2 conditions can be imposed (αLHi = αRLo and
nLHi = nRLo). Additionally, 2 independent amplitudes (NL and NR) are free parameters,
while the ped value is constant. For each category, these parameters are fitted to the
mγγ distribution of the interference MC with λ = 1. Fits of the lineshape per category
are shown in Figure 6.8.

6.6.2 λ parametrization

Apart from the
√
λ scale factor in the normalization of the interference PDF, the

λ POI should enter the analytic expression of the lineshape as well, to represent the
fact that it depends on the Higgs width. Under the hypothesis that an increase in λ
generates a shift towards the low (high) mass values of the left (right) DSCB’s peak
position and a lowering of each of the DSCB’s peak height, the parameters m0L(R) and
NL(R) are reparametrized:

m0L(R) = m0
L(R)
λ=1 + p

L(R)
0 + p

L(R)
1 (λ− 1) +mH − 125GeV (6.5)

NL(R) = N
L(R)
λ=1 + p

L(R)
0 + p

L(R)
1 (λ− 1) (6.6)

where m0
L(R)
λ=1 and N

L(R)
λ=1 are the parameters fitted on the λ = 1 sample (as explained

in Section 6.6.1), p
L(R)
0 and p

L(R)
1 are free parameters and the term mH − 125 takes

into account the difference between the value of the Higgs boson mass used in the
analysis (mH = 125.09 GeV) and the one for which the samples were generated (mH =

125 GeV). The values of the free parameters p
L(R)
0 and p

L(R)
1 are extracted from a

simultaneous fit to the mγγ distribution of the interference at 5 width points: λ =
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Figure 6.8: Fitted interference shapes for all the reconstructed categories of the analysis.
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1, 5, 10, 50, 100. The 5 distributions are obtained from MC samples generated at a
given λ value. Plots of the simultaneous fit to the 5 templates are shown from Figure
6.9 to 6.14. Figure 6.15 shows how the interference lineshape changes with λ. The
dependency of each parameter of the interference PDF on λ is shown from Figure 6.16
to 6.21. For comparison, the values of the parameters from single independent fits are
also shown on the same plots. The two approaches (simultaneous fit and independent
fits) don’t necessarily have to agree: the independent fits give results which are not
consistent among the different λ points and it’s not possible to derive a meaningful
λ parametrization from them; on the other hand, the simultaneous fit automatically
adapts the parametrization to all the 5 MC distributions at the same time, as best as
possible.
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Figure 6.9: Simultaneous fits to the 5 interference MC samples for category 1.
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Figure 6.10: Simultaneous fits to the 5 interference MC samples for category 2.
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Figure 6.11: Simultaneous fits to the 5 interference MC samples for category 3.
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Figure 6.12: Simultaneous fits to the 5 interference MC samples for category 4.
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Figure 6.13: Simultaneous fits to the 5 interference MC samples for category 5.

110 120 130 140 150 160

 (GeV)γγm

3−
2−
1−
0
1
2

3

M
C

-F
it/

E
rr

or

0

0.01

0.02

0.03

0.04

0.05

E
ve

nt
s 

/ (
 1

 G
eV

 )

 0.041±par0_NL: 0.00506 

 0.0283±par0_NR: -0.00519 

 1.02±par0_m0L: 0.784 

 1.03±par0_m0R: 1 

 0±par1_NL: -0 

 0±par1_NR: -0 

 0.0391±par1_m0L: -0.0205 

 0.0267±par1_m0R: 0.00399 

   
SMΓ=1 ΓInterference, 

VetoLepMet_PTH_GT60_FWD

/ndf =-1.002χ

status =0

110 120 130 140 150 160

 (GeV)γγm

4−
2−
0
2
4
6
8

10

M
C

-F
it/

E
rr

or

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

E
ve

nt
s 

/ (
 1

 G
eV

 )

 0.041±par0_NL: 0.00506 

 0.0283±par0_NR: -0.00519 

 1.02±par0_m0L: 0.784 

 1.03±par0_m0R: 1 

 0±par1_NL: -0 

 0±par1_NR: -0 

 0.0391±par1_m0L: -0.0205 

 0.0267±par1_m0R: 0.00399 

   
SMΓ=5 ΓInterference, 

VetoLepMet_PTH_GT60_FWD

/ndf =-1.002χ

status =0

110 120 130 140 150 160

 (GeV)γγm

3−
2−
1−
0
1
2
3
4

M
C

-F
it/

E
rr

or

0

0.01

0.02

0.03

0.04

0.05

E
ve

nt
s 

/ (
 1

 G
eV

 )

 0.041±par0_NL: 0.00506 

 0.0283±par0_NR: -0.00519 

 1.02±par0_m0L: 0.784 

 1.03±par0_m0R: 1 

 0±par1_NL: -0 

 0±par1_NR: -0 

 0.0391±par1_m0L: -0.0205 

 0.0267±par1_m0R: 0.00399 

   
SMΓ=10 ΓInterference, 

VetoLepMet_PTH_GT60_FWD

/ndf =-1.002χ

status =0

110 120 130 140 150 160

 (GeV)γγm

6−
4−
2−
0
2
4

6

M
C

-F
it/

E
rr

or

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

E
ve

nt
s 

/ (
 1

 G
eV

 )

 0.041±par0_NL: 0.00506 

 0.0283±par0_NR: -0.00519 

 1.02±par0_m0L: 0.784 

 1.03±par0_m0R: 1 

 0±par1_NL: -0 

 0±par1_NR: -0 

 0.0391±par1_m0L: -0.0205 

 0.0267±par1_m0R: 0.00399 

   
SMΓ=50 ΓInterference, 

VetoLepMet_PTH_GT60_FWD

/ndf =-1.002χ

status =0

110 120 130 140 150 160

 (GeV)γγm

2−
1−
0
1
2
3
4

M
C

-F
it/

E
rr

or

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

E
ve

nt
s 

/ (
 1

 G
eV

 )

 0.041±par0_NL: 0.00506 

 0.0283±par0_NR: -0.00519 

 1.02±par0_m0L: 0.784 

 1.03±par0_m0R: 1 

 0±par1_NL: -0 

 0±par1_NR: -0 

 0.0391±par1_m0L: -0.0205 

 0.0267±par1_m0R: 0.00399 

   
SMΓ=100 ΓInterference, 

VetoLepMet_PTH_GT60_FWD

/ndf =-1.002χ

status =0

Figure 6.14: Simultaneous fits to the 5 interference MC samples for category 6.
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Figure 6.15: Interference lineshape evaluated at different λ points for all the recon-
structed categories of the analysis.
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Figure 6.16: Comparison between the parametrization from the simultaneous fit (dotted
red line) and the values from the independent fits (black points) for the 12 parameters
of the interference function for category 1.
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Figure 6.17: Comparison between the parametrization from the simultaneous fit (dotted
red line) and the values from the independent fits (black points) for the 12 parameters
of the interference function for category 2.
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Figure 6.18: Comparison between the parametrization from the simultaneous fit (dotted
red line) and the values from the independent fits (black points) for the 12 parameters
of the interference function for category 3.
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Figure 6.19: Comparison between the parametrization from the simultaneous fit (dotted
red line) and the values from the independent fits (black points) for the 12 parameters
of the interference function for category 4.
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Figure 6.20: Comparison between the parametrization from the simultaneous fit (dotted
red line) and the values from the independent fits (black points) for the 12 parameters
of the interference function for category 5.

0 20 40 60 80 100

λ

122

124

126

128

130

m
0R VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

118

119

120

121

122

123

124

125

126m
0L VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

0.5−

0

0.5

1

1.5

2

2.5

3

si
gm

aR VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

0.5

1

1.5

2

2.5

3

3.5

si
gm

aL VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

8−

6−

4−

2−

0

2

4

6

8

al
ph

aL
oL VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

4−

2−

0

2

4

6

8

10

al
ph

aL
oR VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

153



0 20 40 60 80 100

λ

10−

5−

0

5

10

al
ph

aH
iR VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

60−

40−

20−

0

20

40

60

80

nL
oL VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

60−

40−

20−

0

20

40

60

nL
oR VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

20

40

60

80

100

120nH
iR VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

N
R VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

0 20 40 60 80 100

λ

0.005

0.01

0.015

0.02

0.025

N
L

VetoLepMet_PTH_GT60_FWD

Parametr. from simult. fit

Values from indep. fits

Figure 6.21: Comparison between the parametrization from the simultaneous fit (dotted
red line) and the values from the independent fits (black points) for the 12 parameters
of the interference function for category 6.

6.6.3 Injection test

The fits to the mγγ distributions of the interference MC are not perfect. In some
categories, the χ2/ndf is larger than 1 and this is caused mainly by a mismodeling
of the interference lineshape at low or high mγγ values. In order to estimate the
impact of this mismodeling on the final result, an injection test has been performed.
The extraction of the expected results (shown later in Section 6.11.1) has been repeated
using an alternative configuration: the interference component of the generated Asimov
dataset, which is the PDF fitted in Figure 6.8 evaluated at each point, is replaced with
the MC distribution of the interference (injected MC), which is exactly the histogram
fitted in Figure 6.8. The original Asimov term and the injected MC are compared in
Figure 6.22. The results of a total-PDF fit to the Asimov dataset per category are
shown in Figure 6.23 for both the nominal case and the injection test. The size of
the mismodeling depends on the category and it is about 10% for most of them. The
red points (injection test) don’t show a clear bias with respect to the reference value
λ = 1, they rather fluctuate around the horizontal dotted line in agreement with the
hypothesis that the difference observed between the simulated interference distribution
and its analytic model are compatible within the statistical uncertainty of the MC.

Dependency of the mismodeling on λ

In the previous subsection the mismodeling of the interference lineshape was studied
per category for the case λ = 1. However, its evolution with λ must be investigated as
well. The injection test is repeated for 5 width points (λ = 1, 5, 10, 50, 100), each time
performing a simultaneous fit across all the categories of the analysis 5. The results are
given in Figure 6.24. The uncertainty on the bias is estimated with a bootstrap of 101
trials and the distributions of the fitted value of λ for each point are shown in Figure
6.25. The difference between the fitted value and the generated value of λ is compatible
with 0 within the error bars for most of the points, except for λ = 5 where it is about
30%. However, since no clear systematic trend is observed, the bias is considered not
significant and thus not propagated to the results of the analysis.

5. Since here we are not interested anymore in measuring a bias per category, it’s more useful to
have one single number from the fit to compare among different λ points.

154



Removing one point All points

λ = 50
Asimov: 49.8

Bias: 21%
Asimov: 50.4

Bias: -5%
Injection: 39.5 Injection: 52.7

λ = 10
Asimov: 9.96

Bias: 16%
Asimov: 9.62

Bias: -3%
Injection: 8.36 Injection: 10.3

λ = 5
Asimov: 4.91

Bias: -33%
Asimov: 4.47

Bias: -35%
Injection: 6.64 Injection: 6.73

Table 6.4: Results of the injection test for the alternative parametrizations “Removing
one point” and the nominal one with “All points”. Results from the fit to the Asimov
are provided for reference as well.

Interpolation with less points

The nominal parametrization, as described in section 6.6.2, is built interpolating
among 5 width points, λ = 1, 5, 10, 50, 100. In the previous section, the mismodeling
bias was evaluated exactly for the same width points, λ = 1, 5, 10, 50, 100, which cor-
respond to the available MC samples of the interference. Ideally, if an additional MC
sample with λ 6= 1, 5, 10, 50, 100 was accessible, it could be used to make an injection
test on a width point “unknown” to the parametrization. Alternatively, one can build
a parametrization using one less point and perform the injection test on the “missing”
point that was not used in the interpolation. This simple test allows to check how
much the nominal parametrization relies on a given width point and it is performed
for λ = 5, 10, 50. Results of the test are given in Table 6.4: removing one point from
the interpolation increases the mismodeling for that point, from 5% to 20% for λ = 50
and from 3% to 16% for λ = 10; instead for λ = 5, where the mismodeling with the
nominal parametrization was already at the level of 30%, it is not increased.

Impact of neglecting the qg component of the interference

As explained in section 6.6.2, the interference lineshape is parametrized on the MC
samples of the gg-interference only. The subdominant qg contribution, which consists
in the interference between the signal and background processes initiated by a quark-
gluon pair, is therefore neglected in the nominal parametrization. The impact of this
approximation is estimated with an injection test for λ = 1 where the injected MC
contains also the qg component. Results are given in Table 6.5: as a reference, the first
column corresponds to the standard injection test for which the injected MC contains
the gg-interference only; results in the second column are obtained injecting a MC
which is a mixture (according to their cross sections) of the two interferences; for the
third column, the two components are combined as well, with the qg cross section
scaled by a factor 2, in order to cover for uncertainties in a rough but very conservative
way. A bias towards smaller width values is observed on the fitted value of λ, along
with a decrease of its uncertainty which results in a more optimistic limit. This is not
surprising because the qg-interference contributes with opposite sign (with respect to
gg-interference) to the total cross section, as shown in Figure 6.26.

155



110 120 130 140 150 160

 (GeV)γγm

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

D
iff

er
en

ce

1.5−

1−

0.5−

0

0.5

1

1.5

E
ve

nt
s 

/ (
 1

 G
eV

 )

Asimov(I)

MC(I)

   
SMΓ=1 ΓInterference, 

VetoLepMet_PTH_LT10_CEN

110 120 130 140 150 160

 (GeV)γγm

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

D
iff

er
en

ce

2.5−

2−

1.5−

1−

0.5−

0

0.5

1

1.5

2

E
ve

nt
s 

/ (
 1

 G
eV

 )

Asimov(I)

MC(I)

   
SMΓ=1 ΓInterference, 

VetoLepMet_PTH_LT10_FWD

110 120 130 140 150 160

 (GeV)γγm

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

D
iff

er
en

ce

8−

6−

4−

2−

0

2

4

6

E
ve

nt
s 

/ (
 1

 G
eV

 )

Asimov(I)

MC(I)

   
SMΓ=1 ΓInterference, 

VetoLepMet_PTH_10_60_CEN

110 120 130 140 150 160

 (GeV)γγm

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

D
iff

er
en

ce

10−

8−

6−

4−

2−

0

2

4

6

8
E

ve
nt

s 
/ (

 1
 G

eV
 )

Asimov(I)

MC(I)

   
SMΓ=1 ΓInterference, 

VetoLepMet_PTH_10_60_FWD

110 120 130 140 150 160

 (GeV)γγm

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

D
iff

er
en

ce

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

E
ve

nt
s 

/ (
 1

 G
eV

 )

Asimov(I)

MC(I)

   
SMΓ=1 ΓInterference, 

VetoLepMet_PTH_GT60_CEN

110 120 130 140 150 160

 (GeV)γγm

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

D
iff

er
en

ce

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

E
ve

nt
s 

/ (
 1

 G
eV

 )

Asimov(I)

MC(I)

   
SMΓ=1 ΓInterference, 

VetoLepMet_PTH_GT60_FWD

Figure 6.22: Comparison between the Asimov term generated by the interference PDF
and the injected MC distribution for all the reconstructed categories of the analysis.

156



Int-gg only Int-gg+Int-qg Int-gg+2*Int-qg

Fitted λ 1.05 0.64 0.33

Limit on λ (stat-only) 40 38 36

Limit on λ (total unc.) 80 77 74

Table 6.5: Results of the injection test for which the injected MC contains the gg-
interference only, the combination of gg and qg-interference and the combination with
a factor 2 in front of the qg-interference.
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Figure 6.23: Results of the injection test and comparison with the nominal Asimov fit
results per category.
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Figure 6.24: (x-axis title: Generated λ) Results of the injection test and comparison
with the nominal Asimov fit results for each of the 5 width points. The bottom panel
shows the difference with respect to the gray dashed line. Uncertainty on the red points
is evaluated with a bootstrap.
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Figure 6.25: Distribution of the λ values fitted for each of the 5 width points using a
bootstrap with 101 trials. The dotted red line represents the reference value.
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Figure 6.26: Distribution of mγγ for the gg-interference (black), qg-interference (red)
and their combination (green). Diphoton selection is applied.

6.7 Background model

The modeling of the background component mostly follows the procedure already
described in Section 5.7. Background mγγ templates for all categories are constructed
from a combination of the γγ , γj and jj processes. Purities of each of the three
processes per category are shown in Figure 6.27. Figure 6.28 shows the plots of the
background templates and these are compared with the data in the control regions
105 < mγγ < 120 GeV or 130 < mγγ < 160 GeV (sidebands). The total background
template is normalized to the entries of the data in the mass sidebands, excluding the
blinded region. As a measure of compatibility between the template and the data, the
χ2 probability between the two distributions is reported. The ratio of the data to the
template is also shown in the bottom panel and is fitted with a first order polynomial to
demonstrate that the slope is compatible with zero. The background-only templates are
fitted using a candidate function for the background B(mγγ) plus the signal PDF, which
is the nominal DSCB 6. The amount of spurious signal Ssp fitted from the template is
a measure of the bias associated to the choice of B(mγγ). The fit is repeated with
different functions B(mγγ) from a pool of candidates and every time the value of Ssp
is reported. The analytic function describing the background shape in each category
is chosen according to some requirements on the associated bias Ssp and on the χ2

of the fit. Additional details on the spurious signal test can be found in Section 5.7.
Results of the spurious signal test are reported from Table 6.7 to 6.12 for all categories.
An overview of the tests is given in Table 6.6: ExpPoly2, which corresponds to the
expression exp(a1mγγ +a2m2

γγ), was selected in all categories because it always fulfilled
at least one of the relaxed criteria (2σ) of the test and is the function with less free
parameters. Values of the spurious signal systematic associated to this choice are given
in the same table. Fits of the background templates using the selected function are
shown in Figure 6.29.

6. The interference component is neglected in this study.
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Figure 6.27: Fraction of events for the γγ , γj and jj processes in all categories of the
analysis.

Category Function Spurious signal
VetoLepMet PTH LT10 CEN ExpPoly2 -47.1
VetoLepMet PTH LT10 FWD ExpPoly2 -77.9
VetoLepMet PTH 10 60 CEN ExpPoly2 -52.2
VetoLepMet PTH 10 60 FWD ExpPoly2 -189
VetoLepMet PTH GT60 CEN ExpPoly2 12.7
VetoLepMet PTH GT60 FWD ExpPoly2 27.1

Table 6.6: Overview of the results of the spurious signal test for all categories.
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Figure 6.28: Plots of the background templates and comparison with the data sidebands
for all the reconstructed categories of the analysis.
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Figure 6.29: Fits of the background templates using the selected function from the
spurious signal test for all the reconstructed categories of the analysis.
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6.8 Experimental systematics

Experimental uncertainties on the mγγ shape are due to the photon energy scale
(PES) and photon energy resolution (PER) variations. Their effect is included in the
fit to data as response functions FPES and FPER on µCB and σCB of the signal DSCB:

µ′CB = (µCB +mH − 125.)FPES(δ±, θ) (6.7)

σ′CB = σCBFPER(δ±, θ) (6.8)

Similarly, on m0L(R) and σL(R) for the interference lineshape:

m0L(R)′ = (m0L(R) +mH − 125.)FPES(δ±, θ) (6.9)

σL(R)′ = σL(R)FPER(δ±, θ) (6.10)

The other parameters of the analytic functions used to model the signal and the
interference are not affected. These δ± systematic variations are extracted for each
analysis category and the corresponding NPs θ are treated as fully correlated among
categories. A correlation scheme with 69 NPs for the scale θPES and 10 NPs for the
resolution θPER is used. The uncertainties are computed from the MC signal sample
with λ = 1, using the following techniques:

• for the scale, the ratio-of-mean technique is used: the means of mγγ are com-
puted for nominal and ±1σ varied distributions. Then, the systematic uncer-
tainty is evaluated as

δ±PES =

〈
m±1σ
γγ

〉〈
mnom
γγ

〉 − 1. (6.11)

As shown in Figure 6.30, the impact is different depending on the source, but
in general less than 0.1% or between 0.1% and 0.2% for a few sources. Scale
uncertainties are implemented in the fit to data with a Gaussian constraint using
the +1σ variation, because of the high symmetry observed. The constraint is
applied to µCB and m0L(R) as a response function of the type FPES(δ±, θ) =
(1 + δ+

PESθPES).
• for the resolution, the ratio of inter-quartile distribution is used: the inter-

quartile is computed as S = CDF−1(75%) − CDF−1(25%), where CDF is the
cumulative distribution function of the mγγ nominal and varied distributions.
Then, the uncertainty is evaluated as

δ±PER =
S±1σ

Snom
− 1. (6.12)

As shown in Figure 6.31, the impact is different depending on the source, but it
is almost always less than 5%. Resolution uncertainties are implemented in the
fit with an asymmetric constraint, to take into account differences in the +1σ
and −1σ variations. The constraint is applied to σCB and σL(R) as a response
function FPER(δ±, θ), which is a linear interpolation of θPER between (1+ δ−PER)
and (1 + δ+

PER).

6.9 Theoretical systematics

Theoretical uncertainties on the signal and interference yield are due to QCD scale
and PDF+αs variations. Their effect is evaluated directly on the MC samples using
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Figure 6.30: Overview of the computed variations due to the PES for all the recon-
structed categories of the analysis.
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Figure 6.31: Overview of the computed variations due to the PER for all the recon-
structed categories of the analysis.
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(b) gg−interference process.

Figure 6.32: The relative difference of the integral of each variation with respect to the
integral of the nominal, as defined by Eq.6.13.

generator-level variations coming from on-the-fly weights provided by Sherpa .

The effect of varying the renormalization scale µR and factorization scale µF is
checked for the signal and for the interference in Figure 6.32, where for each category
it is shown the relative difference of the integral of each variation with respect to the
integral of the nominal, defined as

Nvar −Nnom

Nnom
(6.13)

In all the plots, the label MURXX corresponds to the prefactor in front of the renor-
malization scale, while the label MUFXX corresponds to the prefactor in front of the
factorization scale. The impact per category of the QCD scale systematic is defined
as the maximum in absolute value among all variations 7 and the size is up to 30%,
depending on the category.

The nominal set of PDF used is PDF4LHC15 at NLO which, apart from the central
PDF, comes along with 30 error sets. Each of them corresponds to an eigenvector of
the covariance matrix in the parameter space of the PDF fit. This is usually called the
Hessian representation of the total PDF uncertainty and is computed using the master
formula [115]:

δpdfσ =

√√√√Nmem∑
k=1

(σ(k) − σ(0))2 (6.14)

Two additional PDF sets are provided with a different value of αs assumed in the PDF
fit. The nominal value of 0.118 is varied by ±0.0015 to compute the αs uncertainty at
the 68% of confidence level. These two variations are also included in the computation
of the total PDF uncertainty, resulting in 32 effective contributions to 6.14. The master
formula is then evaluated per category in order to estimate the effect on the yield (Table
6.13): the impact for the signal is around 5%, while for the interference the largest
impact, up to 17%, is for low pTγγ categories.

The QCD scale and PDF+αs systematics are implemented in the model using a 2
NPs scheme for each, where the impact on the signal and the interference is decorre-
lated.

7. It is then symmetrized for up/down variations.
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Signal gg−interference

VetoLepMet PTH LT10 CEN 0.057 -0.11

VetoLepMet PTH LT10 FWD 0.047 -0.17

VetoLepMet PTH 10 60 CEN 0.038 -0.036

VetoLepMet PTH 10 60 FWD 0.036 -0.04

VetoLepMet PTH GT60 CEN 0.046 -0.056

VetoLepMet PTH GT60 FWD 0.046 -0.053

Table 6.13: Relative PDF+αs uncertainty.

6.10 Statistical model

In each of the ncat analysis categories, the mγγ total PDF can be written as

f ≡ µNSfS(mγγ ;mH ,θshape) +

(
(NP +NI)

√
µλKS

)
fI(mγγ ;λ,mH ,θshape)

+NBfB(mγγ ;θBS)− (NP

√
µλKS)fP (mγγ) (6.15)

With respect to 6.3, the pedestal P artificial component had to be included in order to
preserve the right number of events: this subtracts the additional “fake” events which
were added to the I component to make it a proper positive-definite PDF, as explained
in Section 6.6. fP is an uniform PDF which is there just to subtract the number of
pedestal events NP (one constant value per category) corresponding to the inclusion of
the ped term in fI .
The number of signal events in category c is given by:

N c
S = σγγH εcLKc(θyield) +N c

spurθ
c
spur (6.16)

where
• σγγH is the value of the diphoton branching ratio times Higgs production cross

section;
• εc is the signal efficiency vector. It measures the probabilities for a truth-level

Higgs event to end up in a given reconstructed category c;
• L is the integrated luminosity of the fitted sample;
• Kc(θyield) is a vector of multiplicative correction factors to the signal yields

from systematic effects described in Section 6.9, as a function of NPs collectively
denoted by θyield;
• N c

spur is a vector of values of the background modeling uncertainty described in
Section 6.7, implemented as an additive correction to the signal yield propor-
tional to the NP θcspur.

Similarly, the number of “true” interference events in category c is given by:

N c
I = σγγI εcILKc(θyield) (6.17)

where
• σγγI is the value of the interference cross section times diphoton branching ratio;
• εcI is the interference efficiency vector. It measures the probabilities for a truth-

level interference event to end up in a given reconstructed category c;
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The likelihood function of the model is

L (λ, µ,mH ,θ;mγγ) =

ncat∏
c=1

Pois (oc|νc (λ, µ,θ))
oc∏
i=1

1

νc
f c
(
mi
γγ ;λ,mH ,θ

)∏
j

G (θj) .

(6.18)
The first product is the likelihood extended term and it spans the analysis categories:
the number of observed events for each category oc is modelled with a Poisson distri-
bution with mean

νc (λ, µ,θ) = µN c
S(θ) +

(
(N c

P +N c
I )
√
µλKS

)
+N c

B − (N c
P

√
µλKS) (6.19)

The second term in the likelihood function (6.18) is related to the total PDF presented
in Eq. 6.3, while the last term is the product of constraint terms: each NP θj is con-
strained by an unitary Gaussian PDF G (θ) of mean 0 and width 1. The POI λ is
estimated through a simultaneous maximum likelihood fit to the observable mγγ over
all categories. The mγγ dataset is binned with Nbin = 440.

6.11 Results

Results from the simultaneous maximum likelihood fit to the mγγ distribution in
all analysis categories are provided in three configurations of the statistical model:

1. λ is the only free-to-float POI, while the signal is assumed to have SM yield
(µ = 1, constrained by SM theory uncertainties) and the Higgs boson mass is set
to mH = 125.09 GeV (constrained by the uncertainty of the mass measurement
performed by ATLAS and CMS during Run 1);

2. λ is the free-to-float POI and µ is profiled (unconstrained), while the Higgs
boson mass is set to mH = 125.09 GeV;

3. λ is the free-to-float POI, µ and mH are profiled (unconstrained).

Clearly, 1 is more dependent on assumptions than 2, which is more than 3.

6.11.1 Expected results

Expected results are obtained through a fit to an Asimov dataset, generated from
the constructed total PDF (introduced in Section 6.10) where all the parameters are
set to: λ = 1 (SM expectation), µ = 1 (SM expectation) and mH = 125.09 GeV (best
measured value). To construct the Asimov dataset, the normalization and shape pa-
rameters of the background have to be initialized through a background-only fit to the
data sidebands, excluding the signal region from 120 to 130 GeV. The plots of the fits
to the data sidebands are given in Figure 6.33. The plots of the total-model fit to the
Asimov data are given in Figure 6.34.

A small non-closure is present in the fit as the obtained central value of λ is 0.7
instead of 1.0. This effect is investigated in the Appendix A. The result of the fit
is expressed in terms of the +2σ uncertainty on λ, as obtained from a scan of the
likelihood, which is shown in Figures 6.35, 6.36 and 6.37. This is considered as a proxy
of the limit at 95% CL on λ. The results from the scans are in agreement with the
output of the MINOS algorithm.
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The limit on λ is presented in Table 6.14, where the fit is repeated for different
scenarios: each row corresponds to one of the three configurations discussed above
and each column corresponds to the specific set (or sets) of systematic uncertainties
implemented in the model. In the configurations where µ and mH are profiled, the
value of their 1σ (symmetric) error is also given, to show the level of precision that this
statistical model can achieve when measuring also the Higgs mass and/or the global
signal strength. When comparing the numbers from different rows, it’s clear that in the
passage from configuration 2 to configuration 3 the upper limit on λ is deteriorated: in
fact profiled mH plays the role of unconstrained NP on the shape.
The theoretical uncertainty on the QCD scale is a dominant systematic of the result, as
it pushes the limit on λ significantly higher. This is a direct consequence of the choice of
the implementation of the theoretical systematics in the model: to be very conservative,
these were inserted with decorrelated NPs between signal and interference.
The experimental systematic which has the largest impact on the result is the photon
energy scale (PES), except in configuration 3 where part of its contribution to the
uncertainty is already absorbed by the mH NP.
The full result, which contains all sources of systematics, is in the rightmost column:
in the worst case scenario (µ and mH profiled) the expected limit is λ < 90, while in
the best case scenario (µ and mH fixed) it’s λ < 80.

Figures 6.38 and 6.39 show the correlations between fitted parameters for the con-
figurations where λ is not the only one free-to-float. The correlation between λ and
mH is quite large, but it gets reduced from 63% to 42% when the systematic uncer-
tainties are included in the model: the inclusion of PES systematics have the effect to
remove part of this correlation. For similar reasons, the correlation between λ and µ
gets slightly reduced as well, from 15% to 11%. The correlation between µ and mH

is instead very low, 6-7%, because these two parameters act in a different way on the
mγγ spectrum: µ controls the normalization of the PDF while mH shifts the position
of the signal peak and the interference lineshape.

A detailed breakdown of the impact of the different systematic uncertainties is
shown through the ranking plots in Figures 6.41, 6.42 and 6.43. To compute the postfit
impact of a NP, the fit is repeated with this parameter fixed to its best-fit value (given
by its pull) ±1σ. The relative difference of the fitted POI is then computed to get its
impact. In the prefit case, the same procedure is done but with the NP fixed at a value
of ±1.

As a test of compatibility among categories, the fit has been repeated with an al-
ternative configuration where, in addition to λ floating, multiple µi parameters decor-
related among categories are fitted and mH is fixed constant. A similar test is repeated
fitting multiple mHi parameters and floating λ and a single global µ. Results of the
two tests are reported in Figure 6.40.
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Stat-only PDF+αs QCD scale Spur. Sig. PES PER Tot

λ (2σ)
µ (1σ)
mH (1σ)

64
0.068
0.19

65
0.082
0.19

86.9
0.21
0.191

64
0.071
0.191

64.1
0.068
0.382

64
0.078
0.19

90
0.22
0.382

λ (2σ)
µ (1σ)

40
0.068

40.3
0.081

56
0.21

39.6
0.071

54.9
0.068

39.7
0.078

81
0.22

λ (2σ) 40 40.2 55.6 39.6 54.8 39.6 80

Table 6.14: Upper limit (+2σ uncertainty) on λ and 1σ uncertainties on µ and mH

obtained from the Asimov fit. The values are reported for different configurations of
the fit, as well as for different sets of systematic uncertainties considered. The first
column reports the results using only the statistical component of the uncertainty.
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Figure 6.33: Background-only fits to the data sidebands for all reconstructed categories
of the analysis.
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Figure 6.34: Total-model fit to the Asimov dataset for all reconstructed categories of
the analysis.
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Figure 6.35: Expected profile likelihood scan of the λ POI, for configuration 3. Focus
on the region around the minimum (right plot).
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Figure 6.36: Expected profile likelihood scan of the λ POI, for configuration 2. Focus
on the region around the minimum (right plot).
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Figure 6.37: Expected profile likelihood scan of the λ POI, for configuration 1. Focus
on the region around the minimum (right plot).

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

(x
,y

)
ρ

0.15 0.07 1.00

0.63 1.00

1.00

λ Hm µ

µ

Hm

λ

Statistical only

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

(x
,y

)
ρ

0.11 0.06 1.00

0.42 1.00

1.00

λ Hm µ

µ

Hm

λ

Total uncertainty
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Figure 6.41: Expected ranking of the systematic uncertainties according to their postfit
impact, for configuration 3. The top axis shows the relative difference of the measured
POI, while the bottom axis quantifies the pulls.
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Figure 6.42: Expected ranking of the systematic uncertainties according to their postfit
impact, for configuration 2. The top axis shows the relative difference of the measured
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Stat-only Exp Theo Tot

λ (2σ)
µG (1σ)
mH (1σ)

84
0.067
0.179

86
0.078
0.368

108
0.22
0.179

112
0.22
0.368

λ (2σ)
µG (1σ)

53
0.067

77
0.078

75
0.22

101
0.22

λ (2σ) 53 76 74 98

Table 6.15: Upper limit (+2σ uncertainty) on λ and 1σ uncertainties on µ and mH

obtained from the fit to the data. The values are reported for different configurations
of the fit, as well as for different sets of systematic uncertainties considered. The first
column reports the results using only the statistical component of the uncertainty.

6.11.2 Observed results

Observed results are obtained through a fit to the ATLAS full Run 2 dataset of
proton-proton collisions at

√
s = 13 TeV, amounting to about 139 fb−1 of integrated

luminosity. The plots of the total-model fit are given in Figure 6.44.
The central values obtained from the fit are λ = 5.51, µ = 0.99 and mH = 125.224
GeV for configuration 3; λ = 4.08 and µ = 0.99 for configuration 2; λ = 4.11 for
configuration 1. Results of the fit for the three different configurations are summarized
in Table 6.15. The full result, which contains all sources of systematics, is in the
rightmost column: in the worst case scenario (µ and mH profiled) the observed limit
is λ < 112, while in the best case scenario (µ and mH fixed) it’s λ < 98. The value
of the observed limit is higher than the expected one and this is partially due to an
higher central value of λ obtained from the fit. The scans of the likelihood are shown in
Figures 6.45, 6.46 and 6.47. Figures 6.48 and 6.49 show the correlations between fitted
parameters for the configurations where λ is not the only one free-to-float. A detailed
breakdown of the impact of the different systematic uncertainties is shown through the
ranking plots in Figures 6.51, 6.52 and 6.53. Results of the category compatibility tests
are reported in Figure 6.50.
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Figure 6.44: Total-model fit to the ATLAS full Run 2 dataset for all reconstructed
categories of the analysis.
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Figure 6.45: Observed profile likelihood scan of the λ POI, for configuration 3. Focus
on the region around the minimum (right plot).
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Figure 6.46: Observed profile likelihood scan of the λ POI, for configuration 2. Focus
on the region around the minimum (right plot).
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Figure 6.47: Observed profile likelihood scan of the λ POI, for configuration 1. Focus
on the region around the minimum (right plot).
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Figure 6.48: Observed correlation matrix considering statistical-only (left plot) and
total (right plot) uncertainty, for configuration 3.
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Figure 6.49: Observed correlation matrix considering statistical-only (left plot) and
total (right plot) uncertainty, for configuration 2.
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Figure 6.51: Observed ranking of the systematic uncertainties according to their postfit
impact, for configuration 3. The top axis shows the relative difference of the measured
POI, while the bottom axis quantifies the pulls.
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Figure 6.52: Observed ranking of the systematic uncertainties according to their postfit
impact, for configuration 2. The top axis shows the relative difference of the measured
POI, while the bottom axis quantifies the pulls.

σ 1±Pull 
 impactσPostfit +1
 impactσPostfit -1

Prefit impact

  
 fixed

H
 and mµ floating; λ 1− 0.5− 0 0.5 1

λ/λ∆

1− 0.5− 0 0.5 1

θ∆)/
0

θ-θ(

VetoLepMet_PTH_LT10_CEN
Spur. sig.

EG scale, gain L1

EG scale, gain L2

PH_SCALE_CONVEFFICIENCY

6
ηEG scale, presampler 

 _PH_SCALE_LEAKAGECONV

Interference QCD scale

EG scale, presampler barrel B12

ee scale→Z

Signal QCD scale

1
ηEG scale, LAr calibration 

VetoLepMet_PTH_10_60_FWD
Spur. sig.

PH_SCALE_LEAKAGEUNCONV

0
ηEG scale, LARELECUNCONV 

Higgs mass uncertainty

Figure 6.53: Observed ranking of the systematic uncertainties according to their postfit
impact, for configuration 1. The top axis shows the relative difference of the measured
POI, while the bottom axis quantifies the pulls.

183



Conclusions

The research work presented in this thesis addresses two classes of challenges in ex-
perimental high energy physics: detector performance studies and analyses of physics
data from the experiment. From one side, the study of the energy calibration of the
ATLAS electromagnetic calorimeter and, from the other one, the measurement of two
fundamental properties of the Higgs boson: its production cross-sections and its decay
width, using events where it decays to two photons.
The measurements of the Higgs boson properties in the diphoton decay channel that
have been presented in this thesis were performed exploiting the full Run 2 dataset of
proton-proton collisions at a center-of-mass energy of 13 TeV recorded by ATLAS at
the LHC, amounting to about 139 fb−1.

The Higgs boson total production cross-section in the fiducial region of Higgs rapid-
ity |yH | < 2.5 is measured to be (σ×Bγγ)obs = 127±10 fb, in good agreement with the
SM expectation of 115 ± 5 fb. Cross-sections for the ggF+ bbH, VBF, WH, ZH and
ttH+ tH production are also reported. Cross-sections are also measured in 27 regions
of the STXS framework, including several measurements of ttH in pHT bins. The global
level of compatibility between the measured STXS and their SM predictions is 60%.

Using a novel analysis method, consisting in exploiting the interference between the
resonant Higgs production and the continuum diphoton background, an upper limit of
112 times the SM prediction has been set on the Higgs decay width. This constraint,
while still far away from the SM predictions, is already significantly better than the one
set by direct methods. The analysis is also considerably more model-independent than
other indirect approaches (e.g. based on the measurement of the Higgs boson off-shell
production) as it doesn’t rely on assumptions on the strength of the Higgs couplings.

Additionally, a study has been performed to investigate the mis-calibration of the
photon energy due to non-linearities in the read-out electronics of the ATLAS LAr
electromagnetic calorimeter. The effect of the non-linearity response is the main source
of systematic uncertainty on the Higgs boson mass measurement, as published in 2018
by the ATLAS collaboration. The results obtained in this thesis substantially improve
the understanding of the non-linearity, allowing to derive a correction for it, which
will contribute to reduce by 10% the total systematic uncertainty on the next mass
measurement in the diphoton channel.
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Appendix A

Investigation of the H → γγ
width Asimov fit

The non-closure seen in the expected results of the H → γγ width analysis (Sec-
tion 6.11.1) is addressed in this appendix.
It was found that the choice of modelization of the interference is at the origin of this
issue. The interference PDF can be built in an alternative way, keeping the parameters
NL(R) constant and reparametrizing σL(R) in function of λ. In practice, Eq. 6.6 is
replaced by the following:

σL(R) = σ
L(R)
λ=1 + p

L(R)
0 + p

L(R)
1 (λ− 1) (A.1)

All the rest of the procedure described in Section 6.6 is mantained and used to derive
an alternative interference PDF. Fits of the lineshape per category are shown in Figure
A.1. Figure A.2 shows how the interference lineshape changes with λ.
This alternative parametrization is used to derive the main result of the analysis and
the related scan of the likelihood is shown in Figures A.3, A.4 and A.5. The minimum
of the likelihood is now at λ = 1, as one would normally expect. The expected limit at
2σ is λ < 59 in the worst case scenario (µ and mH profiled) and it’s λ < 55 in the best
case scenario (µ and mH fixed).

However, in order to test the accuracy of this parametrization, an injection test
similar to the one presented in Section 6.6.3 has been performed: the results of a total-
PDF fit to the Asimov dataset per category are shown in Figure A.6 for the case λ = 1.
The injection test is repeated for the other four points (λ = 5, 10, 50, 100), each time
performing a simultaneous fit across all the categories of the analysis and the results
are given in Figure A.7. After the point at λ = 1, the red points start to diverge from
the reference line indicating the presence of a mismodeling bias, which increases with λ
and its size is around 35% for λ = 100. Further studies are needed to understand and
correct this mismodeling before deploying the alternative parametrization to derive the
main results of the analysis.
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Figure A.1: Fitted interference shapes for all the reconstructed categories of the anal-
ysis, using the alternative parametrization.
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Figure A.2: Interference lineshape evaluated at different λ points for all the recon-
structed categories of the analysis, using the alternative parametrization.
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Figure A.3: Expected profile likelihood scan of the λ POI, for configuration 3, using
the alternative parametrization. Focus on the region around the minimum (right plot).
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Figure A.4: Expected profile likelihood scan of the λ POI, for configuration 2, using
the alternative parametrization. Focus on the region around the minimum (right plot).
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Figure A.5: Expected profile likelihood scan of the λ POI, for configuration 1, using
the alternative parametrization. Focus on the region around the minimum (right plot).
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Figure A.6: Results of the injection test and comparison with the nominal Asimov fit
results per category, using the alternative parametrization.
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Figure A.7: (x-axis title: Generated λ) Results of the injection test and comparison
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parametrization. The bottom panel shows the difference with respect to the gray dashed
line. Uncertainty on the red points is evaluated with a bootstrap.
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[175] Fabio Cascioli, Philipp Maierhöfer, and Stefano Pozzorini. � Scattering Am-
plitudes with Open Loops �. In: Phys. Rev. Lett. 108 (2012), p. 111601. doi:
10.1103/PhysRevLett.108.111601. arXiv: 1111.5206 [hep-ph].

[176] Ansgar Denner, Stefan Dittmaier, and Lars Hofer. � Collier: A fortran-based
complex one-loop library in extended regularizations �. In: Comput. Phys. Com-
mun. 212 (2017), pp. 220–238. doi: 10.1016/j.cpc.2016.10.013. arXiv:
1604.06792 [hep-ph].

[177] Steffen Schumann and Frank Krauss. � A parton shower algorithm based on
Catani-Seymour dipole factorisation �. In: (2007). doi: 10.1088/1126-6708/
2008/03/038. eprint: arXiv:0709.1027.
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[198] Bernstein, S. � Démonstration du Théorème de Weierstrass fondée sur le calcul
des Probabilités �. In: Comm. Soc. Math. Kharkov 13 (1912), p. 1.

[199] Xiaohui Liu and Frank Petriello. � Reducing theoretical uncertainties for ex-
clusive Higgs-boson plus one-jet production at the LHC �. In: Phys. Rev. D
87.9 (2013), p. 094027. doi: 10.1103/PhysRevD.87.094027. arXiv: 1303.4405
[hep-ph].

[200] Iain W. Stewart et al. � Jet pT Resummation in Higgs Production at NNLL′+
NNLO �. In: Phys. Rev. D 89.5 (2014), p. 054001. doi: 10.1103/PhysRevD.
89.054001. arXiv: 1307.1808 [hep-ph].

[201] Radja Boughezal et al. � Combining resummed Higgs predictions across jet
bins �. In: Phys. Rev. D 89 (2014), p. 074044. doi: 10.1103/PhysRevD.89.
074044. arXiv: 1312.4535 [hep-ph].

[202] Iain W. Stewart and Frank J. Tackmann. � Theory uncertainties for Higgs and
other searches using jet bins �. In: Phys. Rev. D 85 (2012), p. 034011. doi:
10.1103/PhysRevD.85.034011. arXiv: 1107.2117 [hep-ph].

[203] Shireen Gangal and Frank J. Tackmann. � Next-to-leading-order uncertainties
in Higgs+2 jets from gluon fusion �. In: Phys. Rev. D 87.9 (2013), p. 093008.
doi: 10.1103/PhysRevD.87.093008. arXiv: 1302.5437 [hep-ph].

[204] ATLAS Collaboration. � Measurements of the Higgs boson inclusive and differ-
ential fiducial cross sections in the 4` decay channel at

√
s = 13 TeV �. In: Eur.

Phys. J. (2020). arXiv: 2004.03969 [hep-ex].

[205] ATLAS Collaboration. � Measurements of fiducial cross-sections for tt̄ produc-
tion with one or two additional b-jets in pp collisions at

√
s = 8 TeV using the

ATLAS detector �. In: Eur. Phys. J. C 76 (2016), p. 11. doi: 10.1140/epjc/
s10052-015-3852-4. arXiv: 1508.06868 [hep-ex].

[206] ATLAS Collaboration. � Measurement of differential production cross-sections
for a Z boson in association with b-jets in 7 TeV proton–proton collisions with the
ATLAS detector �. In: JHEP 10 (2014), p. 141. doi: 10.1007/JHEP10(2014)
141. arXiv: 1407.3643 [hep-ex].

[207] ATLAS Collaboration. � Measurement of the cross-section for W boson produc-
tion in association with b-jets in pp collisions at

√
s = 7 TeV with the ATLAS

detector �. In: JHEP 06 (2013), p. 084. doi: 10.1007/JHEP06(2013)084. arXiv:
1302.2929 [hep-ex].

[208] Alexander L. Read. � Presentation of search results: the CLS technique �. In:
J. Phys. G 28 (2002), p. 2693. doi: 10.1088/0954-3899/28/10/313.

218

https://doi.org/10.1103/PhysRevLett.113.171801
https://doi.org/10.1103/PhysRevLett.113.171801
https://arxiv.org/abs/1407.6583
https://doi.org/10.1103/PhysRevD.87.094027
https://arxiv.org/abs/1303.4405
https://arxiv.org/abs/1303.4405
https://doi.org/10.1103/PhysRevD.89.054001
https://doi.org/10.1103/PhysRevD.89.054001
https://arxiv.org/abs/1307.1808
https://doi.org/10.1103/PhysRevD.89.074044
https://doi.org/10.1103/PhysRevD.89.074044
https://arxiv.org/abs/1312.4535
https://doi.org/10.1103/PhysRevD.85.034011
https://arxiv.org/abs/1107.2117
https://doi.org/10.1103/PhysRevD.87.093008
https://arxiv.org/abs/1302.5437
https://arxiv.org/abs/2004.03969
https://doi.org/10.1140/epjc/s10052-015-3852-4
https://doi.org/10.1140/epjc/s10052-015-3852-4
https://arxiv.org/abs/1508.06868
https://doi.org/10.1007/JHEP10(2014)141
https://doi.org/10.1007/JHEP10(2014)141
https://arxiv.org/abs/1407.3643
https://doi.org/10.1007/JHEP06(2013)084
https://arxiv.org/abs/1302.2929
https://doi.org/10.1088/0954-3899/28/10/313


Acknowledgements

At this point, I think that it is important to spend a few words to mention some
people who, in one way or another, have been part of the journey that was my PhD.

First of all, I want to express my most sincere and deep gratitude to my supervisor
Marco. It is needless to say that without him this thesis wouldn’t be what it is, so I
will focus on what is not so obvious. When Marco welcomed me in Annecy almost four
years ago, I was super excited to start my research career with the person who probably
inspired me to study physics at the university in the first place, next to the place where
I had always dreamt to work since I was in high school. He fueled my enthusiasm for
particle physics everyday since then, always guiding me towards the right decisions,
giving the wisest advice and literally teaching me plenty of lessons, about physics but
not only. Thank you very much for giving me the opportunity to do my thesis at LAPP,
it has been an honor and a pleasure.

I want to thank all the members of my jury, first for having the patience to read
so carefully my manuscript, then for giving so many useful suggestions, and finally for
attending my defense in Annecy. I had the chance to discuss individually with each
of you in different occasions and from each conversation I took away so much knowledge.

To my analysis teammates of the ATLAS HGam subgroup, Ana, Ashley, Davide,
Stefano, I say thank you for being just one Skype message away from me and for help-
ing me whenever I needed. It was a pleasure to work with you and I really hope to
continue to collaborate again in the future.

To all the people whom I met during my stay at LAPP, especially the colleagues of
the ATLAS group and the community of postdocs and PhD students of the lab, thanks
for being so nice and kind with me. Here I have learnt the importance of being in a
welcoming and positive working environment. I enjoyed a lot the lunches, coffee breaks
and moments of conviviality that we have spent together, both at LAPP and Around
the lake. I will miss them.

A very special mention goes to my officemate, PhDmate and true friend Mohamed:
we shared so much together and I am very happy that we did. I like the fact that we
could always count on one another, that we always celebrated each other’s achievements
and that we have never been in competition one with another, even when we were in
competition for real! Good luck to both of us with our next adventures!
And I can’t forget to mention Francesco! Who has been like an older brother to the two
of us during the entire course of our PhDs, always available to hear our problems and
complaints and always ready to provide us with support, protection, wisdom, a lot of

219



help, sometimes some pranks, a little bit of laughs and our daily dose of procrastination.

To Cicco, Davide and my brother Marcolino, who travelled across all Italy just to
see my “performance”: thank you very much, it felt really good to have a small group
of supporters in the most crucial moment, it meant a lot to me. In particular thanks,
Davide, for showing me the ways of the DM method. I still have much to learn but I
hope that you, as its inventor, are proud of my progresses.

I also want to thank my parents. Since when I was at the university, they gave me
the opportunity to do what I liked the most, they always trusted my choices and they
never put any pressure on me. In moments like this, it’s beautiful to see the pride in
their eyes.

Last but absolutely not least, Giovanna: you are the only person who knows exactly
what I have been through during these years. You were there every single moment and
you know how many sacrifices I did and how much effort I put in this. Thank you for
believing in me, even when I myself didn’t, and for the unconditional support that you
give me everyday.

220


	Introduction
	Theoretical overview
	The Standard Model
	Gauge invariance of the theory

	Phenomenology of the strong interactions
	The factorization theorem
	Non-perturbative QCD

	The electroweak symmetry breaking
	Phenomenology of the Higgs boson
	Production modes
	Discovery of the particle
	Decay modes

	Higgs mass
	Higgs width
	Interferometry in the H channel

	Simplified Template Cross Sections

	The ATLAS experiment
	The Large Hadron Collider
	Luminosity
	Features of pp collisions at the LHC

	The ATLAS detector
	Subdetectors
	Trigger
	Physics objects reconstruction


	Electron and photon energy calibration
	Energy reconstruction in a LAr calorimeter cell
	Calibration procedure

	Intercalibration of the high and medium gains of the electromagnetic calorimeter front-end electronics using special Z e+ e-data
	Introduction
	Motivations
	Analysis strategy

	Medium Gain ramp recalibration
	Special Medium Gain ramp runs
	Improved ramp fit
	Ramp correction function
	Application of the derived correction to LAr cells

	Study of the calibration board offset
	Ramp fit intercept parameter as a proxy for the calibration board offset
	Energy corrections from ramp fit intercept parameter

	Analysis of special Z e+ e- runs
	Overview
	Extraction of the scale factors
	Pile-up dependency
	Bootstrap
	Systematic uncertainties
	Purity of the special and standard runs
	Comparison with 2017 data
	Results

	Study of ADC non-linearity
	Definition of the ADC correction
	Gain intercalibration analysis using ADC correction
	Further checks
	Perspectives


	Measurements of the Higgs production cross sections in the diphoton decay channel
	Introduction
	Fit strategy

	Data and MC samples
	Data
	Monte Carlo simulation

	Event selection
	Categorization
	Photon performance and category resolution

	Alternative categorization for EWqqH and ggH events
	Multiclassification with a Recurrent Neural Network
	Significance scan
	Evaluation of the performance

	Signal modeling
	Background modeling
	Systematic uncertainties
	Experimental uncertainties
	Theoretical uncertainties

	Results
	Total and production mode cross-sections
	Cross-sections in STXS regions

	Conclusion

	Constraint of the Higgs decay width in the diphoton decay channel
	Introduction
	MC inputs
	Detector simulation and resolution

	Modeling of the diphoton events
	Event categorization
	Optimization

	Signal model
	Interference model
	Fit function
	 parametrization
	Injection test

	Background model
	Experimental systematics
	Theoretical systematics
	Statistical model
	Results
	Expected results
	Observed results


	Conclusions
	Investigation of the H  width Asimov fit
	List of Tables
	List of Figures
	Bibliography
	Acknowledgements

