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Summary

Continental fluxes play an important role in the water cycle, and in the evolution of
climate at different time scales. It is particularly interesting to note the control that soil
moisture can exert on evapotranspiration, since an anomaly of the former can induce a
change of the latter. This produces changes in the seasonal and long-term evolution of
climatic variables such as precipitation and temperature. The coupling between soil moisture
and evapotranspiration, and their effects on climate, have led to focus on those landscape
factors that have some effect on soil moisture. This study focuses on two: downward hillslope
flows (surface and subsurface) caused by topography, of natural origin, and water transfers
for irrigation activities, of human origin. One of the tools for studying climate is the use
of general circulation models, consisting of an atmospheric model and a land surface model.
Land surface models, although increasingly complex, have limited or no representation of
the effect of topography on land surface fluxes and of the anthropogenic effects on water
resources. The objective of this thesis is to understand the effect of each landscape driver
on terrestrial fluxes and on present and future climate, using the ORCHIDEE land surface

model, which is part of the IPSL climate model.

The first part of this thesis uses a simple representation of hillslope flows within OR-
CHIDEE. The typical model grid-cell is divided into an upland and lowland zone to represent
the topography, with the lowland fraction being potentially wetter. LMDZOR, which couples
ORCHIDEE to the IPSL atmospheric model, known as LMDZ, was used to run two long-
term simulations (between 1980 and 2100) under climate change, with and without hillslope
flow. The results show increases in soil moisture and evapotranspiration, a slight increase in
rainfall and lower air temperature. Under climate change, hillslope flows attenuate part of
the climate change-induced decreases in soil moisture, evapotranspiration and precipitation,

and slightly decrease warming.

In the second part, an irrigation scheme was implemented in ORCHIDEE, for use at
global scale. The water demand is calculated according to the soil moisture deficit and the
irrigated area, and the supply depends on natural reservoirs under two constraints: a vol-
ume left available for ecosystems (ecological flow) and water allocation according to existing
local infrastructure. The new scheme was tested in offline mode, (forced with meteorological
data). Comparison with observed data shows that including irrigation decreases negative
modeling biases for evapotranspiration, but increases positive biases for leaf area index (ex-
cept in intensively irrigated areas, where the negative bias of leaf area index decreases).
Likewise, irrigation decreases the discharge of large rivers, but this does not lead to a better

representation of discharge dynamics compared to observations.

The results show that landscape drivers increase certain fluxes of the water and energy

balances, and in the case of hillslope flows, attenuates part of the decreases due to climate
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change. In the case of irrigation, online simulations are needed to know its effect on the
evolution of hydroclimatic variables under climate change. In addition, considering the joint
effects of the two landscape drivers is necessary, which calls for including hillslope flows and

irrigation in a new version of ORCHIDEE.
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Résumé

Les flux terrestres jouent un role important dans le cycle de ’eau et dans 1’évolution du
climat a différentes échelles de temps. Il est intéressant de noter le controle que I’humidité
du sol peut exercer sur I’évapotranspiration, puisqu’'une anomalie de la premiére peut induire
une perturbation sur la seconde. Cela produit des changements dans I’évolution saisonniere
et a long terme des variables climatiques telles que les précipitations et la température. Le
couplage entre 'humidité du sol et ’évapotranspiration et ses effets sur le climat ont conduit
a se pencher sur les éléments du paysage qui ont un certain effet sur I’humidité du sol. Cette
these se concentre sur deux d’entre elles : les écoulements descendants des pentes (de surface
et souterrains) causés par la topographie d’origine naturelle et les transferts d’eau pour les
activités d’irrigation d’origine humaine.

L’un des outils d’étude du climat est I'utilisation de modeles de circulation générale, qui
couple un modele atmosphérique et un modele de surface terrestre. Les modeles de surface,
bien que de plus en plus complexes, ont une représentation limitée ou nulle de I'effet de la
topographie sur les flux de surface terrestre et des effets anthropiques sur les ressources en
eau. L’objectif de cette these est de comprendre 'effet de chaque élément du paysage sur

les flux terrestres et sur le climat actuel et futur, en utilisant le modele de surface terrestre
ORCHIDEE, qui fait partie du modele climatique IPSL.

La premiere partie de cette these utilise une représentation simple des écoulements des
pentes dans ORCHIDEE. La maille est divisée en une zone haute et une zone basse pour
représenter la topographie, cette derniere étant potentiellement plus humide. LMDZOR, qui
couple ORCHIDEE a LMDZ (le modele atmosphérique de 'IPSL) a été utilisé pour effectuer
deux simulations & long terme (entre 1980 et 2100) sous changement climatique, avec et
sans écoulement de pente. Les résultats montrent une augmentation de I'humidité du sol
et de I’évapotranspiration, une légere augmentation des précipitations et une baisse de la
température de 'air. Dans le cadre du changement climatique, les écoulements de pente
atténuent une partie des diminutions de I'humidité du sol, de I’évapotranspiration et des

précipitations liés au changement climatique, et diminuent légerement le réchauffement.

La deuxiéme partie présente un schéma d’irrigation inclu dans ORCHIDEE, pour une
utilisation a 1’échelle mondiale. La demande en eau est calculée a partir du déficit hydrique
du sol et de la surface irriguée. L’approvisionnement dépend des réservoirs naturels sous
deux contraintes : un volume laissé disponible pour les écosystemes (flux écologique) et une
répartition de I’eau en fonction des infrastructures locales existantes. Le nouveau schéma a
été testé en mode offline (forcé avec les données météorologiques). La comparaison avec les
données observées montre que l'inclusion de l'irrigation diminue les biais négatifs de mod-
élisation pour I'évapotranspiration, mais augmente les biais positifs pour 'indice de surface

foliaire (sauf dans les zones d’irrigation intensive ou le biais négatif de l'indice diminue).
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De méme, l'irrigation diminue le débit des grands fleuves, mais cela ne conduit pas a une
meilleure représentation de la dynamique du débit par rapport aux observations.

Les résultats montrent que les éléments du paysage augmentent certains flux des bilans
hydriques et énergétiques et, pour les écoulements de pente, atténuent une partie des diminu-
tions dues au changement climatique. Dans le cas de l'irrigation, des simulations online sont
nécessaires pour connaitre son effet sur I’évolution des variables hydroclimatiques dans le
cadre du changement climatique. De plus, il est nécessaire de considérer les effets conjoints
des deux éléments du paysage, ce qui demande d’inclure les flux de pente et l'irrigation dans
une nouvelle version d’ORCHIDEE.
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Resumen

Los flujos continentales juegan un rol importante en el ciclo del agua, y en la evolucién
del clima a diferentes escalas de tiempo. De especial interés es el control que puede ejercer
la humedad del suelo sobre la evapotranspiraciéon, ya que una anomalia de la primera puede
inducir un cambio de la segunda. Esto produce cambios en la evolucion estacional y en la
evolucion a largo plazo, de variables climaticas como la precipitacion y la temperatura. El
acoplamiento humedad del suelo-evapotranspiraciéon, y sus efectos sobre el clima, han lle-
vado a interesarse por aquellos controladores del paisaje con algin efecto sobre la humedad
del suelo. Esta tesis se concentra en dos: los flujos descendentes de pendiente (superficiales
y subsuperficiales) provocados por la topografia, de origen natural, y las transferencias de
agua para actividades de riego, de origen humano. Una de las herramientas para estudiar
el clima es el uso de modelos de circulaciéon general, conformado por un modelo atmosférico
y un modelo de superficie terrestre. Los modelos terrestres, pese a ser cada vez mas com-
plejos, representan de manera limitada o nula el efecto de la topografia sobre los flujos de
la superficie terrestre, y los efectos antrépicos sobre los recursos hidrologicos. El objetivo
de esta tesis es entender el efecto de cada controlador de paisaje en los flujos terrestres y
en el clima presente y futuro, utilizando como herramienta el modelo de superficie terrestre
ORCHIDEE, que hace parte del modelo climético del IPSL. La primera parte de este trabajo
utilizo una representacion simple de los flujos de pendiente dentro de ORCHIDEE. La celda
de cuadricula tipica del modelo se dividi6 en una zona alta y otra baja para representar la
topografia, siendo la zona baja potencialmente mas hiimeda. Se utiliz6 el sistema LMDZOR,
que acopla ORCHIDEE al modelo atmosférico del IPSL, conocido como LMDZ, para realizar
dos simulaciones de largo plazo (entre 1980 y 2100) bajo efectos de cambio climatico, con
y sin flujos de pendiente. Los resultados muestran incrementos de humedad del suelo y de
la evapotranspiracion, un ligero aumento de la lluvia y menor temperatura del aire. Bajo
cambio climatico, los flujos de pendiente atentian parte de las disminuciones provocadas por
cambio climatico sobre humedad del suelo, evapotranspiracién y precipitacion, y reducen
ligeramente el calentamiento. En la segunda parte se implementé un esquema de riego en
ORCHIDEE, para uso a escala global. La demanda de agua se calcula segin el déficit de
humedad del suelo y la fraccién irrigada, y la oferta depende de los almacenamientos natu-
rales bajo dos restricciones: un volumen disponible para los ecosistemas (caudal ecolégico)
y la asignaciéon del agua segun la infraestructura local existente. El nuevo esquema se probo
en modo offline, (forzado con datos meteoroldgicos). La comparacién con datos observados
muestra que incluir el riego disminuye los sesgos negativos de la modelacion en la evapotran-
spiracion, pero aumenta los sesgos positivos para el indice de drea foliar (excepto en areas
intensamente regadas, donde el sesgo negativo del indice disminuye). Asi mismo, el riego dis-

minuye los caudales de los grandes rios, pero esto no se traduce en una mejor representacion
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de la dinamica de los caudales frente a los datos observados. Los resultados muestran que
los controladores del paisaje aumentan ciertos flujos de los balances hidricos y energéticos,
y para el caso de los flujos de pendiente, atentian parte de las disminuciones producto del
cambio climatico. Para el caso de riego, se necesitan simulaciones online para conocer su
efecto en la evolucion de las variables hidroclimaticas bajo cambio climatico. Ademas, es
necesario considerar los efectos conjuntos de los dos controladores del paisaje, lo que llama a

incluir los flujos de pendiente y el riego en una nueva version de ORCHIDEE.



Résumé étendu

La partie continentale du cycle de I'eau joue un réle important dans les flux du cycle de
I’eau et dans I’évolution du climat a différentes échelles de temps. Le controle que I’humidité
du sol peut exercer sur les flux a la surface du sol, en particulier I’évapotranspiration, ou la
chaleur latente en termes d’énergie, est particulierement intéressant. En effet, dans les zones
ou 'énergie est disponible en abondance mais ou I’humidité du sol est limitée, une anomalie
dans la valeur de 'humidité du sol peut augmenter ou diminuer I’évapotranspiration, ce qui
a un impact sur la répartition de 1’énergie et la température de surface. Ce processus peut
avoir des effets sur 1’évolution saisonniere des températures et des précipitations, ainsi que
sur ’évolution a long terme sous l'effet du changement climatique en cours. L’importance
du couplage entre 'humidité du sol et I’évapotranspiration, et les effets que ce couplage peut
avoir sur le climat actuel et futur, a conduit a un intérét pour les facteurs paysagers qui
peuvent exercer un controle sur 'humidité du sol. Deux d’entre elles présentent un intérét
particulier : les écoulements de pente induits par la topographie, avec des écoulements de
surface et de subsurface vers le bas de la pente, un processus naturels, et les transferts d’eau
pour les activités d’irrigation, due a l'activité humaine. Ces deux facteurs paysagers auront
tendance a augmenter I’humidité du sol dans certaines zones, et peuvent donc exercer un

contréle sur le couplage avec 1’évapotranspiration et avoir un effet sur le climat.

Pour représenter le systeme climatique, on utilise des modeles de circulation générale, qui
emploient, entre autres, un modele atmosphérique et un modele de surface terrestre. Bien
que les modeles de surface terrestre deviennent de plus en plus complexes et représentent
explicitement un plus grand nombre de processus, dans de nombreux cas, ils ne représentent
en general 'effet de la topographie sur les flux hydrologiques et les effets anthropiques sur
les ressources hydrologiques, que de maniere limitée ou totalement absente. Cela empéche
I'utilisation de modeles couplés atmosphere-surface terrestre pour comprendre les effets des
écoulements de pente et de l'irrigation sur le climat actuel et sur I’évolution du climat fu-
tur. Dans le cadre de ce travail, nous présentons d’abord une paramétrisation simple des
écoulements de pente dans la composante terrestre du modele climatique de I'IPSL, appelée
ORCHIDEE. Cette nouvelle paramétrisation divise la cellule de surface typique en une zone
supérieure et une zone inférieure, la zone inférieure agissant comme un tampon entre les
écoulements de surface et de subsurface de la zone supérieure et du systeme fluvial. Ainsi, la
zone basse est potentiellement plus humide, et peut interagir avec 'atmosphere. La nouvelle
paramétrisation est utilisée dans le systeme LMDZOR, qui couple ORCHIDEE au modele
atmosphérique IPSL, connu sous le nom de LMDZ. Deux simulations & long terme (entre 1980
et 2100) ont été réalisées sous les effets du changement climatique, avec et sans écoulements

de pente.

Les résultats montrent que les écoulements de pente ont un effet sur les valeurs moyennes
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de certaines variables hydro-climatiques sous le climat actuel, et sur 1’évolution de ces vari-
ables sous le changement climatique futur. Dans le climat actuel, les écoulements de pente
conduisent a une augmentation de 'humidité du sol. Par conséquent, 1’évapotranspiration
augmente et le ruissellement diminue dans les zones ou il y a de l'énergie disponible.
Dans certaines régions, on observe une augmentation des précipitations comme réponse de
I’atmosphere, ce qui peut contrebalancer la diminution du ruissellement. De méme, le flux de
chaleur sensible diminue en raison de I'augmentation du flux de chaleur latente (c’est-a-dire
I'eau évaporée), et la température de 'air pres de la surface diminue également.

Quant a I’évolution des variables dans le cadre du changement climatique futur, I'effet
des écoulements de pente dépendra des effets du changement climatique. Dans les zones
ou le changement climatique diminuera les taux de précipitations, les écoulements de pente
atténueront la diminution de I'humidité du sol et de I’évapotranspiration. En réponse a
I’atmosphere, la diminution des précipitations sera également atténuée, ce qui a son tour
atténuera la diminution du ruissellement. Dans les zones ou les précipitations augmenteront
en raison du changement climatique, les écoulements de pente accéléreront ’augmentation
de I’évapotranspiration, mais atténueront les augmentations de I’humidité du sol, des précip-
itations et du ruissellement. Dans tous les cas, les flux de pente entrainent un réchauffement
de lair légerement plus lent.

Au cours de la deuxieme partie du travail, une nouvelle paramétrisation de l'irrigation a
été mise en ceuvre au sein d’ORCHIDEE, basée sur les expériences précédentes, mais pour étre
utilisée a I’échelle globale. Ce nouveau paramétrage calcule la demande en eau de la plante
en fonction d’un déficit hydrique et de la surface équipée pour l'irrigation, puis la compare
a la disponibilité de 'eau dans les réservoirs naturels. Deux éléments supplémentaires sont
pris en compte dans ce paramétrage : la nécessité de laisser un volume disponible pour les
écosystemes, qui représente le débit écologique, et la présence d’infrastructures de prise des
eaux. Enfin, I'eau est transférée vers la partie culture de la cellule pour étre infiltrée et
éventuellement utilisée par la plante. Le nouveau schéma a été testé en mode hors ligne,
c’est-a-dire forcé avec des données météorologiques, mais sans tenir compte de la réponse de
I’atmosphere.

Les résultats montrent que le module d’irrigation augmente I’évapotranspiration et 'indice
de surface foliaire dans les zones o les activités d’irrigation sont importantes, tout en dimin-
uant les volumes d’eau stockés dans les aquiferes et les réseaux fluviaux. Une comparaison
avec les valeurs observées montre que l'inclusion de lirrigation diminue les biais négatifs
de modélisation pour I’évapotranspiration, mais augmente les biais positifs dans le cas de
I'indice de surface foliaire. De méme, bien que l'inclusion de l'irrigation diminue les débits
des grands fleuves, cela ne se traduit pas nécessairement par une meilleure représentation
de la dynamique des débits. Enfin, l'effet de l'irrigation sur le stockage total de I'eau est
mineur. Dans le cas des débits et du stockage total de l'eau, cela peut étre dii au manque
de représentation d’autres processus liés a l'irrigation, tels que la gestion des réservoirs et le

prélevement d’eau souterraine fossile.
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En conclusion, l'effet des écoulements de pente et de l'irrigation sur I’échange d’eau et
d’énergie entre la surface et 'atmosphere, ainsi que sur le climat actuel et futur, peut étre

résumé en quatre hypotheses principales :

o Les facteurs paysagers augmentent 'humidité du sol et, si ’énergie est disponible, aug-
mentent ’évapotranspiration. Cela entraine des changements dans 1’équilibre hydrique

et énergétique.

o La réponse atmosphérique est une augmentation des précipitations et une diminution

de la température de I'air dans le cas des écoulements de pente.

o Ces écoulements de pente modulent 1’évolution des variables hydro climatiques dans le

cadre du changement climatique futur.

o Ces modulations incluent une réponse atmosphérique qui contribue a maintenir les flux

d’eau et d’énergie.

Cependant, nos résultats présentent des limites pour soutenir les hypotheses énumérées
ci-dessus. Dans le cas des écoulements de pente, il existe des incertitudes liées a la paramétri-
sation. Par exemple, la représentation des écoulements dans ORCHIDEE ne tient pas compte
de la nature dynamique des zones basses, ni de la déconnexion possible entre les eaux souter-
raines et les eaux de surface, qui rendrait impossible 'apport d’humidité dans la zone basse.
En ce qui concerne l'irrigation, la principale limite est I'utilisation de simulations hors ligne,
c’est-a-dire ORCHIDEE forcé par une base de données météorologiques, ce qui empéche
I’analyse de la réponse de I'atmosphere aux changements de la surface terrestre. Enfin, bien
qu’en réalité les deux phénomenes se produisent en méme temps, ce travail a considéré chaque
processus de maniere isolée. Une nouvelle version d’ORCHIDEE incluant les deux proces-
sus est nécessaire pour étudier 'effet des deux facteurs paysagers en méme temps, pour une

utilisation couplée sous changement climatique futur.

XIIT






Remerciements/Agradecimientos

Je tiens tout d’abord a remercier ma directrice de these, Agnes Ducharne, pour 'opportunité
de réaliser ce doctorat. Ce furent trois années (et demi) de dur travail et d’apprentissage.
Je remercie également les rapporteurs Isabelle Braud et Gonzalo Miguez-Macho, ainsi que
les examinateurs Olivier Boucher, Sandrine Anquetin et Aaron Boone. Enfin, je remercie
Frédérique Cheruy et Jean-Philippe Vidal, pour les échanges et les observations apportées a

mon travail.

Ensuite, je me permets de remercier ceux qui ne sont plus a METIS, mais qui m’ont regu
au début de cette these : Mohamed Saadi (et ses discussions sur les différences métaphysiques
entre GR4 et ORCHIDEE), Marc Dumont (le rire de Jussieu, et 4&me des sciences en face
du campus), Paul Passy et Sylvain Théry (merci pour la garde partagée du petit), véritables
piliers de la vie sociale du laboratoire, que j’ai tenté d’imiter sans grand succes. Egalement
je remercie aux permanents du couloir hydro : Ludovic (et merci aussi pour ta participation
aux comités de suivi et aux discussions sur des questions hydrologiques), Valérie, Danielle
(la course dans le jardin des plantes), Simon, Anne et Vincent, et les doctorants et posdoc
: Etienne (pére de Hanz), Gurpreet, Patricia, Deniz, Morgane (la vraie, méme si elle parle
espagnol chilien), Pierre (le vieux) et Pierre (le nouveau), Nouradine, Rojin, Gauthier, Elijah,
Leslie (reine des tortues), Peng, Luiza, Thibault (avec qui on a partagé les mémes tribulations
de la these aux mémes moments), Julie (ame libre et reine de 'hydroéconomie), Salomé
(reine des champignons de Compiegne, la meilleure ville de France semble-t-il), Antoine,
Axel, Radegonde, et les ingénieurs Alexandre (vive la Savoie), Maxime (vive la Normandie),
Nesrine (arréte de donner des piéces jaunes aux étrangers) et Marie. Finalement, mais
pas moins important, aux gens des autres couloirs du labo : 1’équipe administratif Valérie,
Benedicte, Aurélien et Montse, le directeur Jean-Marie Mouchel, Aurélien Baro, et tout
I’équipe geophy : Ludovic, Damien, Roger, Julio, Aida, et Fabrice, Thomas, Sylvain S et
Romane. Finalement, spécial mention pour ma famille francaise, Remi et Isabelle, et a Marie
Laure et Brent, Muriel et Sam, Lionel, et aux enfants. Et aux autres personnes que j’ai croisé
pendant ces trois ans et demi mais qui ne sont pas nomme ici (’espace est court, la mémoire
I'est parfois aussi), qui de pres ou de loin ont aidé & construire un parcours de souvenirs

mémorable et unique. Encore merci a tous.

Ahora en espanol, aprovecho para agradecer a mi familia, a mis padres Carlos y Cristina,
y a mi hermano Juan Francisco, por su apoyo incondicional en este duro proceso. Un especial
agradecimiento a Laura y a Ciro, con quienes he compartido las soledades de la vida en Paris,
las tribulaciones, pero también las pequenas victorias y los buenos momentos, compartiendo
una cerveza, un café, una charla, o un restaurante escondido en una calle solitaria, que resulta
ser una pequena gema. También besos y abrazos para Sami y Will, quienes se han convertido

en grandes amigos en los vericuetos de esta ciudad. Indudablemente, es necesario agradecer

XV



a mis amigos de Popayan que me apoyaron desde la distancia, Alejandro, Guillermo, Daniel
y Sandra, quienes siempre estuvieron pendientes y enviaron mensajes de apoyo en momentos
muy duros de estos tres anos, a Polo, Santiago, Miguel, Luis Carlos, Charlie y Natalia y
tantos otros amigos de Bogota que desde lejos me sostuvieron en negros momentos. Y por
supuesto, quiero agradecer a todas las personas que conoci durante mi maestria en la UNAL,
en especial a Edwin y a Leonardo, con quienes comparti a la distancia la experiencia del
migrante latino que se acomoda a una nueva cultura, y que descubre nuevos modos de vida.
Por dltimo, pero no menos importante, debo agradecer al antiguo grupo del E20, Erasmo,
Carolina y Camila, Nicolas D. y Nicolas C., David, Juan Pablo, quienes desde tan lejos, cada
uno llevando sus vidas, siempre tuvieron cinco minutos para preguntar como iba. Y a todas
las personas que he conocido de cerca y de lejos a lo largo de estos afnos, a las que no incluyo
por falta de espacio o de memoria, y que me han ayudado a recorrer este camino y a superar
los obstaculos de cada etapa del viaje.

Ha sido un proceso largo, solitario, exigente y agotador. Fue realizado en medio de
un periodo completamente extrafio para todos, lleno de incertidumbres y miedos. Lo hice
poniendo todo lo que podia poner en la mesa, quizd incluso mas de lo que deberia haber
puesto de mi parte. Pero en esta loca carrera, lo que he hecho, lo he hecho con el corazén,
y con la tranquilidad de intentarlo todo honesta y correctamente. Que sea el preludio del

futuro.

XVI



Contents

1 Introduction 1
1.1 The water cycle and the soil moisture - atmosphere interaction . . . . . . . .. 1
1.1.1  General overview . . . . . . . . ... 1
1.1.2  The importance of soil moisture . . . . . . . . .. .. ... ... ... 3
1.1.3 Climate change and its effects on hydrology . . . .. .. .. ... ... 10
1.2 Effects of landscape drivers on soil moisture - atmosphere interaction . . . . . 13
1.2.1  Effects of groundwater and hillslope flow . . . . . .. .. ... .. ... 13
1.2.2  Effects of irrigation . . . . . . . ... 14
1.2.3  Uncertainty under climate change . . . . . . . .. ... ... ... ... 20
1.3 Interest of numerical modeling to understand the land-atmosphere interactions 20
1.3.1 General presentation of GCMs and ESMs . . . . . .. ... ... .... 20
1.3.2 Land surface models, hydrologic processes and human water management 22
1.3.3 Modesof useofa LSM . . . . . .. ... .. .. 23

1.3.4 Synthesis on the representation of hillslope flow and irrigation within
ORCHIDEE LSM . . . . . . . 28
1.4 Specific goals and thesis outline . . . . . .. .. ... ... ... ... ... 29
2 The ORCHIDEE land surface model 31
2.1 General structure and input data . . . . . ... ... 31
2.1.1 Overview . . . . ... e 31
2.1.2  Representation of vegetation and soil . . . . . ... .. ... ... ... 32
2.1.3 Imputdata . . . .. .. . ... 34
2.2 The energy and water balance of the land surface . . . . . ... ... ... .. 35
2.2.1 Energy balance . . . . . .. .. L 35
2.2.2 Water balance . . . . . . ... 37
2.3 Representation of selected processes . . . . . . . . . ... 39
2.3.1 Evapotranspiration . . . . . . . .. . ... L Lo 39
2.3.2 Soil hydrology . . . . . . . ... 41
2.3.3 Runoffrouting. . . . . . . ... 42
2.4 LMDZOR, the land-atmosphere component of the IPSL climate model . . . . 43
2.4.1 General overview of LMDZOR . . . . . . . .. ... 0. 43

XVII



2.4.2 General interface between ORCHIDEE and LMDZ . . . . .. ... .. 43

2.5 Inclusion of new processes inside ORCHIDEE . . . . . ... ... ... .... 44
2.6 Chapter conclusions . . . . . . . . . ... 46
Effect of hillslope flow on the evolution of hydroclimatic variables 47
3.1 Imtroduction to the chapter . . . . . . . . . .. ... 0oL 47
3.2 Influence of hillslope flow on hydroclimatic evolution under climate change . . 48
3.2.1 Introduction . . . . . .. ..o 48
3.2.2 Materials and methods . . . . . . . .. ... ... L. 51
323 Results. . . . . .o 55
3.2.4 Discussion . . . . ... 72
3.25 Conclusions . . . . . . ... 75
3.3 Effect of hillslope flow on the evolution of climate extremes . . . . . . . . . .. 7
3.3.1 How to identify temperature and precipitation extremes. . . . . . . . . 7
3.3.2 Indices for frequency and intensity of climate extremes . . . . . .. .. 78
333 Results. . . . . . 78
3.4 Chapter conclusions . . . . . . . . . .. 83

Introduction of a new irrigation scheme in ORCHIDEE, and effects on

global and continental hydrology 85
4.1 Introduction to the chapter . . . . . . . .. .. ... ... 0. 85
4.2 Validation of a new global irrigation scheme in the ORCHIDEE land surface
model . . .. 86
4.2.1 Introduction . . . . . . . ..o 86
4.2.2 Model description . . . . . ... 89
4.2.3 Numerical design . . . . . . .. ..o 97
424 Results. . . . .. 101
4.2.5 Discussion . . . . ... 116
4.2.6 Conclusions . . . . . . ... 117
4.3 Simulation of irrigation in France . . . . . .. ... o000 118
4.3.1 Validation datasets in France . . . . . .. .. ... ... ... ... .. 118
4.3.2 Comparison of areas with irrigation activities . . . . .. .. ... ... 119
4.3.3 Validation of simulated irrigation in France . . . . . . . . ... ... .. 120
4.4 Chapter conclusions . . . . . . . . . . .. 120
Conclusions and perspectives 123
5.1 General conclusions on the effect of landscape drivers . . . . . . ... ... .. 123
5.2 Perspectives . . . . . . . 127
5.2.1 Developments in ORCHIDEE . . . . .. .. ... ... ... ...... 127
5.2.2  Use in coupled simulations . . . . . . .. . ... ... 130



A Supporting Information for "Influence of hillslope flow on hydroclimatic

evolution under climate change" 133

B Supporting Information for "Validation of a new global irrigation scheme

in the ORCHIDEE land surface model" 143
List of abbreviations 155
Bibliography 159

XIX






List of Figures

1

Introduction
1.1 Present-day water cycle and water storage. . . . . . . . . ... ... ... 2
1.2 Diagram of coupling, feedbacks and interactions. . . . . . . . . .. .. ... .. 3

1.3 Changes on freshwater system and possible drivers in the atmosphere (a), link
between soil humidity regimes and evapotranspiration regimes (b). . . . . . . . 5
1.4 Soil moisture-temperature coupling (a), soil moisture-precipitation coupling
(c) and land feedbacks as local intensifiers of hydro-meteorological extremes (c). 7

1.5 Overland flow infiltration excess (a), overland flow saturation excess (b), and

catchment with variable source areas under three conditions (¢). . . . . . . .. 8
1.6 The climate change cause-effect chain. . . . . .. .. ... ... ... ... .. 11
1.7 Scenarios, global warming levels, and patterns of change. . . . . . . . . . . .. 13

1.8 Plant water source in a hillslope (a), and influence of groundwater on soil
moisture and land processes (b) . . . . ... 15

1.9 Link between groundwater depth and land energy fluxes, modulated by vege-

tation. . . . . Lo 16
1.10 Spatial and temporal evolution of global area equipped for irrigation. . . . . . 17
1.11 Water accounting for irrigation at the farm scale . . . . . . . . . ... ... .. 19
1.12 Key features of climate models and earth system models. . . . . . ... .. .. 21

The ORCHIDEE land surface model
2.1 Basic structure of ORCHIDEE (a), and main processes included in the model

(D). o 33
2.2 Representation of vegetation and link to soil columns in ORCHIDEE . . . . . 34
2.3 Main hydrology processes represented in ORCHIDEE, and link to runoff routing. 38
2.4 General structure of the ORCHIDEE code for a single time step . . . . . . .. 45

Effect of hillslope flow on the evolution of hydroclimatic variables
3.1 Schematization of the main hydrological fluxes in ORCHIDEE-REF (a) and
ORCHIDEE-HSL (b), and map of lowland fraction at ORCHIDEE resolution. 52

XXI



3.2 Change in mean yearly values between HSL and REF for the period 1980-2010:

(a) SM, (b) ET, (c) P, (d) R, (e) Tas, (f) Tasmax. . . . . ... ... ... ... 56
3.3 Change in mean yearly values between HSL and REF for the period 1980-2010:

(a) ET, (b) P, (¢) R, (d) Tasmax, and boreal summer (JJA) mean values.

Regional monthly multiyear values of ET, P, R, Tas and Tasmax for Southern
Hudson Bay, SHB (e) and Sahelian Sudanese Band, SSB (f) for 1980-2010. . . 58

3.4 Zonal means of precipitation (a) and evapotranspiration (b) using simulations
and observed datasets, for yearly, DJF and JJA and period 1980-2010. . . . . 60

3.5 Global land average for both simulations, and difference between them, for the
period 1980-2100. . . . . . . . . . 62

3.6 Spatial distribution of hillslope flow modulation in yearly mean values for
period 1980-2100, ET (a), P (b), R (¢) and Tasmax (d). . .. ... ... ... 65

3.7 Spatial distribution of hillslope flow modulation in boreal summer (JJA) mean
values for period 1980-2100, ET (a), P (b), R (c¢) and Tasmax (d). . . . . . . . 66

3.8 Aridity index (a) and mean temperature (b) from REF simulation for the
period 1980-2010. Simple climatic classification from both variables (c¢). . . . . 70

3.9 Trends of regional average grid cells according to climatic classes in 1980-2100
for REF and HSL, and hillslope flow modulation in % for ET, P, R and Tas. . 71

3.10 Schematic of main impacts. . . . . . . ... oo 73
3.11 Difference of quantiles (a) and PR index (b) between future (2070-2100) and
historical (1980-2010), REF simulation. . . . . . . . ... ... ... ... ... 79
3.12 Difference of quantiles for historical (1980-2010, first column) and future (2070-
2010, second column) period, between HSL and REF simulations. . . . . . . . 81
3.13 PR index for historical (1980-2010, first column) and future (2070-2010, second
column) period, between HSL and REF simulations. . . . . . . . ... ... .. 82

Introduction of a new irrigation scheme in ORCHIDEE, and effects on

global and continental hydrology
4.1 ORCHIDEE model and new irrigation scheme. . . . . . . . ... .. ... ... 92

4.2 Sensitivity of global irrigation volumes and increase of evapotranspiration
(km?) to changes in parameter values, for the year 2000 using short simu-
lations. Secondary y-axis correspond to ET increase values. Note that the

y-axis scales differ between parameters. . . . . . . .. ..o 96

4.3 Calibration of  value (a), boxplot of grid-cell bias (b), map of fitting 5 to
obtain the lower irrigation bias (c¢) and composite map of irrigation bias ac-
cording to the calibrated § value. . . . . . .. . ... ... ... ... ... . 98



4.4

4.5

4.6

4.7

4.8
4.9

4.10

4.11

4.12

4.13

4.14

4.15

Total water withdrawal (a), groundwater withdrawal (b), and fraction of
growndwater withdrawal to the total (c) for 1998-2002, bias of irrigation rate
respecto to AQUASTAT by country (d), and bias of irrigation with dataset
from Sacks et al., 2009 (e). . . . . . ... 102
Global time series of irrigation rates simulated by ORCHIDEE and map of the
standard deviation of mean irrigation rates from all simulations. . . . . . . . . 104
Yearly average difference for 1980 - 2013 between Irr and Nolrr of ET (a),

SM(b), drainage (c), total runoff (d), groundwater reservoir (e), river reservoir

(f), TWS (g), and LAL (h). . . . . . ... ..o 106
Average multiyear monthly values for period 1980-2013 at basin scale . . . . . 107
Factor analysis of ET bias and LAI bias against irrigated fraction classes. . . . 109

Factor analysis of irrigation rate bias against irrigated paddy rice classes (a),
irrigated fraction of the soil column (b) and irrigated fraction of the grid cell
(c), and basin average value of irrigation bias against dams capacity (d). . . . 110
Difference of yearly average values for 1980 - 2013 between Nolrr and Irr
simulations, and Fluxcom (a) and Gleam (b). Zonal average values of areas
with irrigated fractions for yearly, boreal summer (JJA) and boreal winter
(DJF) of ET for period 1980 - 2013 (¢). . . . . . . . . . ... oo 112
Difference of yearly average values for 1980 - 2013 between Nolrr and Irr sim-
ulations, and LAI3g (a). Zonal average values of areas with irrigated fractions

for yearly, boreal summer (JJA) and boreal winter (DJF) of LAI for period

1980 - 2013 (b). . . . o o 113
Comparison of TWSA between ORCHIDEE simulations and GRACE datasets
in large basins with strong irrigation activities. . . . . . . . . . .. ... .. .. 114

Comparison of observed and simulated river discharge in large basins with

strong irrigation activities. . . . . . . . ..o 0oL 115

Temporal evolution of AAI and AEI in metropolitan France, period 1900-2020,

inha.. . o0 0 119
Comparison of BNPE irrigation withdrawals and ORCHIDEE irrigation with-
drawals. . . . . . L 121

Conclusions and perspectives

5.1

Schematic for an ORCHIDEE version with hillslope flow and irrigation. . . . . 129

Supporting Information for "Influence of hillslope flow on hydroclimatic

evolution under climate change"

Al

Change on mean yearly, boreal winter and boreal summer values between HSL
and REF, for period 1980 — 2010, for SM, ET, Pand R. . ... ... ... .. 134

XXIII



A.2 Change on mean yearly, boreal winter and boreal summer values between HSL
and REF, for period 1980 — 2010, for Tas, Tasmin, Tasmax, and SHF. . . . . . 135
A.3 Change on mean yearly, boreal winter and boreal summer values between
periods 2070-2100 and 1980-2010 using REF simulation data, for SM, ET, P
and R. . . . . .o 136
A.4 Change on mean yearly, boreal winter and boreal summer values between
periods 2070-2100 and 1980-2010 using REF simulation data, for Tas, Tasmin,

Tasmax, and SHF. . . . . . . . . .. ... .. 137
A.5 Spatial distribution of hillslope flow modulation in yearly, boreal winter and
boreal summer mean values for period 1980 — 2100, for SM, ET, P and R. . . 138

A.6 Spatial distribution of hillslope flow modulation in yearly, boreal winter and
boreal summer mean values for period 1980 — 2100, for Tas, Tasmin, Tasmax
and SHF. . . . . . . 139

A.7 Localization of USA South Atlantic (SA USA) (a), and regional average values

of ET, P, Tas and Tasmax for yearly (b) and JJA means (c) for 1980-2100. . . 140
A.8 Aridity index (a), and mean temperature (b) from HSL simulation for period

1980 — 2010. Simple climatic classification from both variables (c). . . . . . . . 141
A.9 Trends of regional average grid cells according to climatic classes in 1980 -

2100 for REF and HSL, and hillslope flow modulation in % for SM, Tasmax,

Tasmin and SHF. . . . . . . .. .. 142

Supporting Information for "Validation of a new global irrigation scheme
in the ORCHIDEE land surface model"
B.1 Volumes of water withdrawal for irrigation and ET increase by country from
ORCHIDEE and AQUASTAT for 1998-2002, irrigation rate from Sacks et al.,
2009 for year 2000. . . . . . ... 145
B.2 Bias of irrigation between Irr and AQUASTAT normalized by area equipped
for irrigation by country, and difference of the increase of ET between Irr and
AQUASTAT (a). Coefficient of variation of irrigation rates (b). . . ... ... 146
B.3 Yearly average difference for 1980 - 2013 between Irr and Nolrr of bare soil
E (a), T (b), net radiation (c), SHF (d), mean surface temperature (e), and
max. surface temperature (f). . . . ... ... 147
B.4 Yearly average difference for 1980 - 2013 between Irr and Nolrr of net longwave
radiation (a), net shortwave radiation (b), min. surface temperature (c). . . . 148

B.5 Limits of large basins used in the regional analysis (a). Discharge stations

used in the comparison with ORCHIDEE outputs (b).. . . . . . ... ... .. 148
B.6 Fraction of irrigated paddy rice, and focus on Southeast Asia. . . . . ... .. 149
B.7 Average multiyear monthly values for period 1980-2013 at basin scale . . . . . 150

XXIV



B.8 Average multiyear monthly values for period 1980-2013 at basin scale for Seine

river basin, with water fluxes, LAI and irrigation water source. . . . . . . . . .

XXV






List of Tables

1 Introduction
1.1 Representation of groundwater-soil moisture interaction and hillslope flow in
large LSMs. . . . . . . 24
1.2 Representation of irrigation in large LSMs. . . . . . . . . .. ..o L. 26

2 The ORCHIDEE land surface model
2.1 Atmospheric variables used as input in ORCHIDEE. . . . .. ... ... ... 35

3 Effect of hillslope flow on the evolution of hydroclimatic variables
3.1 Trends of global land average values for 1980-2100 and hillslope flow modula-
tion in % (a) and matrix of hillslope flow modulation with respect to climate

change (C.C.) trend and corresponding color (b). . . ... ... ... ... .. 64

4 Introduction of a new irrigation scheme in ORCHIDEE, and effects on
global and continental hydrology
4.1 Parameters of the irrigation module, brief description, range and values used
in the sensitivity analysis. . . . . . . . ... o o o 95

4.2  Simulations with inputs and parameter values. . . . . . . . . .. ... ... .. 99

B Supporting Information for "Validation of a new global irrigation scheme
in the ORCHIDEE land surface model"
B.1 Goodness-of-fit metrics for ORCHIDEE discharge values and GRDC selected
stations. . . .. Lo 152
B.2 Dams capacity used for irrigation, irrigated fraction and paddy irrigated frac-

tion, ET and irrigation bias at large river basin scale . . . . .. ... ... .. 153

XXVII






Chapter 1

Introduction

1.1 The water cycle and the soil moisture - atmosphere

interaction

1.1.1 General overview

Water is essential for life, and fresh water is essential for human existence. The link between
water and life is observed, for example, in the distribution of vegetation, which is partially
dependent on the existence (or absence) of water (Feddema, 2005). Similarly, the local water
supply is a strong conditioning factor for human activities, from agriculture to industry
(Wada and Bierkens, 2014). In addition, the analysis of the continuous water flow (i.e. the
water cycle) substantially affects other processes inside the climate system. For instance
the water cycle affects the earth’s energy balance, mainly through the phase change during
evaporation from the ocean and lands and from plant transpiration!, and the carbon cycle
mainly due to the correlation of water availability and plant COy uptake.

The interest in the water cycle has led to study the fluxes across the ocean, the atmosphere
and the land (see Fig. 1.1). Radiation from the sun enables the phase change of water
from liquid to vapor, and allows the transfer of mass from ocean to land. Water vapor in
the atmosphere will eventually condense and fall as rain or snow. For terrestrial hydrology,
freshwater that does not evaporate back may return to the ocean as runoff and river discharge,
may be stored in lakes and wetlands or simply as soil moisture, or may drain to groundwater as
recharge. Finally, solid water in form of ice, snow and permafrost may cover large extensions
of continental land, interacting with the atmosphere through sublimation and in some cases
maintaining streamflow during warm seasons.

The ocean accounts for a large portion of the water (97% worldwide) while saline/fossil
groundwater accounts for 1% (Gleeson et al., 2016). Freshwater represents the remaining

portion, but a large fraction of freshwater is stored as ice (96% of freshwater), and solely 4%

! Transpiration is the loss of water through the stomata in the plant leaves during the carbon exchange.
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Figure 1.1: Depiction of present-day water cycle, inside the boxes the water storage volumes,
lines represent water fluxes. Inset represent the fraction of every water storage in the earth
respect to the total water volume. Units in km?® and km3/year. Figure from IPCC, 2021,
adapted to include both stores and fluxes.

is stored mainly as fresh groundwater (Gleeson et al., 2016), but also in lakes and artificial
reservoirs, rivers, wetlands and as soil moisture. The water in the atmosphere accounts for
only 0.001% of water on earth. It is worth noting that these estimates in fluxes and storage
are not in equilibrium, due to the ongoing climate change. For instance, global warming is
melting ice sheets, and human water use may induce depletion in local freshwater storage
like groundwater (Famiglietti, 2014; Rodell et al., 2018).

In recent years, there has been increasing interest in the interactions between the freshwa-
ter system (groundwater and surface water) and the atmosphere (Koster, 2004; Seneviratne
et al., 2013) and their co-evolution. Before proceeding with the characteristics of that inter-
action, we must precisely define the terms interaction, coupling and feedback, which will be
used throughout this manuscript. To do so, and following Seneviratne et al., 2010 (see Fig.
1.2), we refer to coupling as the degree of control of one variable on another by means of
a relationship. In some cases, we may have a bidirectional coupling between two variables,
i.e. each variable partially controls the other one by means of two different relationships.
In the latter case, we may refer to the two-way coupling as feedback. Finally, the term "in-
teraction" may refer to all the variables and the relationships that exist between them in a
general way. In Fig. 1.2, the relationship a between variables A and B refers to a coupling,
and relationships a and b between variables A and B refers to a bidirectional coupling, or

feedback.

The interest in freshwater and atmosphere interactions seeks to understand not only
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v

| D

Figure 1.2: Diagram showing coupling, feedbacks and interactions. Upper-case letters
A,B,C,D, refer to states or processes, lower-case letters a-g refer to corresponding relation-
ships between the variables A-D. Figure taken from Seneviratne et al., 2010.

how climate affects the freshwater system, but also how the freshwater system, induced by
natural or human processes, affects the atmosphere (see Fig. 1.3-a). The assessment of
land-atmosphere interactions involves complex feedbacks that are difficult to disentangle,
and there are strong limitations in the available tools, for example in the use of observations
or the use of simplified models that may overlook some processes. As a proof of the interest
in the water cycle and in particular, in the complex interaction between land surface and
the atmosphere, the latest IPCC ARG report (IPCC, 2021) devotes a full chapter, Chapter
8 (Douville et al., 2021), to the analysis of the evolution of hydrologic variables under the

ongoing climate change.

1.1.2 The importance of soil moisture

Usually, the soil moisture (SM) is defined as the water contained in the unsaturated (vadose)
soil zone, also referred to as the vadose zone (Seneviratne et al., 2010). The soil matrix (the
solid phase of soils) will directly drive the saturated soil moisture value, i.e. the highest soil
moisture content of the given soil, because it depends on the soil porosity. Two additional
limits will be driven by soil properties: the field capacity soil moisture and the permanent
wilting point. The first one is the limit between drainage driven by gravity and drainage
driven by capillarity. The permanent wilting point is the limit between water extraction by
the plants, and no extraction at all because water is held too strongly to the soil matrix. Field
capacity constitutes a higher soil moisture than the wilting point. Between field capacity and
wilting point, there is a critical soil moisture that constrains plant transpiration. Below the
wilting point is the residual soil moisture, the lowest soil moisture value in a dry soil. These
limits are important to understand the coupling of soil moisture and other variables (see Fig.

1.3-h).
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1.1.2.1 Effects of soil moisture changes on climate

The SM plays a fundamental role in land-atmosphere interactions, as it can modulate the
distribution of available water and energy at the surface. Indeed, SM can control the increase
in evapotranspiration (ET), also called latent heat flux in energy terms. The phase change
from water to vapor couples the energy and water balance at the surface (Seneviratne et al.,
2010; D’Orgeval et al., 2008), and controls the energy and water available, for example, to
heat the surface or produce runoff (Rodell et al., 2015; Short Gianotti et al., 2020, see Fig.
1.3-a). Note that an increase in ET causes a decrease in soil moisture, creating a negative
feedback loop between SM and ET. We will go into this aspect in more detail below, but first
we will discuss the direct coupling of soil moisture on ET.

In order to classify the SM influence on the land - atmosphere interaction, we can use the
budyko framework (Budyko, 1974). The main hypothesis from Budyko is that the evapotran-
spiration rate for a long period (e.g. a year or more) is the result of the supply from the land,
and the demand from the atmosphere. He represents this supply-demand tension by the ET
ratio, i.e. the relation between the actual ET and the precipitation, and by the aridity, i.e.
the relation between the potential ET and the precipitation (Condon and Maxwell, 2017).
Potential ET refers to the rate of evapotranspiration when there is abundant moisture, and
represents the demand from the atmosphere (Cai et al., 2016). The role that SM plays in the
ET regime (see Fig. 1.3-b) is described by three areas with different features (Seneviratne
et al., 2010; Liu et al., 2020):

o Energy limited regions: there is enough water (wet regions), but water demand drops
below this availability (i.e. aridity index < 1), the ET constraint is the available energy.
SM is above the critical soil humidity, over which ET is independent of SM . Tropical

rainforest is a good example.

o Water limited regions: There is enough energy, but water availability drops below this
demand (dry regions, i.e. aridity index > 1), the ET constraint is the available water.
SM lays below the wilting soil humidity, under which ET does not occur. Tundra and

other high-latitude areas, or hot deserts are good examples.

» Transition regions: changes in water availability highly impact ET rates. In these areas,
soil moisture variability constrains ET, and SM is strongly coupled to ET. SM values
lay between the wilting soil humidity and the critical soil humidity. A good example is

the african Sahel.

The effect of the SM-ET coupling induces a feedback with some atmospheric variables,
for instance with temperature and with precipitation. In the case of temperature (see Fig
1.4-a), if there is not enough soil moisture, ET will decrease. As a result, the near-surface
atmosphere will be warmer because there is more available energy (Miralles et al., 2019).

It leads to an increase of the atmosphere demand, and further drying of the shallower soil

4
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a) Freshwater system and drivers
in the atmosphere

ATMOSPHERIC CLIMATE CHANGES TO WATER FLUXES AND
CHANGE RESOURCES ON LAND

LANDSCAPE DRIVERS OF WATER CHANGE
b) Link between soil moisture
and evapotranspiration

EF=AE/R, e
SOIL MOISTURE LIMITED ERGY TED
| N
0 =—
Owit Ocrr  Soil moisture content

Figure 1.3: Changes on freshwater system and possible drivers in the atmosphere (a), taken
from Jaramillo and Destouni, 2015. Link between soil humidity regimes and evapotranspira-
tion regimes according to the conceptual framework from Budyko (b), taken from Seneviratne
et al.,; 2010. 6, and 6..; are respectively the wilting point, and the critical soil moisture
that constrains evapotranspiration, EF refers to the evaporative fraction from total rainfall,
A is the heat of vaporization, E is the evaporation mass, and R, is the net radiation.

layers (Berg et al., 2014; Berg et al., 2017). For precipitation (see Fig 1.4-b), feedback is
less certain because precipitation also depends on large-scale atmospheric dynamics, but if

the soil is wet, and it enhances ET, the additional air moisture from ET may induce more

>
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rainfall (Wei et al., 2013). It should be noted that other cases are possible: in arid areas,
negative soil moisture anomalies can regulate atmospheric circulation, increasing moisture
transport and rainfall. This is a consequence of a decrease in ET, which leads to an increase
in air temperature (Zhou et al., 2021a).

One example of the effect of these complex interactions on climate, driven by SM-ET cou-
pling, includes the evolution of seasonal values of precipitation and air temperature (Koster,
2004; Koster et al., 2006). For instance, a negative anomaly on soil moisture may lead to less
rainfall and warmer temperature during the next weeks. In addition, some observations have
suggested that soil moisture anomalies may reappear several months or even a year later,
even when meteorological conditions are back to normal. This implies a possible effect on
climate evolution that may last beyond several seasons (Kumar et al., 2019). In the case of
Europe, observed evidence suggests that periods of droughts (abnormally dry periods over a
region), and the corresponding negative SM anomalies during spring, intensifies heatwaves
(days with extreme heat) during summer, while positive SM anomalies during spring lead to
few hot days during summer (Quesada et al., 2012). The role of land conditions in the evo-
lution of climatic events such as droughts and heat waves (see Fig 1.4-c), and how these land
conditions can mitigate or enhance such events, has received considerable attention from the
scientific community in recent years (Cook et al., 2018; Miralles et al., 2019; Vicente-Serrano
et al., 2020).

1.1.2.2 Effects of soil moisture changes on hydrology

Soil moisture also plays an important role in defining hydrologic flows at the land surface.
For example, over a hillslope, soil moisture is one of the aspects that determines if rainfall will
generate runoff or will infiltrate into the soil. The oldest known mechanism is the infiltration
excess overland flow (see Fig. 1.5-a). When rainfall intensity exceeds the infiltration capacity
of the soil, the soil moisture near the surface will reach saturation, and the excess rainfall will
become runoff (Horton, 1945). But it is not the only known mechanism. When a portion of
the soil surface is saturated or near of saturation from below, rainfall will rapidly produce
excess runoff over this area (Beven, 2012). This mechanism is referred to as saturation excess
overland flow (see Fig. 1.5-b), and may be due to subsurface flow convergence in the valleys,
which creates riparian wetlands (see Figure 1.4 from Beven, 2012 for a comparison of different
runoff production mechanisms).

In reality, and depending on the characteristics of the hillslope and and the pre-existing
conditions, only part of the surface may participate in the generation of runoff, while the rest
of the hillslope may not (see Fig. 1.5-c). Furthermore, the area that participates in runoff
generation may expand or shrink. This is often referred as a variable source response (Beven,
2012). These differences in runoff generation can be important not only at the hillslope scale,
but also at the catchment scale. Following Brutsaert, 2005, we define a catchment here as

the area contributing to the flow of the open channel at a given point along a river. The
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Figure 1.4: Soil moisture-temperature coupling (a), red arrows correspond to processes lead-
ing to drying/warming, blue arrows denote potential negative feedbacks (hatched blue arrow
indicates the tendency of enhanced temperature to lead to more evaporative demand). Soil
moisture-precipitation coupling (b), Blue arrows indicate processes leading to positive feed-
back resulting in wetting, the red arrow indicates a potential negative feedback damping
the original soil moisture anomaly, and the red-blue arrow indicates the existence of both
positive and negative feedbacks between evapotranspiration and precipitation anomalies. In
both diagrams (a) and (b), A, B and C refer to different steps of the feedback loop. Both
diagrams were taken from Seneviratne et al., 2010. Land feedbacks as local intensifiers of
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pressure deficit, and ABL means atmospheric boundary layer. Note that the conceptual di-
agram is boldly simplified. Figure was taken from Miralles et al., 2019.
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delimitation of the catchment follows the topography, and usually the hillslope ridges are
taken as boundaries. In hydrology, the catchment is considered as the unit that organizes

water and energy flows across the landscape. (Fan et al., 2019).

a) Infiltration excess overland flow b) Saturation excess overland flow

Infiltration

l Infiltration
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v
-
—

Figure 1.5: Illustration of the overland flow as infiltration excess (a). Precipitation rate P
exceeds infiltration capacity, and the water table is at the ground surface. Illustration of the
overland flow as saturation excess (b). Water table (WT) prior to the onset of precipita-
tion and during the precipitation event. Precipitation rate P is smaller than the infiltration
capacity over the unsaturated portion of the land surface; overland flow takes place where
water table has risen to the ground. Schematic of a catchment, with the extent of variable
source areas (dashed lines) on which overland flow takes place (c). First column is under
drought flow conditions, second is under onset of precipitation and third is under wet condi-
tions. Stream channels and saturated areas near the stream channels expand as precipitation
continues. All diagrams are taken from Brutsaert, 2005.

We will now discuss the relationship between soil moisture and groundwater. For the
sake of clarity, we define groundwater here as the water located in the saturated layers
of soil or rock, as opposed to the soil moisture located in the vadose zone (but note that
this classification is artificial). In addition, we will focus on fresh groundwater (see Fig.
1.1), i.e., groundwater that actively participates in the water cycle. We do not consider

fossil groundwater, despite its large volume, because it does not actively interact with the
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land surface. Finally, we do not explore here the diversity of groundwater formations, but
concentrate on a single type, the unconfined aquifer, which is in direct contact with the land
surface (Brutsaert, 2005).

An unconfined aquifer lies directly below the vadose zone, and the limit between the two
zones is the water table (see Fig. 1.5-c), where the water pressure is atmospheric (note that
the water table is taken as a free surface, even if in reality it is not). The water table is
dynamic in time and space: it can become shallower during the wet season or deeper during
the dry season, and it may roughly follow the topography due to a slow downward flow.
When the water table and the surface intersect, we observe a water spring that contributes
to the flow of the open channel (Schneider, 2017).

Water table dynamics has a strong influence on local and regional groundwater flows
(Téth, 1963). From a regional point of view, the water-table dynamics may be classified in
two main types (Cuthbert et al., 2019; Gleeson et al., 2011):

o Topography-controlled: the water table follows closely the terrain topography. This

feature is expected in wet regions, subdued topography, and low hydraulic conductivity.

» Recharge-controlled: the water table is largely disconnected from topography. This
feature is expected in arid regions, mountainous topography, and high hydraulic con-

ductivity.

The flow that comes from precipitation and reaches the aquifer is called recharge, and
is the result of a complex interaction with landscape, topography, geology, the vadose zone,
and eventually climate (Markovich et al., 2016; Smerdon, 2017). Soil moisture and surface
soil characteristics partially control this flow, not only because they drive the partitioning of
precipitation between runoff and infiltration, but also because SM may be coupled to ET,
leaving less water for recharge. The value of recharge and the hydraulic properties of the soil
or rock will control the depth of the water table, and ultimately the flow from the aquifer
into the river stream through subsurface flows (Miller et al., 2016; Martinez-De La Torre and
Miguez-Macho, 2019). This aquifer-river flow is referred to as baseflow, and plays a critical
role in maintaining river discharge during dry seasons, which is essential for the sustainability
of ecosystems and human communities (Schneider, 2017).

Finally, we will briefly discuss the interaction between soil moisture and vegetation. It
is well known that plants transpire water as part of the the exchange of CO; with the
atmosphere (specifically through the stomata, small openings on plant leaves, Jasechko et
al., 2013; Moene and Dam, 2014), and that the plant will extract that water from the soil
through its root system (Moene and Dam, 2014; Miguez-Macho and Fan, 2021). The soil
moisture exerts a direct control on plant transpiration, because below the critical soil moisture
value, plant transpiration starts to reduce due to water stress. When the soil moisture reaches
the wilting point, all transpiration stops (Seneviratne et al., 2010). This coupling between

SM and C'O, exchange has two main effects: first, available soil moisture for the plant has an
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impact on carbon cycle and other biogeochemical cycles driven by vegetation. And second,
vegetation patterns will follow topography, to try to ensure access to the wettest soils in the
valley areas following the subsurface flows (Fan et al., 2019).

On the other hand, vegetation modulates the partitioning of evapotranspiration between
evaporation and transpiration (Jasechko et al., 2013; Wang et al., 2014; Wei et al., 2017;
Lian et al., 2018; Forzieri et al., 2020). While bare soil evaporation comes from the first
soil layers (McColl et al., 2017; Martens et al., 2017), plants can access deeper soil moisture
through their root system to avoid water stress (Miguez-Macho and Fan, 2021). It should
be noted here that, in the case that the groundwater is sufficiently shallow, the plant can
interact directly with the aquifer by extracting water for transpiration. This appears to be
the case in some areas, where groundwater sustains vegetation transpiration during droughts
(Mu et al., 2021; Miguez-Macho and Fan, 2021). In addition, the vegetation canopy will add
an additional source of water that is subject to evaporation. Canopy interception strongly
depends on vegetation canopy, stage of development, and characteristics of the precipitation
(Moene and Dam, 2014). Evaporation from canopy is referred to as canopy loss, while the
water that finally reaches the land surface is known as throughfall. (Seneviratne et al., 2010;
Moene and Dam, 2014; Wei et al., 2017).

1.1.3 Climate change and its effects on hydrology

Human activities over the last 150 years have changed the atmosphere composition, and
have transformed large areas of the land surface (see Fig. 1.6). The result is a positive
imbalance in the Earth’s energy balance that is raising the air temperature worldwide. The
fifth report of the IPCC (Intergovernmental Panel on Climate Change), AR5, reported a
global temperature rise of 0.9 °K during the 20 * century (IPCC, 2013). The latest IPCC
report (IPCC, 2021; Tebaldi et al., 2021), ARG, reported that greenhouse gas emissions
keep increasing, resulting in an additional warming (+0.19 °K compared to AR5). And

1 ™ century, even if uncertainty

the projections depict a rise in temperature during the 2
remains large, because projections are based on scenarios of socio-economic development and
future emissions. For example, CMIP6 (Coupled Model Intercomparison Project Phase 6),
the projections dataset used for ARG, shows an effective climate sensitivity (i.e. mean global
ultimate temperature for instantaneous doubling of CO3) ranging 1.8 - 5.6 °K (Zelinka et al.,
2020), confirming the need for urgent mitigation, as noted by Forster et al., 2020.

Global warming directly impacts the water that can be hold in the air, as warmer air holds
a larger water volume (Chou et al., 2013), meaning that the atmospheric water demand
increases under a warmer climate. A higher air moisture is directly related to increased
precipitation rates at global scale (Tebaldi et al., 2021), but the positive magnitude of change
for mean values is lower for precipitation than for air moisture, and the spatial distribution
is heterogeneous (Fig. 1.7). We could summarize the change on precipitation with "wet gets

wetter, dry gets drier", (Greve et al., 2014), even if there are uncertainties in the projections,

10



Chapter 1

Introduction

Other “

(e.g., SLCF,
land use
albedo)

Non-CO,

Greenhouse

\gasey

i . \ 4 Land use albedo efc.
Emissions noffes N
o0 200
] o e 1751 NOx
0 2 e 150
S <. 600 2125
3 3 500 100
8 = I 40 ==
Q 2 300 =
3 2 = H 50
200 ||
0 ] 100 £
. 0
B T —rT ) 1950 2000 2050 2100 o - — )
. HFCs efc.
Concentrations o0 140
120
00| CO2 3500 | CH, <100
3000 s
o &0 g
£ 5 2500 2 6
= 600 = 2000 s
400 1500 g 20| SO,
1000
Y — T I —
. . 12
Radiative 2 1
. 5 Total anthropogenic
Forcing N i
FE°
=1
=4
Carbon- S ~
Cycle and T e
non-CO; G, “Natural v
2;1099;:|°c-a| 1950 2000 2050 2100
feedbacks 7
Global gt
Warming EE Is Projections
g28
8L 3
Legend: SEB
A 28 %)
Iélgé%rl(éaé E <y Observations
-8. (&)
SSP3-7.0 g
SSP2-45 2100 1950 2000 2050 2100
SSP1-26 RCP
SSP1-19 range

Temperature

GWL 2°C

Robust significant change — &1

No or no robust ———
significant change

Conflicting signal

543252

150152253 4 5
Change in annual mean
surface temperature (°C)

40 20 0 +20 +40
Change in annual mean
precipitation (%)

S Legend
=3 see left

Figure 1.6: The climate change cause-effect chain. Illustration of the process chain from
anthropogenic emissions, to change in atmospheric concentration, to changes in Earth’s en-
ergy balance (forcing), to changes in global climate and regional climate, and climatic impact
drivers. Figure T'S.4 taken from the technical summary of AR6, IPCC, 2021.

11



Introduction Chapter 1

and regionally some dry areas could even see a rise in rainfall (Chou et al., 2013).

Over land, evapotranspiration should increase under warming as well, following the in-
crease of atmospheric water demand and precipitation (IPCC, 2013; IPCC, 2021), but mod-
ulated by soil moisture and vegetation changes (Vicente-Serrano et al., 2020). Projections
from CMIP5 (Coupled Model Intercomparison Project Phase 5), the dataset that was used
in ARDb, also put in evidence possible changes in ET partitioning in the tropics, shifting to
higher soil evaporation and lower transpiration. In high latitudes all three components of
ET (transpiration, soil evaporation and canopy interception loss) should increase, while they
should decrease in dry subtropics (Berg and Sheffield, 2019; Vicente-Serrano et al., 2020).
Decrease of transpiration fraction in total ET in the tropic and dry subtropic areas is coherent
with observed datasets that underline that plants use less water on transpiration, i.e. that
water plant efficiency is higher (Forzieri et al., 2020) and are linked to physiological effects

of CO, on stomata modulation (Vicente-Serrano et al., 2020).

There are large uncertainties regarding soil humidity (Fig. 1.7), but it seems plausible
to observe a decline in the future (Berg et al., 2016; Cook et al., 2020). Regionally, soil
humidity should likely decrease in the Mediterranean area and the U.S. Southwest area.
On the other hand, changes in recharge patterns are largely uncertain, as there is no clear
magnitude and direction in change (Wu et al., 2020). For instance, the areas most sensitive
to recharge changes due to warming seem to be mountainous zones and arid areas (Smerdon,
2017). Runoff seems to increase under a warming climate and land use changes at the global
scale (Piao et al., 2007), but CMIP6 projections show regional and seasonal differences on
runoff trends (Cook et al., 2020). Extreme hydrologic values should increase alike (with
seasonal and spatial differences) especially in the northern hemisphere (Giuntoli et al., 2015;
Vidal et al., 2016), but the magnitude of change remains uncertain due to differences in the

representation of processes in hydrologic models, especially in snow-driven and arid basins
(Vidal et al., 2016).

In general, it is expected that warming increases the aridity on land. This means that
the mean water availability will decrease (Vicente-Serrano et al., 2020). In any case, changes
on aridity are the center of intense debates in recent years, not only due to aridity definition,
but also due to the physiological plant response to increased C'O, concentration and soil
moisture-atmosphere feedbacks (Roderick et al., 2015; Milly and Dunne, 2016) which could
mitigate part of the drying trend in some regions. For climate extremes, i.e. abnormal
values for a certain variable at a certain location, projections put into evidence that climate
change increases the magnitude, intensity and frequency of temperature extremes (Perkins,
2015). Projections on droughts show that areas exposed to extreme-to-exceptional events

should also increase, even under the more aggressive mitigation pathways (Pokhrel et al.,
2021; Cook et al., 2020).
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(a) Global mean temperature in CMIP6  (b) Patterns of change in near-surface air temperature, precipitation and soil moisture
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Figure 1.7: Scenarios, global warming levels, and patterns of change. Global Warming Levels
(GWLs) are defined as global surface temperature responses to anthropogenic emissions for
scenarios SSP1-2.6 and SSP3-7.0 (SSP for shared socioeconomic pathways) in CMIP6 simula-
tions (a). Multi-model, multi-simulation average response patterns of change in near-surface
air temperature, precipitation (in %) and soil moisture (in standard deviation of interannual
variability) for three GWLs (b). Number in top of each map shows the number of model
simulations averaged across all models that reach the corresponding GWL in nay of the five
SSPs scenarios. Figure TS.5 taken from the technical summary of ARG, IPCC, 2021.

1.2 Effects of landscape drivers on soil moisture - at-

mosphere interaction

Changes in landscape conditions may induce a change in near surface SM, alter the ET rate
and ultimately affect the atmosphere. Understanding the role of these landscape drivers
(i.e. processes that drive those changes in landscape conditions) helps to constrain the land
surface-atmosphere interaction (Jaramillo and Destouni, 2015). This section presents the
effect of two landscape drivers, the first of natural origin, the hillslope flows, and the second
of anthropic origin, the irrigation. We briefly underline the gaps and shortcomings in the

understanding of the effects of landscape drivers.

1.2.1 Effects of groundwater and hillslope flow

We already described the effect of soil moisture on hydrology (section 1.1.2.2), and how
soil moisture interacts with groundwater along the hillslope. We will now focus on the way
this interaction between soil moisture and groundwater can alter the water storage near the
surface, and what are the effects on the atmosphere.

We already defined the water table, and we described it as a free surface that may roughly
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follow topography in some cases, due to slow flows from ridge to valley. At the hillslope foot,
or in the valley at catchment scale, the water table may intersect the topography or at least
approach the surface (see Fig. 1.8-a). This situation can induce higher surface soil moisture
sustained by the aquifer (see Fig. 1.8-b), and lead to changes in surface conditions (Kollet
and Maxwell, 2008). If energy is available at the surface, additional soil moisture can enhance
evapotranspiration processes, but that will depend on the strength of the interaction between
groundwater and surface soil moisture, driven by the depth of the water table (Miguez-
Macho and Fan, 2021). Finally, the partitioning of the evapotranspiration rate between
evaporation and transpiration will be modulated by vegetation (Maxwell and Condon, 2016).
In the upland zone, near the ridges, the water table is likely to be deeper, preventing any
groundwater extraction by the plant. In the lowland zone, the groundwater may be shallow
enough to maintain higher soil moisture values in the root zone, allowing the plant to utilize
that additional downflow water (see Fig. 1.9). If the water table crosses the surface, then
groundwater is available to evaporate directly.

We have seen that soil moisture plays a key role on surface-atmosphere interaction, so it
is not surprising that this joint interaction between groundwater, surface and the atmosphere
may induce changes in the low-atmosphere variables, like a decrease of the air temperature
(Gilbert et al., 2017; Keune et al., 2016). There is also evidence that locally induced ET
from groundwater can mitigate remote land-atmosphere feedbacks caused by land-use change

(Zipper et al., 2019). But large uncertainties remain on the effect at global scale.

1.2.2 Effects of irrigation

Today, about 70 % of world land surface is under human management. This human manage-
ment includes land cover change, such as deforestation and a-posteriori development of crop
fields (crop fields represent around 37% of total land area around 2015 according to Hurtt
et al., 2020), but also land management, i.e. practices that do not change the land cover but
intensify the land use (Luyssaert et al., 2014). One such management practice is field irriga-
tion, an activity that involves artificially adding water to increase soil moisture and reduce
crop water stress. The resulting benefit is increased crop yields, often by a factor of 2 in
semi-arid regions, or simply allowing agriculture in arid areas where it would not otherwise
be possible (Siebert et al., 2010). But all these benefits in food production directly alter
the water cycle and other biogeochemical cycles, and have an impact on the surface water
and energy balance (Piao et al., 2007; Vicente-Serrano et al., 2019; Jaramillo and Destouni,
2015).

Population and economic growth during the 20" century has dramatically increased by
5 the irrigated area, from 63 millions ha (Mha) in 1900 to 306 Mha in 2005 (Siebert et al.,
2015), with irrigation hotspots in Europe, south Asia and western USA (see Fig. 1.10).
Today, irrigation plays a key role in food production; for example, 43% of cereal production

was harvested on irrigated lands, and total production would decrease by 47% in the absence
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Figure 1.8: Schematic of plant water sources in a hillslope (a). Lowlands (left) and uplands
(right) are connected by a down-valley flow. Note the shallow water table in the lowland
and the thick vadose zone in the upland. Figure taken from Miguez-Macho and Fan, 2021.
Schematic of the interconnection between groundwater (GW), shallow soil moisture (SM) and
land surface (LS) processes, with schematic cross-section of land surface and water table, and
theoretical delineation of three zones of influence of GW on land surface processes as function
of groundwater depth (b). Figure taken from Kollet and Maxwell, 2008.
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Figure 1.9: Relationship between groundwater depth and land-energy fluxes modulated by
vegetation for an idealized hillslope. T for transpiration and E for evaporation, WTD for
water table depth. The roots as drawn here are not to scale, and the presence of subsurface
heterogeneity is not included. Taken from Maxwell and Condon, 2016.
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of irrigation. For other crops such as citrus, cotton or sugar cane, production would decrease
by 60% (Siebert and Doll, 2010). All of this production requires large volumes of water,
which are typically drawn from surface sources such as rivers and lakes, or pumped from
groundwater. Around the year 2000, water used for irrigation accounted for 70% of global
water withdrawals (Siebert et al., 2010).
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Figure 1.10: Spatial and temporal evolution of global area equipped for irrigation (AEI)
for three time steps (1900,160,2005) based on the Historical Irrigation Dataset (HID). Maps
include global and two selected close-up areas, namely western USA and South Asia. Figure
taken from Siebert et al., 2015.

Irrigation activities transfer water from natural reservoirs (such as rivers or groundwater)
to the soil surface during crop development (see Fig. 1.11). Thus, the plant can access this
additional water and increase its transpiration. Not all of the transferred water will reach the
field due to delivery losses (Hanasaki et al., 2018), and not all of the water that reaches the
field will be used by the crops. In fact only a fraction is actually used as evapotranspiration,

while the rest will be lost as surface runoff or as recharge. The fraction of water that is
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actually used by the crop with respect to the total withdrawn volume is known as irrigation
efficiency (Hoogeveen et al., 2015), but it should not include the fraction that is lost as
evaporation, because this flux is not beneficial to the plant (Jagermeyr et al., 2015). It is
worth noting here that the water that returns as runoff or recharge is considered a "loss" at
the farm scale, because it leaves the field crop. But at the basin scale, there is no "loss,"
because the volume of water can be used by another farmer downstream of the river, or later
in time by pumping from the aquifer. These flows, called return flows (Hanasaki et al., 2018),
depend on landscape conditions (hydraulic properties of the soil, type of crop), but also on
management activities and irrigation techniques.

Before exploring the effect of irrigation on the interaction between soil moisture and
the atmosphere, we will discuss irrigation techniques (see detail in Fig. 1.11) and some
management activities that can influence the effect of irrigation on hydrology (Jagermeyr
et al., 2015). We can classify irrigation techniques into three main types (Koech and Langat,
2018; Grafton et al., 2018): sprinkler systems use a spray in overhead sprinklers to deliver
water. Drip systems deliver water in small amounts through small nozzles in pipes or ribbons.
Both sprinkler and drip systems use pressurized pipes and some form of water pumping
(Jagermeyr et al., 2015). The third and most common irrigation technique is the surface
system. It consists of supplying water by gravity force, which leads to flooding a basin or
using furrows between row crops. A distinction can also be made between irrigation of rice
fields and irrigation of other crops. Paddy irrigation involves using water to flood the field
during crop development for weed control (Hoogeveen et al., 2015; Hanasaki et al., 2018).
This technique based on water level control leads to lower irrigation efficiency than for other
types of crops (Hanasaki et al., 2018).

In some cases, to ensure water supply for irrigation, water can be transferred between
regions separated by tens of kilometers (Wada et al., 2012). In this case, water management
requires the construction of infrastructure such as dams, reservoirs and canals. Excess water
from rainfall can be stored during the wet season and used during the dry season, increasing
the water supply. In other cases, water is simply adducted from the main river channel during
the flood season (Leng et al., 2015; Yin et al., 2021). Water management is done at the basin
level, or at least at subbasin level, as in the case of the Indus River Basin (Laghari et al.,
2012) and the Yellow River Basin (Yin et al., 2021; Zhou et al., 2021b), which contain two of
the most irrigated areas in the world. The result is that, in some cases, water is transferred
to areas several kilometers away from the main river channel. In this case, irrigation demand
is met in excess of local availability (Wada et al., 2014). The combination of these processes
(dam management, water transfer and irrigation) further increases the pressure on the water
resource and the effects on hydrology. In addition, it is difficult to assess processes like water
transfer and withdrawal in most cases due to the lack of data (Wada et al., 2014).

The transfer and use of large water volumes for irrigation impacts the hydrology flows. For
example, there is evidence that irrigation can change recharge patterns locally, and deplete

or increase aquifer storage (Doll et al., 2012). Some observations also suggest that irrigation
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helps to understand negative streamflow trends in southwestern Europe (Vicente-Serrano
et al., 2019), and that irrigation could help to understand groundwater depletion in India,
China, and North America (Famiglietti, 2014; Rodell et al., 2018).

Irrigation-driven increases in evapotranspiration, mainly due to higher plant transpiration
induced by lower water stress, also change the partitioning of surface energy from sensible
to latent heat? (Cook et al., 2015) and have a direct impact on local air temperatures, as
increased ET rates lead to less warming of the lower atmosphere (Thiery et al., 2017; Thiery
et al., 2020). The influence of irrigation on precipitation is more controversial. The literature
describes local precipitation increases due to additional air moisture from irrigation activities
(Wei et al., 2013). At the regional level, irrigation could induce increased precipitation down-
wind of irrigated areas (Al-Yaari et al., 2019), or may impact the atmospheric circulation and
induce regional atmospheric convergence due to temperature gradients (Lo and Famiglietti,
2013). On the other hand, irrigation may induce a local decrease of precipitation, owing to
an anomalous local divergence in the lower atmosphere (Lo et al., 2021) or a stabilization of
the boundary layer and less convective processes (Al-Yaari et al., 2019). But precipitation

decrease is also due to shifts of precipitation patterns at regional and seasonal scale (Guim-

2Sensible heat involves a temperature change and no phase change, latent heat refers to phase change
without temperature change.
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Figure 1.11: Water accounting for irrigation at the farm scale, and partitioning between
evapotranspiration and return flows at a catchment scale. Percentages correspond to expert
judgment ranges. Actual values depends on crop and soil types, weather and other factors.
Figure taken from Grafton et al., 2018.
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berteau et al., 2012a; Vrese et al., 2016a; Lo et al., 2021). In any case, uncertainties and gaps

in knowledge remains at global and regional scale.

1.2.3 Uncertainty under climate change

Climate change has a direct impact on the effects of both landscape drivers (hillslope flow
and irrigation), as a result of changes in precipitation patterns, atmospheric demand and
warming. For instance, there is evidence that water table becomes deeper as a result of
warming (Condon et al., 2020). Initially, hillslope flow will sustain ET rates and cool down
the air, but as water table depletes, groundwater disconnects from the atmosphere at some
point. But the experiment in Condon et al., 2020 does not account for the feedback from the
atmosphere.

Irrigation adds complexity to these impacts and feedback. Projections suggest that irri-
gation demand will increase under climate change (Wada et al., 2013). Furthermore, there is
evidence indicating that irrigation exacerbates climate change impacts on groundwater stor-
age and stream discharge, especially in semi-arid basins (Ferguson and Maxwell, 2012), once
again with no consideration for the atmosphere feedback. When considering the joint evolu-
tion of land and atmosphere, CMIP6 dataset under historical climate show that areas with
irrigation activities exhibit a distinct behavior than if irrigation is not considered (Al-Yaari
et al., 2022).

There are many gaps regarding the impacts and feedbacks of these two drivers under
climate change, related to shortcomings or overlooked representation of them in the currently
used models to simulate future climate (Clark et al., 2015; Fan et al., 2019). Improvement of
the land surface representation in those models is needed to understand the joint evolution
of atmosphere, land surface and landscape drivers. We will discuss about these models in

the next section (section 1.3).

1.3 Interest of numerical modeling to understand the

land-atmosphere interactions

Humans essentially live on land. Not surprisingly, many land surface processes and the
interactions of the land with the atmosphere and the ocean are of vital importance for human
societies. Therefore, understanding how climate and ongoing climate change affects living

systems needs an accurate representation of land surface processes (Fisher and Koven, 2020).

1.3.1 General presentation of GCMs and ESMs

A general circulation model (GCM) is the tool that simulates the climate system at global
scale (See Fig. 1.12). A GCM uses a grid-cell system to represent the state variables and
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the fluxes between cells. The GCM is structured around four main models, each simulating

a branch of the climate system:

o A general circulation atmospheric model

A general circulation ocean model

A sea ice model

A land surface model

A glacier model

In some cases, a river routing model independent from the land surface model

Each of these models uses fundamental laws of physics, or empirical relationships estab-
lished from observations, to represent water, momentum and energy dynamics. The most
advanced models, called Earth system models (ESMs), also represent the carbon and other
biogeochemical cycles across land surface, atmosphere and the ocean (See Fig. 1.12). The
development of GCMs and ESMs has led to the participation of 39 different models in the
last ARG report (IPCC, 2021). One of these GCMs is the IPSL climate model, that couples
ORCHIDEE land surface model to the LMDZ atmospheric model. As we will base our strat-
egy on a modeling approach with ORCHIDEE, we will add more details on this model and
the coupling to LMDZ in chapter 2.

CLIMATE MODEL G eenbonse EARTH SYSTEM MODEL
gases absorh o :

T 0%t P
\ P

2
%
-]
o)
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£ 2

zZS

OVERTURNING OVERTURNING

Figure 1.12: Key features of climate models and earth system models. The arrows represent
the exchange of mass, energy and momentum fluxes between the components of the model.
The process complexification is represented by the consideration of biological and chemical
processes in the Earth system model. One example of these new processes is the aerosols.
Taken from Heavens et al., 2013.

Land surface processes are represented in the land surface model (LSM). The LSM repre-

sents not only the lower boundary of the atmospheric model, but also the surface hydrology
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and the continental branch of the water cycle. However LSMs, as idealized representations
of land surface, have deficiencies that limit their use (Clark et al., 2015; Fan et al., 2019); for
instance, on the understanding of the effects of the referred landscape drivers on hydrology
and climate. In the next section (section 1.3.2), we will explore in more detail what LSM is,
and how it can be used to understand the interaction between two components of the climate

system, in this case the land and the atmosphere.

1.3.2 Land surface models, hydrologic processes and human water

management

Originally, LSMs were developed to represent the physical boundary conditions of atmo-
spheric models, simulating the exchange of water and energy fluxes through simple empirical
equations for evaporation and soil storage (Manabe, 1969). The second generation of LSMs
included a simple biophysical setup to represent the plant canopy and stomatal control of
transpiration, and the third generation included the carbon cycle (Sellers et al., 1986; Krinner
et al., 2005; Gascoin, 2009). As each process included in the LSM has its own characteristic
duration and length due to differences in process scale, the model needs to aggregate and
disaggregate the fluxes within the LSM components. This requirement also holds for infor-
mation exchange with other components, such as the atmospheric model (Blyth et al., 2021).
In addition, the process complexification, i.e. including more processes and more details,
does not seem to stop as new challenges are addressed (Fisher and Koven, 2020; Blyth et al.,
2021).

A LSM represents the land surface as grid-cells (following the GCM system, but note
that other representations are possible, for instance using medium-sized catchments, like
CATCHMENT Land Surface Model, Koster et al., 2000), and simulates the processes inside
the grid-cells. For hydrologic processes there are similarities in representation inside the large
scale LSMs, as reviewed by Clark et al., 2015. In general, many LSMs represent the storage
and transmission of water in the soil with a 1-D Richards equation. Infiltration and runoff
production uses a saturation excess approach, while the lower boundary condition uses a free
drainage condition or simple groundwater dynamics at grid-cell scale (Clark et al., 2015) with
representation of baseflow into the river channel.

On the other hand, hillslope flow is recognized as a key landscape feature that organizes
water, energy and biogeochemical fluxes at subgrid scale, and has attracted considerable
attention in recent years (Fan et al., 2019). But water flow across the landscape, i.e. lateral
flow at hillslope scale and groundwater coupling with the surface, is not well represented or is
simply missing within the models (Clark et al., 2015; Gleeson et al., 2021). Some models can
include hillslope flow with the TOPMODEL framework, which was on of the first modeling
efforts to include the effect of topography on hydrology (Beven and Kirby, 1979). In general,
these models use a statistical approach to represent the topography. In other cases, models

may represent the interaction between groundwater and soil moisture, i.e. capillary rise (Lo
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and Famiglietti, 2011), but overlook the representation of topography. Still other models may
represent topography by including subgrid soil columns and then simulating a flow between
them. Finally, if the model is set up to be used at regional scale with a fine resolution,
the effect of topography can be included by simulating the flow between grid-cells. A non-
exhaustive summary of some LSMs, and the corresponding representation of groundwater-soil
moisture interaction and hillslope flow, is presented in table 1.1.

Human water management is also lacking or is poorly represented in LSMs. Three main
processes are considered to have a major impact in the regional and global water cycle:
dams operation, groundwater pumping, and irrigation (Pokhrel et al., 2016). Irrigation has
received special attention at least during the last two decades, but its representation may
lack key aspects. To calculate the irrigation demand, some models use the evaporative
demand, while others prescribe the demand from independent estimations, and finally some
trigger irrigation when soil moisture drops below a certain threshold. In addition, irrigation
in many cases is not limited by water availability, while water allocation, i.e. the rules
of water use per source, has rarely been dynamically incorporated into the models. This
representation allows to assess the effect on local and regional weather and climate, but
prevents the representation of human impacts over water storage and other hydrologic flows
(Pokhrel et al., 2016; Blyth et al., 2021). Recently, some LSMs have incorporated at regional
scale new features into the corresponding irrigation scheme, to include differences in irrigation
techniques and management strategies, and to explicitly specify the irrigation water source.

A non-exhaustive summary of irrigation representation in LSMs is presented in table 1.2.

1.3.3 Modes of use of a LSM

A LSM uses meteorological information to calculate the water and energy budgets at the
surface, and simulates the fluxes from the land surface to the atmosphere and the terrestrial
hydrology. Meteorological forcing include precipitation (rainfall and snowfall), air tempera-
ture and humidity, downwelling shortwave and longwave radiation®, surface wind and atmo-
spheric pressure (Sellers et al., 1986). LSMs are built to operate in offline mode, i.e. with
prescribed meteorological forcing from observed or reanalysis data (Vuichard and Papale,
2015), and in online mode, i.e. coupled to an atmospheric model (Pokhrel et al., 2016). In
the latter case, sea surface temperature and sea ice content variables may be prescribed to
force the atmospheric model, or the land surface-atmosphere simulation can be coupled to an
ocean and sea ice models, according to the basic components of a GCM exposed in section
1.3.1 (Krakauer et al., 2016; Cheruy et al., 2020).

A LSM will calculate the radiative fluxes in both modes, which include upwelling short
and longwave radiations, and to do so it will simulate the evolution of the albedo, i.e. the

ratio of reflected to incoming shortwave radiation, and the emissivity and surface temperature

3Shortwave radiation refers to radiation from the sun, while longwave radiation refers to infrared radiation
emitted by the atmosphere.
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Table 1.1: Representation of groundwater-soil moisture interaction and hillslope flow in large

LSMs. WT means water table, GW means groundwater, SM means soil moisture. Moving

water table refers to a dynamic water table depth.

. Topography WT GW/SM Coupling
Model References Domain . . . .
heterogeneity representation interaction to GCM
Koster et al., '
o Moving water table
2000; Ducharne Statistical based on Mean water table
Catchment Global and lateral flow Yes
et al., 2000; TOPMODEL depth . .
within grid cell
Molod et al., 2015
Niu et al., 2007; Mean water table )
_ Moving water table
CLM3.5 Lo and Global Not represented depth as moving . . Yes
e and capillary rise
Famiglietti, 2011 boundary
Explicit with a 2-D Mean and local .
CLM4.5 Zeng et al., 2018 Global Moving water table No
groundwater model water table depth
Mean water table
Lawrence et al., depth as moving )
CLM5 Global Not represented Moving water table Yes
2016 boundary up to 8.5
meters depth
Hillslope as According to Transfer between
Swenson et al., . . ..
CLM5 9019 Global interconnected saturated layers in columns inside the No
columns each column grid cell
Vergnes et al., Represented by an Mean water table Moving water table
ISBA-TRIP | 2014; Decharme Global elevation density depth as moving and lateral flow Yes

et al., 2019

function

boundary

between grid cell
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Table 1.1: Representation of groundwater-soil moisture interaction and hillslope flow in large

LSMs (continuation).

. Topography WT GW/SM Coupling
Model References Domain . . . .
heterogeneity representation interaction to GCM
o Moving water table
) Statistical based on Mean water table
LM3 Milly et al., 2014 Global and lateral flow No
TOPMODEL depth . .
within grid cell
Hillslope as According to Transfer between
LM3-TiHy | Subin et al., 2014 Global interconnected saturated layers in columns inside the No
columns each column grid cell
Koirala et al., Mean water table .
MATSIRO , Moving water table
2014; Yokohata Global No represented depth as moving ) ) Yes
(MAT-GW) and capillary rise
et al., 2020 boundary
) _ Reservoir under
Tootchi, 2019; Hillslope as ) o
) upland soil column, Lateral flow within
ORCHIDEE | Arboleda Obando Global interconnected _ _ Yes
WT in lowland grid cell
et al., 2022 columns .
fraction
Miguez-Macho
et al., 2007; Fan .
o ] Mean water table Moving water table
and ) Explicit between grid _
LEAF2 _ Regional depth as moving and lateral flow Yes
Miguez-Macho, cells )
boundary between grid cells
2011; Anyah
et al., 2008
' Mean water table
Liang, 2003; i , i
VIC Regional No represented depth as moving Moving water table No
Leung et al., 2011
boundary

1 1o9dey))
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Table 1.2: Representation of irrigation in large LSMs. SW and GW means surface water

and groundwater, respectively. A virtual source of water means that an imaginary reservoir

is used to meet the total demand, if SW stock runs out. Adduction refers to water transfer

from non-local reservoirs. Water allocation (rules of water use per source for SW and GW)

may use simple rules based on a predefined order, or be prescribed according to a map of

fractions as in Siebert et al., 2010.

. Irrigation Irrigation Water Coupling
Model Reference Domain Water source .
demand supply allocation to GCM
Rosnay et al.,
2003; E ti SW/GW, Restricted b
ORCHIDEE , Global vaporative /G estriered by Simple Yes
Guimberteau demand adduction natural stock
et al., 2012b
Soil moist
ACME Leng et al., 2017 Global o tm01st e SW/GW No restriction Prescribed Yes
arge
Leng et al., 2013;
Leng et al., 2014; . No restriction
) ) SW and virtual ]
Leng et al., 2015; Soil moisture (restricted by .
CLM4.5 . Global (GW may be _ Prescribed Yes
Thiery et al., target i natural stock if
) activated) ]
2018; Thiery GW activated)
et al., 2020
Puma and Cook,
ModelE2-R 2010; Cook ) ) o )
Global Prescribed SW and virtual | No restriction Simple Yes
GISS et al., 2015;

Singh et al., 2018
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Table 1.2: Representation of irrigation in large LSMs (continuation).

. Irrigation Irrigation Water Coupling
Model Reference Domain Water source .
demand supply allocation to GCM
Hanasaki et al., No restriction
MAT- 2008a; Pokhrel i . SW and virtual (aquifer
] Soil moisture ) )
HI/HiGW- et al., 2012; Global . . (GW may be depletion Simple No
r
MAT Pokhrel et al., aree activated) represented if
2015 GW activated)
Regional
VIO Haddeland et al., (South'— Soil moisture SW, reservoirs Re‘stricted by Simple No
2006 east Asia target available water
and USA)
Target value
ORCHIDEE- ) Regional according to ) )
Yin et al., 2020 ) o SW/GW Restricted Simple No
CROP (China) irrigation
technique
ISBA- Regional Soil moisture ) o
Druel et al., 2022 Virtual No restriction No No
SURFEX v8.1 (USA) target
No restriction
Felfelani et al., Regional Soil moisture (aquifer .
CLMb5 SW/GW . Prescribed No
2021 (USA) target depletion
represented)

1 1o9dey))
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for longwave radiation (Gascoin, 2009). Turbulence fluxes, corresponding to the sensible and
latent heat fluxes, will also be calculated according to the evolution of surface characteristics
like the roughness length (Blyth et al., 2021). When the LSM is run in online mode, it will
pass upwelling short and longwave radiations, and the turbulent fluxes to the atmospheric
model, playing the role of lower boundary of the atmospheric model.

The different experiments and strategies will depend on the scientific objectives and the
scientific questions to be answered. For example, prescribing the atmosphere allows diagnos-
ing the parameterization of the model and having an insight on errors or missing processes
(Vuichard and Papale, 2015), but using an online simulation allows evaluating the joint inter-
action of the land surface and the atmosphere when there are changes in the parameterization
or the inclusion of new processes (Seneviratne et al., 2013). This relationship between the
research question and the scientific strategy is important to validate the use of the offline or

online mode.

1.3.4 Synthesis on the representation of hillslope flow and irriga-
tion within ORCHIDEE LSM

We have already mentioned that we will use the ORCHIDEE LSM as the modeling tool
(section 1.3.1). Therefore we add a note on the representation of the interaction between
groundwater, soil moisture and the atmosphere in ORCHIDEE. While the LSM represents
groundwater dynamics in a rather simple way (Ngo-Duc et al., 2007), by default ORCHIDEE
does not represent the interaction between groundwater, soil moisture and the atmosphere,
nor the effect of topography within a grid-cell. An attempt to couple ORCHIDEE to TOP-
MODEL was shown in Ringeval et al., 2012. The coupling redistributed the soil moisture
at the subgrid scale, and the performance of the coupling was tested by comparing offline
simulations against observed river discharge and observed areas of inundated areas. Results
underlined the difficulties of reproducing the observed variables but also the potential to
simulate wetland areas in the LSM.

More recently, a first attempt to show the effect of a shallow water table in an online
simulation with the LMDZ atmospheric model was described in Wang et al., 2018, but water
table depth was prescribed. A simple representation of topography and hillslope flows was
introduced in ORCHIDEE by including a lowland fraction, as reported in Tootchi, 2019. The
lowland fraction was prescribed with a global map of wetlands area (Tootchi et al., 2019),
and was tested offline at regional scale. ORCHIDEE and the new representation of hillslope
flows were then used in online simulations in Arboleda Obando et al., 2022. The analysis
focused on the effect of hillslope flows on the evolution of hydroclimatic variables under future
climate change. Results showed a mitigation of drying trends in areas where precipitation
was supposed to decrease due to climate change. In addition, warming was slightly reduced
at global scale.

Now we will add a note on the inclusion of irrigation in ORCHIDEE. The first experiment
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with the IPSL modeling framework is described in Boucher et al., 2004. The experiment in-
cluded coupled simulations, but the land surface was represented by a bucket model, and the
irrigation was prescribed, with no other consideration. The first inclusion of irrigation in an
offline simulation is described in Rosnay et al., 2003. The irrigation demand is represented
by an evaporative demand and a static crop coefficient, since plant development is not con-
sidered. In addition, the water source includes both the river streamflow and the aquifer, but
it withdraws the water from the river on a priority basis. A third feature is the restriction of
water supply according to the available water in the natural reservoirs.

The effect of plant development on irrigation demand was included in Guimberteau et
al., 2012b, by estimating the potential plant transpiration under stress-free conditions. This
experience uses online simulations by coupling ORCHIDEE to LMDZ, and maintains features
from the Rosnay et al., 2003 module, such as water sources, the prioritization of rivers for
water withdrawal and the restriction of water supply based on water availability. In addition
water adduction from neighboring grid cells was disabled in the simulations due to the coarse
simulation resolution. Recently, a version of ORCHIDEE that describes crop phenology and
growth called ORCHIDEE-CROP included a new irrigation module (Yin et al., 2020). The
new module represents flood and paddy irrigation techniques, to separate rice from no-rice
irrigation. For the flood technique, irrigation demand is estimated using a soil moisture
deficit approach, while for paddy, the demand is estimated with a paddy water level deficit.
The experiment uses offline simulations in China, with and without water supply restrictions
based on available water. If water supply is restricted, the module uses the same sources of
water and withdrawal prioritization than in Rosnay et al., 2003. It should be noted that none
of the experiments considered additional water supply constraints, such as environmental or

infrastructural constraints, other than the total water availability in natural reservoirs.

1.4 Specific goals and thesis outline

In this chapter, we have shown scientific evidence suggesting that hillslope flow driven by
topography, and irrigation activities, play a key role in the surface - atmosphere continuum
as well as in continental hydrology. However, impacts and feedbacks of these two landscape
drivers with the atmosphere are not well understood at large scale, due to simplification or
lack of representation in land surface models, and limitations in observed datasets.

To advance the understanding of the interaction between each particular landscape driver
with the atmosphere, and disentangle their individual effect on the water cycle, this research

seeks to answer the following questions:

Q1. What is the impact/feedback of hillslope flow on present and future climate, for both

mean and extreme values?

Q2. What is the impact of irrigation on land surface fluxes in present climate, for mean

values?
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The scientific strategy relies on the ORCHIDEE land surface model in offline mode and
coupled to the LMDZ model, the atmospheric model of the IPSL Climate Model. We present
the general structure of ORCHIDEE, and the main equations controlling evaporative fluxes
and soil physics in chapter 2. We present as well some details on the way ORCHIDEE
is coupled to the atmospheric model, and what are the technical difficulties to include new
processes in ORCHIDEE. In Chapter 3 we present a new ORCHIDEE version that represents
hillslope flow. Then, in order to respond to Q1, we show the modeling results of hillslope flow
effects on hydroclimatic variables under climate change (as published in Arboleda Obando
et al., 2022). We also present an analysis on the effect of hillslope flow on the evolution of
temperature and rainfall extremes.

Chapter 4 presents a new irrigation scheme in the ORCHIDEE land surface model, that
can be used at global scale, and that includes the use of new global datasets on water
allocation. This scheme is then used to answer to Q2, focusing on the effects on land surface
fluxes, but also on the effects on continental hydrology, and on the possible reduction of
modeling biases for irrigation volumes, evapotranspiration, leaf area index, river discharge and
total water storage anomalies. Finally, chapter 5 presents the main conclusions that respond
to the stated questions, and discusses the limitations of these conclusions. This chapter also
presents the main scientific perspectives for each landscape driver from a modeling point
of view, and explores some possibilities for including both landscape drivers within a single

version of ORCHIDEE in the future, and how to use this proposed version in online mode.
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Chapter 2

The ORCHIDEE land surface model

2.1 General structure and input data

Here we describe ORCHIDEE version 2.2, which served as the basis for the introduction of
the new irrigation module. But please note that the version that served as the basis for the
introduction of the slope flows corresponds to ORCHIDEE 2.0. Both versions (ORCHIDEE
2.0 and ORCHIDEE 2.2) are very close to the version used for CMIP6 (Boucher et al., 2020;
Cheruy et al., 2020). Version 2.2 includes a correction for negative soil water and down-
regulation, and an improvement for the coupling of COy with the LMDZ atmospheric model.
ORCHIDEE 2.2 also includes minor bug fixes, and new adaptations to new supercomputers.

We also note the identification of each code revision. In the case of ORCHIDEE 2.0,
the original code corresponds to revision 15164, and the changes introduced to represent the
new hillslope flow representation are shown in chapter 3. In the case of ORCHIDEE 2.2,
the original code corresponds to revision r7619, and the changes introduced to include the
new irrigation scheme are shown in chapter 4. Finally, we outline that the representation of
the processes described in this chapter remains the same or very close for both versions, for
ORCHIDEE 2.0 and ORCHIDEE 2.2.

We also note here the contributions for the representation of each process inside the model.
For hillslope flow, the module was in part tested in offline mode in the Seine river basin by
Tootchi, 2019, and this version was already been used to run online simulations under future
climate. In the case of the irrigation module, it is based on some of the characteristics from
Yin et al., 2020, but a large part of the developments are original to this thesis project, and

the new scheme was then tested during this thesis.

2.1.1 Overview

The model ORCHIDEE (for: ORganizing Carbon and Hydrology In Dynamics EcosystEm)
is the land component of the IPSL climate model (Boucher et al., 2020). It describes the

fluxes of mass (of water and carbon mainly), momentum and heat between the surface and
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the atmosphere, and the carbon dynamics of the terrestrial biosphere.

ORCHIDEE is based on two main modules: the SECHIBA surface parameterization, and
the STOMATE representation of photosynthesis, carbon allocation and phenology, as de-
picted in Fig. 2.1-a. ORCHIDEE can simulate the vegetation distribution with the dynamic
global vegetation model (DGVM) LPJ, or it can be prescribed by annual maps (Krinner
et al., 2005). For this study, the prescription of vegetation distribution is preferred, but acti-
vating the carbon parameterization. This strategy allows evaluation of the effect of landscape
drivers on hydrology and vegetation dynamics (Wang et al., 2018).

While SECHIBA simulates the fast hydrological and energy flows, STOMATE represents
the slower response of vegetation (Krinner et al., 2005). The hydrological module includes
natural processes such as evaporation and transpiration, soil moisture dynamics and radiative
fluxes (see Fig. 2.1-b) on the same time scale as the climate model, i.e. 15 to 30 minutes
(Wang et al., 2018; Cheruy et al., 2020). The carbon module represents photosynthesis,
stomatal conductance and plant phenology, carbon allocation and soil carbon dynamics on
a daily time scale (Krinner et al., 2005). The hydrological module exchanges energy and
water information with the carbon module and in return obtains leaf area index (LAI) values
and canopy dynamics, which is important in partitioning evapotranspiration fluxes (Tafasca
et al., 2020).

2.1.2 Representation of vegetation and soil

In ORCHIDEE, surface is represented as a rectangular grid cell. The vegetation is represented
as a mosaic of a certain number of plant functional types (PFT), which borrow part or all the
parameter values from a look-up table of metaclasses (MCTs) (Alléon, 2022). In the latest
version of ORCHIDEE used for CMIP6, the PFT number is up to 15, and the number of
MCTs is 13 (Tafasca, 2020). The 15 PFTs are: bare soil, tropical broadleaf evergreen, tropical
broadleaf raingreen, temperate needleleaf evergreen, temperate broadleaf evergreen, temper-
ate broadleaf summergreen, boreal needleleaf evergreen, boreal broadleaf summergreen, bo-
real needleleaf deciduous (for forest-type PFTS), temperate natural grassland (C3), natural
grassland (C4), crops (C3), crops (C4), tropical natural grassland (C3) and boreal natu-
ral grassland (C3) (https://orchidas.lsce.ipsl.fr/dev/lccci/orc_15pft.php). OR-
CHIDEE version 2.2 does not have a specific crop phenology and harvest module, and con-
siders that crops PFTs share the same values with grassland-type PFTS, with changes on
some parameters, like vegetation height, leaf albedo, maximum leaf area index, and parame-
ters controlling photosynthesis. A new development including a generic crop phenology has
been tested in Wu et al., 2016, and is called ORCHIDEE-CROPS. This version was also used
to test a new irrigation module at regional scale in China, with explicit representation of
different irrigation techniques (Yin et al., 2020).

The soil column is discretized in layers of increasing thickness with depth, 11 by default,

but the number of layers can be changed according to needs (Rosnay et al., 2002; Campoy
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Figure 2.1: Basic structure of ORCHIDEE, depicting SECHIBA and STOMATE coupling.
Diagram based on Krinner et al., 2005 and https://orchidee.ipsl.fr/about-orchidee/
with some simplifications (a). GPP mean gross primary production, LAI means leaf area
index. Main processes included in ORCHIDEE, water fluxes in blue and energy fluxes in
white (b), taken from Campoy et al., 2013. G represents the groundwater flux.

et al., 2013). Each pixel takes soil parameters based on Carsel and Parrish, 1988, depending
on the dominant USDA soil texture class, according to a soil texture map. Soil texture is
assumed uniform within the gridcell, but saturated hydraulic conductivity decreases with
depth, as introduced by D’Orgeval, 2006. The texture map from Zobler, 1986 was retained
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for CMIPG6, but it is possible to use another soil texture map (see Tafasca et al., 2020).

To organize vegetation heterogeneity, the PFTs are arranged in independent soil columns
(see an example in Fig. 2.2), each soil column with its own water balance, but with a single
energy balance for the entire grid cell. By default, the number of soil colums is set to three,
one for the bare soil, another for the forest-type PFTs, and the third for the crops and
grasses PFTs (Tafasca, 2020). This separation into three soil columns prevent depletion of
soil moisture by forest-type PF'Ts, with a deeper root system. The inclusion of new processes
may lead to changes in the vegetation-soil discretization, for example in (Yin et al., 2020) to

represent irrigation in China. There is no horizontal interaction between soil columns.

Vegetation Soil column

Figure 2.2: Division of the grid-cell into PF'Ts on the right, and correspondence of PFTs to
soil columns. Color represents the areas within the same soil column. The nobio fraction
corresponds to surfaces like ice, free water, cities, etc. (Ducharne et al., 2018). Figure taken
from Alléon, 2022 with small modifications for simplification

2.1.3 Input data

ORCHIDEE needs two types of input data to run: data describing the land surface at global

scale, and the meteorological forcing:

o Descriptive data: ORCHIDEE needs at least seven maps describing the surface. Firstly,
ORCHIDEE needs the maps that describe the spatial vegetation distribution, i.e. the
fraction of each PFT inside every grid-cell (Krinner et al., 2005). To calculate the
soil hydraulic properties, the model needs a soil texture map (Tafasca, 2020), and
to restrict the reinfiltration of surface runoff it needs a slope map (D’Orgeval, 2006).
Routing needs at least three maps, the basin map, attributing an unique ID to each

basin, the flow direction map, and a map of the topographic index (Ngo-Duc et al.,
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2007). Additional processes may need additional input maps, e.g. representation of

floodplains, irrigation areas or hillslope flow.

« Meteorological data: ORCHIDEE needs eight meteorological variables to run (see Table
2.1 for a summary, following Tafasca et al., 2020). If the LSM runs in coupled mode
(Campoy, 2013), the atmospheric model exchanges information with the LSM every
time step (for ORCHIDEE and LMDZ for example, the time step is 15 minutes). If
ORCHIDEE runs in offline mode, the datasets typically provide the information in
larger time-steps of 3 to 6 hours. ORCHIDEE disaggregates them into a time step of
30 minutes. (Mizuochi et al., 2021).

In the next sections we present details in the representation of vegetation and soil, espe-
cially in the strategy to represent the surface heterogeneity. Then we explore the mathemat-
ical representation of the water and energy budgets. Two main fluxes are shown in detail:
the evapotranspiration flux to the atmosphere, and the vertical soil water diffusion. Next,

the routing module that simulates the transport of water through watercourses is presented.

Table 2.1: Atmospheric variables used as input in ORCHIDEE.

Name Description Units

Ta Air temperature at two meters K

Qa Air specific humidity at two meters | kg.kg~!

W Wind speed at 2 meters m.s!
Psurf Atmospheric pressure Pa
SWdown | Downwelling shortwave radiation W.m=2
LWdown | Downwelling longwave radiation W.m ™2

Pr Rainfall kg.m=2.s71
Ps Snowfall kg.m=2.s71

2.2 The energy and water balance of the land surface

2.2.1 Energy balance

For the energy balance, ORCHIDEE takes into account the downwelling and upwelling ra-
diative terms, then estimates the change in surface temperature, and divides the available
energy into different processes, using for most cases the updated surface temperature in each
time step (D’Orgeval, 2006; Wang et al., 2016). The calculation of the net radiation in the

surface is the difference between upward and downward radiation (see equation 2.1).

R,=SW + LW | —LW 1 (2.1)
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Here, R, is the net radiation, SW and LW represent the shortwave and longwave radiation
respectively, and the arrows represent the direction (upward and downward), all terms in
W/m?. In the case of shortwave radiation, i.e. radiation coming from the sun, the net
energy depends on the albedo ay,, , which controls the radiation that is reflected back to the

atmosphere (see equation 2.2).

SW = SW | (1 - as) (2.2)

The albedo value is computed by ORCHIDEE according to snow and vegetation dynamics.
Upward longwave radiation, i.e. radiation emitted by the surface depends on the surface

temperature, according to the Stefan’s law (see equation 2.3).

LW t= 0T, (2.3)

Here € is the surface emissivity, o is the Stefan’s coefficient in W/(m? K*) and Ty, s is
the surface temperature in K.

The net radiation in the surface is partitioned in ORCHIDE into at least four processes.
This corresponds to the energy budget at the surface, and includes the latent and sensible

heat fluxes, the ground heat flux and the energy stored by photosynthesis (see equation 2.4).

R, = HS + Hp + HG + thoto (24)

Here Hg and Hp, corresponds to the sensible and latent heat fluxes respectively, Hg is the
ground heat flux, and Hppe, is the chemical energy stored by photosynthesis, but neglected
here (Alléon, 2022), all terms are in W/m?.

The calculation of latent and sensible heat fluxes is based on similarity theory (Moene
and Dam, 2014). For this, the gradient between the surface and the near atmosphere is used

(see equations 2.5 and 2.6).

Hg = p.V.Cq.Cp.(Tours — Toir) (2.5)

HL = ﬁET[Ap‘?Cd(QSqu - Qair)] (26)

Here, p is the air density, V is the horizontal wind, Cj is the drag coefficient and may be ex-
pressed as 1/ (ra.V), the aerodynamic resistance and the wind speed respectively (D’Orgeval,
2006, more details on the land-atmosphere coupling in section 2.4.2), C'p is the specific heat
of the air, A is the latent heat of vaporisation (or sublimation), Ty, s is the surface temper-
ature, Ty, is the air temperature at 2 meters, gq,,y is the saturated surface moisture, g,
is the saturated moisture at two meters, and finally Sgr is the resistance coefficient to the
potential evaporation (Cheruy, 2018). We will go into the calculation of Sgr in more detail

in section 2.3.1.
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The last term of the energy balance is the ground heat flux, which relies on the descrip-
tion of the vertical temperature gradient (Cheruy, 2018; Alléon, 2022), and is expressed in
equation 2.7.

Hg = —f@aaj; (2.7)

Where £ is the soil thermal conductivity (Wm 'K 1), T is the soil temperature (K) and
z is the depth. These thermal properties depend on water content and soil texture (Ducharne
et al., 2018).

The computation of the surface temperature and the corresponding saturated air moisture
needs the use of a coupled numerical scheme, because the surface (represented in a coupled
model by ORCHIDEE) is the lowest boundary of the atmospheric model, but at the same
time interacts with the the lower atmosphere and changes its properties (Cheruy, 2018).
The general interface within ORCHIDEE couples the radiation and the land surface schemes
using an implicit coupling (Polcher et al., 1998). We will add some details on this coupling

in section 2.4.2.

2.2.2 Water balance

At the land surface, ORCHIDEE partitions the total precipitation P, which includes rainfall
and snowfall, into Rror total runoff (i.e. surface runoff and drainage to groundwater), ET
the evapotranspiration, and the change in time of land water stock W (see equation 2.8 and
Fig. 2.3).
ow =P — Rror — ET (2.8)
ot

The total water stock W includes different reservoirs that are fed by precipitation. The
first one is the stock of water intercepted by the vegetation canopy, the second one is the
soil, and the third one is the snowpack (Campoy, 2013; Tafasca, 2020).

We will focus on the change of water stock in the soil, refered as Wy in equation 2.9.
Changes in soil moisture are the result of effective precipitation reaching the soil surface.
Effective precipitation corresponds to rainfall that does not refill the vegetation canopy, to
the throughfall falling from the canopy, and to snowfall that melts. These effective terms are
referred as P, for rainfall and N, for snowfall. Then the effective precipitation is partitioned
into the bare soil evaporation £, the surface runoff R,, and the infiltration /. This means
that P, + N, = E; + Rs + 1. We note here that the bare soil evaporation is the result of
different processes. When the water on the surface cannot supply the bare soil evaporation,
some water is taken from the soil.

Some other processes must be taken into account to estimate the change of water stock
in the soil. The first one is the water uptake from the roots, that corresponds to the plant

transpiration . The second is the deep drainage D, the flow reaching the bottom of the
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Hydrology
Qin ; “\\ out Qout= Q’in B’
e
Routing | R Y Q%%
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Figure 2.3: Main hydrology processes represented in ORCHIDEE, and link to runoff routing.
The hydrology module computes the partitioning of precipitation into infiltration and surface
runoff, and then into evapotranspiration and deep drainage. In the routing module, there are
successive basins (B,B’, etc) defined by surface area Sp. Each basin has three reservoirs, river
reservoir V) receives flow from upstream. Surface and subsurface runoff reservoirs V5 and V3
receive surface and drainage fluxes from the soil column. Water flows out of each reservoir
(Qo**, 1 =1,2,3) to the next reservoir (Q},). Figure taken from chapter 5 of D’Orgeval, 2006
with small changes.

soil column, which follows a free-drainage condition equal to D = gy = K(fy), where K (0y)
is the hydraulic conductivity in the bottom. Representation of changes of water stock in the

soil is shown in equation 2.9.

oW
ot

Infiltration is calculated on the basis of a time-splitting procedure with a wetting front that

=T - E~E —D (2.9)

saturates the soil layers (D’Orgeval, 2006), like a piston. When precipitation rate exceeds the
infiltration capacity, excess infiltration will be converted to surface runoff. The infiltrated
water will then be redistributed into the soil column (see section 2.3.2) while the surface

runoff may reinfiltrate in flat areas (see D’Orgeval, 2006 and Tafasca, 2020 for more details.)

Finally, the evapotranspiration term is also partitioned into four subfluxes (see equation

2.10), and apart from bare soil evaporation includes transpiration Ef, canopy losses Ef and
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snow sublimation ES (Tafasca, 2020), with the term c indicating the grid-cell value.

ET = E¢ + E{ + ES + Ef (2.10)

As the term A\.ET in the water balance corresponds to Hy in the energy balance, the
computation of its subfluxes as a function of water availability and modulated by the latent

heat of evaporation, directly impacts the surface energy balance (Moene and Dam, 2014).

2.3 Representation of selected processes

2.3.1 Evapotranspiration

Evapotranspiration follows a classical bulk aerodynamic approach, with four fluxes: subli-
mation, interception loss, bare soil evaporation and transpiration. Each of the fluxes are
limited by different resistances, as described in D’Orgeval, 2006; Guimberteau, 2010; Alléon,
2022. The actual evapotranspiration ET is calculated from a potential evaporation E,, (see
equation 2.11), and a stress function Sgr (see equation 2.6), following the same equations
for the latent heat flux in the energy balance (compare to equation 2.6). D’Orgeval, 2006

introduced a correction for E,, according to Milly, 1992.

Epot = pVCd(qsurf - qmr) (211)

ET = Ber.Epo (2.12)

We already showed the ET partitioning in equation 2.10. As ORCHIDEE computes
an effectively vegetated fraction per PFT, the bare soil evaporation comes from the non-
vegetated fraction, and interception loss and transpiration come from the effectively vegetated
fraction (Tafasca, 2020). For computation of the energy balance, these values are aggregated
at the grid-cell scale.

Moreover, every term has its own stress function Sgr, which limits the local value of bare
soil, interception and transpiration loss to the potential rate, and results in the mean value
of actual evapotranspiration. If we neglect snow sublimation and floodplains evaporation for
simplicity, the equation used to compute the stress function from its components is written
in eq. 2.13 (Ducharne et al., 2018).

Ber = (Ay(B2 + B3) + Ayfs) /AL (2.13)

Where (35, 53 and (54 are the individual stress functions on interception loss, transpiration
and bare soil evaporation respectively, and A,, A, and A; are the fractions of vegetated
fraction, bare soil fraction, and total land area, respectively (Ducharne et al., 2018).

Beta for canopy interception loss
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The beta value for canopy interception loss depends on the volume of water in the canopy
I,. The canopy can evaporate at a potential rate, only limited by aerodynamic resistance
and an empirical structural resistance. If there is not enough water, the potential rate is

reduced to I, (see equation 2.14).

I, I 1

Epot7 ]ITGI 14+ Tstruct
Tq

f2 = min (2.14)

Where [, is volume of water intercepted in the canopy and [;** is the maximum volume
of water that can be intercepted in the canopy, 7suet is the structural resistance, and r, is
the aerodynamic resistance as described in 2.6.

When canopy losses are reduced by the availability of water, the vegetation will start to

transpire right after, so an additional term is needed. This term is called 23 (see equation
2.15)

Bag = max(0, Bapor — P2) (2.15)

Here, B2 o is the second term of the right hand in equation 2.14.

Beta for transpiration

Transpiration depends on the stomatal conductance, which controls the leaf resistance.
This stomatal conductance is directly dependent on soil moisture. If there is not enough

water, transpiration will become zero (see section 2.3.2). f33 is computed according to equation
2.16.

I 1 . I, 1
Bg = (1 — max) +min | Bz, ——— (2.16)
1+ /ra"’rleaf [k: 1+ Ta+rleaf

k
Ta Ta

Where 7., is the leaf resistance, following (D’Orgeval, 2006; Alléon, 2022). Note here
that the second right term corresponds to the transpiration after canopy losses are reduced
by the availability of water.

Beta for bare soil evaporation

The flux of the bare soil evaporation is calculated using a supply/demand approach,

assuming it can proceed at potential rate, unless water becomes limiting (See eq. 2.17).

B4 = min (Qup s 1-— 52 — 63) (217)

Where ()5, is the maximum amount of water that can be extracted from the soil column
(see section 2.3.2 for more details). The second term 1 — 35 — (3 represents the condition
that actual evaporation cannot be higher than the potential evaporation. In the latter case,
ORCHIDEE gives priority to the canopy loss and transpiration (D’Orgeval, 2006).
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2.3.2 Soil hydrology

ORCHIDEE relies on a one-dimension Fokker-Planck equation to represent unsaturated soil
water flow (Rosnay et al., 2002; D’Orgeval, 2006; Campoy et al., 2013; Campoy, 2013).
To do so the Richards equation (equation 2.18) uses a relationship between the hydraulic

conductivity and diffusivity (equation 2.19) in function of the soil moisture.

89(8? t) _ aaz <D(9)ag<az t) B K(@)) — S(z,1) (2.18)
D) = K(@)ah(f)) (2.19)

a0
Where 6(z,t) is the soil moisture at depth z (in m?.m™3), t is time, D(f) is the hydraulic
diffusivity in function of soil moisture (in m?.s71), K () is the hydraulic conductivity in func-

S.m3.s71),

tion of soil moisture (in m.s™'), S(z, t) is the sink term due to transpiration (in m
and h(0) is the matric potential (in m).

Unsaturated values of hydraulic conductivity and diffusivity follow Mualem and Van
Genuchten (Genuchten, 1980; Mualem, 1976; Ducharne et al., 2018), and the parameter
values are based on (Carsel and Parrish, 1988). More details in the mathematical implemen-
tation in D’Orgeval, 2006 and in Ducharne et al., 2018. In addition, from D’Orgeval, 2006
there are some modifications of the saturated hydraulic parameter. It follows an exponential
decay with depth, but a decrease towards the soil surface to account for the presence of roots
(D’Orgeval, 2006; Ducharne et al., 2018).

The model first calculates the change in soil moisture due to infiltration (see D’Orgeval,
2006 for more details in the implementation) and assumes a free drainage condition in the
bottom (Campoy et al., 2013).

Control of bare soil evaporation

The variable ), in equation 2.17 is calculated at the end of each time step by a dummy
integration to prevent mass conservation violation. The model may assume that the first
layer does not contribute to evaporation, to limit the water flux and prevent soil moisture
values under the residual soil moisture limit (Ducharne et al., 2018). An additional control
exists when the soil moisture values in the top soil layers are under the wilting point. It is
also possible to activate a soil resistance to constraint the soil evaporation but this option is
not used in this work.

Control of transpiration

Transpiration sink term in equation 2.20 depends on the soil moisture profile and the root
density profile. The root density R(z) is assumed to decrease exponentially with depth z (see

equation2.18) and depends on a decay factor ¢ according to the PFT.

R(z) = exp(—cz) (2.20)

With this assumption, it is possible to calculate a relative root density per layer (see
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equation 2.21).

Ja. R(2)

“TR(:) (221)

Nyoot (l) =

Where n,,,(7) is the relative root density in layer i, following the fraction of the root
density in layer Az compared to the total soil column (from z = 0 to z = 2 for a 2 meters
soil column). Note that by construction, the sum of all n,,,(7) is equal to 1.

The relative root density and the soil moisture are used to calculate a stress factor by

layer according to equation 2.22.

Wi — Wy,
U; = nroot(i) max (()7 min <1, VV%_WLU>> (222)

Here u; is the stress factor of layer i, W; the total soil moisture content in layer i, W,,
the wilting point soil moisture content and We,, the threshold that constrains transpiration,
equal to Wy, + p%.(W. — W,,), with W, the field capacity soil moisture content and p% a
constant set by default to 0.8. Above this value Wy, transpiration is maximal, while below
this limit transpiration is restricted and can become zero if it reaches the wilting point of soil

moisture.

2.3.3 Runoff routing

ORCHIDEE is able to simulate the horizontal fluxes of water through river channels (Polcher,
2003; Ducharne et al., 2003). The transfer scheme routes drainage and runoff through three
reservoirs (see the link between hydrology and routing in Fig. 2.3). Each reservoir has its
own residence time, and they represent fast flow (surface fluxes), slow flow, and streamflow.
The fast and slow reservoirs transfer water to the streamflow, while this latter receives water
from upstream and interacts with downstream reservoirs. Further descriptions of the routing
scheme are in Ngo-Duc et al., 2007 and Guimberteau et al., 2012a.

The representation of horizontal flows allows to include other processes linking the river
and its watershed, such as flooding, ponding (not activated in this thesis), and irrigation
withdrawals from groundwater and surface water. But note that the default structure of the
routing scheme, with local flows directly feeding the river channel, does not represent the
interaction between fast and slow reservoirs and the atmosphere through the soil surface. This
means that this structure does not represent soil moisture redistribution led by hillslope flows.
We will present the chosen representation of hillslope flow and irrigation in the corresponding
chapter 3 and chapter 4 respectively.

The water that is transferred from each reservoir, Q?**, depends on the water stocked in
reservoir i, V;, and a value 7; = k.g; (see equation 2.23).
g =Y

Ti

(2.23)
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Here, k£ in m corresponds to a topographic index, proportional to the grid-cell longitude
and inversely proportional to the slope, and g; is a constant for the reservoir i (Ducharne et
al., 2003) in daym™'. We use here parameters values from Ngo-Duc et al., 2007, i.e. 3.0, 25.0
and 0.24 10~3m~'day for fast, slow and stream reservoirs, respectively, estimated empirically
for the Senegal River. These values were then generalized for all the basins of the world, and

results are reported to be acceptable for many larger rivers (Ngo-Duc et al., 2005).

2.4 LMDZOR, the land-atmosphere component of the
IPSL climate model

2.4.1 General overview of LMDZOR

The land-surface-atmosphere component of the IPSL climate models is called LMDZOR.
LMDZOR couples the ORCHIDEE LSM to the atmospheric model LMDZ6A (Hourdin et
al., 2020). The revision of LMDZ6A used for this thesis corresponds to r3608. To represent
the ocean, LMDZOR needs inputs of sea surface temperature (SST) and of sea ice content
(SIC) to prescribe the ocean conditions.

LMDZ6A is an enhanced version that includes the new physics package, and was first
tested for CMIP5 as LMDZ5B (Hourdin et al., 2013). LMDZ6A includes a complete re-
thinking of the parameterization of turbulence, convection and clouds, and a more careful
tuning of the model free parameters, as described in Hourdin et al., 2020. The new LMDZ6A
physics includes a small-scale representation of turbulence, boundary layer convection rep-
resented with a thermal plume model, a new representation of deep convection and clouds,
representation of aerosols and aerosol-cloud interactions, and an improved radiative scheme.
There are also some changes on the boundary layer representation that we present in the

next section in some more detail.

2.4.2 General interface between ORCHIDEE and LMDZ

Within the boundary layer, the estimation of meteorological variables at the surface boundary
in LMDZOR is based on the Monin-Obukhov similarity theory, which proposes a relation-
ship between mean gradients and a scaling parameter (Cheruy, 2018). LMDZORC uses the
bulk stability functions proposed by Louis, 1979. These stability functions are determined
experimentally and depend on the Richardson number (buoyancy production ratio and shear
production ratio, see Moene and Dam, 2014) and roughness height ratio (actual height and
roughness height ratio). They allow to estimate the values of drag coefficients for momentum,
heat and moisture. It is worth noting that recently, a dynamic roughness height computed
for each PFT based on the leaf area index was included in ORCHIDEE (Cheruy et al., 2020).

The interface between the atmospheric model and the LSM uses an implicit coupling

scheme to compute the vertical atmospheric diffusion, using the turbulent surface fluxes,
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as noted above. The numerical scheme calculates some atmospheric coefficients within the
planetary boundary layer top-down to the surface. Then using those atmospheric coefficients
and the heat fluxes, it calculates the surface temperature and the air temperature in the
atmospheric layers from bottom to top. To close the energy balance at the surface and
calculate the surface temperature and surface static energy, ORCHIDEE uses a sensitivity
analysis for the current time step (Polcher et al., 1998). We note that the coupling between
the atmosphere and the LSM includes two different schemes: turbulent diffusion and ground
heat diffusion, and a forcing: the net radiation. The boundary layer scheme provides the
atmospheric variables over the surface and the relationship with fluxes as well as the the drag
coefficients, while the land surface model provides the turbulent fluxes, the albedo, and the
surface roughness heights (Cheruy, 2018).

Finally, it should be noted that ORCHIDEE uses a simple flux-aggregation approach to
couple the subgrid-scale land surface fluxes with the atmosphere (Polcher et al., 1998). This
means that the different soil columns in the LSM "see" a single atmosphere condition. But
we add that there are many possible strategies for coupling heterogeneous land fluxes to the
atmosphere (Vrese et al., 2016b; Vrese and Hagemann, 2018). The subgrid scale variability
may be coupled using a statistical representation, or in the case that a discrete represen-
tation of land surface heterogeneity is preferred, the mathematical representation may use
a "parameter-aggregation' approach, a "simple flux-aggregation" approach (as ORCHIDEE

does), and finally an explicit representation of the mixing process (Vrese et al., 2016b).

2.5 Inclusion of new processes inside ORCHIDEE

In this final section, some data on the ORCHIDEE code is given, and a personal reflections is
made on the difficulties in including new processes within ORCHIDEE. This technical aspect
of the research work is fundamental to take into account the limitations of the representation,
as well as to understand the feedback mechanisms within the model.

ORCHIDEE is a complex model, with a complex code. Currently, it represents more than
80 Fortran files, with around 61.000 code lines and 43.000 comments lines. The structure
of the code is modular. This means that we have a main routine that calls subroutines,
exchanging input and output information. The main routine is sechiba.f90, which calls in a
precise order all the other subroutines. The general order at each time step is as follows (see

also Fig. 2.4 for the exchange of information between modules):

1. Call for the Sgr parameter value, based on water stocks at the end of the preceding

time step from hydrol.f90.
2. Call for the energy balance module enerbil.f90, calculating ET and its subfluxes

3. Call for the soil hydrology module hydrol.f90, which updates the water stocks and the

Ber parameter value
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4. Call for surface variables module condveg.f90, which updates surface parameters like

emissivity or albedo

5. Call for soil thermodynamics module thermosoil.f90, which accounts for heat diffusion

through the soil, with thermal parameters depending on soil moisture
6. Call for routing module routing.f90.

7. Call for slow processes included in STOMATE (file stomate.f90), and others like vege-

tation distribution in slowproc.f90.

________________ dt . e
i pt hydrol f90 E
I > Evolution of 3 water stocks i
Bt-dt E Et ,| [ntercepted water over the canopy Bt > Et+dt
5 Snow Rt |
: Soil water |
i Exchange of diagnostic variables l E
i A 4 !
i Surface Evolution of Evolution of soil River
: energy vegetationand temperature and Routing |
t | budget soil carbon permafrost |
i enerbil.f90 stomate.f90 thermosoil.f90 routing.fo0 i
"""""""" dw,/dt = P-E-R o

Figure 2.4: General structure of the ORCHIDEE code for a single time step dt. W is the
water stock in the soil, 3 is the evapotranspiration resistance Sgr, E is the actual evapotran-
spiration, P is the precipitation, and R is the total runoff. Indices t-dt, t, and t+dt correspond
to previous, current and subsequent time step. The figure links the processes to the name
of the .f90 fortran module within de code. Figure taken from the ORCHIDEE training ma-
terial, https://forge.ipsl. jussieu.fr/orchidee/attachment/wiki/GroupActivities/
Training/cours_orchidee_jan2022_ducharne wiki.pdf.

Including new processes within this structure, or improving already existing processes, is a
task that needs some preparation beforehand. To this end, three questions are proposed here
after the personal experience of working with the ORCHIDEE code, to guide the technical

coding work:

1. Where should the new parameterization be included? This question is related to the

position of the new parameterization inside the code flow.

2. Which are the input and output variables that must be included in the new process?

Not only which variables, but also where they are calculated.
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3. What is the interaction between the new outputs and other processes included inside

the model? It means that new outputs may become inputs for other processes.

This simple framework based on three questions is intended to simplify the inclusion of
new modules, or the improvement of existing ones. In addition, in cases where the new
process is complex, it is best to break it into several sub-processes and apply the three
questions to each of them. Thus, for the landscape drivers we are interested in, we can
be able to understand the variables that affect the mathematical representation of the new
process within ORCHIDEE, and what is the feedback from the new process on those variables.
This clearness can also help in the coding-testing-debugging-testing process, to ensure the

adequacy of the results.

2.6 Chapter conclusions

In this section we presented the ORCHIDEE land surface model. We showed how the sur-
face heterogeneity is represented, and what is the input data needed to run the model. Then
we presented the energy and water balance as estimated inside ORCHIDEE, and how are
represented some processes of interest, linked to land surface fluxes, soil hydrology and con-
tinental hydrology. Finally, we focused on the LMDZOR, the land-atmosphere component
of the IPSL climate model, that couples ORCHIDEE LSM to LMDZ atmospheric model.
As a final personal reflection, we showed some ideas for the technical work of coding new
processes inside ORCHIDEE. All these elements are important for the forthcoming chapters,
where we will depict results on the effect of the inclusion of the two landscape drivers within

ORCHIDEE.
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Effect of hillslope flow on the

evolution of hydroclimatic variables

3.1 Introduction to the chapter

This chapter includes a paper recently published in Earth’s Future (Arboleda Obando et
al., 2022). We add part of the supplementary information in section 3.2.3.2 to include the
comparison of the simulations with observed products. Addition of part of the supplementary
information is the only change compared to the original paper, the rest of the supplementary
information is in annex A.

In the first part of this chapter (section 3.2) we show the representation of hillslope flow
within ORCHIDEE (section 3.2.2.1) and the numerical design of coupled simulations for
present and future climate (section 3.2.2.2). Then we show the effect of hillslope flow on
the long-term evolution of hydroclimatic variables under climate change (section 3.2.3.3).
Furthermore, the assessment includes the analysis of long-term trends at global scale and at
regional scale, using a simple climate classification based on the aridity index and mean air
temperature (section 3.2.3.5).

In the second part (section 3.3) we show an additional analysis on the effect of hillslope
flow in the evolution of climate extreme values for near-surface temperature and precipitation.
To assess the effect of hillslope flow, we use simple indices to calculate the intensity and
frequency of extreme events, as defined by a relative threshold based on quantiles. We end

with some conclusions in section 3.4.
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3.2 Influence of hillslope flow on hydroclimatic evolu-

tion under climate change

Pedro Felipe Arboleda Obando '3, Agnés Ducharne!?, Frédérique Cheruy??,

Anne Jost!?3, Josefine Ghattas®, Jeanne Colin*, Camille Nous'?

1 Laboratoire METIS (UMR 7619, Sorbonne Université, CNRS, EPHE), Paris, France, 2
Laboratoire de Météorologie Dynamique (UMR 8539, Sorbonne Université, CNRS), Paris, France,
3 Institut Pierre Simon Laplace (FR 636, Sorbonne Université, CNRS), Paris, France, 4 Centre
National de Recherches Météorologiques (UMR 3589, Météo-France, CNRS, Université Fédérale
de Toulouse), Toulouse, France

Abstract We analyzed the influence of hillslope flow on projections of climate change
by comparing two transient climate simulations with the IPSL climate model between 1980
and 2100. Hillslope flow induces a reorganization and increment of soil moisture (+10%),
which increases evapotranspiration (+4%) and precipitation (+1%) and decreases total runoff
(-3%) and air temperature (-0.1°C) on an annual average over land for 1980-2010 when
compared to simulation not representing hillslope flow. These changes in land/atmosphere
fluxes are not homogenous and depend on regional climate and surface conditions. Hillslope
flow also influences climate change projections. On average over land, it amplifies the positive
trend of soil moisture (4+23%), evapotranspiration (+50%) and precipitation (4+7%) and
slightly attenuates global warming (-1%), especially for daily maximum air temperature. The
role of hillslope flow in supporting surface/atmosphere fluxes is more evident at a regional
scale. Where precipitation is projected to decrease, hillslope flow is shown to attenuate the
related declines in evapotranspiration, precipitation, and total runoff, regardless of aridity
conditions and mean air temperature. Where precipitation is projected to increase, hillslope
flow amplifies evapotranspiration enhancement but attenuates the increase in precipitation
and total runoff. Warming is generally attenuated, especially in semiarid and cold areas,
and humid and warm/temperate regions, but the signal is weak. These results demonstrate
the role of hillslope flow in enhancing water and energy fluxes between the surface and the
atmosphere. They also suggest that including hillslope flow in climate models would weaken

the projected intensification of hydrological extreme events.

3.2.1 Introduction

There is strong evidence that soil moisture plays a critical role in the evolution of climate
(Seneviratne et al., 2010). For instance, at the seasonal scale, the GLACE project (Koster
et al., 2006) revealed that soil moisture anomalies in the Northern Hemisphere, the Sahel and
equatorial Africa can heavily affect seasonal values of precipitation and temperature (Koster,
2004). In Europe, soil moisture plays a role in the northward propagation of Mediterranean
drought and in the occurrence of extreme summertime temperatures (Zampieri et al., 2009;

Quesada et al., 2012); pre-existing dry soil conditions are a necessary prerequisite for the
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occurrence of heat waves (Perkins, 2015; Horton et al., 2016). In the United States, irrigation-
induced changes in soil moisture could help explain part of the modeling bias in summer
temperature and precipitation (Al-Yaari et al., 2019; Barlage et al., 2021).

Further efforts in the GLACE-CMIP5 project analyzed the feedbacks of climate change
and land-atmosphere coupling. Early results revealed that the projected decrease in soil
moisture would result in a stronger decrease in evapotranspiration and precipitation and a
higher increase in temperature at the end of the twenty-first century (Seneviratne et al.,
2013). Other results pointed to feedback between decreasing soil moisture and land surface
temperature, relative humidity and precipitation, thus explaining an increase in aridity under
climate change (Berg et al., 2016). By the end of the twenty-first century, in some regions,
decreasing trends in soil moisture due to climate change can also lead to further increases
in the intensity, frequency and duration of temperature extremes and in dry precipitation
extremes (Lorenz et al., 2016).

For land-atmosphere coupling, knowledge gaps exist regarding the effect of topography
heterogeneity on energy and water fluxes between land and atmosphere. The topographic
gradient induces a hillslope flow of surface water and groundwater between the upland area
and the lowland valley (Fan et al., 2019), which can create a wetter riparian wetland (Fan
and Miguez-Macho, 2011). The role of groundwater is especially important for hillslope
flow, because groundwater is the largest continental reservoir (Gleeson et al., 2016), and
its slow flow influences a longer soil moisture memory in areas with shallow water tables
(Cuthbert et al., 2019; Gleeson et al., 2011; Martinez-De La Torre and Miguez-Macho, 2019;
Martinez et al., 2016a; Martinez et al., 2016b). In water-limited regions, wetter soil induced
by groundwater increases evapotranspiration (ET) (Fan et al., 2019; Maxwell and Condon,
2016). Higher ET directly affects surface water and energy budgets and can lead to increased
precipitation as response from the atmosphere (Lo and Famiglietti, 2011; Wang et al., 2018).

Modeling is a good option for disentangling the link between hillslope flow and land-
atmosphere fluxes. Coupling a land surface model (LSM) to a general circulation model
(GCM) allows us to explore the evolution of the land and atmospheric components at the
global (Wang et al., 2018) and regional scales (Fan et al., 2007; Anyah et al., 2008; Campoy
et al., 2013). In LSMs, the representation of groundwater storage and its contribution to
river discharge is now commonly included, with multiple approaches from a simple reservoir
to physically-based representations with water table dynamics (Gleeson et al., 2021). If im-
plemented at a high enough spatial resolution, the latter approaches allow one to explicitly
simulate hillslope flow and its influence on soil moisture heterogeneities, but they remain very
rare in climate models, and only in regional ones (Anyah et al., 2008; Furusho-Percot et al.,
2019). In coarse resolution LSMs classically coupled to atmospheric models, hillslope pro-
cesses remain a challenge (Clark et al., 2015). Most attempts make use of the TOPMODEL
formalism (Beven and Kirby, 1979; Band et al., 1993), either in a diagnostic mode (Gedney
and Cox, 2003), or with a full coupling of subgrid water table depth distribution with the ones
of soil moisture, runoff and ET (Walko et al., 2000; Koster et al., 2000; Ducharne et al., 2000).
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These models, however, may overestimate the moistening of soils by capillary fluxes from the
water table, as it is assumed to always be shallow in TOPMODEL (Gascoin et al., 2009;
Beven et al., 2021). Interactions with deeper groundwater systems can also be described in
climate models, usually via 1D capillary fluxes to the soil, which overlooks the modulations by
small scale (subgrid) topography. The most comprehensive description of groundwater-soil
moisture interactions in a global climate model is presently offered by the ISBA-CTRIP LSM
(Decharme et al., 2019)), combining 2D horizontal groundwater flow between grid cells with
vertical capillary rise in the fraction of each grid-cell with the lowest elevation. Therefore,
the feedback of hillslope flow on climate change projections is not clear. Climate change,
especially warming, is expected to have an impact on groundwater recharge and storage
(Smerdon, 2017; Markovich et al., 2016; Wu et al., 2020). Such changes in groundwater
storage and hillslope flow may support higher ET rates in transition zones between wet and
dry climates for some time, but not indefinitely (Condon et al., 2020). However, the evidence
provided is regional, and the modeling efforts overlook dynamical interactions with the at-
mosphere. Because land-surface coupling has an impact on the projection of climate change,
the reorganization of soil moisture induced by hillslope flow may play a role in projections of
some hydroclimatic variables on a global scale. Here, we present evidence of the influence of
hillslope flow on global climate change projections of hydroclimatic variables. We contrast
the results of two transient land-atmosphere simulations for the period 1979-2100, one of
which uses the default land surface representation of the ORCHIDEE LSM (section 3.2.2.1,
ORCHIDEE-REF), while the other includes a novel subgrid hillslope flow parameterization
(section 3.2.2.1, ORCHIDEE-HSL). As described in section 3.2.2.2, we use LMDZOR, the
coupled land-atmosphere component of the IPSL-CMG6 climate model from the Institut Pierre
Simon Laplace (Boucher et al., 2020; Cheruy et al., 2020). First, we focus the analysis on the
historical period (1980-2010) to explore the effects of hillslope flow on yearly and seasonal
average values in terms of both sensitivity and realism against observations (section 3.2.3.1).
We then explore the effect of hillslope flow on climate change trends, which we call hillslope
flow modulation. To calculate the hillslope flow modulation, we first estimate the long-term
trend for each simulation during the twenty-first century; then the trend of the difference of
the two simulations at the global scale in section 3.2.3.3; and finally, the spatial distribution of
the hillslope flow modulation in section 3.2.3.4. To further analyze hillslope flow modulation
at the regional scale, we use a simple climate classification inspired by the Képpen-Geiger
and Thornthwaite classifications (Beck et al., 2018; Feddema, 2005) in section 3.2.3.5. The
latter allows for defining which regions are prone to hillslope flow modulation and what is
the type of modulation in these areas. In section 3.2.4, we discuss the main limitations of

our results, and we close in section 3.2.5 with the main conclusions and perspectives.
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3.2.2 Materials and methods
3.2.2.1 Description of the land surface model

ORCHIDEE-REF

ORCHIDEE (ORganizing Carbon and Hydrology in Dynamic EcosystEms) is a process-
based model that describes the fluxes of mass, momentum and heat between the surface
and the atmosphere (Krinner et al., 2005). The version used here as a reference (called
ORCHIDEE-REF in the following) corresponds to version 2.0, included in the IPSL-CM6
climate model for CMIP6 simulations and described in Cheruy et al., 2020, Boucher et al.,
2020, and Tafasca et al., 2020. Here, we summarize the main characteristics of the model.
In section 3.2.2.1-ORCHIDEE-HSL, we summarize the hillslope flow parametrization.

In each grid cell, vegetation is represented by a mosaic of up to 15 plant functional types
(PFTs), including bare soil. Each PFT is characterized by a set of parameters (Boucher et al.,
2020; Mizuochi et al., 2021), and fractions are described by the LUHv2 dataset (Lurton et al.,
2020). Plant phenology is controlled by the STOMATE module, which couples photosynthesis
and the carbon cycle and computes the evolution of the leaf area index (LAI) (Krinner et
al., 2005). It means that CO, influences plant growth and phenology. PFTs are grouped
into three soil columns according to their physiological behavior: high vegetation (forest,
eight PFTs), low vegetation (grasses and crops, six PFTs) and bare soil. A separate water
budget is calculated independently for each soil column, in order to prevent forest PFTs from
depriving the other PFTs of soil moisture but within each soil column, the uptake of water
for transpiration considers the root distribution of the corresponding PFT (Rosnay et al.,
2002). In contrast, the energy balance is calculated for the whole grid cell (Boucher et al.,
2020).

Evapotranspiration is represented by a classical bulk aerodynamic approach with four
subfluxes: snow sublimation, interception loss, bare soil evaporation and transpiration. The
first two proceed at potential rates and originate from the snow-covered area and from the
PFT fraction effectively covered by foliage. Bare soil evaporation is limited by upward water
diffusion. Transpiration originates from the PFT fractions effectively covered by foliage, with
no intercepted water, and is controlled by stomatal resistance, which depends on soil moisture
and vegetation parameters.

Vertical soil water flow is represented by a 1-D Richards equation (Figure 3.1-a) coupled
to a mass balance (Rosnay et al., 2002), and soil depth is set to 2 meters, here discretized
into 22 layers to finely model lower layers implicated in drainage (Campoy et al., 2013; Wang
et al., 2018). Surface infiltration is limited by the hydraulic conductivity of surface layers
and is represented by a sharp wetting front based on the Green and Ampt model (Tafasca
et al., 2020; D’Orgeval et al., 2008). The resulting increase in top soil moisture is delivered to
the Richards redistribution scheme as a boundary condition, while the lower one consists in

free drainage equal to the hydraulic conductivity of the deepest node. Lateral fluxes between
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cells are neglected (Rosnay et al., 2002; Campoy et al., 2013).
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Figure 3.1: Schematization of the main hydrological fluxes in ORCHIDEE-REF (a) and
ORCHIDEE-HSL (b), blue arrows represent surface and subsurface flows, orange arrows
represent fluxes to the atmosphere. Map of lowland fraction from Tootchi et al., 2019 inter-
polated to ORCHIDEE resolution (c), corresponding to 2.5 x 1.3 degrees grid size.

Soil is assumed to be homogeneous inside every grid cell and represented by the dominant
USDA soil texture, as taken from the Zobler, 1986 map. Soil parameters are a function of
the soil texture, following Carsel and Parrish, 1988, while the unsaturated values of hydraulic
conductivity and diffusivity depend on soil moisture using the Van Genuchten-Mualem model
(Mualem, 1976; Genuchten, 1980). Even if the soil texture is assumed to be uniform inside ev-
ery grid cell, the saturated hydraulic conductivity decreases with depth, following D’Orgeval
et al., 2008.

The routing scheme (Figure 3.1-a) transfers surface runoff and drainage from land to

the ocean through a cascade of linear reservoirs (Ngo-Duc et al., 2007; Guimberteau et al.,
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2012a). Each grid cell is split into subbasins according to a flow direction map based on the
work of Vorésmarty et al., 2000, enhanced over the polar regions by Oki et al., 1999 with
a resolution of 0.5°. Every subbasin includes three reservoirs (Fig. 3.1-a), corresponding to
groundwater, overland storage, and stream storage, with decreasing residence times (Ngo-
Duc et al., 2007). The groundwater reservoir collects drainage from the soil column, while
the overland reservoir collects surface runoff. There is no feedback from these two reservoirs
on soil moisture. In particular, there is no capillary rise from the groundwater reservoir,
so that groundwater cannot influence the atmosphere through the soil column. These two
reservoirs are internal to each subbasin, and they both feed the stream reservoir, which also
collects streamflow from the upstream subbasins, hence contributing to large-scale routing
across subbasins and grid cells.

Eventually, the surface energy and water budget are computed at the same time step
as the atmospheric model, i.e., 15 minutes. We impose the same time step on the routing
scheme for consistency with ORCHIDEE-HSL. In contrast, the carbon and plant phenology
processes in STOMATE are solved with a daily time step.

ORCHIDEE-HSL

ORCHIDEE-HSL describes the effect of hillslope flow along topography at the subgrid
scale. To this end, it introduces a “lowland” fraction, which buffers the flow between the
upland fraction and the river system (Figure 3.1-b) and has its own water budget, while the
remaining “upland” fraction behaves like the soil of the entire grid cell in the reference version.
Surface runoff and drainage replenish overland and groundwater reservoirs, which now feed
the lowland fraction instead of the stream reservoir, but if there is no lowland fraction within
the grid cell, overland and groundwater flows pass directly to the river, as in ORCHIDEE-
REF. The lowland fraction can thus be seen as a topographically driven riparian wetland (Fan
and Miguez-Macho, 2011), fed by the convergence of both surface water and groundwater,
with a potentially higher evapotranspiration than the upland fraction. It is worth noting that
this approach is equivalent to the use of the representative hillslope concept (Fan et al., 2019;
Swenson et al., 2019), and is suitable for large-scale modeling efforts with redistribution at
subgrid scale, but not for high resolution simulations, for which intercell flow (2D or even
3D) is necessary (Felfelani et al., 2021; Markovich et al., 2016).

In contrast to many LSMs describing topographically driven wetlands with a variable
area, such as in TOPMODEL (Beven and Kirby, 1979; Band et al., 1993), we suppose here
for simplicity that the lowland fraction remains constant in a grid cell, and only its soil
moisture changes with time. In this framework, the lowland fraction is prescribed from a
500-m resolution global-scale wetland map recently designed for this purpose (Tootchi et al.,
2019). Tt combines open-water and inundation imagery and high-resolution groundwater
modeling (Fan et al., 2013) and is interpolated to the ORCHIDEE resolution according to
section 3.2.2.2 (Figure 3.1-c).
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Even if some vegetation types may be favored/prevented in lowland areas, this is over-
looked due to the lack of guiding rules to do otherwise (Fan et al., 2019). Therefore, the
lowland fraction has the same PFT composition as the upland fraction (and as the full grid
cell in the reference configuration). A given PFT, however, undergoes weaker water stress in
the wetter lowland fraction, which therefore produces higher transpiration and a higher LAI.

Bare soil evaporation is also enhanced by the higher soil moisture in the lowland fraction.

In this fraction, the overland flow from the upland fraction is added to throughfall and
snowmelt. Depending on soil moisture and hydraulic conductivity, the resulting amount
of water can either infiltrate into the soil or produce surface runoff, which directly flows
to the river. The flow from the groundwater reservoir is injected at the bottom of the soil
column, which is supposed to be impermeable to vertical drainage, so that the deep layers can
gradually saturate, thus forming a water table that drains horizontally to the stream reservoir
as baseflow. The water table is practically defined as the top of the uppermost saturated
soil layer when starting from the impermeable soil bottom. If the whole soil column becomes
saturated, the excess water will add to surface runoff and flow into the river (Tootchi, 2019).
The soil depth is kept at 2 m in the lowland fraction, and it is discretized into 22 layers
(with increasing height from 1 mm in the top layer to 12.5 mm in the 8th layer and all layers
below) to accurately simulate the water table depth and the overlying soil moisture gradients
and resulting water fluxes according to the Richards equation (Campoy et al., 2013). This
discretization is also imposed for consistency in the upland fraction and in the full grid cell
of ORCHIDEE-REF.

Baseflow Qpase [mm/s] to the streams comes from the lowland fraction. Following Darcy’s
law, it originates from the saturated layers below the water table, and is given by a solu-
tion of the long-term linearized Boussinesq equation at the catchment scale (Tootchi, 2019;

Brutsaert, 2005) in equivalent water depth:

22 2 22
™ Ah 1
ase = z:E k — %k —— k% — %k AZ’%*KZ 31
R -
Where Ep [—] is the exchange factor multiplied by %2, which accounts for variations of
hydraulic conductivity along horizontal direction, anisotropy and riverbed clogging, based on
water table shape (Brutsaert, 2005). The term % corresponds to the mean gradient along

hillslopes in the lowland fraction. It depends on Ah [L], the height of water table above the
bottom of the soil column, i.e. 2 meters depth, and on B [L], the mean aquifer breadth from

the streams to the divides. This term is equal to where ¢ [L™!] is the drainage density

1
2%3?
in the lowland fraction, assumed here to be the same as in the entire grid cell by lack of
specific information. The term Az; * K; corresponds to the layer transmissivity, dependent
on the layer thickness Az; [L] and the layer hydraulic conductivity K; [L/T]. Finally wtl is

the layer that contains the water table.

Both higher values of the exchange Er factor and of the drainage density ¢ increase the
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baseflow rate: the former because it retains water in the lower zone for a shorter period, and
the latter because it decreases the width of the aquifer, which facilitates the flow towards
the river. In our simulation, Er is set equal to 1, and ¢ is set to 0.5351072 m ™!, the average

over the Seine river basin based on the global ) map of Schneider et al., 2017a.

3.2.2.2 Coupled simulation and experiment setup

The ORCHIDEE LSM is coupled to the LMDZ6A atmospheric model (Hourdin et al., 2020),
as embedded in the IPSL-CM6A-LR climate model (Boucher et al., 2020). This land-
atmosphere coupled model is often referred to as LMDZOR (Cheruy et al., 2020). Here,
the resolution of LMDZOR is defined by 144 x 143 points in longitude and latitude, which
correspond to 2.5 x 1.3 degrees, respectively, and by 79 vertical levels. The sole difference in
our simulations compared to the IPSL-CM6A-LR setup is that land cover is kept constant
and representative of the early 21st century conditions (year 2000) and permafrost is turned
off. It should be noted that these simulations exclude irrigation.

Two coupled simulations using LMDZOR were run for the period 1979-2100: the REF
simulation, with no lowland representation, and the HSL simulation, which includes the sub-
grid representation of hillslope flow through a lowland fraction (section 3.2.2.1-ORCHIDEE-
HSL). Spin up was conducted for each simulation to reach storage equilibrium. The SST /SIC
forcing datasets consist of bias-corrected values from a fully coupled (land-ocean-atmosphere)
simulation by the CNRM-CM6-1 (Voldoire et al., 2019) climate model against observed data.
The simulation was performed for ScenarioMIP (Tebaldi et al., 2021) under historical and
SSP5-8.5 radiative forcing. The radiative forcing was set differently for historical (1979-2014)
and future (2015-2100) periods: historical corresponds to observed values, while future corre-
sponds to the shared socioeconomic pathway (SSP) SSP5-8.5 (O’Neill et al., 2016)), selected

to obtain a strong climate change signal.

3.2.3 Results
3.2.3.1 The impact of hillslope flow on historical climate

In this section, yearly and seasonal mean values for the period 1980-2010 were compared for
both simulations. The statistical significance of the mean difference between both simulations
was assessed at each pixel with two sided Student’s t test at the confidence level of 5%.
Figure 3.2 shows the difference between REF and HSL simulations for annual averages
covering the historical period (1980-2010). Hillslope flow increases soil moisture (SM) almost
everywhere (Figure 3.2-a), except in arid and semiarid areas where there are fewer lowland
fractions and changes are not detected by the statistical test. Evapotranspiration (ET) is also
enhanced (Figure 3.2-b), but the increase is limited to moisture-limited regions (Seneviratne
et al., 2010). Precipitation (P) increases, but the increment is weak and clustered in a few

hotspots (Figure 3.2-c). In particular, the inclusion of hillslope flow does not change the zonal
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Figure 3.2: Change in mean yearly values between HSL and REF for the period 1980-2010:
(a) SM, (b) ET, (¢) P, (d) R, (e) Tas, (f) Tasmax. Statistical significance of the mean
differences is tested at each point with a Student test (p = 0.05). The areas with insignificant
changes are left gray.

distribution of P (Figure 3.4-a) or the positive P bias against observed data (for yearly and
seasonal values), especially in the tropics. This bias impacts ET values (Figure 3.4-b), which
tend to be excessive in the tropics as well (see section 3.2.3.2). In areas with a positive P bias,
hillslope flow does not enhance ET, as these regions are not water-limited but energy-limited,
so there is no coupling between SM and ET (Seneviratne et al., 2010).

Total runoff (R) decreases in most zones (Figure 3.2-d) as a result of ET enhancement,
except in areas where P increases (R will increase if the P rise is greater than the ET
rise). Mean air temperature (Tas, Figure 3.2-e) cools down as a result of increased ET, with
the exception of Alaska, where it increases, most likely linked to internal variability of the
model. The cooling down signal is weak, -0.09 °C over land, and the correlation between ET
enhancement and Tas cooling does not necessarily fit well (for instance, in the northwestern

USA, the Siberian Far East, or the Caucasus). The average daily maximum temperature
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(Tasmax) shows a stronger cooling in magnitude over a wider area than Tas (Figure 3.2-f).
The impact on the Tasmax is linked to the cooling effect of ET and to changes in the soil
thermal inertia (Cheruy et al., 2017). The control that soil moisture exerts on thermal inertia
may explain the greater impact on the Tasmax compared to Tas, as well as an increase in the
average daily minimum temperature (Tasmin, Figure A.2). The increase in Tasmin as a result
of wetter soil is due to a reduction in both surface temperature variability and nocturnal soil
cooling.

Figure 3.3 a-d shows the differences between both simulations for boreal summer. During
JJA, the ET increase is stronger than for yearly values (Figure 3.3-a), with higher values
in both the Northern and Southern Hemispheres. The statistical test does not detect any
change in areas such as India (where there is an increment in yearly means), and there is
a decrease in some tropical areas (for example, the northern Amazonian basin) owing to a
reduction in downwelling radiation at the surface, which is consistent with the results from
Wang et al., 2018. The P increment is also stronger during JJA (Figure 3.3-b), especially in
the Sahelian band, even if P decreases in small areas (such as in the Democratic Republic of
Congo). R decreases (Figure 3.3-c) following increases in ET, except in areas where the P
rise counteracts the ET rise (for example, in the transition areas between the Sahel and the
wetter southern areas) or where ET decreases (north of South America). Tasmax cooling is
stronger during boreal summer as well (Figure 3.3-d) and fits well with areas where ET is
enhanced, with the exception of the Siberian Far East and North China, where cooling down
and ET enhancement do not match.

Comparisons of monthly climatological values are shown for Southern Hudson Bay (SHB,
Figure 3.3-¢) in Canada and for Sahelian Sudanese Band (SSB, Figure 3.3-f) in Africa. Both
regions correspond to different latitudes, seasonality and climates, but both show an increase
in ET and air cooling by the inclusion of hillslope flow at yearly scales. Monthly values with
detectable differences according to the t test and 5% confidence are marked by a shaded
column. In both regions, there is an increase in ET during the wetter months (July in SHB,
August in SSB), but in SSB, the test detects a change during the driest months, indicating
that hillslope flow keeps sustaining E'T. For both regions, increases in ET do not translate into
a change in the shape but rather into a change in the ranges of the ET curve. In SHB, changes
in P occur during the wettest months, while in SSB, the statistical test detects changes in
June but not in August when the peak takes place, even if the peak value slightly increases.
These results are consistent with (Wang et al., 2018; Lo and Famiglietti, 2011), who state
that a shallow water table affects the intensity and extent of rain belts and enhances local
convection but does not affect the main P patterns. For SHB, the increase in P may be due
to positive feedback between ET and P from increased convection, while in SSB, the changes
may be due to enhanced Hadley circulation and poleward movement of the rain belts (which
also explains local decreases in P during boreal winter, see Figure A.1).

R shows larger changes between the two regions. In SHB, the R peak is higher and occurs

earlier due to hillslope flow. In SSB, R decreases during the dry season and increases during
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Figure 3.3: Same as Figure 3.2 but for (a) ET, (b) P, (¢) R, (d) Tasmax, and boreal summer
(JJA) mean values. Regional monthly multiyear values of ET, P, R, Tas and Tasmax for
Southern Hudson Bay, SHB (e) and Sahelian Sudanese Band, SSB (f) for 1980-2010. Statis-
tical significance of the mean differences was tested for each month with Student’s t test (p
= 0.05). Months with significant changes are shaded in blue. In the Tasmax & Tas caption,
the top blue and red lines correspond to Tasmax.
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the wet months, but the statistical test only detects changes during the dry season and not
changes during the peak runoff months. In both regions, the decrease in R is linked to ET
enhancement, which leaves less water to runoff, but for the case of SHB, the decrease is
partially counteracted by an increase in P. Changes in R peak timing are explained by the
characteristics of the lowland fraction. Since the lowland fraction does not have drainage,
it can become saturated by groundwater flow and infiltration more easily. If the lowland
becomes saturated, all excess water will then become surface runoff and will flow directly
to the river. This means that the lowland fraction may produce surface runoff sooner, with
a larger peak. For the air temperature, cooling is mostly observed, but it does not occur
with the same intensity all the time. Sometimes, this decrease occurs in conjunction with
increases in ET (although higher ET does not necessarily impact temperature, for example,
during the hottest months in SHB). In others, it is not due to changes in ET but rather to
changes in thermal inertia due to increases in SM (for example, in February in SHB or March
in SSB).

The above changes in the regional hydrology are consistent with the results obtained by
Tootchi, 2019 based on offline simulations in the Seine River basin (Northern France, temper-
ate humid climate). This author also illustrates the sensitivity of the hillslope parametrization
to soil depth and the exchange factor Er (Equation 3.1), and to the extent of the lowland
fraction: when the latter increases from 5 to 75% in the Seine River basin, annual mean SM

and ET increase by 21 and 6% respectively, while annual mean R decrease by 24%.

3.2.3.2 Comparison of simulations with observed products of precipitation and

evapotranspiration

Comparison of zonal bias in Cheruy et al., 2020 (Figure 4) with zonal means from our
simulations and from observed data (Figure 3.4-a) shows that inclusion of the lowland fraction
does not change the bias on zonal precipitation values, especially for areas between -30 and
20° of latitude. This is consistent with Mizuochi et al., 2021, which compares results from
an offline simulation and from a coupled with “nudging” simulation. This bias on P comes
from impacts of atmospheric and land surface components in the simulation. In general,
ORCHIDEE-HSL has slightly stronger precipitation rates in tropical areas (see for example
3.4-a, JJA values), which indicates a slightly stronger bias.

For evapotranspiration (Figure 3.4-b), bias is less important than for P, because it benefits
from the improvement on the downward SW bias (Cheruy et al., 2020). In any case, ET bias
is higher between -30 and 20°, overlapping the area where P bias is higher. A strong P rate
induces a strong coupling between available energy and ET, preventing any ET enhancement
due to hillslope flow. The presence of the lowland fraction induces a stronger ET especially
in mid latitude, which could help to improve ET bias in some areas. For example, offline
simulation in Mizuochi et al., 2021, Table 3, shows a negative ET bias of -0.231mm /day, while

inclusion of hillslope flow could enhance ET, reducing the global bias. The cooler temperature
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in HSL simulation, due to the evaporative cooling, can improve warm bias during summer in
the northern hemisphere, as shown in Figure 5 in Cheruy et al., 2020 for simulation 6Actrl

and AMIP and here for HSL in Figure 3.4.
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Figure 3.4: Zonal means of precipitation (a) and evapotranspiration (b) using simulations
and observed datasets, for yearly, DJF and JJA and period 1980-2010. Reference datasets
are MSWEP (Beck et al., 2017), GPCP (Adler et al., 2018) and GPCC (Schneider et al.,
2017b) for precipitation, and Fluxcom (Jung et al., 2019) and Gleam v3 (Martens et al.,

2017) for evapotranspiration.
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3.2.3.3 Global influence of hillslope flow on climate change projections

Global trends

In this section, and hereafter, long-term trends (1980-2100) were computed using Sen’s
Kendall slope estimator, a nonparametric method, robust enough against outliers (Sen, 1968;
Burn and Hag Elnur, 2002; Perkins and Alexander, 2013). The slope was computed for each
simulation and also for the difference between them to isolate the effect of hillslope flow
on the climate change trend. The statistical significance of the trends was tested with the
Mann-Kendall tau test at the confidence level of 5%.

Figure 3.5 shows the land average time series between 1980 and 2100 for both simulations
and the difference between HSL and REF (Diff. in the figure). Linear long-term trends are
calculated for the three time series. REF simulation includes the effect of climate change,
HSL includes the effect of climate change and hillslope flow, and Diff. isolates the effect of
hillslope flow on the projection. The spatial distribution of climate change (calculated as
the difference between averages in future, 2070-2100, and in historical, 1980-2010) is shown
in Figures A.3 and A.4 for REF. The simulation demonstrates the main characteristics of
climate change: global warming and increment of the water cycle (more P, ET and R), but
with regional increases of aridity (drier soil, less P, ET and R), for example, in Southern
Europe and the Mediterranean area (with a stronger and wider increase of aridity during

boreal summer).

The REF simulation shows strong warming for the Tasmax (Figure 3.5-a) as a result of
climate change (4+6.2 °C per century), but when considering climate change and hillslope
flow (HSL simulation), warming is slightly less important (+6 °C per century). The trend
of the difference (Diff.) between HSL and REF is negative because hillslope flow slows down
warming and is detected by the statistical test. The Diff. trend indicates the magnitude
and direction of the hillslope flow impact in the long term. Additionally, the trend of the
difference (-0.08 °C per century) does not exactly match the differences between HSL and
REF trends (-0.2 °C) as a result of numerical errors in the slope calculation induced by

nonlinearity, but these errors are generally small.

For ET (Figure 3.5-b), the rate is enhanced by climate change (+0.02 mm/day/century),
and it increases faster if the hillslope is included (+50.5% faster). For the case of yearly P (Fig-
ure 3.5-c), climate change increases P at the end of the century (40.35 mm/day/century), and
hillslope flow amplifies the increment of P, i.e., P trend increases faster (+6.9% faster). Dur-
ing the boreal summer, ET decreases (-0.03 mm/day/century) due to climate change (Figure
3.5-d), but hillslope flow opposes this trend by enhancing ET and attenuating the reduction (-
39.2%).
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Figure 3.5: Global land average for both simulations, and difference between them, for the
period 19802100, for daily max. temperature (a), evapotranspiration (b), and precipitation
(c), at yearly scale, and evapotranspiration (d) for boreal summer. The statistical significance
of the trend was tested with a Mann-Kendall test (p = 0.05). Significant trends are written
in bold with an *. Diff. corresponds to the trend of the difference between HSL and REF.
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Hillslope flow modulation

With respect to the climate change trend (REF simulation), the isolated effect of hillslope
flow on long-term trends (HSL-REF time series, Diff. slope in Figure 3.5) can adequately
reflect the influence of hillslope flow on the evolution of a variable. This influence is referenced
here as hillslope flow modulation and is defined in Table 3.1-b. A single color is associated
with each of the possible combinations of the hillslope flow effect and climate change trend,
and we use this color matrix in further analysis. When the trend increases/decreases more
rapidly, i.e., REF and Diff. slopes have the same sign, we speak of amplification. When the
trend increases/decreases more slowly, i.e., the REF and Diff. slopes have different signs, we
speak of attenuation. Finally, if the REF and HSL trends have opposite signs, indicating
that the hillslope flow counteracts climate change, we speak of an inversion. A significant
modulation means that the HSL-REF trend is significant according to the Mann-Kendall tau
test at 5%.

We show the modulation of hillslope flow in climate change trends in Table 3.1-a for
global land average values at yearly and seasonal scales. Each variable presents the slope of
climate change and the color of the hillslope flow modulation. The percentage corresponds
to the ratio of the Diff. slope (HSL-REF time series) to the climate change slope (REF
simulation). It indicates the magnitude and direction of hillslope flow modulation compared
to climate change impact. For the case of SM, hillslope flow amplifies a positive trend for
yearly values (+24%), as well as for ET (+51%) and P (+7%), while the R increase is
attenuated. Sensible heat flux (SHF) rise is attenuated. For air temperature, we observe a
small reduction in warming for the Tasmax, Tas and Tasmin but it is only detected by the
statistical test for the Tasmax (-1.3%).

These modulations may change at the seasonal scale, for example, during boreal summer
(JJA) for SM and ET. The enhanced water storage in the lowland fraction at all times
leads to amplified SM and ET increases in boreal winter and on an annual average, and helps
counteract the decrease of these variables that is induced by climate change in boreal summer.
Such an increased soil moisture memory, by means of water redistribution at the landscape
scale, increases the resilience of water resources and land surface fluxes to enhanced droughts
caused by climate change. Another example of modulation inversion at the seasonal scale
compared to the annual scale is found for R, Tas and Tasmin. These variables all exhibit
positive long-term trends whichever the season, which are usually attenuated but in boreal
autumn (SON). For Tas and Tasmin these seasonal amplifications are small and insignificant,
unlike the one of R which continues in boreal winter, and is probably related to the higher
soil moisture in the lowland fraction, favoring runoff in the rainy season, as noted in the

historical period (section 3.2.3.1).
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Table 3.1: Trends of global land average values for 1980-2100 and hillslope flow modulation

in % (a) and matrix of hillslope flow modulation with respect to climate change (C.C.) trend

and corresponding color (b). The statistical significance of the trend was tested with a

Mann-Kendall test (p = 0.05). Significant trends are written in italic bold.
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Figure 3.6: Spatial distribution of hillslope flow modulation in yearly mean values for period
1980-2100, ET (a), P (b), R (c) and Tasmax (d). The areas with insignificant changes in
hillslope flow modulation have transparent colors. Doughnuts show the distribution of hill-
slope flow modulation (outer circle) and the corresponding partitioning of the significant &
insignificant modulation (inner circle). We use a Mann-Kendall test (p = 0.05). The table
below the maps define the modulation types and corresponding colors. Regional annual av-
erage values of ET, P, and Tas & Tasmax in Southern Hudson Bay, SHB (e) and Western
Europe and the Mediterranean, WEM (f) for 1980-2100. Statistical significance of the mod-
ulation was tested with a Mann-Kendall test (p = 0.05), and significant trends are shown by
a * in the vertical titles. In the Tasmax & Tas panel, the top blue and red lines correspond
to Tasmax. 65
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Figure 3.7: Same as Figure 3.6 in boreal summer (JJA) mean values for 1980-2100. In panel
b, areas in white have very low JJA precipitation over the entire period, which prevents

extracting a trend.
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3.2.3.4 Spatial distribution of hillslope low modulation on climate change pro-

jections

Many areas show an amplification of ET increase due to hillslope flow (red color, Figure 3.6-
a), particularly in the Northern Hemisphere, especially in areas with high lowland fraction
(e.g., in Southern Hudson Bay and Central Siberia, detected by the statistical test). Other
areas show a reduction in ET decline (green color, like Eastern Europe), although their detec-
tion by statistical tests is less frequent. P presents a similar modulation distribution (mostly
amplification of P increases or attenuation of P declines, Figure 3.6-b), but in this case, the
hillslope flow modulation is undetected in most cases by the statistical test. Geographically,
the type of ET and P modulation seems to agree with each other. For instance, attenuation
of a decline (in green) is seen for both variables in Southern Europe and California. Am-
plification of an increase (in red) also matches, (in Northern Australia and the Amazonian
basin).

For yearly values of R (Figure 3.6-c), attenuation/amplification of an increase (purple
and red color, respectively) are the most frequent modulations. The modulation of hillslope
flow on R appears to depend on both the magnitude and direction of ET and P modulations.
For example, in North Africa, a slower reduction in R (green color) matches with a slower
reduction in ET (which should accelerate the R reduction) and a slower reduction in P
(which should slow down the R reduction if it is greater than changes in ET). For the case of
yearly Tasmax (Figure 3.6-d), we observe mostly a slowing down of warming (purple color)
rarely detected by the test. The statistical test also detects an acceleration of warming (red
color) (for instance, in the USA South Atlantic, (SA USA), Figure A.7). In general, slower
warming (purple) occurs in areas where ET increases faster (red color) or decreases slower
(green color). Faster warming seems to match slower ET increases (purple color), such as in

Southeast Asia. However, in other regions, this agreement does not match.

During the boreal summer, the distribution of hillslope flow modulation shifts for ET
(Figure 3.7-a), and attenuation of ET declines becomes more common (green color, e.g., in
Eastern Europe). The inversion of the negative trend of ET (i.e., hillslope flow counteracts
the signal of climate change from negative to positive, brown color) is also important in the
Northern Hemisphere . For P (Figure 3.7-b), changes in the modulation distribution are
similar to ET but again are mostly undetected by the statistical test. For R (Figure 3.7-c),
attenuation of increases (purple) is still the most common modulation, but the attenuation
of R decline (in green) and the inversion of positive trends to negative (in magenta) occur
more often during JJA and are more likely to be detected by the statistical test. The type
of modulation for R appears to remain dependent on ET and P changes, but changes in
the timing and intensity of the R peak due to the presence of the lowland fraction may also
affect seasonal trends. The modulation distribution during boreal winter is similar to those

of yearly means for R, with the exception of Northern Russia (Figure A.5).

For the Tasmax, (Figure 3.7-d) hillslope flow still slows down warming (purple color)
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during the boreal summer, but the statistical test detects this modulation almost exclusively
in the Northern Hemisphere. For JJA means, attenuation of ET declines or amplification of
ET increases (green and red colors, respectively) seem to fit well with areas where warming
slows down (in Europe), while amplification of ET declines and attenuation of ET increases
(blue and purple colors, respectively) agree with warming acceleration. Sensible heat flux
also depicts similar modulations in some regions (Figure A.6). During winter, slower warming
is still the main hillslope flow modulation, but the statistical test mostly detects warming
acceleration, probably linked to long-term trends of thermal inertia, following modulations
on SM (Figures A.5 and A.6).

In SHB (Figure 3.6-¢), ET increases more rapidly due to hillslope flow (modulation de-
tected by the statistical test). This increase in ET does not cause a change in the P projection
(although P remains higher throughout the period when hillslope flow is included). The air
temperature projection does not change either (although the HSL simulation continues to
show lower values). In the case of Western Europe and Mediterranean, WEM (Figure 3.6-f),
ET decline is slower (but the statistical test does not detect the modulation). This atten-
uation of ET decline does not agree with an attenuation of P decline, but it slows down
air temperature warming (especially for the Tasmax, whose modulation is detected by the
statistical test).

During the boreal summer in SHB (Figure 3.7-e), the ET trend inverts (from negative to
positive) due to hillslope flow (the modulation is detected by the statistical test). The change
in the ET trend does not attenuate the P reduction and does not slow down warming, but
HSL simulation consistently presents higher values for P and lower values for Tas and Tasmax.
Surprisingly, we detected an acceleration of warming in SHB during boreal summer, despite
the increase in ET, but the hillslope low modulation in this case is small and undetected by
the statistical test. In WEM (Figure 3.7-f), ET decline is slower (modulation detected by the
statistical test). The attenuation does not attenuate P decline, but it slows down warming,

and modulation is detected for both the Tas and Tasmax.

3.2.3.5 Influence of hillslope flow modulation on regional climate projections

Climate classification for regional analysis

To further analyze whether climate characteristics have an impact on hillslope flow mod-
ulation, we separated regions based on a simple climate classification. This classification is
based on the use of a moisture factor and a thermal factor, following Feddema, 2005. The
aridity index (AI) and mean annual air temperature (MAT) are chosen as moisture and ther-
mal factors, respectively, since they are continuous variables and are simple to calculate from
the outputs of climate models. We do not consider a seasonality factor or the use of other
variables, as other classifications, for the sake of simplicity. The objective is to reproduce the

main features of other climate classifications, such as the Koéppen-Geiger classification (Beck
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et al., 2018) and revised Thornthwaite classification (Feddema, 2005).

Both the aridity index and the mean air temperature are calculated for the reference
period 1980-2010 from the REF simulation (Figure 3.8 a-b). The aridity index Al is computed
following the World Atlas of Desertification (Cherlet et al., 2018), i.e., A = P/PET, P is
the annual mean precipitation, and PET is the annual mean potential evapotranspiration.
To compute the potential ET from the model’s outputs, we follow Greve et al., 2019 and
Milly and Dunne, 2016, which calculate PET = 0.8 Ry /A, with Ry being the net radiation
at the surface and \ being the latent heat of vaporization.

We classify Al into three groups: arid (A), semiarid (SA) and humid (H), for AT < 0.35,
0.35 < AI < 1.125 or Al > 1.125, respectively. MAT is classified into four groups: subpolar
(SP), cold (c), temperate (t) and warm (w) for Tas < =5, =5 < Tas < 7, 7 < Tas < 20
and Tas > 20 °C, respectively. We group all the grid cells from the subpolar group into a
single class, SP, regardless of the value of Al. For the remaining cells, class is the result of
merging Al and MAT groups, except for arid Group A, which is considered a single class. The
resulting classification is shown in Figure 3.8-c. The inclusion of the effect of climate change
on the water cycle is important, as there is evidence that it can take different trajectories
even within the same climatic region, as in West Africa (Gaetani et al., 2020). To include
the long-term effects of climate change on aridity, we divide the classes according to their
long-term trend in P for the period 1980-2100. P+ is added to the class code if the trend is
positive or P- if it is negative (P- is marked as * in Figure 3.8-c) even when the P trend is
not detected by the test, except for subpolar (SP) and humid cold (H-c¢) because negative P
trends rarely occur in these areas. Finally, to isolate the effect of proximity to the ocean, we
consider an additional class called "Coastal", which corresponds to grid cells with a fraction
of land less than 50%.

The final classification includes 9 classes where the P trend is not considered and 15
classes where it is considered (Figure 3.9). The climate classification captures the main
features of the Koppen-Geiger classification, as calculated by Beck et al., 2018, and the
revised Thornthwaite classification by Feddema, 2005, but there are biases and mismatches
linked to the positive P bias detected in the tropics and midlatitudes. For instance, the
climate classification does not capture the arid region of Central Australia well due to a wet
bias, while the semiarid areas of India and the Sahel are too large. The use of HSL simulation
to calculate the classification produces a similar distribution, with small regional differences
(in Australia and northern high latitudes, Figure A.8), because the inclusion of hillslope flow
does not drastically alter the distribution of P and ET biases.

Hillslope flow modulation at regional scale

For ET and P (Figure 3.9 a-d), we observe that hillslope flow attenuates the reduction of
yearly means due to climate change for all classes with P- (P reduces due to climate change).

For ET, attenuation of yearly decline ranges from 6 to 67%, and for P, it ranges from 16 to
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Figure 3.8: Aridity index (a) and mean temperature (b) from REF simulation for the period
1980-2010. Simple climatic classification from both variables (c). Areas with negative P
trends (P-) for the period 1980-2100 are stippled. The piechart shows the distribution of
climate classes, separated among positive and negative P trends under climate change (iden-
tified by + and -). Climate classes correspond to arid (A), semiarid and warm (SA-w), humid
and warm (H-w), semiarid and temperate (SA-t), humid and temperate (H-t), semiarid and
cold (SA-c), humid and cold (H-c), and subpolar (SP). Refer to the text for definition of each
class.

48%. During summer, we observe the same modulation with the exception of arid areas (A
P-), which amplify the reduction of both ET and P, and humid warm areas (H-w P-), where
ET increase is enhanced. Some of these modulations are detected by the statistical test, and
they match well with attenuation of SM decline and attenuation of SHF increase (Figure
AL9).

When P increases due to climate change, hillslope flow mostly enhances ET increment
(except for humid temperate, H-t P+, where reduction is attenuated, but absolute trend
values are small). In the case of P, hillslope flow mostly attenuates the P increase (except
for humid temperate, H-t P+, where the increase is amplified) in part because P is already
higher during the historical period, so the P rate increases slower. Finally, classes subpolar
(SP) and humid cold (H-c) show an amplification of both ET and P increase, and for the
case of class H-c, modulation is detected by the statistical test. During summer, ET and P

do not present a single type of modulation in areas where P increases (P+), but humid cold
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Figure 3.9: Trends of regional average grid cells according to climatic classes in 1980-2100
for REF and HSL, and hillslope flow modulation in % for (a, c, e, g) yearly values, (b, d, f,
h) summer values. Summer is defined as JJA for northern grid cells and DJF for southern
grid cells. Variables are (a, b) ET, (c, d) P, (e, f) R and (g, h) Tas. Statistical significance of
the hillslope flow modulation was tested with the Mann-Kendall test (p = 0.05). Significant
hillslope flow modulations are written in bold with an *, and the color of the cell corresponds
to the modulation type as shown at the bottom. The percentage of modulation is calculated
as for table 3.1-a. Climate class names are the same as Figure 3.8.
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(H-c) areas present an enhancement of ET increase (+98%), and the subpolar (SP) class has
an amplification of P increase (+20%), both detected by the statistical test.

For R, classes with P decrease due to climate change (P-) and have a reduction in negative
trends (from -8 to -42%), with the exception of arid (A P-) and semiarid warm (SA-w P-)
classes, which have an inversion from negative to positive R trends (but absolute values are
small, even if modulation is detected for A P-). For summer means, R declines are attenu-
ated for all classes with P-. For classes with P+, R increase is attenuated, except for humid
temperate (H-t P+4) class, following results for P. Summer values also closely follow results
for P, except for semiarid temperate class (SA-c P+) which present an attenuation of an in-
crease, humid cold (H-c) which reduces the R decline, and subpolar (SP), which attenuates R
increase. Arid regions and semiarid /humid cold areas have detectable modulations according
to the statistical test.

Tas shows a slowing of the yearly warming trend for almost every class, except for arid
and semiarid temperate, with P decline due to climate change (A P- and SA P-), and humid
temperate with P increase (H-t P+). These modulations agree with those of Tasmin, but
for the Tasmax, the single class with acceleration of warming is humid temperate with an
increase in P (H-t P+, Figure A.9). During summer, acceleration of warming becomes more
common for Tas (for the Tasmax as well, Figure A.9), but the sole detectable modulation by
the statistical test is attenuation of warming, for yearly and summerly values.

These regional scale analyzes show that, where climate change decreases P rates, hillslope
flow attenuates the relatedSM and ET declines, and the subsequent P and R declines. In
regions where P increases, in contrast, hillslope flow amplifies the resulting increases of ET
while it attenuates the ones of P and R. Eventually, hillslope flow is shown to weaken the
projected intensification of hydrological extreme events. Our regional results also confirm the

weak attenuation of warming found at the global scale.

3.2.4 Discussion

This study presents two coupled simulations with a single model; thus, our results may be
affected by spurious effects due to internal model variability. In addition, our model represents
the effect of groundwater on soil moisture and topography-driven subgrid variability in a very
simplified way, with many shortcomings, including the lack of dynamics in both land use and
the extension of lowland humid areas, and the lack of PF'T differences in lowland and upland
areas. All this forces us to consider these results as qualitative indicators of potential first
order effects.

Our results can be summarized by Figure 3.10-a on historical land average values for the
main affected variables. In our simulations, hillslope flow increases SM, ET and P at the
global scale and reduces R, except in areas where the increase in P is greater than that in ET.
Both offline and online studies show the same impact for SM, ET and R if groundwater-SM

interaction is activated, and online simulations present an increase in the P rate as well.
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a. Changes on historical averages
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Figure 3.10: Schematic of main impacts. Summary of the main impacts and feedbacks due to
the inclusion of hillslope flow during the historical period (a). Red color refers to an increase,
blue color to a decrease. Summary of the main hillslope flow modulations at the global and
regional scales (b). Colors from the table of hillslope flow modulation are used for the arrows
and percentage corresponds to modulation at global scale.
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Likewise, a study using LMDZOR with prescribed water table depths of one meter (Wang et
al., 2018) shows the same effects for SM, ET and P but with higher impact due to unrealistic
water tables. The decrease in SHF and air temperature in our simulations (Figure 3.10-a),
due to enhanced ET, is also observed in online studies. For the air temperature, we detected
a stronger effect on a larger area for Tasmax than for Tas when comparing HSL and REF.
This effect has been observed in coupled simulations when irrigation is included (Thiery et
al., 2017).

To assess whether our results carry some generality, we compare them with other as-
sessments of groundwater impact on land surface fluxes, i.e., offline simulations by Koirala
et al., 2014; Decharme et al., 2019; Miguez-Macho et al., 2007, and near-surface climate, i.e.,
coupled land-atmosphere simulations by Lo and Famiglietti, 2011; Leung et al., 2011; Anyah
et al., 2008.

Among the models compared here, only ORCHIDEE-HSL and ISBA-CTRIP (Decharme
et al., 2019) include a representation of subgrid variability. Other modeling approaches,
such as MAT-GW (Koirala et al., 2014) and CLM3.5 (Lo and Famiglietti, 2011), assume a
capillary rise over a flat grid cell. Models that do not account for subgrid heterogeneity may
show stronger effects than those with subgrid variability. For example, ET enhancement
in MAT-GW is higher ( 9%) than its reference simulation compared to the enhancement
in ORCHIDEE-HSL (4.2%) and in ISBA-CTRIP ( 1.1%). In any case, the effects on land
surface fluxes and near-surface climate are consistent in direction across all the studies.

Other limitations in our results for land average values are related to modeling choices.
First, we prescribe a static lowland fraction with many uncertainties (Tootchi et al., 2019),
but this fraction is likely to be dynamic, according to the concept of variable contributing
area (Beven and Kirby, 1979). Second, the deactivation of permafrost may induce a stronger
signal in high latitude regions, as permafrost can hinder effective hillslope flow (Sergeant
et al., 2021). Finally, we overlook losing streams; their inclusion could lead to lower ET rates
in our simulations if the water table depth is below the soil column (Brunner et al., 2011;
Rashid et al., 2019), especially in flat semiarid areas and/or where extensive groundwater
pumping takes place (Jasechko et al., 2021), but they can also contribute to higher ET rates
if the stream sustains a shallow water table Miguez-Macho et al., 2007.

For future climates, comparing our results is more difficult. To our knowledge, there
are no studies that analyze the effect of hillslope flow and groundwater-SM interaction over
long-term trends under climate change. Some studies assess the effect of climate change
on groundwater storage, for instance, in Wu et al., 2020 for key mid-latitude aquifers with
CESM-LE and CLM4.0. The coherence of our results with other studies for land average
values is especially important because the former makes our analysis for future climate more
robust.

Figure 3.10-b summarizes the modulations of long-term climate change trends by hills-
lope flow. At the regional scale, the modulation of ET trends depends strongly on the sign

of P changes with climate change, which is overlooked in the offline climate change impact
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assessment of Condon et al., 2020 with an integrated surface-groundwater hydrologic model
over the contiguous United States. Hillslope flow attenuates climate change trends of all
other hydrological variables. Therefore, it has the potential to partially alleviate the intensi-
fication of droughts projected by current climate models (Cook et al., 2018; Douville et al.,
2021) and already ongoing (Padrén et al., 2020). It can also attenuate the projected runoff
increases in regions and seasons with increased P. These regional attenuations contrast with
the amplifications that dominate the global scale response of hydrological variables (but R).
It is noteworthy that these global scale amplifications, like the attenuation of global warming
in our simulations, contradict the conclusions from the GLACE-CMIP5 experiment. In this
framework, Berg et al., 2016 show that, on average over land, land-atmosphere feedbacks
amplify anthropogenic warming and attenuate the subsequent increases of P and ET, there-
fore amplifying aridity (P/PET) increases. These contrasted results at regional and global
scales show the need to develop process-based understanding of climate change interactions
with the water cycle.

For air temperature, we observe that hillslope flow slightly attenuates warming at both
scales(Figure 3.10-b) due to amplification of ET increase and attenuation of SHF increase.
However, in some areas (Figure 3.9), we observe a small amplification of warming for the
HSL simulation, which is difficult to explain. In arid regions, faster warming might be the
result of decreasing rates of ET. Elsewhere, accelerating warming occurs even if there is an
inversion of ET trend from negative to positive, for example, in the South Atlantic area of the
USA (SA USA, Figure A.7). This warming amplification could be linked to changes in net
radiation at the surface, as has been reported in coupled simulations with irrigation (Thiery
et al., 2017) for areas far away from irrigated regions.

Some modeling choices could limit our results for hillslope flow modulation on climate
change trends. The first is the activation of permafrost, which could have an impact on the
speed and strength of climate change trends in high latitude areas (Sergeant et al., 2021).
The second is overlooking losing streams, which may become more common in the future
due to widespread water table decline (Graaf et al., 2019), and could prevent any impact
on ET by the disconnection between groundwater and the lowland fraction. The third is
land use change, which is not included in our simulation and has a complex relationship with

groundwater, land surface fluxes, and climate (Zipper et al., 2019).

3.2.5 Conclusions

This study analyzes the influence of hillslope flow on mean climate and climate change pro-
jections. It relies on a new parameterization of subgrid-scale hillslope flow in the ORCHIDEE
LSM and compares two transient coupled land-atmosphere simulations under historical and
strong climate change scenarios. The impact on projections is split into mean values and
long-term trends for several hydroclimatic variables (P, ET, R, SHF and air temperature).

During the historical period, the redistribution of water along topography by hillslope flow
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increases SM, especially in the Northern Hemisphere, and it enhances water exchanges from
the surface to the atmosphere (+4.2% in ET) and from the atmosphere to the surface (41.2%
in P). ET enhancement occurs mostly in transition areas and during dry seasons, while the
P response is mainly due to local convection (as in Canada) and poleward movements of
rain belts (as in the Sahel-Sudan band). As a result, R tends to decrease (-2.8%), except
in areas where there is a strong P increase. The presence of the lowland fraction may also
lead to changes in the R peak in some regions (such as Southern Hudson Bay). On the
other hand, ET enhancement shifts the energy partitioning by decreasing SHF, which cools
down the near-surface atmosphere. The effect is weak for Tas (-0.1 °C) but is stronger and
wider for Tasmax (-0.2 °C). Finally, as a result of the SM increase and subsequent changes in
soil thermal inertia, Tasmin can increase regionally in central Africa and some areas of the
Amazonian basin.

For long-term trends over the twenty-first century, climate change is the leading driver,
but hillslope flow can modulate climate change effects. Globally, hillslope flow enhances
the increase in both P and ET and slightly slows global warming. At the regional scale,
when climate change decreases P rates, hillslope flow attenuates the decline in both ET
and P. This effect of hillslope flow occurs in all regions, regardless of regional aridity and
mean temperature. Seasonally, hillslope flow modulation could persist, as in the Western
Europe and Mediterranean region, WEM. Furthermore, because it attenuates most regional
P declines, hillslope flow also attenuates the related R decrease. In contrast, when climate
change increases P rates, hillslope flow enhances the increase in ET and attenuates the
increase in both P and R. However, modulation at the seasonal scale may be different,
depending on regional changes. Regional warming is slower when hillslope flow is included,
but the signal is weak for yearly and seasonal mean values and is stronger for the Tasmax
than for the Tas.

Eventually, the areas most prone to modulation of climate change trends by hillslope flow
are humid areas, either warm like tropical South America and West Africa, temperate like
Western Europe, or cold like Canada and northern Europe. Semiarid and cold areas (such as
the northern Great Plains in North America) and humid and warm/temperate regions (such
as tropical South America and Western Europe) are prone to slower warming than elsewhere
when hillslope flow is included.

Our results highlight the role of hillslope flow in sustaining land surface-atmosphere wa-
ter fluxes. This attenuating role (except for ET increases where P increases due to climate
change) suggests that the inclusion of hillslope processes would weaken the projected inten-
sification of droughts and aridity. The effect of hillslope flow on regional projections also
suggests an attenuation in the evolution of extreme temperature events such as heat waves
(Mu et al., 2021), and in hydrological extreme events. To our knowledge, only a few models
include the effects of groundwater on soil moisture in CMIP6: CESM2 and its LSM CLM5
(Danabasoglu et al., 2020; Lawrence et al., 2019), NorESM2, which uses CLM5 (Seland et al.,
2020), E3SM-1.1, which includes CLM4.5 (Golaz et al., 2019), and CNRM-CM6-1 with its
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LSM ISBA-CTRIP (Voldoire et al., 2019; Decharme et al., 2019). Our results and their im-
plications call for including or improving the representation of hillslope flow and the related
groundwater storage in LSMs such as ORCHIDEE and for incorporating these processes into

state-of-the-art climate change projections.

3.3 Effect of hillslope flow on the evolution of climate

extremes

Here we present a brief description of the approaches to define and identify an extreme value
of temperature and precipitation. Then, we analyze the influence of hillslope flow on extreme
values of maximum air temperature (Tasmax) and precipitation (P) for the two simulations
used in section 3.2. The analysis presented here uses daily data from both transient simula-
tions. Recall that simulation REF does not include hillslope flow representation, while HLS
include hillslope flow. We compare frequency and intensity for the historical period (1980 -
2010) and for the future (2070-2100).

3.3.1 How to identify temperature and precipitation extremes

Identification of temperature and precipitation extremes needs the use of indices. Those
indices will allow then to classify a value as "extreme" according to certain conditions. How
to calculate the index, and which are the conditions to consider a value as "extreme" depends
on the goal of the index.

We identified three main approaches in the literature. First one is based on the work of
the ETCCDI, it uses relative calendar-day thresholds based on quantiles, and are calculated
for a reference period (Zhang et al., 2005; Zhang et al., 2011). ETCCDI indices have been
used for assess the trends of frequency and intensity of extreme values at global and regional
scale (Alexander et al., 2006; Bitencourt et al., 2020) and understand the role of soil moisture
on projected extreme values (Lorenz et al., 2016).

The second uses a single relative threshold based on quantiles. In this case the goal is
to compare the effect of a single process, for example understand the effect of irrigation
on frequency of heat extremes (Thiery et al., 2017; Thiery et al., 2020), understand the
relationships and biases on heat stress extremes (Brouillet and Joussaume, 2019; Zhao et al.,
2015) or analyse the link between heat extremes in northern Europe and rainfall in southern
Europe (Quesada et al., 2012).

Finally, the third one considers absolute thresholds. For example, we may find the number
of days under 0°C or over 25°C, or the number of days with precipitation larger than 10mm
(Lorenz et al., 2016). The main problem with absolute thresholds is it may prevent the
comparison of information spatially, since the defined threshold may be rare at one point and

normal at another. Temporarily, the same problem arises, during a period of the year one
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event may be normal, and rare in another moment (Perkins, 2015). But this approach may

be important in sector-specific assessment (Horton et al., 2016).

3.3.2 Indices for frequency and intensity of climate extremes

We use two metrics to quantify the influence on intensity and frequency:

1. The difference of quantiles between both simulations. This index allows to assess the
impact on intensity of extreme events, and is shown in equation 3.2. The differences of
quantiles Ag, uses values ¢f;; ¢ and ¢}, corresponding to the quantiles from simulation

HLS and simulation REF respectively, with and exceedance probability p.

Ag = Q%LS - Q%EF (3'2)
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