
HAL Id: tel-04085190
https://theses.hal.science/tel-04085190

Submitted on 28 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Détection de flux neutronique intense en vue
d’applications d’astrophysique nucléaire

Vincent Lelasseux

To cite this version:
Vincent Lelasseux. Détection de flux neutronique intense en vue d’applications d’astrophysique nu-
cléaire. Other. Institut Polytechnique de Paris, 2022. English. �NNT : 2022IPPAX092�. �tel-04085190�

https://theses.hal.science/tel-04085190
https://hal.archives-ouvertes.fr


626

N
N

T
:2

02
2I

P
PA

X
09

2

Detection of laser-driven high flux
neutrons in view of nuclear astrophysical

applications
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Résumé

Le développement de diagnostics pour la physique nucléaire dans le cadre d’expériences avec des lasers
de haute intensité est de prime importance pour explorer les possibilités offertes par les nouvelles et fu-
tures installations repoussant les limites d’intensité, qu’elles soient en France, en Europe ou ailleurs dans
le monde. Cette thèse s’intéresse en particulier au développement de diagnostics neutron dans le con-
texte de travaux d’astrophysique nucléaire. En effet, nous avons durant celle-ci développé un compteur
de neutrons à partir de pièces disponibles dans le commerce, ainsi que tous les scripts et simulations
nécessaires pour définir quantitativement une émission de neutron durant une expérience. Nous avons
également débuté le développement d’un détecteur de neutron à temps de vol pour mesurer les spectres
d’énergie des neutrons émis. Ce second détecteur peut également être utilisé en tant que compteur grâce
aux épais murs de béton présents autour des chambres expérimentales dans la plupart des installations.

Dans un premier chapitre, nous allons présenter les différentes notions nécessaires à la compréhen-
sion des mécanismes de production de protons et neutrons dans les installations laser de haute inten-
sité. Nous aborderons également des éléments d’astrophysique nucléaire. Nous présenterons les grands
principes de la nucléosynthèse en nous attardant plus spécifiquement sur le processus r pour ensuite
montrer en quoi les lasers de haute intensité sont des outils intéressants pour son étude.

Le deuxième chapitre est quant à lui consacré à la conception d’un compteur de neutrons à haute
efficacité adapté au voisinage de lasers de haute intensité, depuis les concepts utilisés jusqu’à sa con-
struction et sa calibration. Ainsi, nous montrerons quelles solutions nous avons trouvées pour pouvoir
utiliser des éléments disponibles dans le commerce pour construire un détecteur capable de supporter
les conditions d’une salle d’expérience utilisant des lasers de haute intensité. Nous verrons également
la mise au point d’un prototype et les tests que nous avons menés sur celui-ci, avec des sources radioac-
tives et durant des expériences utilisant des lasers, afin de valider nos concepts. Nous présenterons les
simulations Geant4 que nous avons menées pour mieux comprendre notre détecteur et optimiser ses di-
mensions. Enfin, nous expliciterons comment nous avons calibré le détecteur juste construit, en utilisant
des sources de gammas et de neutrons, et en développant des scripts adaptés à l’analyse de ces données
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viii Résumé

de calibration.
Le troisième chapitre présente la première expérience durant laquelle nous avons utilisé le détecteur

de neutrons développé durant le chapitre 2. Cette expérience a eu lieu au LULI2000 et les conditions
excédaient sur certains points ce pour quoi le détecteur a été conçu, à savoir des expériences sur des
installations type Apollon. Ainsi, le bruit a été un réel problème durant cette expériencemais nous avons
tout de même pu démontrer que ce détecteur était capable de détecter et compter des neutrons durant
des tirs haute intensité avec des impulsions picoseconde. En effet, les résultats obtenus par certaines
unités du détecteur, qui correspondent par ailleurs aux résultats statistiques les plus forts, donnent des
nombres de neutrons produits dans l’ordre de grandeur de ce qui était attendu. Nous avons également
pu montrer que moins de neutrons étaient émis, ou du moins détectés, durant les tirs durant lesquels
la cible secondaire était chauffée par une impulsion laser nanoseconde. Malgré plusieurs tentatives qui
seront aussi exposées, l’importance de cette diminution n’est pas encore bien expliquée.

Le quatrième et dernier chapitre explique comment nous avons pu profiter de la mise en service de la
salle SFA de l’installation Apollon pour utiliser certaines parties du détecteur développé précédemment
pour les utiliser à la fois en tant que diagnostic neutron de temps de vol, ainsi qu’en tant que simple
compteur. Nous verrons que, durant cette mise en service, nous n’avons été capable de caractériser que
partiellement le faisceau de neutrons produit. En effet, les résultats obtenus en utilisant le détecteur
en tant que compteur correspondent parfaitement aux attentes et ces résultats et la façon de les obtenir
seront donc présentés. Cependant, lesmesures réalisées sur la partie temps de vol durant cette campagne
expérimentale ne sont pas satisfaisants. Nous présenterons par conséquent des tests réalisés a posteriori
pour mieux comprendre le fonctionnement et les limites du détecteur dans ce mode de fonctionnement,
ainsi que différentes solutions qui peuvent être mises en place pour pallier ces limitations. Enfin, une
dernière partie montre différentes techniques appliquées infructueusement aux données obtenues du-
rant la campagne expérimentale, pour essayer d’extraire des résultats sur la partie temps de vol malgré
l’influence nocive des différentes émissions d’ondes lors des tirs laser sur notre détecteur.
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Introduction

The goal of this thesis is to develop neutron detection tools adapted to the high intensity laser environ-
ment. We will present in a first time the global context in which this thesis is taking place. In a second
time, we will talk about the organisation of this manuscript and the objectives it tries to answer to.

Context

With the development of multi-PW lasers, such as Apollon or ELI-NP, the particle beams which can be
produced by condensing light on a target reach newmilestones. In particular, the proton and/or neutron
beams those facilities will be able to produce should not only have characteristics interesting enough
to challenge the well established particle accelerators but also to allow nuclear experimental physics
capabilities able to study problems of nuclear physics which cannot be addressed in those conventional
facilities.

To produce proton beams, the experimental teamsworking on laser facilities with intensities up to the
PWusually use a verywell known process called TNSA (1) to produce pulsed protons beams of typically
up to 1013−14 particles. These have a 100 % spread spectrumwith maximum energies up to a few tens of
MeV. They are generated using typically laser pulses from a few tens of fs to 1 ps duration. According to
simulations and some preparatory experiments (2), the advent of multi-PW lasers should allow the use
of some other processes which could unlock the production of proton beams with maximum energies
up to several hundreds of MeV, and also with the potential of a narrow energy spectrum.

Besides the interest of this type of source alone for experimental nuclear physics, producing protons
with such high energies would allow the use of a very efficient neutron producing process, the spallation
(3). Indeed, such facilities should be the place of production of neutron beamswith unprecedented peak
intensity, i.e. in the order of 1023 neutrons.cm−2.s−1 (4), at a shooting rate of typically one shot perminute
for most of the incoming facilities, which would allow experiment with significant statistic to work with.

Those new particle sources would be available in addition to the other possible uses a laser source
can have, i.e. the production of electron beams, the use of part of the beams in several diagnostics, the
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2 Introduction

possibility to produce several particle beams in any imaginable direction by using several laser arms, or
simply the possibility to heat, ionize, or pressure secondary targets. Such commodities are indeed easy
to implement at a laser facility when it can be complicated with a particle accelerating facility and could
be of prime interest for various nuclear physics experiments.

The availability of those intense neutron sources could in turn allow the study of nuclides hardly
reachable by the existing facilities. In particular, there is a nucleosynthesis process, the r-process, taking
place far on the neutron-rich side of the nuclide map and for which experimental data to feed the models
are nowadays extremely difficult if not impossible to get. Such neutron sources thanks to their unique
peak intensities, could then help study nuclides nearer the r-process path (5; 6).

On the downside, the high intensity laser environment is a peculiar environment, very different from
what nuclear physics experimenters are used to, especially in terms of noise level. Indeed, the production
of a proton beam, by shooting on a target with a laser pulse, is always accompanied by the generation
of a lot of others particles and waves. The two especially problematic productions for electronic diag-
nostics are the production of x-ray and gammas which can saturate diagnostics aimed to detect other
type of particles, and the production of a powerful electromagnetic pulse which tends to shut down any
electronic devices if those devices are not protected adequately.

In order to characterize the beams produced at those new facilities and perform measurements spe-
cific to nuclear experimental physics, we need diagnostics which can stand a repetition rate of one shot
per minute, and which can still operate under the harsh conditions reigning in the experimental area
during a shot. Due to the relative youth of nuclear experimental physics using high intensity lasers,
detectors adapted to this field are still to be conceived and commissioned. It is in this context that we
developed during this thesis neutron diagnostics adapted to the high intensity laser environment.

Manuscript plan

The first chapter presents the scientific context in which this thesis took place, and some of the theory
needed to understand the following chapters. It starts with an history of the laser intensity progression
and a state of the art of current facilities. It explains then proton acceleration through the most well
known TNSA process but also exposes some of the others processes proposed and experimentally tested
at high laser intensities. It subsequently presents neutron acceleration using the accelerated protons,
through two families of process, the nuclear reactions and the spallation, and their application to the
high intensity laser context.

Afterward, we present the astrophysical context in which the laser-drive neutron beams would be
of interest. Here, we present the nucleosynthesis processes, and especially the r-process and explain
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through which aspect and to which extent those incoming neutron beams would experimentally be use-
ful. We also talk about the use of neutron beams in another type of diagnostic which is the thermometry
of warm dense matter using neutron resonance spectroscopy.

In a second chapter, we go through the different phases of conception of the high efficiency neutron
counter we developed during this thesis. We explain the three main concepts behind the functioning of
our detector, which are :

• the physic of scintillators which transform a part of an energy deposition into visible light which
can be collected by photomultipliers and turned into an electronic signal,

• the boron loading of those scintillators to exploit an exothermic neutron capture reaction and fo-
cus the detection on the neutron and not on any energy deposing particle that goes through the
scintillators,

• and the use of the thermalization to both increase the detection efficiency by increasing the neutron
capture rate, and delay a part of the detection enough for the detector not to be affected anymore
by the consequences of the laser shot other than the neutron production.

It also here that we present the Geant 4 (7) simulations used to dimension the whole detector array. A
following section is dedicated to the preliminary tests we run on a prototype before building the whole
detector and calibrate it both in energy and efficiency, which is the topic of the last section. The calibration
part also presents the basis of the data analysis when using a scintillator/PMTs assembly technology.

The third chapter is dedicated to the experiment during which the commissioning of the neutron
detector, built in the previous chapter, took place at the LULI2000 facility. We first explain the scientific
motivation behind this experiment, apart from the detector commissioning, i.e. to measure a (p,n) re-
action cross section depending on the target being whether in a solid state or in a plasma state. This
implies some theory on how a cross section is measured experimentally and the effect of the electron
cloud surrounding the nucleus on this measurements. We then detail the full design of the experiment
at the LULI2000 facility, including that of the experimental setup, as well as of all the simulations and
calculations done to prepare the experiment.

We finally present the data obtained during the experiment which is overwhelmingly polluted by the
noise induced by the laser, and the saturation it induces on the PMTs. We also explain how we nonethe-
less managed to analyze those data and we especially emphasize on the strategies employed to counter
the noise present in the traces obtained during the experiment, and the unresponsiveness induced by the
PMT saturation after the gamma flash and by the electromagnetic pulse. We finally present the results
we obtained in terms of neutron production and try to explain it with different explanations, although
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it still remains inconclusive.
In the fourth and last chapter, we detailed howwe took advantage of the Short Focal Area (SFA) com-

missioning campaign at the Apollon facility to try and use parts of the detector previously built. The aim
was here to use them as a neutron Time-Of-Flight (nToF) detector besides their counting ability. We first
recall the present and future capacities of theApollon facility and the design of the commissioning exper-
iment with its numerous diagnostics in place. In the next section, we concentrate on the configuration of
the neutron detectors as well as on preparatory calculations done to study what measurement we could
expect. Another part of the section is dedicated to the calibration of those detector units, which is a bit
different from the one applied to the neutron counter since those units are designed to work both as nToF
units and counters.

The analysis of the Apollon data presented in the last section is divided in three different steps. The
first one is dedicated to the counting measurements, performed using Geant4 simulations, and which
give satisfactory results. The second one studies the PMT saturation thanks to the experimental data
and additional tests run afterward, and propose some improvements done after the experiment or still
to be done. The third and last one shows an unsuccessful attempt to retrieve exploitable data despite the
saturation of the PMT due to the gamma flash.



Chapter 1

Context and theory

In this chapter, we will first present the state of the art of what is possible in terms of particle beam
production using intense lasers, nowadays and in the near future. Then we will present some possible
applications, especially in the astrophysical context.

1.1 Elements of high-intensity laser physics

1.1.1 Laser intensity progression

Described in 1917 by Albert Einstein, the stimulated emission principle has only been used experimen-
tally for the first time in 1953 in a device based on Microwave Amplification by Stimulated Emission of
Radiation (MASER) that was developped by Charles Townes, James P. Gordon and Herbert Zeiger(8).
In the optical range, the first so-called Light Amplification by Stimulated Emission of Radiation (LASER)
device has been put together by Theodore H. Maiman(9) and less than one year later, the first helium-
neon laser was constructed by Ali Javan, William R. Bennett and Donald Herriott(10). From this point,
this technology has constantly been improved to reach higher energies, shorter timescales and brighter
intensities, as it can be seen in Fig.1.1.

Early techniques such as Q-switching or mode-locking allowed the laser to quickly reach a power
around the MW. Energy densities were then reaching the limits of what the amplification media could
endure. In 1985, Donna Strickland and Gerard Mourou found out about a technique used by radar
scientists(12) and decided to adapt it to the light amplification domain(13). This technique now called
Chirped Pulse Amplification (CPA), allowed to resolve the energy density issue and to keep the inten-
sities going higher and higher. This method, presented in a schematic in Fig.1.2, consists in temporally
stretching an initial short pulse produced by an oscillator. This is done by delaying the different parts of

5
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Figure 1.1: Evolution of the maximum laser intensity around the world since its invention(11)

its spectrum using usually gratings. The temporally larger pulse can then be amplified without reaching
energy densities that would cause damages to the amplification medium. Finally, using a symmetric
gratings system, the pulse can be temporally shortened to reach higher intensities.

Figure 1.2: Schematic of the CPA principle(14)

In addition to this, there is another technique which can be combined efficiently with CPA. The
Optical Parametric Amplification (OPA) is an amplification mechanism which doesn’t rely on the pop-
ulation inversion of a medium but on nonlinear processes (15). In a nonlinear crystal material such as
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Laser Laboratory Power Energy Pulse width Amplifier crystal
NIF LLNL 0.6 PW 1.8 MJ 3 ns Nd:glass
NIF ARC LLNL 0.5 PW 0.4-1.7 kJ 1.3-38 ps Nd:glass
Titan LLNL 0.4 PW 300 J 0.7 ps Nd:glass
OMEGA EP LLE 0.7 PW 0.5-2.3 kJ 0.7-100 ps Nd:glass
Beamlet SNL 1 PW 500 J 500 fs Nd:glass
ALEPH CSU 0.85 PW 10-26 J 30-45 fs Ti:sapphire
Bella LBNL 1.3 PW 40 J 30 fs Ti:sapphire
Hercules CUOS 0.5 PW 15 J 30 fs Ti:sapphire
Diocles UNL 0.7 PW 20 J 30 fs Ti:sapphire
Texas PW UTA 1.1 PW 155 J 140 fs Ti:sapphire
Scarlet OSU 0.4 PW 10 J 30 fs Ti:sapphire
ALLS UQ 0.5 PW 10 J 20 fs Ti:sapphire

Table 1.1: Overview of the PW laser facilities around the world (North America)(11)

lithium niobate (LiNbO3) or lithium triborate (LiB3O5), where two pulses with different frequencies ω1

and ω2, and which we will call respectively signal pulse and pump pulse, are injected, it is possible for
some photons of the pump pulse to be converted into a photon with the frequency of the signal pulse
and a so-called idler photon with a frequency ω3 = ω2 − ω1. In the end, the signal pulse has then been
amplified. This technique has some advantages such as a very high gain per pass or the possibility to
work over very large bandwidth. As long as the resulting idler pulse doesn’t deposit its energy in the
nonlinear crystal, there are also way less thermal effects since there is no population inversion. How-
ever, for this technique to work, the pump pulse needs to match precise requirements. Among them,
since no energy is stored in the crystal with this technique, the pump pulse and the signal pulse need
to be overlapping temporally which, can be difficult for ultra-short pulses. Since, in CPA, the pulses are
temporally widened and have usually large bandwidth, those two techniques match very well. The fu-
sion of these two techniques gave birth to the Optical Parametric Chirped Pulse Amplification (OPCPA)
technique(16).

Nowadays, the highest intensity facilities use hybrid systemswith a first stage usingOPCPA and a last
stage using conventional CPA with large bandwidth amplifier such as Ti:sapphire crystals(17). Indeed,
energetically speaking, theOPCPAmethod is not as efficient as using classic amplifiers. Sowhen it comes
to the last stages, the difference matters. Besides, it also becomes very complicated to produce a pump
beam with all the requirements needed for OPA at such levels of energy.

If we take a look at the existing and upcoming facilities around the world, there are several facilities
with at least 1 PW laser as seen in Tables.1.1, 1.2 and 1.3, and some 10 PW or even higher will be available
soon(11). It is also interesting to see that the most widespread technology is to use Ti:sapphire for the
last amplifier stage. It is especially true for the commercial solutions installed by Thales or Amplitude
Technologies(11). Another type of crystal often used in the last classic CPA stage is Nd:glass, especially
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Laser Laboratory Power Energy Pulse width Amplifier crystal
Vulcan PW RAL 1 PW 500 J 500 fs Nd:glass
Gemini RAL 1 PW 30 J 30 fs Ti:sapphire
Orion AWE 1 PW 500 J 500 fs Ti:sapphire
TARANIS QUB 0.3 PW 3 J 10 fs Nd:glass
SCAPA US 0.35 PW 8.75 J 25 fs Ti:sapphire
LMJ CESTA 0.4 PW 1.4 MJ 3.5 ns Nd:glass
PETAL CESTA 1.15 PW 850 J 700 fs Nd:glass
PHELIX GSI 1 PW 400 J 400 fs Nd:glass
Jeti200 Jena 0.3 PW 5.6 J 17 fs Ti:sapphire
HI-BEF XFEL 0.3 PW 8 J 25 fs Ti:sapphire
PEARL RAS 0.56 PW 24 J 43 fs DKDP
FEMTA RFNC 1 PW 100 J 100 fs DKDP
VEGA CLPU 1 PW 30 J 30 fs Ti:sapphire
L3 HAPLS ELI-BL 1 PW 30 J 30 fs Ti:sapphire
HPLS ELI-NP 10 PW 244 J 24 fs Ti:sapphire

Table 1.2: Overview of the PW laser facilities around the world (Europe)(11)

Laser Laboratory Power Energy Pulse width Amplifier crystal
SG-II SIOM 5 PW 150 J 30 fs KDP
Qiangguang SIOM 2 PW 52 J 26 fs Ti:sapphire

SIOM 1 PW 32 J 32 fs LBO
XG-III LFRC 0.75 PW 20 J 26.8 fs Ti:sapphire
SG-IV LFRC 0.5 PW 1.5 MJ 3 ns Nd:glass
CAEP-PW Mianyang 4.9 PW 91.1 J 18.6 fs LBO
XL-III IOP 1.16 PW 32 J 28 fs Ti:sapphire
LFEX ILE 2 PW 2 kJ 1 ps Nd:glass
J-KAREN KPSI 0.85 PW 28.4 J 33 fs Ti:sapphire
HERMES SACLA 0.5 PW 12.5 J 25 fs Ti:sapphire

CoReLS 4.2 PW 83 J 19.4 fs Ti:sapphire
EXLS ETRI 1.4 PW 31 J 22 fs Ti:sapphire

RRCAT 1 PW 25 J 25 fs Ti:sapphire

Table 1.3: Overview of the PW laser facilities around the world (Asia)(11)



1.1 Elements of high-intensity laser physics 9

for highest energy facilities. We can also see that there are some facilities having PW class laser using
only OPCPA with KDP or LBO crystals. One of the main noticeable aspect of this overview is that the
number of facilities having PW class laser is pretty important. Hence such intensities become available
to an increasing number of scientists to experiment with.

1.1.2 Proton acceleration

Those intense lasers can have many applications. A very active research field is for instance the use of
such pulses to produce electron beams using laser wakefield acceleration(18; 19; 20; 21; 22; 23). More
in our interest is the possibility to accelerate ions, especially protons. This possibility has been demon-
strated experimentally as soon as 1999 by researchers working with the VULCAN laser with intensities
on target around 5.1019 W.cm2(24). This result was quickly reproduced by a team of the Lawrence Liver-
more National Laboratory with intensities on target even higher(25). However, the physics behind those
accelerated particles has been subject to a scientific debate during almost a decade.

This debate finds its roots in the fact that there are several complex phenomena leading to this ac-
celeration. It is nowadays better understood, and we know that several different processes can compete
depending on the laser intensity, the thickness target and some other parameters. The scientific consen-
sus nowadays is that there are four main processes that can lead to proton or ion acceleration(26):

• the Target Normal Sheath Acceleration (TNSA),

• the Radiation Pressure Acceleration (RPA),

• the Collisionless Shock Acceleration (CSA),

• and the Break Out Afterburner (BOA).

Depending on the laser-matter interaction conditions, those processes can coexist and there is no clear
boundary between two regions where different processes dominate. Wewill here present those different
processes and the experimental conditions needed for them to take place.

Target Normal Sheath Acceleration

The most commonly used process to accelerate protons nowadays is TNSA. To do so, targets with thick-
nesses from a few microns to a few tens of microns are usually irradiated with pulses of intensity of at
least 1018 W.cm−2. At such high intensities for the main pulse, we have to consider some parasitic laser
light which comes before the main pulse, such as amplified spontaneous emission or the increasing in-
tensity laser light coming in front of the main pulse for at least hundreds of picoseconds, called prepulse,
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andwhich can play amajor role in the laser target dynamics. Indeed, those light emissions coming ahead
of the main pulse on the target are enough to ionize the front side of the target and create a plasma in
front of it. Hence, when the main pulse arrives, the target is actually a solid target with a plasma cloud
in front of it, which is called preplasma.

This preplasma has some time to expand from the target front surface, then its density increases
the nearer we are from the target surface. When the main pulse arrives, it will propagate inside this
preplasma until it reaches the surface from where it can no longer propagate, i.e. the surface where the
electron density is equal to the critical density :

ne = nc =
γeme4π

2

µ0e2λ2
(1.1)

Where ne is the electron density, nc the critical density, γe is the Lorentz factor of the electrons,me the
electron mass, µ0 the permeability of free space, e the electron charge and λ the laser wavelength. In this
region, simulations(27) have shown that, twice every laser period, the ponderomotive force accelerates
batches of electrons to create a hot electrons population which has roughly a Boltzmann distribution
with a temperature constant equal to :

kBThot = mec
2

(√
1 +

Iλ

1.37× 1018
− 1

)
(1.2)

Where c is the speed of light, I the laser intensity in W.cm−2 and λ the laser wavelength in µm. A lot
of work has been done to characterize this hot electrons population with different, more or less refined,
laws describing it(27; 28; 29; 30; 31). Absorbed laser energy is mainly sent in the production of those
energetic electrons and the laser absorption can go as high as 60% with a laser normal incidence and
even 90% if the laser incidence is 45°(32). Those bunches of hot electrons are sent in the target mainly
in the target normal direction even if the laser pulse comes with an angle on the target(33). However,
depending on the plasma conditions, this direction can vary quite a lot(34).

Then, two different effects have opposite influences on this hot electron beam(35). On one side,
since this current exceeds the Alfvén limit by several orders of magnitude, the self-generated magnetic
field tends to bend the electron toward the source. On the other side, scattering tends to broaden this
flow of electrons. Even though it is still an active field of research, it seems that the magnetic effect is
preponderant on the first 10 to 20 µm where the shockwave caused by the laser interaction has partly
ionized the target, and that scattering is preponderant further away in the target, as shown in Fig.1.3. It
is also important to notice that this hot electrons journey induces a return current which depends on the
target material properties and which is primordial for the hot electrons not to be completely stopped by
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the electric field they would create without it(36).

Figure 1.3: View of the main processes happening during the hot electrons transport through the target during
TNSA(35)

Finally, the hot electrons population reaches the rear side of the target and approximately 4% of it
goes into the vacuum(37). It will creates on this side an electric field which is analytically calculable
with some assumptions. First we can assume that all the hot electrons generated on the front side reached
the rear side. This gives a total number of hot electrons and an overall electron density on the rear side
respectively equal to(38) :

n0 =
ηEL

cτLπr20kBThot
(1.3)

ne,0 =
r20

(r0 + d tan θ
2 )

2
n0 (1.4)

Where n0 is the total number of hot electrons, η the fraction of laser energy converted into hot electrons
kinetic energy,EL the laser energy, τL the laser pulse temporal length, r0 the focal spot radius, and ne,0 is
the electronic density on the rear side integrated along the target normal axis, d the target thickness and
θ the angular broadening of the electron beam. In one dimension, Poisson’s equation and the electronic
Boltzmann distribution gives then(39) :

ϵ0
∂2Φ

∂z2
= ene(z) = ene,0 exp

(
eΦ(z)

kBThot

)
(1.5)

Where ϵ0 is the permittivity of free space, Φ the electric potential and ne the electronic density. Using the
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conditions Φ(0) = 0 and ∂Φ/∂z → 0 when z → +∞, it is possible to solve Eq.1.5. The electric potential
and electric field are then given by :

Φ(z) = −2kBThot

e
ln

(
1 +

z√
2λD

)
(1.6)

E(z) =
2kBThot

e

1

z +
√
2λD

(1.7)

λD =

√
ϵ0kBThot

e2ne,0
(1.8)

Where λD is the Debye length. What is of particular interest here is the maximum value the electric field
reaches for z = 0. Numerical applications for standard cases give an electric field on the rear side of
the target that is less than one order of magnitude lower than the laser electric field. This electric field
is actually of the order of TV.m−1. This value is way higher than the ionization threshold of any atom.
Atoms on the rear side of the target are then instantly ionized as soon as the hot electrons reach the
vacuum boundary. The ions created are then accelerated by the very same electric field they have been
ionized by. On the contrary, a part of the electrons sent in the vacuum are stopped by this electric field
and sent back in the target.

Now that we have described the instant the electrons reached the vacuum, the evolution of the result-
ing plasma is a bit more complicated to describe. In most of the works on this subject(35), the expansion
of this initial plasma is seen as an isothermal expansion and then, quasi-neutrality and a constant tem-
perature are assumed. Besides, even though those models are one-dimensional and experiments have
clearly shown that TNSA is at least a two-dimensional process, it successfully explains experimental
data from several facilities(38). A simulation and theoretical work on this subject has been done by
Mora(39; 40; 41). An interesting feature of this model is that it gives the electrons and ions population
kinetic behaviour at any time as shown in Fig.1.4, and especially we can have analytically the maximum
ion kinetic energy at any time :

Emax(τ) = 2ZkBThot ln
2
(
τ +

√
1 + τ2

)
(1.9)

τ =
ωpit√
2 exp(1)

=
t√

2 exp(1)

√
ne,0Ze2

miϵ0
(1.10)

Where Emax is the maximum ion energy, ωpi the ion plasma frequency, Z the ion charge number and
mi the ion mass. With Fig.1.4, Mora gives also standard numerical values for some parameters. Indeed,
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standard values can be ne,0 = 1019 cm−3, ω−1
pi = 240 fs, λD = 2.35 µm, the target thickness L = 47 µm

and t = 12 ps. As we can see in Eq.1.9, the maximum ion kinetic energy diverges with time so it is
necessary to determine the temporal limit for which this model is valid, i.e. the time during which ions
can be accelerated. It has been shown by Fuchs et al(42) empirically and using Particle In Cell (PIC)
simulations, that this acceleration time can be written :

τacc = α(τL + τmin) (1.11)

Where τacc is the time during which the ions can be considered accelerated, τmin = 60 fs is a constant
and α is a variable which depends on the laser intensity. It varies linearly from 3 at I = 2.1018 W.cm−2 to
1.3 at I = 3.1019 W.cm−2 and it is constant and equal to 1.3 for higher intensities.

Figure 1.4: Ion and electron densities and ion velocity as function of distance from the target rear side. λ0 is the
initial Debye length, L the target thickness, Te0 the temperature constant of the electron population in its initial
state (noted Thot in the text), ni0 the initial ion density(41).

In the end, as it can be deduced from Fig.1.4, the ion energy spectrum is an exponentially decreasing
one with a maximum energy cutoff. The main ions population accelerated is usually a protons popula-
tion coming from water vapour and hydrocarbon contamination present on the target surface which is
always present if no special target treatment has been operated(43). This doesn’t change with the target
material and is due to the fact that protons have the highest charge to mass ratio and then are more easily
accelerated by the sheath electric field.
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Radiation Pressure Acceleration

Experimentally speaking, the TNSA mechanism has been the most employed experimentally. However,
already in early PIC simulations(27), the important role radiation pressure could play on particle accel-
eration was identified. For linear polarisation, the ponderomotive force has an oscillating part which
accelerates bunches of hot electrons which will then play a key part in the TNSA process. However,
when a circular polarisation is used, the ponderomotive force is steady and the consequences are totally
different. Another condition for the following process to happen is to have a contrast good enough not
to generate an expanding plasma on the front side of the target before the main pulse arrives.

If a circularly polarized intense laser pulse arrives on a step-boundary thick target with an electronic
density higher than the critical density of the laser expressed in Eq.1.1, a steady ponderomotive force will
rapidly push the electrons in the target(27). Since ions didn’t have time tomove yet, it will leave the front
layer of the target positively charged, whichwill give rise to an electric field holding those electrons back.
Then, an equilibrium is found where electrons are piled-up in a position for which the ponderomotive
force and the electric field that has emerged by the charge depletion cancel each other’s effect on the
piled-up electrons. A representation of this equilibrium is shown in Fig.1.5.

Figure 1.5: Ion and electron densities ni and ne when the electric field Ex generated by the new electronic position
balances the ponderomotive force and the ion population didn’t have time to move yet(44).

The ions are then accelerated by a quasi-static electric field resulting from this equilibrium(45). This
process is often called hole-boring. Lots of analyticalmodels built to explain the PIC simulations consider
a perfect reflection of the laser in the instantaneous rest frame (IRF) of the target(46; 47; 48; 49). Using
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the momentum and energy conservation in the IRF, one finds:

Prad =
2I

c

1− βb

1 + βb
= 2γ2

bminiv
2
b (1.12)

βimax = 2βb = 2

√
I

minic3
(1.13)

Where Prad is the radiation pressure in the IRF, I the laser intensity, βb = vb/c, γb = (1 − βb)
1
2 the

Lorentz factor of the foil, vb the hole-boring velocity, βimax = vimax/c is the maximum ion velocity, mi

the ion mass and ni the ion density. The ions initially positioned between A and B in Fig.1.5, i.e. where
the laser evanescence happens, are accelerated as a bunch by the piled-up electrons and reach velocities
from vb to vimax.

If the target is thin enough, the piled-up electrons population, which is in the equilibrium state pre-
sented in Fig.1.5, can be directly toward the rear side of the target, i.e. toward the B position that corre-
sponds to the target rear side. This will give place to another process called Light Sail (LS)(50). In such
a regime, the bunch with the piled-up electrons and the accelerated ions can keep on being accelerated
by the radiation pressure of the laser as long as the laser pulse lasts. We then have two different ion pop-
ulations. A first one, which had an original position between O and A in Fig.1.5, is poorly accelerated
and is called the tail. A second one, which had an original position between A and B in Fig.1.5, is greatly
accelerated and is called the sail(51).

Figure 1.6: Simulation of the RPA acceleration of ions: On the left, proton phase space after 400 fs for a 150
nm proton foil with a 8.1028 m−3 density irradiated by 64 fs circularly polarized pulse with a 2.1021 W.cm−2

peak intensity(52). On the right, temporal evolution of the peak of the electrostatic field called here Em in red, of
the velocity of the peak position V in blue and of Ed(t) = Em(0)(1 + V (t)/v)/(1 + V (t)/c), for dimensionless
parameters which can correspond to a 40 nm thick 12C foil with a 1.1.1029 m−3 density irradiated by a 800 nm
laser with a 3.1020 W.cm−2(51)
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The sail and the tail can clearly be identified in the proton phase space presented in Fig.1.6. This last
process is of the uppermost interest since it can produce quasi monoenergetic ion beams with energies
way higher than what is reachable with TNSA. Simulations show protons reaching GeV energies with a
laser intensity around 1023 W.cm−2(53). Besides, the ion energy depends a lot on how long the acceler-
ating conditions last(50; 26). However, the requirements for this process to exist are quite complex since
are needed a circular polarization, an exceptional contrast and an ultrathin target. Some simulations(54)
have shown that linear polarization might also work but for intensities higher than 1023 W.cm−2. Exper-
imentally speaking, beams with particles partially accelerated by RPA have been reported for intensities
between 5.1019 W.cm−2 and 6.1.1020 W.cm−2(55; 56; 57).

Collisionless Shock Acceleration

As it can be seen in Fig.1.3, the creation of the plasma pushed by the laser ponderomotive force creates
a shock wave which travels in the target. It travels at a lower velocity than the electrons through the
target, so it takes more time to reach the rear side of the target. Like for hole boring in radiation pressure
acceleration, since the electron momentum is negligible, the conservation of momentum implies :

(1 +R)
I

c
= miniv

2
shock (1.14)

Where R is the reflection efficiency. For a target thicker than 30 µm and for a 1020 W.cm−2 laser inten-
sity, the Mach number of the the shock wave is around 1. When the target is thinner, its Mach number
increases(58). The mechanism that creates fast ions is the fact that ions can reflect on the shock wave. By
using the shock wave referential, it is easy to find that in the laboratory referential, the velocity of such
reflected ions is vi = 2vshock. Then, this acceleration mechanism dominates if the velocity of the ions it
accelerates is higher than the ones accelerated by classic TNSA. This gives the condition(58) :

L ≤ 4λD
M2

Z
(1.15)

Where L is the target thickness, λD the Debye length of the sheath electric field, M theMach number and
Z the ion charge number. This implies that this process can dominate only for thin target. This process
can be recognized by the shape of its ion spectrum. Indeed, when reaching the rear side, the spectrum
of the ions accelerated this way is narrow ranged since it depends on the shock velocity. Then, it changes
into a plateau when the ions reaches the sheath accelerating field(58). Such a feature has been found
in experimental spectra from several teams(59; 60; 61; 62), obtained by using targets with low density,
around ten times the critical density for instance(63).
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Break Out Afterburner

This process has been conceptualized by Yin et al(64) and involves several phases. For this process to
happen, one needs to use ultrathin targets. The target thickness used in Yin’s simulation was 30 nm.
Hence, the contrast of the laser must be really good to avoid to destroy the target before the main pulse
arrival. In the first phase happens a classic TNSA phase. In a second time, since we are using a very
thin target, the proportion of hot electrons begins to be non negligible and even though the target is still
opaque, the electron skin depth becomes comparable to the target thickness. All the electrons of the target
are then susceptible to become hot electrons so the conversion efficiency of the laser into hot electrons
is enhanced. Besides, on the rear surface, ions see both the sheath electric field and the ponderomotive
pressure coming directly from the laser. This second stage is called enhanced TNSA. On a third and final
phase, the electron plasma expands somuch that its density goes below the critical density, as it has been
shown experimentally(65). The laser can then interact with all the hot electrons in the target and in the
sheath field. This induces a longitudinal electric field as high as in the previous phases but taking place
over a much longer distance. This allow to accelerate ions to much higher energies than TNSA. A scaling
law(66) to get the maximum ion energy has been proposed to be :

Emax = (1 + 2α)ZThot (1.16)

Where α is an empirical parameter estimated to be 3. Experimentally, several teams have reported BOA
which is also called TNSA in the relativistic transparency regime(65; 67; 68; 69).

As one could expect from the complexity and variety of the physical phenomena happening in laser-
matter interaction, some others acceleration processes have been proposedwith sometimes experimental
evidences. For instance, some processes have been proposed for acceleration in near-critical and under-
dense plasmas(26) such as Magnetic Vortex Acceleration(70).

1.1.3 Neutron acceleration

Now that we saw that it is possible, using laser-matter interaction, to produce proton beams with a
maximum energy which can go from tens of MeVs to hundreds of MeVs or even GeVs for the most
optimistic scenarii, we can use those proton beams to produce neutron beams using correct converters.
As shown in Fig.1.7, there are two main setup families to produce neutrons using a laser. We can either
use a single target (see 1.7b) in which ions are accelerated and interact in the very same target to produce
neutrons. For instance, thermonuclear fusion can be induced by the implosion of a capsule containing
deuterium and tritium and this can produce neutrons. It is something well-documented at facilities
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aiming for Inertial Confinement Fusion such as the National Ignition Facility(71; 72; 73) or the Laser
MegaJoule. On more modest facilities, the deuterium fusion can also be used to produce neutrons by
accelerating, from the front face of a deuterated plastic target, deuterium ions which can then interact
with other deuterium nuclei in the same target to produce neutrons(74; 75). The fusion reactions of
interest and the respective neutron kinetic energies are given by Eqs.1.17 and 1.18:

d+ d −→ n+3 He+ 3.26MeV En = 2.5 MeV (1.17)

d+ t −→ n+4 He+ 17.6 MeV En = 14.1 MeV (1.18)

Figure 1.7: Possible setups for laser-driven neutrons generation(76)

Another possible setup is to accelerate particles in a first target usually called pitcher, as shown in
Fig.1.7a, and send this beam in another target where the neutrons will actually be produced. This second
target is usually called the catcher. For instance, a laser-driven electron beam can be sent in a target where
it will create gammas by Bremsstrahlung. If the second target is chosen wisely, those gammas can then
induce photonuclear reactions, where neutrons are produced. Several experimental teams have used this
process with lasers from 10 TW to 1.3 PW to produce photoneutron beams with intensities reaching up
to 1021 neutrons.cm−2.s−1(77; 78; 79; 80). Even though such peak intensities are quite remarkable, we
will focus in this thesis on neutrons produced by ion beams, and especially proton beams, which should
offer in a near future the possibility to produce even higher yields as we will show.

A classic way to produce neutron beams is to use secondary targets with nuclei with a good cross
section for the (p,n) reactions, which are nuclear reactions that capture a proton and emit a neutron.
This technique is very effective for proton energy in the MeV range. For energies of hundreds of MeVs
or higher, another process becomes way more interesting, this process is called spallation and it will also
be discussed in this section.
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Neutrons produced by nuclear reactions

In order to have an efficient converter, we need to choose nuclei that fulfill several conditions. First and
foremost, the cross section of the (p,n) reaction needs to be as high as possible. Besides, it is important
that this cross section is high especially for low energy protons. Indeed, as it has been shown previously,
the TNSA process produces protons with an exponentially decreasing energy spectrum (see Fig.1.4).
Besides, protons can scatter in the catcher target and see their energy decrease going through this one.
To fulfill this condition, the (p,n) reaction needs to have a positive, or at least a low in absolute value,
Q-value, which is the amount of energy absorbed (if it is negative) or produced (if it is positive) during
the nuclear reaction.

Another important point to help in the choice of the target material is the fact that to have the highest
fluence possible, one needs to produce a beam as directional as possible. The directionality of the beam
can also be important for radioprotection issues in some applications. To do so, it is important to choose
a nucleus as light as possible. Indeed, the directionality of the produced beam depends greatly on the
mass ratio between the protons forming the incoming beam and the target component.

There are only four stable nuclei with a positive (p,n) Q-value and those nuclei are 40K, 50V, 138La
and 176Lu. However, those four nuclei have all very low natural abundances, are quite heavy and as it
can be seen in Fig.1.8, have high cross sections for the (p,n) reaction at quite high proton energies.

Figure 1.8: Cross section of (p,n) reaction for several nuclei(81; 82)

If we look at the cross sections for lowmass nuclei, it appears that three nuclei fulfill all the conditions
we just set. Those three nuclei are 7Li, 9Be and 18O. If we check the natural abundances, 9Be is the only
stable isotope and 7Li makes up 92.5% of natural lithium but 18O represents only 0.2% of natural oxygen.
Besides, oxygen is naturally a gas and that would complicate the target making. The Q-values for the
two last reactions are -1644.24 keV for 7Li(p,n)7Be and -1850.4 keV for 9Be(p,n)9B.

Another aspect to consider is the engineering of the target. Those secondary targets have to be able to
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resist the mechanical constraints implied by receiving proton and electron beams produced by the laser.
Metallic lithium has a very lowmelting temperature, i.e. 182°C, whichmeans that a cooling systemmust
be designed if the target is to be used for a lot of shots. Besides, as any alkali metal, it has an exothermic
reaction with water. This makes this metal not easy to manipulate. A solution to this problems is to
use a compound crystal containing lithium instead of metal lithium. One widely used for laser-driven
neutron experiments is lithium fluoride. The melting temperature of this crystal is 848°C which is way
better than metal lithium but it has a low thermal conductivity of 13.89 W.m−1.K−1, and as shown in
Fig.1.8, fluorine can contribute to the neutron production with energetic enough protons, i.e. more than
4235.13 keV protons.

Metallic beryllium has amelting temperature of 845°C and a thermal conductivity of 218W.m−1.K−1.
So even though its neutron yield is lower than the lithium one, beryllium becomes interesting if the
catcher is to be used an important number of time. This is something to consider especially for high
repetition rate laser systems. In such cases, the deposition of hydrogen in the catcher target can also
become a problem and lead to the deformation of the target, a process call blistering(83).

However, for very high intensity lasers such asApollon, the repetition rate is only one shot perminute,
so such considerations are not necessary.

Spallation

The highest neutron overall productions and intensities are reach during thermonuclear explosion tests
but those neutron productions cannot be used for experimental purposes for obvious reasons. Then apart
from laser driven neutron sources, the neutron sources for experimental purposes reaching the highest
intensities use proton accelerators and spallation. Indeed, such facilities started to exceed in performance
the experimental fission reactors in the 1980s’ as it can be seen in Fig.1.9. The European Spallation Project
which is being built using this design aims to reach a peak flux of 2.1017 thermal neutrons.cm−2.s−1(84).

Those facilities are usually composed of a linear accelerator which can accelerate protons up to an
energy between 0.5 GeV to 2GeV. This very energetic proton beam is then sent on a heavy nuclei target for
the spallation process(86; 87) to happen and then produces very intense neutron beam. Such a process
has never been used yet with a laser-driven proton beam due to the high proton energy needed for this
process to happen.

As specified by the Encyclopedia Britannica, a classic definition for spallation is a "high-energy nu-
clear reaction in which a target nucleus struck by an incident (bombarding) particle of energy greater
than about 50 million electron volts (MeV) ejects numerous lighter particles and becomes a product nu-
cleus correspondingly lighter than the original nucleus". This value of 50 MeV can be explained using
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Figure 1.9: Evolution of maximal thermal fluxes in research facilities(85)

the De Broglie wavelength of a proton with such an energy :

λ =
h

pp
=

h√
2mpEp

= 4.0× 10−15 m (1.19)

Where λ is the De Broglie wavelength of a 50 MeV proton, h the Planck constant,mp the proton mass
and Ep its energy. This length is to be compared to the distance between two nucleons which is usually
around 1-2.10−15 m. Hence, protons with energy equal to or higher than 50 MeV are able to interact
with an individual nucleon inside a nucleus. This prevents the possibility to consider that the proton
is captured by the target nucleus to form a compound nucleus which will de-excite itself by emitting
particles, which is usually the case for nuclear reactions including a light incoming particle and a non-
light nucleus. On the contrary, it will lead to the existence of the first phase of the spallation.

The spallation process has two main phases represented in Fig.1.10 which are presented in Filges
and Goldenbaum’s book (86). In the first phase, called the intranuclear cascade, the incoming particle
is energetic enough to interact with individual nucleons as we have shown. This will create secondary
particles with energy from 20 MeV up to the energy of the incoming particle. Among those secondary
particles which can either be protons, neutrons or pions, some will stay in the nucleus and interact with
other nucleons to take part in the intranuclear cascade, and some will be ejected from the nucleus to
potentially interact with other nuclei. The second possibility induces what is called an internuclear cas-
cade. The intranuclear cascade takes place on a timescale of 10−18 s. There is then a transition phase
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Figure 1.10: Sketch with the different mechanisms composing the spallation process(86)

called pre-equilibrium during which some low energy particles leave the nucleus which stays in a highly
excited. In reality, those two phases overlap temporally but they are usually considered as two different
phases.

The secondmain phase of the spallation process is the evaporation. Indeed, after the first two phases,
the resulting nucleus is highly excited and has to de-excite. As shown in Fig.1.10, it can fission but in such
a case, the process is no more called a spallation process but a high energy fission. The other way for
this nucleus to de-excite is to emit low energy particles, mainly neutrons. As in the first two phases, the
designation low energy particles means particles with a less than 20 MeV energy.

A variety of particles can be emitted by the spallation process such as protons, deuterium and tritium
ions, alpha particles and gammas, especially during the evaporation phase. However, since they are
massive neutral particles, neutrons are really efficient to cool down the excited nuclei and are not affected
by the Coulombian potential barrier around the nuclei. Hence, their emission is very probable. That is
one of the reasonswhy this process is really efficient to produce neutron beams. This iswell characterized
by the neutron yields shown in Fig.1.11 and 1.12.

Another aspect in favor of this process is the very important increase of the inelastic cross section of
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Figure 1.11: Cross section of (p,xn) reaction for 208Pb from two databases on the left and corresponding yield from
TENDL-2019 on the right(81; 82)

Figure 1.12: Experimental angular neutron distribution for a 20 cm diameter lead target bombarded by 2 GeV
protons on the left(3) and experimental neutron yield according to the proton beam energy for various targets on
the right(88)

proton on 208Pb especially between 10 MeV and a few hundreds MeV as shown in Fig.1.11. If we now
consider the resulting neutron beam, we can see in Fig.1.13 that the neutron spectrum peaks around 2
MeV, like it is for a fission reactor source. However, unlike a fission reactor source, a whole population
of high energy neutrons is emitted. Those neutrons are produced during the first phase of the spallation
process and, as it can be seen Fig.1.12, are very directional. On the contrary, lower energy neutrons are
mostly produced during the second phase and almost isotropically. Those high energy neutrons could
be of interest but above all, they must be taken into account when it comes to radiological protection. So
spallation is a really interesting process to produce high intensity neutron sources. On the downside,
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Figure 1.13: Typical neutron spectra of thermal neutron fission of 235U and spallation of 800 MeV protons on a 10
cm diameter tungsten target(86)

the very high energy protons and the radiological measures it requires makes such a source only suited
for significant research facilities.

Application to laser facilities

No laser-driven neutron beams using spallation have been reported yet. However, the promises of
RPA and the incoming multi-PW facilities have motivated some numerical preparatory studies(4; 89).
Some preparatory experiments have also been performed(90; 91). Some others are planned in a near
future(92).

To achieve the numerical studies, both papers(4; 89) have used the combination of two codes. Each
code was used to simulate the physics in each target in the pitcher-catcher setup shown in Fig.1.7a. To
simulate the interaction between the laser and the first target, they used a PIC code called CALDER-
CIRC(93). For the second stage, they used the Monte Carlo code FLUKA to simulate the interaction
between the proton beam and the secondary target. The laser beam characteristics range from 0.6 to 6
PW, with a 20 fs pulse duration on a 5 µm focal spot. Using a Gaussian pulse, this gives an intensity
of 2.1021 W.cm−2 to 2.1022 W.cm−2. The primary targets are plastic targets with a thickness around 100
nm, ranging from 64 to 192 nm. The proton and carbon spectrum produced in the two extreme cases are
shown in Fig.1.14.

There are some discussions about the preplasma influence on the final proton spectrum. The pre-
plasma, hence the proton spectrum, should greatly depend on the laser temporal profile and the use of
plasma mirror might be necessary to enhance the contrast. The resulting proton spectra are then used
as input for the second set of simulations using FLUKA. Both papers show that the neutron production
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Figure 1.14: Proton and carbon spectra obtained using CALDER simulations for a 0.6 PW scenario (a) and a 6
PW scenario (b)(4)

depends greatly on the thickness of the secondary target.

Figure 1.15: Number a) and peak flux b) of the neutron production on the rear side of the catcher target depending
on its thickness for different proton spectra(89)

Figure 1.16: a) spatially presents the integrated over time neutron fluence for a 2 cm thick lead converter. The limits
of the target are represented by the white dashed line and the yellow curve shows the gaussian fit of the fluence on
the rear side of the target. This case corresponds to the one presented in red in Fig.1.15. b) presents the integrated
over time energy spectrum of the neutrons coming out of the rear face of the target(89).

Figs.1.15 and 1.16 present the characteristics of the neutrons generated with proton beams we can
expect from multi-PW facilities. The different cases presented in Fig.1.15 correspond to targets with
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different thicknesses and density profiles. We clearly see a difference of evolution between the overall
neutron production and the neutron peak flux. This is well represented with Fig.1.16a, the highest flu-
ences are located on the front part of the target. However if the target thickness is too reduced, a part
of the high energy protons will be able to go through the target and participate less in the neutron pro-
duction. Hence, depending on what neutron beam characteristic is wanted for experiments, the target
thickness of the catcher target needs to be optimized. Still, those studies show the possibility to reach
peak neutron fluxes in the order of 1023 neutrons.cm−2.s−1.

The neutron energy spectrum also plays a key role in nuclear astrophysical experiments. The neutron
energy spectra obtained with those configurations peaks around 1 MeV. Depending on what nuclear
astrophysical process one wants to study, the energy of the particles at play can vary considerably. The
temperature at which the r-process is estimated to happen is around 1.2 GK(6). If we assume aMaxwell-
Boltzmann distribution, it gives amean energy of 100 keVwhich is not so far from the peak energy obtain
by Martinez et al(4). Hence, those new neutrons beams could have some uses in the study of nuclear
astrophysics.

1.2 Astrophysical interest

Aswe have seen in the previous section, the accelerator-based neutron beam facilities reach peak intensi-
ties in the order of 1017 neutrons.cm−2.s−1. Meanwhile, laser-based facilities have already reached peak
intensities around 1021 neutrons.cm−2.s−1 and incoming facilities could reach 1023 neutrons.cm−2.s−1

(4; 89). Such new tools open the study of events out of reach until now, which require really high neutron
fluences. It happens that there are some astrophysical events where such neutron fluences are reached
and those events are considered as the main responsible for the nucleosynthesis of the heaviest nuclides
naturally existing. In a first time, we will present some basics about the nucleosynthesis and especially
about the r-process. In a second time, we will talk about some other possible applications of the laser-
driven neutron beams.

1.2.1 Nucleosynthesis and the r-process

After the Big Bang, the universe rapidly cooled down but during the first 20minutes, it was hot and dense
enough for a primordial nucleosynthesis to happen(94). Fusions of light elements led to the primordial
abundances shown in Table.1.4. Those values are derived from observations but the models reproduce
well those results except for 7Li(95). For the rest, 6Li should have an abundance around 10−12 according
to the models and the rest should represent not more than 10−15(94). Such values differ quite a lot from
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Nucleus Abundance
1H 0.7551±0.0040
4He 0.2449±0.0040
2H 2.45±0.04×10−5

3He (0.9-1.3)×10−5

7Li 1.58±0.31×10−10

Table 1.4: Primordial abundances after the Big Bang nucleosynthesis(94).

the Solar system abundances represented in Fig.1.17. This means that most of the heavier than lithium
elements have been produced later.

Figure 1.17: Solar system abundances by mass number(96).

In fact, most of this heavy elements are produced in the stars in the very end of their life. To under-
stand it, we will first go through the different phases that a star experienced during its life. Most of what
is presented in this section is explained in deeper length in the book Nuclear Physics of Stars(6).

Nucleosynthesis in massive stars

The first and longest phase of a star life is the hydrostatic hydrogen burning. Indeed, to stay in hydrostatic
equilibrium and not collapse, a star produces energy by fusing protons into heavier elements, mainly
helium nuclei. For low mass nuclei, the binding energy per nucleon tends to increase when the nucleus
mass increases, until the iron peak. Hence, fusing light nuclei will produce energy. Depending on the
temperature of the star, during this first phase, this is done by following one of those three sequences of
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nuclear reactions :

p(p, e+ν)d(p, γ)3He(3He, 2p)α pp1 (1.20)

p(p, e+ν)d(p, γ)3He(α, γ)7Be(e−, ν)7Li(p, α)α pp2 (1.21)

p(p, e+ν)d(p, γ)3He(α, γ)7Be(p, γ)8B(e+ν)8Be(α)α pp3 (1.22)

Where p is an 1H hydrogen nucleus, d a 2H deuterium nucleus, α a 4He nucleus, e+ a positron, e− an
electron and ν a neutrino. When there is only one term in the parenthesis, it means that it is a natural
decay and only the emitted particle are then written. The half-life of 8B and 8Be are respectively 770 ms
and 8.2×10−17 s. Those three sequences named pp1, pp2 and pp3 all produce 4He nuclei. The predomi-
nance of one or another is temperature dependent as described in Fig.1.18. Another interesting feature is
that in the second step of the sequences, deuterium is used. Even though it is also created during the first
step, the deuterium abundance depends on the equilibrium of the first and second reactions. It happens
that for most of the stars, this equilibrium sets an abundance around 10−17-10−18 relatively to hydro-
gen, which is lower than the primordial deuterium abundance. Consequently, most of the primordial
deuterium has been consumed in those sequences.

Figure 1.18: Fraction Fppi of 4He nuclei produced by each nuclear reaction sequences according to the temperature
(6).
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Besides, those three sequences are the only ones which can generate energy if the star consists only
of hydrogen and helium. However, for stars not formed in the very early ages of the universe, heavier
elements are also present in their composition. In particular, they can contain carbon, nitrogen and
oxygen nuclei. Those nuclides can participate in cycles called CNO cycles which produces 4He using
protons :

12C(p, γ)13N(e+ν)13C(p, γ)14N(p, γ)15O(e+ν)15N(pα)12C CNO1 (1.23)
14N(p, γ)15O(e+ν)15N(p, γ)16O(p, γ)17F (e+ν)17O(p, α)14N CNO2 (1.24)
15N(p, γ)16O(p, γ)17F (e+ν)17O(p, γ)18F (e+ν)18O(p, α)15N CNO3 (1.25)
16O(p, γ)17F (e+ν)17O(p, γ)18F (e+ν)18O(p, γ)19F (p, α)16O CNO4 (1.26)

Even though all those cycles seem different, they all absorb four protons and emit one 4He nucleus,
two positrons and two neutrinos. The half-lives at play here are 9.965 min for 13N, 122.24 s for 15O,
64.49 s for 17F and 109.77 min for 18F. We can see that those cycles have some nuclei in common and
that the choice of the cycle depends on the probability for some nuclei to participate in a (p,γ) or a
(p,α) reaction. Those probabilities depend once again on the temperature. Hence, the abundances of all
those nuclei can change depending on the temperature of the region those processes take place in. Some
others processes, including proton captures with heavier nuclei, can lead to 4He production but not in a
proportion as important as the processes already exposed.

At some point, there is not enough hydrogen in the core to produce enough energy to counter the
gravitational pressure. Consequently, the core starts to shrink and the temperature rises so much that it
becomes possible to enter a new phase called hydrostatic helium burning. During this phase, helium,
which is at this moment the most abundant nuclide in the core, will take part in nuclear reactions to
produce heavier nuclei and enough energy to sustain the hydrostatic equilibrium. The main reactions
which take place during this phase have the following equations and Q-values(6):

4He(αα, γ)12C (Q = 7274.7 keV ) (1.27)
12C(α, γ)16O (Q = 7161.9 keV ) (1.28)
16O(α, γ)20Ne (Q = 4729.8 keV ) (1.29)
20Ne(α, γ)24Mg (Q = 9316.6 keV ) (1.30)

Since the reaction defined by Eq.1.28 correspond to a simultaneous fusion of three α particles, it is very
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improbable. In reality, fusion of two 4He nuclei create an highly unstable 8Be nucleus. Even though its
half-life is really low, the 8Be abundance is not null due to those fusions. Then, it is possible for an 4He
nucleus to interact with 8Be nucleus inducing the reaction 8Be(α,γ)12C. Again, the lightest nuclides are
consumed and turn into heavier nuclides. For the other nuclides, there is an equilibrium between their
creation thanks to lighter nuclides and their annihilation to produce heavier nuclides. This equilibrium
depends on the temperature which is typically between 0.1 GK and 0.4 GK for massive stars at this stage.
In the end, the ratio between the abundances of those nuclides are mainly due to this phases. For stars
lighter than 9 solar masses, this phase is the latest hydrostatic one. Indeed, the electron degeneracy
pressure prevents those lighter stars to reach pressure and temperature conditions sufficient to trigger
the next burning stages.

For heavier stars, when all the helium is consumed in the core of the star, the core instantly shrinks
and the temperature rises up to reach a point at which fusion of the next lighter nuclides is possible. The
main abundances at this stage are for the nuclei 12C and 16O. Around 0.85 GK, 12C fusion can start in
massive stars. The mass difference between the two 12C nuclei and the resulting 24Mg is excited with
an energy around 14 MeV which is high enough for light particles to be emitted instead of just gammas.
The most probable reactions are then:

12C(12C, p)23Na (Q = 2241 keV ) (1.31)
12C(12C,α)20Ne (Q = 4617 keV ) (1.32)
12C(12C, n)23Mg (Q = −2599 keV ) (1.33)

The secondary particles then quickly react withmost probably 12Cor 16O.Once again, those reactions
go on until all the carbon fuel is consumed. This stage is the last hydrostatic one for stars with masses
between 9 and 11 solar masses. Then, once again, the stellar core shrinks and the temperature rises
up. One could expect the next stage to be oxygen burning since the core is now mainly made of 16O,
20Ne, 23Na and 24Mg. However, the temperature in the stellar core reaches now more than 1 GK and
the photodisintegration of 20Ne becomes the most probable reaction with the equation and Q-value that
follow :

20Ne(γ, α)16O (Q = −4730 keV ) (1.34)

As we can notice, this reaction is endothermic. However, the 4He nucleus produced will quickly be cap-
tured by another nucleus through a reaction with most of the time a positive Q-value higher in absolute.
Hence, this neon burning will keep the hydrostatic equilibrium until the next phase which is finally the
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oxygen burning. The most abundant nuclides are now 16O, 24Mg and 28Si. Typical temperature in the
stellar core are between 1.5 and 2.7 GK. Two 16O nuclei can now fuse to produce a 32Si nucleus in an
highly excited state since the mass difference is around 16.5 MeV. It will then emit through a variety of
channels light particles which will be captured quickly in mainly exothermic reactions. Once the oxygen
is depleted, we can enter the final hydrostatic stage of the most massive stars, the silicon burning. The
most abundant nuclides are, at the beginning of this stage, 28Si and 32S and the temperature is between
2.8 and 4.1 GK. The fusion of two of those nuclei is highly improbable even at those temperatures. As
during the neon burning, the most probable reactions are photodisintegration ones. Some 28Si and 32S
nuclei will be ripped off light particles and turn into lighter nuclei for which the particle separation en-
ergy is even lower, and then which will go through disintegration themselves, etc. The light particles
produced can then be captured by heavier and heavier nuclides through a quite complicated scheme
until the stablest nuclides which are around the so-called iron peak. The main paths and evolution of
the abundances are presented in Fig.1.19.

The outage of silicon fuel finally leaves a stellar core mainly composed of iron and which doesn’t
collapse as long as electron degeneracy pressure is strong enough to counter the gravitational pressure.
In the very end of its life, a massive star is then composed of several layers with different pressure and
temperature conditions and corresponding to each burning stage as shown in Fig.1.20.

When themass of the iron core reaches the Chandrasekhar limit which is around 1.4 solar masses, the
electron degeneracy pressure is not sufficient anymore counter the gravitational pressure and the core
will collapse and trigger a supernova. The first effect is that the supernova will eject in the interstellar
medium the products of the ongoing nucleosynthesis in the different layers. Besides, the shockwave
produced by the core collapse will dramatically increase the temperature and speed up the burning for
a short amount of time. This is especially true in the silicon burning layer where nuclei around the iron
peak will be produced in massive quantities. This explains most of the release of those nuclides in the
interstellar medium, since the iron produced earlier in the star life is stuck in the collapsing core which
will become a neutron star.

After the shockwave, the different layers will be crossed by a neutrino-drivenwind that bring protons
and neutrons ripped from the proto neutron star. It is estimated that 10% of the iron core mass is trans-
formed in neutrino radiation. This will give rise to a process called νp-process(97). Successive captures
of protons and neutrons, whose ratio is determined by neutrino transitions, will transform typically iron
nuclides into heavier nuclides. This process explains the synthesis of nuclides between the iron peak and
the region A≈100.

Besides, supernovae accelerate some particles to velocities near the speed of light. Those cosmic rays
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Figure 1.19: (a) represents the most probable reactions happening during the silicon burning with arrows whose
size increases with the integrated probability over time. (b) represents the corresponding abundances evolution.
Those results come from a numerical simulation for the silicon burning phase of a 25 solar mass star with a solar
initial metallicity(6).

are energetic enough to break nuclei in the interstellar medium. In particular, those cosmic rays breaking
for instance carbon nuclei are seen as responsible for the most of boron and beryllium production.

We have now explained nucleosynthesis of nuclides from helium up to the region A≈100 thanks to
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Figure 1.20: Schematic of the states of nuclear processes happening in a massive star at the very end of its life.

the nuclear reactions happening in very massive stars which are believed to have been very common in
the first population of stars.

Nucleosynthesis in low-mass stars

The first phases in a low-mass star are the same than for a massive one. However, in such a star, electron
degeneracy pressure is enough to counter the gravity pressure, often after the helium burning phase. So,
in the last part of their life, those low-mass stars, which weight less than 9 solar masses, become part of
the Asymptotic Giant Branch (AGB). This happens when they have burned enough hydrogen to have
an helium core. While the core shrink, its temperature increases and this will cause the expansion of the
outer layers which will cool down, and will stop the hydrogen burning. The star is then a red giant. The
helium burning starts in the core and the temperature of the star in the outer layers rises again. Once the
helium burning in the core is done, it keeps going on in a layer around a carbon and oxygen core which
doesn’t collapse. The helium burning is the main energy source of this giant until the helium layer runs
out of fuel. The star cools off again and the energy of the star is then only coming from a thin layer of
hydrogen burning. This hydrogen burning is not enough to sustain the existence of an helium burning
layer. On the contrary, helium will stack with time until it can ignite again. There is then a new helium
burning phase, which increases the temperature in the whole star, which induces a stronger hydrogen
burning, until the helium is consumed again and the cycle goes again.

This cyclic pattern has tremendous consequences on the spatial evolution of the star and those so-
called thermal pulses canmix up different layers in convection patterns that are still not fully understood.
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This mix up is called a dredge up. In particular, protons are able to plunge and reach the 12C and 16O
core. The protons will then induce the following nuclear reactions :

12C(p, γ)13N(e+ν)13C(p, γ)14N (1.35)

This gives birth to small regions at the border between the helium layer and the core with the nuclides
13C and 14N. Depending on the temperature, those new nuclides can release neutrons thanks to the
following reactions :

13C(α, n)16O (1.36)
14N(α, γ)18F (e+ν)18O(α, γ)22Ne(α, n)25Mg (1.37)

(1.38)

The existence of those neutrons allows the possibility to have another nucleosynthesis process called the
s-process. Indeed, the neutrons are not sensitive to the coulombian potential of heavy ions. For stars
which contain heavy nuclides produced in older generations of stars, it is possible to have neutrons cap-
tured by those heavy nuclides. This is especially the case for 56Fe which represents the main population
of such heavy nuclides. After this capture, the resulting nucleus is either stable or can go through a β−

decay to become stable. Such captures are not very probable. However, such a star goes through several
dredges up over hundreds of thousands of years. Over this long period of time, heavier and heavier
stable nuclides can be produced and this can go up to 208Pb and 209Bi after which the nuclides are no
more stable. The mixing during the dredges up allows those heavier nuclides to reach the outer layer of
the star. Then, they can be ejected in the interstellar medium through the important stellar winds this
type of star produces before ending as a white dwarf.

In the end of their lives, those stars have expelled all their outer layers through stellar winds and
become carbon-oxygen white dwarfs. In a binary system, it is possible that this white dwarf accretes
matter from a its companion until it reaches the Chandrasekhar mass. This will trigger a supernova of
type Ia. There is still a lot of work ongoing to understand those events, especially depending on the
nature of the companion(98; 99). However during such events, it is believed that, in a matter of seconds,
the carbon and oxygen of the white dwarfs, will go through burning, up to the iron peak for most of the
nuclei. Finally, those supernovae contribute to the abundances of nuclides from 28Si up to the iron peak,
and especially 56Ni, thanks to the fact that the white dwarfs explode completely and spread their whole
resulting material in the interstellar medium.
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R-process

We have now been able to explain the nucleosynthesis of most of the nuclides up to 208Pb. However,
for the nuclides above A ≈ 100, the processes already exposed are not enough to explain the observed
abundances. Besides, still no process explains the natural existence of the thorium, uranium and pluto-
nium nuclides. For heavy nuclides, absorption of a charged particle is really improbable. That is why
this r-process is driven by neutron captures, like the s-process. However, if the neutron capture rate is
low enough to see unstable produced nuclides to decay back to stable nuclides during the s-process, it
is not the case for the r-process. Indeed, this process is driven by a large neutron flux during a short
period of time in an expanding medium. Several sites have been proposed to host the r-process(100).
Looking at the properties we just exposed, an astrophysical site comes to mind quickly. Indeed, the neu-
trino driven wind which happens during a supernova can create a very high neutron flux. However,
some calculations have shown that the quantities of heavy nuclides which can be produced during those
events are not enough to explain the abundances observed in the solar system(101). Even though the
astrophysical site remains still quite a mystery, the most probable site is considered to be neutron star
mergers or neutron star/black hole mergers(102).

Figure 1.21: a) represents the solar system abundances of heavy nuclides. b) represents the r-process contribution
to those abundances. The "r-Only abundances" correspond to nuclei for which the s-process, and other processes,
contribute to less than 3% of the final abundance. The abundances are here presented normalized to the silicon
abundance with this one set to 106 (6)

As it can be seen in Fig.1.21a, solar system abundances present some peakswhich can be explained by
nuclear properties. Indeed, the very narrowpeaks aroundA= 84, 138 or 208 can be associated to neutron
magic numbers 50, 82 and 126. In the nuclear shell model, those magic numbers correspond to numbers
of protons or neutrons for which a shell is complete, whichmakes the corresponding nuclide particularly
stable(103). The cross-sections around those peaks are influenced by those nuclear stability properties.
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Hence, the equilibrium reached during the s-process can explain those features. However, the two peaks
around A = 130 and 195 cannot be explained by such properties of those nuclides. Those peaks are
even more outstanding if we remove from the solar system abundances the calculated contribution of
the s-process as shown in Fig.1.21b. They are then a feature of this r-process.

During the r-process, the abundance of each nuclides is the result of an equilibrium between three
main reactions which are (n,γ), (γ,n) and (e−ν) also called β− decay. During the r-process, the neutron
flux is so important that the neutron capture rate is important enough to produce nuclides far away from
the stability valley. Beginning with nuclide seeds in the iron peak, the r-process path will first go away
from the stability, the β− decay half-life being high enough and the (γ,n) probability being low enough
in comparison of the (n,γ) probability. It goes away until the (n,γ) and (γ,n) reaction rates reach an
equilibrium. The nuclides, for which this equilibrium is reached are called waiting points and represent
the main abundances for any given Z. At those waiting points, a part of the population will go through
β− decay to reach a higher Z. These two principles are the basic bricks of the r-process.

The two peaks around A = 130 and 195 give insight on the r-process path. Indeed, for elements for
which a neutron magic number is reachable on the neutron-rich side, the waiting point tends to be on
the isotope with this magic number of neutrons and more stable than for other elements, i.e. less prone
to β− decay. When the conditions of the r-process end, both (n,γ) and (γ,n) reactions stop. Hence, the
important population on those waiting points will mainly decay through β− decays as it is shown in
Fig.1.22. The offset between the s-process peaks and the r-process peaks is an hint on how far from the
stability valley the r-process path is.

The heaviest region reached by the r-process depends on the duration of the r-process conditions. If
this duration is too short, the r-process will stop before reaching the heaviest regions possible. If not, it
seems that the region aroundA≈ 260 and Z≈ 94 is the heaviest region reachable by this process. There is
no experimental data to prove it since those nuclides are experimentally unreachable, but nuclearmodels
tell that fission becomes predominant in such a region. If the r-process duration is long enough, this gives
rise to an exponential fission cycle since the two nuclei produced by a fission event become seeds for the
r-process. Fig.1.23 shows the complete path of the r-process if the r-process duration is long enough. All
those durations depend on the temperature and the neutron flux which can vary a lot.

The classicalmodel used to reproduce the r-processmakes several assumptions. First of all, it assumes
a constant temperature and neutron density. Besides, the termination of the neutron flow is considered
instantaneous. Finally, it assumes that the waiting points and the flow between nuclides do not change
during thewhole r-process event. To reproduce the solar system abundances, and especially the different
peaks, the classical model uses an addition of several r-process components with different parameters.
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Figure 1.22: R-process path near a neutron magic number. The main waiting point nuclides are fully written in
the squares. The resulting stable nuclei are presented in circles. The thick arrows represents the main r-process path
with the associated half-lives written next to the β− decay arrows. The thin arrows represent the decay paths after
the r-process is done(6).

Those parameters range from 1.2 to 1.35 GK for the temperature, 3.1020 to 3.1022 cm−3 for the neutron
density and 1.5 to 2.5 s for the duration. Fig.1.23 shows all the main r-process path possible.

Laser-driven neutron and r-process

We have now explained the main nucleosynthesis processes. Since the r-process path is so far from
the stability valley, all the data feeding the nucleosynthesis models comes from nuclear models and not
experimental data. Apart from the timeduration, neutron beamswhichwewill be able to produce thanks
to the incoming laser facilities have characteristics close enough from what the r-process requires(see
section 1.1.3). The main hurdle is to able to produce neutron-rich enough isotopes to reach the r-process
path. We will here discuss the results of an extensive study about which nuclides would be reachable
using the incoming laser-driven neutron beam(5).

However, this study suffers from optimistic assumptions. Indeed, this study suppose laser-driven
neutron beams with 1012 neutrons which is way more than the∼109 neutrons fromHorny’s simulations
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Figure 1.23: Path of an addition of several r-process components. The main waiting point nuclides are represented
by the large open and solid squares. Each contributes of at least 1% of the abundance of a stable or long-lived
nuclide. The stable or long-lived nuclei are represented by the dark not large squares. Grey squares shows the decay
path of nuclides contributing to the 232Th, 234U, 235U and 238U populations. Nuclides that predominantly fission
are shown as triangles(6).

(89). Besides, the neutron beam is considered mono energetic which is far from the truth as we have
seen(see section 1.1.3). However, they also have done some studies with 1010 neutrons per pulse which
is still higher than what could be obtained in the near future, but is still more realistic.

Fig.1.24 shows that for one shot, we can have two consecutive neutron captures but three consecutive
captures is not really probable. This production always increases when the neutron energy decreases.
Hence, it might be interesting to moderate the neutron even though it would induce a decrease of the
neutron peak flux.

Fig.1.25 shows the isotope production for and after 104 shots with pulses of 1010 neutrons at 1 Hz
repetition rate. This way, it would be possible to reach isotopes produced by three consecutive neutron
captures. This can rise up to four consecutive neutron captures for pulses with 1012 neutrons. Even
though it is still interesting to be able to produce such nuclides, those nuclides are not themain important
ones in the r-process. However, more studies need to be done to be able to see what can be achieved
with the laser-driven neutron beams which should have large energy spectra. In particular, it might be
interesting to see if a modification of the neutron spectrum could have an interesting effect on the isotope
production.

1.2.2 Neutron resonance spectroscopy

Another interesting use of laser-driven neutron beams could be the thermometry of warm dense mat-
ter using neutron resonance spectroscopy(104; 105; 106; 107). Indeed, the measure of a temperature is
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Figure 1.24: Isotope production after one pulse (1pl) with 1012 neutrons. N1, N2, N3 and N4 correspond to
the isotopes produced by respectively 1, 2, 3 and 4 consecutive neutron captures. This production is represented
according to the energy of the neutrons. The seed nuclides are presented in the legend of (b). This production
doesn’t take into account the radioactive decay of the produced isotopes since the pulse temporal length is considered
way shorter than their half-lives(5).

something often needed in an experiment, especially to determine thematerial equation of state which is
of prime interest in several fields. There are several ways to measure the temperature at a surface. How-
ever, if one wants to dynamically measure the temperature inside a bulk, it becomes more complicated.
There are techniques using x-ray scattering(108) which are often used but which might be not adapted
depending on the target thickness or nature. Other existing techniques, like thermocouples which is
also often used, all have their drawbacks. Even if on the downside, there is the need to use a dopant,
neutron resonance spectroscopy can achieve a temporally and spatially resolved thermometry. To do so,
the region to measure in the target needs to be locally doped with an appropriate isotope.

The idea behind this technique is pretty simple. It uses the resonances of neutron capture reactions.
If the resonance is in a low enough energy range and if this resonance is narrow enough, it is possible to
measure the influence of Doppler effects on the cross section of the reaction as shown in Fig.1.26. This
can be done by sending a neutron beamwith a broad energy spectrum on the target tomeasure, and then
probe it using a time of flight detector or any detector that can energetically resolved the neutron beam.
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Figure 1.25: Isotope production after 104 pulses with 1010 neutrons at 1 Hz repetition rate. N1, N2 and N3

correspond to the isotopes produced by respectively 1, 2 and 3 consecutive neutron captures at the end of those shots.
Ntot

1 , Ntot
2 and Ntot

3 correspond to the time-integrated production of the corresponding isotopes. This production is
represented according to the energy of the neutrons. The seed nuclides are presented in the legend of (b)(5).

One can then see the width and position of the resonance in the neutron spectrum. The temperature of
the target will tend to broaden the resonance width and it is possible to retrieve the temperature of the
sample in the doped region. This technique has already been used experimentally(109; 110). It is even
possible to measure the velocity of the region if this one is shocked for example(111).

Until now, this type of measurement has always been done at accelerator facilities, such as the Los
AlamosNeutron ScatteringCenter (LANSCE). Being able to use such a technique at laser facilitieswould
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Figure 1.26: Time of flight spectra of neutrons which went through a molybdenum target doped with 182W. The
red curve correspond to the solid target unshocked and the blue one to the shocked target.(111)

be of great interest, especially since lasers can also be used to study equations of state(106), and are way
less expensive to build than accelerators. Epithermal laser-driven neutron source with characteristics
good enough to be used for this technique, have already been developed(112). Besides, analysis has
shown that laser-driven neutron beams associatedwith time of flight neutron detectors could in principle
have even better detection characteristics than the ones reached at LANSCE(113). However, the use of
time of flight detectors in a high intensity laser is not something trivial and could cause issue in the
development of this technique(114).

To conclude, the increase in statistic that the incoming brighter neutron beams will bring could help
to overcome the difficulties encountered to implement this technique in a laser environment.

In summary, we have seen that the incoming upgrade of the laser intensity at upcoming facilities,
which will allow to greatly increase of brightness for the laser-driven neutron, should impact several ap-
plications in different research domains. Besides, in the very long term, themastering of laser-driven neu-
tron beams could even reduce the cost of boron neutron capture therapy in the treatment of cancer(115;
116) by avoiding the need to use accelerators(117). However, before any possible application of those
neutron beams, there is first a need to develop neutron detectors adapted to those beams and to the high
intensity laser environment.
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Chapter 2

The neutron detector

In this chapter, we will present the development of a neutron counter adapted to the high intensity laser
environment we are working with. In a first section, we will start by talking about the concepts behind
our design and some preparatory simulations. Then, a second section will present the prototype testing
we did before building this detector. A last part will be dedicated to the calibration of the detector.

2.1 Concept

2.1.1 The scintillators

The most widespread and well-known type of high efficiency neutron detectors are the gas proportional
detectors(118). The nuclides usually used by this type of detector are 3He, 6Li, 10B orGd. Those detectors
usually consist of a tube filled with 3He or BF3 gas in which a wire goes through(119). Thermal neutrons
react with the chosen nuclide and the energy released by this reaction will ionize atoms in the vicinity.
An high voltage is applied between this wire and the outer shell of the tube. This allow to accumulate the
created charges and therefore electronically detect the energy deposited thanks to the neutron capture
reaction(120), as shown in Fig.2.1.

However, there is a major downside to this technology. The electronic employed, especially the pre-
amplifiers, is very sensitive andprone to picking upnoise. Besides, since a fewyears, there is aworldwide
shortage of 3Hewhich is themost efficient gas for this technology, since it has the highest absorption cross
sections for thermal neutrons, except for some isotopes of cadmium, europium, samarium and gadolin-
ium which are not gases. That is why another type of detector became more popular, the scintillation
neutron detectors. This category of detectors includes a large variety of scintillating materials, either liq-
uid, crystals, plastic, glass or scintillation fibers. Those scintillating materials are usually coupled with
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Figure 2.1: Representation of a 3He gas proportional counter and sketch of its equivalent electronic circuit (120)

PhotoMultiplier Tubes (PMTs) which are less sensitive to the noise generated in a high intensity laser
environment than the gas proportional detectors electronics.

Organic scintillators using a plastic or liquidmatrix have an especially useful feature for our purpose.
Indeed, those scintillators have a particularly fast response time, i.e. of a few nanoseconds(121). This is
almost mandatory when dealing with intense particle beams. Besides, those technologies have a modest
cost in regard of some other solutions.

When it comes to detect neutrons, there are mainly two types of neutrons to consider. First, there are
thermal neutrons which have a kinetic energy of less than 1 eV. They cannot deposit enough energy by
elastic collision to be detected. So their main way to ionize atoms that leads to detection, is to use some
neutron-capture reactions which have a high cross section and a positive Q-value. This can be done by
adding 6Li or 10B nuclei to either liquid or plastic scintillators. Second, fast neutrons which have an
energy around 1 MeV or more, are way less susceptible to take part in neutron-capture reactions. Elastic
scattering with low-mass nuclei is way more probable for such particles as shown in Fig.2.2. This can
produce detectable ionization. Hence, hydrogen-rich material are well-suited do detect such neutrons.

Figure 2.2: Cross sections of 3He(n,p)3H and elastic scattering on 1H(81)
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Many liquids scintillators suffer from a considerable quenching effect if oxygen is dissolved in them
(122) so they need an airtight enclosure. On the contrary, plastic scintillator are easily available in any
kind of shape. So from now on, we will only talk about the plastic organic scintillators which is the
solution we went with for.

The plastic matrices used commercially are usually made of polystyrene (PS) or polyvinyltoluene
(PVT)(123). Fluorescence occurs in plastic when energy is deposited by some ionizing energy radia-
tion. However, this effect is not useful since the fluorescence yield is very low and the plastic is not trans-
parent to its own emission which has a wavelength between 300nm to 350nm. Hence, some aromatic
compounds with much higher fluorescence yield are added to this bulk to make it much brighter. Those
compounds, called primary fluors, usually represent around 1% by weight. Such a high concentration
allows a non-radiative energy transfer called Forster transfer or fluorescence resonance energy trans-
fer (FRET) between the bulk and the added primary fluors within. Since the efficiency of this transfer
is inversely proportional to the sixth power of the distance between the emitter and the receiver, a high
concentration is needed to allow this energy transfer. The primary fluors can then emit a strong fluores-
cence light generally in the 350nm-400nm wavelengths. However, this fluorescence light is still quickly
absorbed by the PVT matrix since the mean path for such light is usually less than 10cm. To be able to
build a scintillator on a meter scale, one needs to decrease the bulk attenuation. To do so, another aro-
matic compound is usually used as a spectrum shifter. This spectrum shifter represents around 0.01% by
weight so the energy transfer between the primary fluors and the spectrum shifter is mainly radiative.
In the end, the emitted fluorescence spectrum is typically a spectrum between 400 nm and 500 nm.

Figs.2.3 shows emission and absorption spectra of PVT, b-PBD andPOPOPwhich are commonly used
synthetic polymer or aromatic compounds as respectively matrix, primary fluor and spectrum shifter. b-
PBD stands for butyl-phenyl-bipheny-oxydiazole and POPOP for 1,4-bis(5-phenyloxazol-2-yl)benzene.
This shift between the absorption spectrum and the emission spectrum for those fluorescent materials is
called the Stokes shift. The energy difference is usually taken out thanks to vibrational relaxation, in the
form of phonons. Figs.2.4 shows the chemical formulas of those three compounds.

The solutionwewent for is the boron loaded plastic scintillator EJ-254 fromEljen Technology. Indeed,
from the three industrial companies which sell plastic scintillators, one is Nuclear Enterprise Ltd (124)
and no longer exists, the last one is Saint-Gobain and doesn’t sell anymore the BC-454 model which was
its only boron loaded plastic scintillator model. We don’t exactly know the composition of this particular
plastic scintillator, especially its aromatic compounds, since it is an industrial secret. However, looking
at its emission spectrum which is in Fig.2.5 and its specifications presented in Table.2.1, we can safely
assume that it works the way we presented.
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Figure 2.3: Emission and absorption spectra of PVT, b-PBD and POPOP from top to bottom. Emission spectra
are represented with thick lines and plain areas when absorption spectra used dashed lines.

We also see on the specifications that the light output of this scintillator is only 60% of that of an-
thracene. Indeed, anthracene is the scintillator with the highest light output known and serves then as
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Figure 2.4: Chemical formulas from left to right of PVT, b-PBD and POPOP. PVT is a synthetic polymer and
b-PBD and POPOP are aromatic compounds.

Figure 2.5: Emission spectrum of the EJ-254 plastic scintillator

standard to measure the light output of other scintillators. However, this organic crystal has a decay
time around 30ns which is way worse than what we can reach with those plastic scintillators as seen in
Table.2.1. For our purpose of working with high intensity signals, anthracene is then not our best option.

2.1.2 Boron loading

In order to boost the energy deposition from neutrons, one can use some neutron capture reactions with
a positive Q-value. There are three main reactions for thermal neutrons with a positive Q-value and a
high cross section as shown in Fig.2.6 and 2.7. Those reactions have the equations that follows :

10B+ n −→7 Li + α (Q = 2789.91keV) (2.1)
6Li + n −→3 H+ α (Q = 4783.47keV) (2.2)
3He + n −→3 H+ p (Q = 763.75keV) (2.3)

Moreover, Gadolinium is an element with several stable isotopes with also positive Q-values and high
cross sections for thermal neutron capture. Those isotopes are 155Gd and 157Gd. The associated radiative
capture Q-values are respectively 8536.35 keV and 7937.39 keV.

A detector designed for neutrons and especially thermal neutrons uses one of those four elements
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PROPERTIES EJ-254-1%
Light Output (% Anthracene) 60
Scintillation Efficiency (photons/1MeV e−) 9200
Wavelength of Maximum Emission (nm) 425
Rise Time (ns) 0.85
Decay Time (ns) 1.51
Pulse Width, FWHM (ns) 2.24
No. of H Atoms per cm3 (x1022) 5.16
No. of C Atoms per cm3 (x1022) 4.62
No. of 10B Atoms per cm3 (x1020) 1.14
No. of Electrons per cm3 (x1023) 3.33
Density (g.cm−3) 1.021
Polymer Base Polyvinyltoluene
Refractive Index 1.58
Softening Point 75°C
Vapor Pressure Vacuum-compatible
Coefficient of Linear Expansion 7.8 x 10−5 below 67°C
Light Output vs. Temperature At 60°C, L.O. = 95% of that at 20°C

No change from 20°C to -60°C
Temperature Range -20°C to 60°C

Table 2.1: Specifications given by Eljen Technology for the EJ254 scintillator(125)

Figure 2.6: Cross sections of neutron capture and (n,α) or (n,t) reactions for respectively 6Li and 10B(81)

to increase energy deposition and differentiate energy depositions due to neutrons from ones due to
gammas or other ionizing particles. We can then look at what is available frommanufacturers, i.e. Saint-
Gobain and Eljen Technology. Gadolinium enriched detectors are only liquid scintillators which we
dismissed for reasons explained above. 3He is used in the gas proportional counter we already talked
about. 6Li can be found in liquid scintillator but also in lithium compound enriched with a ZnS:(Ag)
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Figure 2.7: Cross sections of neutron capture and (n,p) or (n,γ) reactions for respectively 3He and natural Gd(81)

fluorescent powder. However, the decay time for this technology is 200 ns which is really long compared
to what is possible with plastic scintillators. Saint-Gobain also sells a glass scintillator enriched with
6Li but its performances in decay time and light output are not as good as the EJ-254 ones. The best
technology for our purpose is then the boron loading plastic scintillator.

The reaction which has for equation 2.1 can leave the 7Li residual nucleus either in the ground state
or the first excited state which has an energy level equal to 477.61 keV. Indeed, we can see Fig.2.8 that
the second excited state has an energy level equal to 4630 keV which is higher than the Q-value and the
kinetic energy the neutron can usually bring. When we look at the cross sections for the two possible
ending states as shown in Fig.2.9, we can see that for neutron kinetic energies up to 10keV, the 7Li residual
nucleus is in the first excited state 93.7% of the time. The Q-value is then 2789.91 - 477.61 = 2312.30 keV.
The excited 7Li nucleus deexcites itself with a half-life of 73 fs emitting a 477,595 keV gammawhich have
only a very little chance to deposit its energy inside the scintillator

We can calculate the recoil energy for both the 7Li nucleus and theα particle using the conservation of
energy and momentum. Since there are only two products, the incoming neutron, the alpha and the 7Li
nucleus produced stay in the same plane. If we consider the laboratory referential with the 10B nucleus
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Figure 2.8: Level scheme of the 7Li nucleus(126)

Figure 2.9: Cross sections of 10B(n,α)7Li and 10B(n,α)7Li*(81)

immobile in this one, and the x axis being in the incoming neutron direction, we can write :

Q = TLi + Tα − Tn (2.4)

pnc = pLic cosθLi + pαc cosθα (2.5)

0 = pLic sinθLi + pαc sinθα (2.6)



2.1 Concept 51

Q is the Q-value. Tn, TLi and Tα are the kinetic energies of respectively the incoming neutron and the
outgoing 7Li nucleus and α particle. pn, pLi and pα are the momentums of the same particles. θLi and
θα are the angle of the outgoing direction of the corresponding particles. Using the relativistic definition
of the momentum, we can write :

(pnc)
2 − 2pLipnc

2cosθLi + (pLic)
2 =(pαc)

2 (2.7)

pic =
√
Ti(Ti + 2Mic2) (2.8)

Tα(Tα + 2Mαc
2) =Tn(Tn + 2Mnc

2)

− 2
√

Tn(Tn + 2Mnc2)
√

TLi(TLi + 2MLi)c2cosθLi

+ TLi(TLi + 2MLic
2) (2.9)

Mn,MLi andMα are the masses of respectively the incoming neutron and the outgoing 7Li nucleus and
α particle. c is the speed of light. Since the incoming neutron is almost always thermal, it has a very low
kinetic energy in comparison with the Q-value and other recoil energies. We can then consider it null
and simplify a lot the equations, especially equation 2.9.

TLi(TLi + 2MLic
2) = Tα(Tα + 2Mαc

2) (2.10)

Q = TLi + Tα (2.11)

Tα =
Q(Q+ 2MLic

2)

2(Mα +MLi)c2 + 2Q
= 1466.5 keV (2.12)

TLi =
Q(Q+ 2Mαc

2)

2(Mα +MLi)c2 + 2Q
= 845.8 keV (2.13)

To conclude, when a neutron reacts with a 10B nucleus, there is 93.7% chance to produce a 7Li residual
nucleus with a 1466.5 keV recoil energy, an alpha particle with a 845.8 keV kinetic energy and a 477.6 keV
gamma. There is also a 6.3% chance to produce a 7Li residual nucleuswith a 1769.4 keV recoil energy and
an alpha particle with a 1020.5 keV kinetic energy. According to SRIM calculation (127), the expected
range for such α particles or 7Li ion is around 5 µm so all the energy is deposited in the doped scintillator
almost all the time. According to the Birks’ formula(128), only a part of this energy will be converted in
light and be detected by the PMTs. This proportion will be determined later on during the calibration
process.

But first, it can be interesting to thermalize the incoming neutrons to increase our detector sensitivity.
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2.1.3 Thermalization

Interest

In the high intensity laser environment we are working with here, there is two main advantages to mod-
erate the neutrons that we want to detect. The first advantage is true for all kind of environment. As it
can be seen in the Figs.2.6 and 2.7, all neutron detectors using neutron-capture reactions are way more
efficient for thermal neutrons than for rapid ones. Indeed, the cross sections for those reactions increase
tremendously with the decrease of the neutron energy.

Another advantage of thermalization is specific to our subject. Thermalization takes time and will
delay the actual detection of the neutron in comparison of the time they enter the detector. This is of
particular interest since during an high intensity laser shot, there is two phenomena which can disturb
a lot the detectors for some time. First, there is the production of a huge amount of ionizing radiations,
especially gamma rays, which tend to totally overflow the scintillators, even with a lot of protection.
Secondly, such a laser generates a very important electromagnetic pulse (EMP) which has the bad habit
to induce a lot of noise or even worse in all electronic systems. Even though all electronic parts are put
in Faraday cages and all the wires are protected in metallic sockets, it can still induce some problems in
the detected signals for some time after the shots. Hence, being able to delay at least a part of the signal
to detect, until the detectors are back online and working properly is a huge asset. It is then very easy
using expected neutron spectrum and Geant4 simulations to retrieve an original number of neutrons.
Shots with a huge amount of noise will increase the error bars but should not prevent us from making a
measure.

When a neutron has an elastic shock with a nucleus, we can calculate the speed ratio between the
original and later speed. Indeed, if we consider a ratio of mass A between the mass of the neutron and
the mass of the hit nucleus, and that the neutron doesn’t have a relativistic speed, we can write the
following equation due to conservation of the energy and momentum in the laboratory referential:

v2n = v2n′ +Av2A (2.14)

A2v2A = v2n − 2vnvn′cosθn′ + v2n′ (2.15)

vn, vn′ and vA are the speed of respectively the incoming neutron, the outgoing neutron and the recoil
speed of the nucleus. θn′ is the angle of the neutron deviation in the laboratory referential. After some
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calculations, we can find out that :
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)2
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1− sin2θn′

2A + 1− 2sin2θn′

(A+ 1)
2

= 1−
2A

(
cosθn′

√
1− sin2θn′

2A − 1

)
− 2sin2θn′

(A+ 1)
2 (2.16)

The equation 2.16 shows us that, for any angular deviation, the biggerA ratio, the smaller the decrease
of the neutron speed. Hence, for a same atomic density, hydrogen is the most effective nucleus to slow
down neutrons. Moreover, the higher the atomic density, the more probable it will be for a neutron to
have an elastic collision with an hydrogen nucleus. That is why we went with High Density PolyEthylen
(HDPE) as moderator since it combines the two qualities we just talked about.

Dimensioning simulations

With this detector, we aim to have an efficiency as high as possible while taking into account the con-
straints the high intensity laser environment impose. To have a maximum angular coverage with a rea-
sonable amount of scintillatingmaterial, it is important to be close from the neutron source, surrounding
it. The best is to be able to place the detector inside the interaction chamber. This imply some constraints
especially spatially.

First the height is limited both from the height of the chamber and the fact that the laser paths are
often going through the top part of the chamber before being sent to the Target Chamber Center (TCC)
as it can be seen in the example Fig.. That is why we decided to set a maximum height for the detector
which is 60 cm. Second, some space is also needed in the middle of the chamber to accommodate the
target holding system and some optical systems that might be needed to place the target and the laser
focus, or to some diagnostics. We decided to set a 40 cm diameter free cylinder around the TCC.

We also need to accommodate some paths in the horizontal plane for some potential paths for either
intense lasers or diagnostics’s views. That is why we decided to design a modular assembly of detector
parts cut in a cylinder with an inner diameter of 40 cm and a height of 60 cm. Then, for any needed path
in the horizontal plane, we can remove the corresponding parts to empty the space.

To set the other geometrical parameters of the detector, we used GEANT4 simulations (7; 129; 130).
GEANT4 is a very well-known and used Monte-Carlo simulation toolkit to simulate the passage of en-
ergetic particle through matter. All the simulations have been done with the version 10.5.

To begin, we used a modified version of the code developed for the BRIKEN project (131; 132; 133).
In order to use accurate cross-section for scattering and nuclear reactions for neutrons below 20 MeV,
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Figure 2.10: CAD side view of an experimental chamber, the MILKA chamber of the LULI2000 facility. The laser
path is represented in green.

we used the NeutronHP physics list. To handle more generic interactions, we also used the physics lists
G4DecayPhysics, G4RadioactiveDecayPhysics and G4EmStandardPhysics.

In a first approximation, we used a cylindrical geometry of HDPE with a 40 cm inner diameter, a
65 cm outer diameter and a 60 cm height. Ten scintillating units with a 2,54 cm diameter and a 60 cm
height are disposed in the HDPE cylinder on a 50 cm circle. HDPE was set as a CH2 material with a
density of 0.95 g.cm−3. The scintillating units were composed a 0,102 cm thick layer of stainless steel
and a 2.438 diameter cylinder of scintillating material. The scintillating material was simulated using
the C, H and 10B proportion and the density given in Table 2.1. Amore precise composition of the EJ-254
plastic scintillator is not publicly available since it is commercially protected. We will only consider the
deposited energy in the scintillator and not the production of light since attempts to do so usingGEANT4
have underestimated it a lot (134; 135).

We can then monitor the energy deposited in the scintillating unit in different configurations and
use this to optimize the dimensions that remain unfixed. An energy deposition is here defined by the
sum of all the interactions which deposit some energy in the matrix of one defined scintillator. For the
first simulations, we used isotropic neutron sources with monoenergetic distributions in steps of 100
keV ranging from 1 MeV to 1,5 MeV. The number of scintillators was by default equal to 10, the external
diameter of the HDPE cylinder to 65 cm and the diameter of the circle the scintillators are placed on to
50 cm.

Fig.2.12 has several interesting features. First of all, we can clearly see a main peak at 2312 keV which
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Figure 2.11: Views of the geometry used for the first simulations. In grey is the HDPE cylinder. In red are the
scintillating units. The blue indications give the length of several dimensions.

Figure 2.12: Histogram counting energy deposition in the scintillating units according to the energy deposited in
both linear and logarithmic scale for 1 million events using an isotropic 1 MeV neutron source and the setup shown
Fig.2.11.

corresponds to the Q-value of the 10B(n,α)7Li*. This totally makes sense since it is the most probable
nuclear reaction and that the products have an overwhelming chance to deposit their recoil energy in
the scintillator due to their 5 µm mean range. The second most important peak is at 2790 keV which
corresponds to the Q-value of the less probable 10B(n,α)7Li reaction. An other interesting peak is seen at
1MeV. It corresponds to the neutronswhich entirely thermalized in the PVTmatrixwithout reactingwith
any 10Bnucleus. In the same logic, we can also see two peaks at 3312 keV and 3790 keV for neutronswhich
entirely thermalized in the PVT matrix but also reacted with a 10B through the corresponding channel.
Below 1 MeV and between the four highest energy peaks, there are energy depositions which mainly
corresponds to neutron thermalizing only partly in the PVT matrix and react or not. A last interesting
feature of this histogram is the bump located next 2623 keV. Indeed, if we calculate the Compton edge
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energy of the 477,61 keV gamma emitted by the excited 7Li nucleus after the most probable reaction,
Eq.2.17 gives us 311.16 keV. Added to the Q-value of the reaction that generates this gamma, we found
an energy of 2623,46 keV. Then, this bump surely corresponds to the Compton edge associated to this
gamma. One could even argue that the 2790 keV peak could contain events where the neutron capture
produced an excited 7Li nucleus, and the produced gammadeposited all its energy through photoelectric
effect in the PVT matrix. This photoelectric effect is however very unlikely to happen with nuclei with
so low Z.

Ee =
2E2

γ

2Eγ +me
(2.17)

From now on, we will assume that the behaviour of the height of the main peak represents well
the behaviour of the overall efficiency of the detector. It is especially true since that, for other energy
depositionswhere proton, carbon nuclei or gamma are vector in the energy deposition in the PVTmatrix,
we do not know the scintillating efficiency. So the 2312 keV peak is indeed the main contributor of the
neutron peak that we should see in the energy histogram retrieved from the PMTs signal. We define for
the next figures the height of themain peak as the number of events in the 10 keVwide bin corresponding
to the energies between 2310 and 2320 keV.

In Figs.2.13, we fix every parameters and look at the influence of each free parameter one by one.
Fig.2.13(a) shows the evolution of the peak height according to the number of scintillators. As one could
expect, the peak height increases linearly with the number of scintillators when it is low enough. How-
ever, we see that over 15 scintillators, the gain in efficiency when we add units is not as good. That effect
becomes really strong above 30 scintillators. Fig.2.13(b) shows the evolution of the peak height according
to the HDPE cylinder external diameter. We see here that after a great increase, the peak height reaches
a plateau which means that there is no use to add more HDPE to collect the backscattered neutrons. For
all the other parameters set to default, it looks that this plateau is reached as soon as 65 cm.

Fig.2.13(c) shows the evolution of the peak height according to the scintillator ring diameter. This one
is a bit more complicated and reaches a seemingly neutron energy dependent maximum. Besides, the
peaks corresponding to the deposition of the kinetic energy of the incoming neutrons evolve differently
when the scintillator ring diameter approaches the value of the internal diameter of the HDPE cylinder.
As it can be seen on Figs.2.14, the peak corresponding to the sum of the Q-value of the main reaction
and the kinetic energy of the incoming neutrons is no longer negligible in comparison of the main peak,
for a scintillator ring diameter equal to 45 cm. If we consider that the efficiency evolves with the sum of
the height of those two peaks and not only the one of the main peak, it would look that the smaller the
scintillator ring diameter, the bigger the efficiency. However, we don’t know how efficiently a proton hit
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Figure 2.13: Evolution of the main peak height according to several parameters for 1 MeV, 1.2 MeV and 1.5 MeV
neutrons. (a) shows the according to the number of scintillators, (b) the external diameter of the HDPE cylinder
and (c) the diameter of the circle the scintillator are placed on.

by the thermalizing neutron will transmit its recoil energy to ionize its environment and produce light.
Still, we know that this efficiency is not null and that there is a chance that those events will not be in
the neutron peak we are expecting to see. Besides, the same thing happens for the peak corresponding
to the neutron thermalizing in the PVT matrix without reacting with a 10B nucleus. Then, it seems more
reasonable to try to avoid such a problem by choosing a scintillator ring diameter for which those events
are negligible and most of the neutrons which react have been thermalized in the HDPE moderator.
However, we still want to have an efficiency as great as possible. In the end, we decided to go with a
scintillator ring diameter equal to 48 cm.

An important feature of the thermalization is the time it takes for the neutron to slow down before
being captured by a 10B nucleus. Indeed, in case our detector is unresponsive for some time after the
shot, we need to know the evolution of the detection rate. This would be required to be able to retrieve
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Figure 2.14: On the left, histogram counting energy deposition in the scintillating units according to the energy
deposited for 1 million events using an isotropic 1 MeV neutron source and the setup shown in Fig.2.11 except for
the scintillator ring diameter here equal to 45 cm. On the right, evolution of both the main peak height and the
addition of two peak heights, according to the scintillator ring diameter. The two peaks in question are the main
peak and the peak corresponding to the main reaction Q-value plus the kinetic energy of the incoming neutron.
Those two peaks are the ones at 2312 keV and 3312 keV for the histogram shown here on the left.

the right number of emitted neutrons.

Figure 2.15: Histograms counting energy deposition in the scintillating units according to the time of the last
interaction. Those are the result of a 1 million events Geant4 simulation using the setup shown in Fig.2.11, except
for the scintillator ring diameter here equal to 48 cm, and an isotropic respectively 1 MeV and 1.5 MeV neutron
source for the left and right histogram. Only the energy deposition which are in the main peak with an energy
between 2310 keV and 2320 keV were considered in the drawing of those wo histograms. The equations written on
both histograms correspond to the fitting function.

For less than 2 µs, the detection rate increases and it then decreases exponentially. As it can be seen
in Fig.2.15, it seems that the best function to fit this decrease is the sum of two exponential. Tab.2.2 gives
the fitting parameters for the fitting function given by the equation 2.18, according to the neutron energy.
Hence, for neutrons with energy between 1 MeV and 1.5 MeV, the thermalization process has two time
constant giving the decay of the detection rate. Those two constants are approximately equal to 12 µs
and 110 µs. For any expected spectrum, this kind of simulationmight have to be done in order to retrieve



2.2 Preliminary tests 59

Energy (MeV) a0 1/t0 (ns−1) a1 1/t1 (ns−1)
1 9.06(21).102 8.24(23).10−5 1.78(4).102 8.94(12).10−6

1.1 8.75(20).102 8.47(21).10−5 1.79(3).102 9.01(11).10−6

1.2 8.39(20).102 8.12(23).10−5 1.70(4).102 8.83(11).10−6

1.3 8.37(20).102 8.39(24).10−5 1.71(4).102 9.07(11).10−6

1.4 7.79(19).102 8.16(24).10−5 1.70(4).102 9.11(11).10−6

1.5 7.81(18).102 7.98(20).10−5 1.55(3).102 8.73(11).10−6

Table 2.2: Fitting parameters for the time evolution of the energy deposition in the scintillating units for for several
neutron energies.

a correct number of neutrons.
f(t) = a0e

− t
t0 + a1e

− t
t1 (2.18)

To summarize, the dimensions of the detector which has been set at the end of this study are an outer
PET diameter of 65 cm, an inner PET diameter of 40 cm, an height of 60 cm and a scintillator ring diameter
of 48 cm.

2.2 Preliminary tests

Before committing to build the whole detector assembly, we decided to build a prototype unit in order
to test its response, first to continuous gamma and neutron sources and second to real experimental
conditions implying intense laser-matter interaction. It was also the opportunity to start developing an
analysis method of the signals we would get from such an assembly. The prototype consisted of a 50
mm long and 30 mm diameter cylindrical scintillator associated with two PMTs, one at each end of the
cylinder as shown in Fig.2.16. The scintillator model was EJ-254 1% boron loaded. The PMTs model was
PMS XP2972 from Philips. Those PMTs have a 29 mm cylinder shape and are 100 mm long without the
electronic pins nor the voltage divider part.

In order to use it as close as possible from the laser matter interaction point during a real experiment,
the assemblywas enclosed in a vacuum-tight and light-tight aluminumhousing. The housingwas totally
hermetic so the components inside were kept under atmospheric pressure in any circumstance. To keep
a good contact between both the PMTs and the scintillator, a spring was set between one of the PMT and
the capsule wall. A drawing of this prototype is presented in Fig.2.16.

2.2.1 Prototype testing with continuous neutron and gamma sources

First, the prototype was tested using a 137Cs gamma source, placed right next to the scintillator, next to
the middle part of the capsule wall. This source had an activity of 313 kBq and emitted gammas with
a 661.66 keV energy. Like for the 477.61 keV gammas possibly emitted after a neutron capture on 10B,
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Figure 2.16: CAD drawing of the prototype used for the preliminary tests.

photoelectric absorption of those 661.66 keV gammas is very unlikely. As shown in Fig.2.17, there are
indeed several orders of magnitude between the probabilities of photoelectric absorption and Compton
scattering at those energies. Hence wewon’t be able to see any clear photoelectric peak. However, we can
see the Compton edges which, according to Eq.2.17, corresponds to a 477.34 keV energy. As a reminder,
this energy corresponds to the energy transferred during a 180° scattering of the incoming particle, i.e.
the gamma, which is the maximum energy which can be transferred this way.

Figure 2.17: Probability of interaction of a photon with an atom according to the the photon energy for different
types of interaction. The probabilities are for an hydrogen atom on the left and a carbon atom on the right(136).

One of the first tests to do with this prototype was to have working together two PMTs in a particular
mode called coincidence counting mode. Indeed, the idea behind the use of two PMTs is to be able to
reduce the potential electronic noise that the conditions of intense laser-matter interaction might induce.
Since those two PMTs are collecting light from the same scintillator, one on each end, and that this scin-
tillator emits its light in a few ns window as shown in Table.2.1, a positive signal on one PMT should
correspond to another positive signal with characteristics near enough in amplitude and time position.
If not, the detected signal is surely noise. In our analysis scripts, we then have a temporal condition on
the proximity of signal detection from each PMT.

The two PMTs were biased with a 1.2 kV high voltage and the reading out was done using CAEN
VX1730B digitizer units. This digitizer has a sampling frequency of 500 MS/s and a resolution of 14
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bits on either a 0.5 or 2 V range. The card was operated with the Digital Pulse Processing-Pulse Shape
Discrimination (DPP-PSD) firmware version 4.17. So the integration of each peak is done automatically
by the firmware. The thresholds used to define a peak have been chosen manually. Those thresholds
need to meet two qualities. They have to be low enough to see the signal and some electronic noise in the
low energy part. They also have to be high enough not to have the noise representing a too important
proportion of the recorded peaks and flood the signal or even saturate the cards. Their definition is then
an incremental process until reaching a satisfying value.

For the energy calibration, we set the 477.34 keV Compton edge location at 80% height on the high
energy side of the energy deposition distribution. This value of 80% has been found to well represent the
Compton edge location for low Z scintillators by detecting the gammas fully backscattered by a scintil-
lator using a High Purity Germanium (HPGe) detector(137). With this energy calibration, we obtained
the two PMTs responses presented in Fig.2.18. The energy calibration will be presentedmore extensively
in section 2.3.2. The unit for the light amount/energy measured by the PMTs is keVee where ee stands
for electron equivalent. This means that what we measure here relates to the energy deposited in the
electron population of the scintillator.
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Figure 2.18: Histogram of the light collected by the prototype detector exposed to a 137Cs gamma source. Blue and
red curves each correspond to an individual PMT response. The black curve correspond to events coincident in both
PMTs and for which the two PMTs energies have been summed and rescaled along the x-axis.

We see that the responses of the two PMTs are very similar. However, we see that, even though we
used the same thresholds, the low energy part is very different from one PMT to the other. This implies
that the noise signal depends a lot on the PMT. The black curve represents the events coincident within a
5 ns window and with an energy proportional to the sum of the energy from the two PMTs. The energy
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has been rescaled to have the Compton edge of the black curve at the right energy. The resulting curve
is really similar to the two precedent ones. This implies that almost no positive events are lost by this
coincidence check. It is even a bit more well-defined in the higher energy part with a slightly sharper
Compton edge. The low energy part is also slightly lower which is either a reduction of the electronic
noise or a loss of some real energy depositions in the scintillator which are important enough to trigger
one of the two PMTs. This possible loss of low energy events is not an issue since the energy deposition
corresponding to neutron capture events should be high enough. The consequences on the results if the
noise is higher in energywill be discussed later. This calibration result for which noise is not really strong
compared to what can be experienced at high energy lasers, confirm that time coincidence can be used
to select events and reduce possible noise during the future experiments.

To evaluate the neutron response, we used the PuBe neutron source described in Ref(138), with a
moderator. The PuBe neutron source is based on two reactions described by the following equations :

239/240Pu −→235/236 U + α (Q = 5244.50/5255.75 keV ) (2.19)
9Be+ α −→12 C + n (Q = 5702.05 keV ) (2.20)

This neutron source can then only emit one neutron per alpha decay. This neutron can also be produced
in coincidence with a 4.4 MeV gamma produced by the 12C nucleus excited in the first state. The energy
of the produced neutrons is of several MeVs. However, we have seen that the boron neutron capture
cross section decreases a lot when the energy increases. Hence, we used amoderator to slow down those
neutrons to thermal energies. The PuBe source was placed 30 cm away from the prototype unit and a 10
cm thick HDPE moderator was placed in between. We also placed 5 cm of lead to reduce the influence
of the 4.4 MeV gammas. Using the same energy calibration and the time coincidence condition, we have
been able to produce the histogram presented in Fig.2.19.

Aswe could expect, the neutron signal is represented by a peak in this kind of histogram. This peak is
centered on an energy valuewhich corresponds to the portion of the Q-valuewhich has been transmitted
through the kinetic recoil energy of the α particle and 7Li nucleus to the surrounding electrons. We see
that in this case, the peak is centered on an 83.81(11) keVee energy with a full width at half maximum
(FWHM) of 28.55 keVee. This value is way lower than theQ-value, however it is high enough to be clearly
separated from the noise. The value given by the constructor for the 5% boron loaded scintillator is 76
keVee. Since the 1% boron loaded scintillator which we are using here has a better scintillation efficiency,
this value of 83.81(11) keVee is not surprising. Furthermore, the time coincidence condition shows here
much more clearly its efficiency to reduce noise signal. The neutron peaks is besides more well-defined
in the combination of the two PMTs signal.
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Figure 2.19: Histogram of the light collected by the prototype detector exposed to a PuBe neutron source. Blue and
red curves each correspond to an individual PMT response. The black curve corresponds to events coincident in
both PMTs and for which the two PMTs energies have been summed and rescaled along the x-axis.

2.2.2 Laser environment test

In order to test the response of the detector to the prompt gammas and x-rays generated after the laser
irradiation, through a combinaison of synchrotron and Bremsstrahlung emission(139; 140; 141), and the
EMP(142; 143; 144) generated by the laser-matter interaction, we have been able to use the prototype
during an experiment were proton beams were generated for another purpose. This experiment was
taking place at the Arcturus laser of the Heinrich Heine Universität of Düsseldorf(145). This laser has a
typical pulse duration of 30 fs for an energy of 1.5 to 1.7 J on a focal spot of 5 µm. This gives a maximum
intensity on target around 1020 W.cm−2. The excellent contrast obtained thanks to a plasma mirror sys-
tem makes it a good facility to generate high-energy proton beams(145). During the experiment we had
the opportunity to piggyback to test the response of our prototype to this environment, the protons were
used to irradiate mammalian cells and study their potential for proton therapy(146). The target used to
produce protons was a 5 µm thick titanium foil. Our prototype was set horizontally 30 cm away from
the target chamber center and 15 cm below the equatorial plane as described in Fig.2.20.

The two PMTs were biased with a 1 kV high voltage and the reading out was done using a Teledyne
Lecroy oscilloscope with a maximum rate of 500 MS.s−1. Some sets of traces recorded over 5 ms are
displayed in Fig.2.21. The first noticeable feature is the very important peak corresponding either to
the EMP or the energy deposition of the prompt gammas and x-rays in the scintillator inducing light
emission within. However this peak seems to decrease very fast, faster than what is measurable with
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Figure 2.20: Sketch of the setup used in Düsseldorf to test the laser environment response of our prototype. a) is a
side-view and b) a top-view.

those records. Then, the baseline tends to have some issue to come back to its precise initial value and
might even go through some rebounds which take place on a long time scale, i.e. a few hundreds of µs.
However, this doesn’t seem to prevent the detection of some energy depositions which we supposed was
due to some cosmic background or gammas produced after the shot outside the chamber by delayed
(n,γ) reactions for instance. The important here is that such detection seems possible even though the
initial value of the baseline isn’t reached and that the height of the noise induced after the shot is way
lower than the one of a real energy deposition. Indeed, this is especially proven by the energy deposition
detected less than 0.5 ms after the EMP/prompt gamma peak even though the baseline did not come
back to its pre shot value.

Figure 2.21: Set of traces recorded for different shots over 5 ms. On the left are shown the traces for one PMT and
for the other PMT on the right.

To evaluate the unresponsive time of the prototype, we zoomed on the first peak region. The result of
the superposition of traces from 12 different shots recorded over 10 µs is shown in Fig.2.22. We can see
that the baseline comes back in the vicinity of the pre shot value as soon as 1 µs after the shot. Besides,
before 1 µs, the temporal features of the traces evolution seem to be constant which means that it should
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depend on the PMT structure and its associated electronics. However, the rebound happening after has
a much more random position and width.

Figure 2.22: Set of traces recorded for different shots over 10 µs. On the left are shown the traces for one PMT and
for the other PMT on the right.

In order to have a first idea of the energy deposition event shape, we also zoomed on some of those
events as shown in Fig.2.23. As it was already shownwith the 137Cs gamma source and the PuBe neutron
source, the main peaks of each PMTs are coincident with each other within a 5 ns window. We can also
note that the FWHM of an event main peak is in the order of 8 timesteps, i.e. 16 ns. This is a bit higher
than one could expect from the specifications of the scintillator and the PMTs used. Indeed, the EJ-254
scintillator has a pulse width of 2.24 ns and the XP2972 PMT has a time response FWHM of 3 ns. It could
mean that the PMTs did not totally come back to their normal state. Another interesting feature is the
clear positive rebound which exists after the main peak. We won’t really use this but it is worth noting
that there are electronic effects which don’t correspond to a physical signal.

Figure 2.23: Zoom on an energy deposition event with the superposition of the two PMTs traces.

In the end, this test was conclusive. Indeed, even if the PMTs seem to struggle to come back to the
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exact pre shot baseline value, the prototype seemed able to detect some energy deposition events before
the baseline stabilizes to its at-rest value. Besides, the temporal width of seemingly electronic rebounds
are very different from the one of an energy deposition event. There are still some unresolved questions.
Does the energy calibrationwedousing sources still stands in those experimental conditions for example.
However, this test was positive enough for us to choose to build the full detector designed in the previous
section.

2.3 Calibration

2.3.1 Technical specifications

Before building and calibrating the full detector designed earlier, there were still a few technical choices
to make. First of all, as already explained, for the scintillator, we decided to go with the EJ-254 boron
loaded model. Eljen Technology proposes three different percentages of boron loading which are 5%,
2.5% and 1%. The light output of the scintillator decreases when the boron loading increases. Indeed,
the light output is 48% Anthracene for 5% boron loading when it is 60% for 1% boron loading as shown
in Table.2.1(125). It is then easier to differentiate from noise neutron events with the 1% boron loaded
scintillator. So, even though the overall efficiency of the detector is lowered by the fact that there are
five time less nuclei to capture neutrons, we decided to go with the conservative choice and selected the
EJ-254 1% boron loaded scintillator. For the dimension, we decided to associate two 200 mm long EJ-254
rods with a 25.4 mm diameter, 200 mm being the maximum length proposed by Eljen Technology. The
edges were diamond milled and polished. The total scintillator length is then 40 cm which leaves 20 cm
for the PMTs and the electronic connections.

To couple the scintillators between them and with the PMTs, we used EJ-560 optical interfaces which
have a transmission coefficient higher than 90% on all the EJ-254 emission spectrum according to the
enterprise data. Those optical interfaces are only 3 mm thick. Since the XP2972 PMTs used for the proto-
type were quite bulky, we decided to go for the PMTmodel 9112B from ET enterprise associated with its
C673A voltage divider. This PMT has a 25mmdiameter and is only 43mm longwithout the pins and has
specifications almost identical to the XP2972. Even with the voltage divider and the electronic connec-
tors, this fits in the 100 mm left on each end of the scintillator parts. Each ensemble scintillators-PMTs-
electronic parts has been wrapped in TYVEK high-reflectivity paper(147), then placed between two
HDPE semi-cylindrical shells with notches to keep the different pieces stuck to each other. A schematic
of this assembly is presented in Fig.2.24.

Instead of using a voluminous HDPE cylinder, we decided to cut it into trapezoidal prisms which
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Figure 2.24: Schematic of a scintillator-PMTs assembly in half its HDPE shell.

contain each one a scintillator-PMTs assembly. This results in amodular assembly that ismuchmore easy
to manipulate, transport, install, etc. Besides, it allows us to imagine different configurations, depending
on the experimental setup. A full cylinder can be assembled with 24 modules. The scintillator-PMTs
assemblies presented in Fig.2.24 are then placed into those HDPE modules in which a cylindrical hole
has been manufactured for the assemblies to exactly fit in. The hole doesn’t reach the bottom part of
the HDPE module and the top part has then to be sealed to be vacuum tight. This is done with a flange
equipped with vacuum safe feedthroughs for both high voltage and signal cables of both PMTs. The
LEon MOuttet (LEMO) standard has been used for those feedthroughs. This top part is presented in
a schematic in Fig.2.25. The cables coming from the bottom PMT which are not represented on the
schematic, are running in between the two HDPE shells where a free space has been set for it.

Figure 2.25: Schematic zoom on the top part of a detector module.
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For considerations which are explained later in the commissioning experiment setup section 3.2.2,
15 of those units have been built for now. The calibration of the modules, both in energy and efficiency,
has been done using the geometry setup that was elaborated for the LULI2000 experiment. All the units
have been assembled and calibrated at the IFIN-HH facility, where radioactive sources were available.

2.3.2 Energy calibration

For the energy calibration, the PMTs were biased using two 24 channels CAEN A7030SN boards in a
CAEN SY5527LC power supply system. The connection between the PMTs and the power supply was
done using cables with Safe High Voltage (SHV) to LEMO connectors. For the signal part, the PMTs,
were connected through LEMO-LEMO cables to three CAEN V1730SB cards. Those digitizers have 16
channels with a 14-bit resolution and a 500 MS.s−1 sampling frequency. The cards were connected be-
tween each others using a daisy chain of short optical fibers with the first and last boards connected with
longer optical fibers to a Peripheral Component Interconnect express (PCIe) card installed in a dedicated
data acquisition computer.

For the energy calibration, the same 137Cs source used for the prototype has been placed at an height
of 40 cm in the center of the modules assembly as shown in Fig.2.26.

Figure 2.26: Schematic of the detector array setup and placement of the radioactive source

To work with the DPP-PSD firmware version 4.17 which was installed on the digitizer, CAEN pro-
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poses a software solution called Compass. To treat a lot of events, the raw traces are not recorded and
only a few data which are calculated directly on the digitizers are saved. For each treated peak, only six
values are stored.

First, to detect a peak on a channel, the digitizer checks if the digitized voltage value gets too far from
a baseline value. On each channel, the baseline value is continuously calculated by the card by averaging
the input value over a constant number of steps. This allows to have an evolution of the baseline over long
period of time if the temperature, or any other reason, causes an effect on the at rest voltage value. Then,
the input value is considered far enough from the baseline to induce a trigger if the absolute difference
between those two values is higher than a determined threshold. Those thresholds are user determined
for each channel and are usually set at the very edge of the mean noise width. This is to be able to
see some noise signal without overloading the card with it, and to try not to lose any real signal. Once
a trigger is reached, the baseline stops actualizing, the search for a trigger also stops and some on-card
calculations are done on the incoming input values and some past oneswhich have been kept inmemory.
A temporal representation of this and of a few parameters is shown in Fig.2.27.

Figure 2.27: Sketch of the data analysis logic of the CAEN digitizers with several key parameters.(148)

The card will integrate the difference between the input signal and the baseline value over two dif-
ferent temporal windows, a short temporal window called short gate and a longer one called long gate.
The length of those gates are constant. Besides those gates starts a few steps before the trigger timestep
in order not to lose the first part of the peak which is often not high enough to induce a trigger. The
impossibility for the card to trigger again lasts a few steps after the end of the long gate. Besides, with
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the card we used, there is another security which prevents a trigger to happen if the difference between
the input value and the frozen baseline did not come back down to half the threshold value. In the end,
the six values which are saved for each peak are :

• Channel, which is the channel number

• Timestamp, which corresponds to the timestep on which the card triggers

• Board, which is the card number

• Energy, which is the integral on the long gate

• EnergyShort, which is the integral on the short gate

• Flags, which is an information on the pile-up

The flag value changes if the difference between the input value and the baseline comes lower than
the threshold and increases again over the threshold before the ability for this channel to trigger has been
enabled again, i.e. if a second peak is located in the trigger hold-off time period represented in Fig.2.27.
In most of the cases, this happens when two peaks are located in the same long gate window. Both will
then be integrated in the same Energy value. Such events are what is called pile-up. The timestamp
value is here limited at a 2 ns resolution since it is the width of the timesteps for the card we used.

Using the energy (long gate) data which are not calibrated yet, we can draw the histogram repre-
sented in Fig.2.28a. We see that the resulting shape is quite different from what we obtained with the
prototype even without calibration factors. In fact, we seem to have two different Compton edges. How-
ever, considering the higher energy part as the "real" Compton edge, we have been able to reconstruct a
quite satisfactory Compton scattering spectrum when combining the data from the two PMTs as shown
with the black histogram in Fig.2.28b. For the calibration of each module, we are finally using three
factors for the energy calibration. For each event, the resulting energy is then :

Eee = AΣ
A1 ∗ E1 +A2 ∗ E2

2
(2.21)

Where E1 and E2 are the values calculated on-board by the digitizer, A1 and A2 are calibration factors
defined with this "high energy" Compton edge and AΣ is a final calibration factor. Even though the def-
inition of A1 is a bit unsound, the result is quite satisfactory for most of the modules. For two particular
PMTs, the noise is way more important and it has been difficult to define this "high energy" Compton
edge, these are namely PMT D of detector unit 1 and PMT U of detector unit 15. D stands for down and
U for up, the PMT U being the one next to the vacuum-tight flange. A last one had some electronics
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issues we were not able to solve and presented a considerable leakage current each time it was put under
tension. The detector unit 8 has then never been functional. We didn’t have the opportunity to solve
those issues before the commissioning experiment. Indeed, due to the covid situation, the calibration
of the instrument actually took place after the experiment because of the impossibility to travel and the
severe delays in the shipment of some pieces of the detector array.
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Figure 2.28: a) Histograms of the light collected by the two individual PMTs of module 2 without any energy
calibration. b) Same histograms with an approximate energy calibration in red and blue. In black is the combination
of those two histograms recalibrated with the Compton edge energy at 80% height of the Compton distribution.

To explain the structure of the histogram we measured in Fig.2.28, we did some additional tests.
First of all, we found a clue of what was happening by looking at the energy distribution between the
two PMTs, as shown in Fig.2.29 for the detector unit 2. In this figure, the x axis represents the fraction
E1/(E1+E2) where E1 is the light amount collected during an event by the PMT U/PMT1 and E2 by the
PMT D/PMT2. E1 and E2 are the same values than the ones presented in Fig.2.28b. If everything was
perfect, we should have seen a narrow peak around 0.5 since the light is produced isotropically after
an energy deposition. However, since the scintillator assembly is 40 cm long we could have imagined a
relatively broad peak not centered exactly on 0.5 but a bit on the upper PMT side. Indeed, if we assume
a linear loss with the distance the light has to travel before reaching the PMT, we could explain the
broadness of the peak by the dependence of the energy distribution onwhere the energy deposition took
place. The fact that the peak is not centered would have been explained by the fact that the radioactive
source has been set a bit closer from one side than the other as shown in Fig.2.26. Since the detector
height is 40 cm in the assembly, which is itself 60 cm tall, the irradiation center, located at a 40 cm height,
is not located at the detector mid-height. However, what we see here are two distinct peaks with one a
little bit higher than the other.

To fully understand what is happening, we decided to use a collimated source to see the dependence
of the different histograms on the energy deposition localisation. A schematic of the setup we used is
presented in Fig.2.30. This test was done using the detector unit 4.
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Figure 2.29: Histogram of the energy distribution between the two PMTs for the detector unit 2. E1 is the amount
of light collected by PMT U and E2 the amount of light collected by PMT D.

Figure 2.30: Drawing of the setup used to test the dependence of the light collected by each PMT on the localisation
of the energy deposition in the scintillator. The scintillator rods are in red, the HDPE is in green. In grey is a holed
lead brick serving as collimator. The hole had a 1 cm diameter and the lead thickness was 5 cm. The 137Cs gamma
source is represented by the blue rectangle. The numbers 1 to 5 represents the different localisations of the collimated
gamma source. The 10 cm grey dashed rectangle on each side represents where the PMTs and their electronics are
located. PMT1 is on the left on this sketch and PMT2 on the right.

To figure out more easily what is happening, we decided to use higher thresholds to only see the
highest part of the Compton scattering spectrum and have a narrower energy span. As it can be seen
in Fig.2.31, the histogram obtained when combining the two PMTs data doesn’t depend on the gamma
source position and shows only the higher part of the Compton scattering spectrum. This is really posi-
tive and shows that the calibration we did is accurate and not position-dependent.
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Figure 2.31: Histograms of light collected by the detector unit 4 when combining the signals obtained by the
two PMTs, for three different positions of the collimated source. The histograms are normalized to the position 1
histogram not represented here.
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Figure 2.32: Histograms of the light collected by the two individual PMTs of the module 4, PMT1 on the right and
PMT2 on the left. The three different histograms correspond to three different positions explicit in Fig.2.30. The
histograms are normalized to the position 1 histogram not represented here.

However, when we look at the histograms representing the contribution of each PMT, the result is
very position dependent as we can see in Fig.2.32. The light collection is waymore important in the PMT
located on the side of the energy deposition for positions 2 and 4. It is even possible to consider the
result for position 3 as the addition of two contributions. It even seems that the gamma source was not
exactly centered for position 3, and was a bit on the PMT2 side. Hence, it seems that the optical binding
between the two scintillator rods is not as good as we could expect. Positions 1 and 5 tends to give the
same conclusions in terms of light distribution between the two PMTs. In fact, as shown in Fig.2.33, the
difference is even greater for position 1 and 5.

To summarize, it seems that the geometry of the detector has two effects on the collected light. Firstly,
inside a scintillator rod, the nearer from one PMT the energy deposition is, the greater the part of this
PMT in the light collection. This effect could be explained by the light absorption of the scintillator mate-
rial. Secondly, depending on which scintillator rod the energy deposition happens, the PMT associated



74 The neutron detector

0 100 200 300 400 500 600 700
)

ee
Light (keV

0

20

40

60

80

100

120ee
C

ou
nt

s 
/ 2

ke
V

position 1
position 2
position 3
position 4
position 5

Figure 2.33: Histogram of light collected by the PMT2 of the detector unit 4 for the five different positions of the
collimated source. The histograms are normalized to the position 1 histogram.

Module A1 A2 AΣ

1 0.2646 0.1073 1.2306
2 0.1838 0.0446 1.2424
3 0.0726 0.1131 1.2098
4 0.0691 0.1238 1.2697
5 0.0656 0.0577 1.2512
6 0.0690 0.1561 1.3210
7 0.1122 0.1087 1.1819
9 0.0748 0.1482 1.2270
10 0.1139 0.0633 1.3400
11 0.0928 0.0844 1.5276
12 0.0938 0.0542 1.2892
13 0.1588 0.0527 1.2074
14 0.1151 0.0794 1.2805
15 0.0696 0.0758 1.2144

Table 2.3: Energy calibration factors

to this rodwill receive waymore light than the other PMT. This effect can be explained by the not optimal
optical connection between the two scintillator rods. This is this second effect which is responsible for
the seemingly double Compton edge.

In the end, we managed to have an adequate energy for all the detector units, except detector unit 8
which had a PMT not working. The calibration factors exhibited in Eq.2.21 are given in Table.2.3.

2.3.3 Efficiency calibration

As we did with the prototype, we used here a PuBe neutron source(138) to first characterize the neutron
detection characteristics and then the neutron detection efficiency. As a first step, we used the same setup
than the one we used with the 137Cs gamma source, i.e. CAEN V1730SB cards for the signal and CAEN
A7030SN boards in a CAEN SY5527LC power supply system for the high voltage. However, this time, we
used a function of the digitizers that allows to store the traces of the peaks which triggered the system.



2.3 Calibration 75

As shown in Fig.2.27, there is a record length which we set here at 496 timesteps, i.e. 992 ns.
Doing so, wewere able to define the typical shape of the signal detected by the PMTs after the capture

of a thermal neutron in the boron loaded scintillators. This typical shape is shown in Fig.2.34. It shows
that a constant gate of 30 ns is enough to integrate the full signal. To do so, a selection on the energy of the
events has been set using the energy calibration we just explained. However, we can also notice a minor
peak before the main mean peak and which doesn’t appear in the typical trace presented in Fig.2.34. It
corresponds to noise peaks that have not been eliminated despite the energy selection.

If we fit the rising and decaying part of this mean pulse shape with respectively the functions ae− t−b
τ

and ae
t−b
τ , we found a rising time constant of 3.26(07) ns and a decay time constant of 7.47(11) ns.

According to themanufacturers, the PMT has a single electron FWHMof 3.1 ns and the scintillator rising
time and decay time are respectively 0.85 ns and 1.51 ns. Since we don’t know the exact definition of the
rising time and decay time given by the constructor, we can only say that the the time characteristics
of the pulses we measure are in the expected range. We can also note that the temporal constants don’t
changemuch from a PMT to another. Hence, the variations in the energy calibration factors mainly come
from variations in the mean height of the peaks from one PMT to another.

0 50 100 150 200
Time (ns)

80−

60−

40−

20−

0

20

A
m

pl
itu

de
 (

m
V

)

1

10

210

310

410

T = 30 ns∆

Figure 2.34: Typical pulse shape of the PMT signal after the capture of a thermal neutron by a scintillating unit.
The colored histogram shows the accumulation of approximately 150 000 traces and in black is represented one
typical trace. The black points correspond to the actual sampling points. Those traces were recorded using the
detector unit 7.

During the experimental shots, we will not use such a system where the card triggers when a peak
is detected. Indeed, we will on the contrary trigger all the cards just before the laser shot and record all
the traces for 1 ms. Hence, we needed to develop a script to detect the different peaks along several 1 ms
long traces and integrate them. We used this set of recorded traces to develop the integrating part of the
code and adapt the energy calibration to this custom way of integrating.

To integrate the peak signal from the recorded traces partly represented in Fig.2.34, we tested two
methods. First, for bothmethods, we decided to find the entry of themaximum value of the peak instead
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of the triggering one. Hence, in a first time, we tried integrating the peak on a fixed temporal window
of 15 timesteps, i.e. 30 ns, centered on the peak maximal value timestep. In a second time, we tried the
method to delimit the peak durationmore precisely. To do so, we only kept the steps for which the signal
difference from the baseline was at least 10% the peak height. The baseline is here calculated as the mean
signal value of the first 40 steps. We can see the difference between the two windows with an example
in Fig.2.35. The default value of the long gate used for the on-board integration is 300 ns which is way
longer than the peak duration we are expecting.
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Figure 2.35: Example of a recorded trace with the different time windows used to integrate the peak. The baseline
and the 10% threshold used to define the variable time window are also represented respectively in black and blue.

As we can see in Fig.2.36a, the on-board integration seems less precise than our customs methods.
Indeed, the neutron peak is sharper in both our methods in comparison with the on-board calculation.
The noise energy is also better-defined. Between the two custom methods, the variable time window
one seems a bit better than the fixed window one, especially if we look into the delimitation between the
noise and the neutron peak. What we call here neutron peak is really different from the peaks we can
detect on the traces such as in Fig.2.34. Indeed, to summarize, we can associate a light amount/energy to
the peaks detected on the traces by integrating them. Then, if we count the number of peaks according
to their light amount, we see that a lot of them have a light amount around∼100 keV, which corresponds
to a neutron capture reaction as we can see with the prototype in Fig.2.19 or here in Fig.2.36a. This is this
feature on the histogram that we call neutron peak.

We want to separate as much as possible the noise from the neutron peak and the computing time is
not an issue for the size of the datawewill have to analyze. Hence, wedecided to gowith the variable time
window method which seems to give the best results. We also see that in the calibration conditions, the
mean width of the integration window is equal to 12 timesteps, i.e. 24 ns, and vary in majority between 8
and 17 timesteps. To keep the same energy calibration, sincewe don’t integrate on the same timewindow,
we added a final energy calibration factor. It is the same for all the PMTs since it depends primarily on
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Figure 2.36: a) shows histograms of the light collected by the PMTs of the detector unit 12. The three different
histograms correspond to three different integrationmethods, the on-boardmethod and the fixed and variable window
custom methods. Energy calibration is corrected for the two custom histograms. b) represents the width of the
integration time window for the two custom methods.

the method we chose and it is equal to 0.6145. This factor is applied for each peak integration on the
traces we do and has been defined using the histograms shown in Fig.2.36a to have the mean energy of
the neutron peak obtained with the different methods of integration always the same.

With the custom integration method ready and the energy calibration corrected, we have been able
to calibrate the efficiency of our detector units. To do so, we used the same setup. However, instead of
triggering the digitizers on the measured signal, we triggered externally all the channel of all the cards
at the same time to record 5.105 samples each, i.e. 1 ms worth of signal. We triggered all the channels
736 times to have an overall recording duration time of 0.736 s. This already represented 23 Go of data.

This step led us to develop two things. First, we finalized developing the traces analysis script which
can be used during the laser experiments. Second, we defined thresholds in a more precise way than
what could be done previously. The script we developed is composed of two main parts.

The first part corresponds to the peak detection. For each traces, we run through the whole trace and
search for a peak. We consider there is a peak if the signal value differs from the baseline more than
a threshold value. This baseline is recalculated for each timestep and is defined as the mean value of
the signal over 40 steps, starting 41 steps before the timestep we are looking into. Indeed, we exclude
from this calculation the previous step to avoid to have the beginning of a peak influencing the baseline
value. Once the threshold value is excedeed, we look for the timestep for which the signal value differs
the most from the baseline value, in the 20 next timesteps, i.e. a 40 ns window. We considered this as
the peak maximum and integrate the peak with the integration method we have already explained. All
the data which can be used to define this peak are then stored. Those data are the baseline value, the
peak maximum timestep, the first timestep in the peak according to the 10% limit, the last timestep in
the peak, the peak height and the peak integral multiplied by the corresponding PMT energy calibration
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factor and the integrationmethod factor. When this is done, we start looking for another peak, starting at
the first timestep for which the difference between the signal value and the peak baseline value is lower
than the threshold, or the timestep right after the last timestep in the peak depending on which is the
first. The most important values are represented in Fig.2.37.
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Figure 2.37: Example, on part of a recorded trace of detector unit 6, of the peak search and integration process.
Principal values of interest are represented with dashed line for timesteps, arrows for time windows and simple line
for signal values. The order of the process is the following : Calculation window/Baseline, Threshold, Maximum
search, 10% limit, Integration and Afterpart.

Once this part is done, we check for the coincidences between the peaks found on the traces of the
two associated PMTs. If the maximum timesteps of the two peaks are within an 8 ns window, the two
peaks are considered representing a real energy deposition event and their contribution is added to the
different histograms. The main histogram of interest is of course the one representing the number of
events according to their associated light amount/energy. The value of 8 ns has been chosen because it
is half the mean FWHM of a pulse induced by a neutron capture as shown in Fig.2.34.

At this step, we then set thresholds values. The efficiency that are calculated later in this section are
of course dependent on all the parameters that we have fixed and also dependent of the energy spectrum
of the PuBe neutron source we used. The threshold values are presented in Table.2.4. We can see that
those thresholds vary a lot from one PMT to the other. Indeed, they depend primarily on the noise level
which is very PMT dependent.

Using our custom analysis script on the 0.736 s worth of data collection, we have been able to obtain
the histogram of counts per energy per neutron emitted by the PuBe source, for each detector unit. From
this, we can fit the neutron peak that appears using a Gaussian profile for the peak and a decreasing
exponential for the noise. Then, the integral of the Gaussian profile gives us the number of neutrons
detected per neutron emitted, i.e. the efficiency of the detector unit. Hence, we found the efficiencies of
each detector unit for this PuBe source and the parameters we set. Those are shown in Table.2.5.

We see that the characteristics of the neutron peak and the efficiency are of the same order for almost
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Detector unit PMT 1 PMT 2
1 100 160
2 18 70
3 200 75
4 110 35
5 40 200
6 150 30
7 30 40
9 170 30
10 100 200
11 160 130
12 150 25
13 75 250
14 60 70
15 250 170

Table 2.4: Thresholds used for the calibration in efficiency. The thresholds are here defined in term of channel which
is related to the voltage by 1 channel = 0.122 mV .

Detector unit E (keVee) ∆E (keVee) Efficiency (%)
1 95.6(37) 30.2(91) 0.030(17)
2 104.8(11) 43.2(33) 0.299(43)
3 114.9(11) 45.9(29) 0.320(40)
4 109.7(11) 42.9(24) 0.363(42)
5 119.9(20) 64.0(54) 0.402(57)
6 105.0(11) 43.7(25) 0.420(48)
7 104.7(15) 46.8(36) 0.359(51)
9 110.0(12) 46.1(30) 0.338(43)
10 121.4(17) 66.6(63) 0.325(53)
11 99.9(12) 50.3(36) 0.366(47)
12 100.3(12) 49.3(34) 0.354(46)
13 99.7(10) 48.3(21) 0.365(35)
14 108.1(18) 35.8(19) 0.390(44)
15 99.3(50) 41.4 (13) 0.039(22)

Total 4.37(59)

Table 2.5: Efficiency and neutron peak characteristics for the 14 working detector units during the calibration with
a PuBe neutron source. Errors shown are from the fit of the neutron peak.
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Figure 2.38: Histogram of the light collected by the detector unit 11

all detector units. However, in comparison with the other units, the efficiencies of detector units 1 and
15 are 10 times lower. This is due to the really important noise existing on one PMT of each detector
unit, which prevent us to see a clear neutron peak over the background noise signal. We believe that
those PMTs have been damaged during or after the commissioning experiment because those units were
working perfectly fine during the experiment.

In summary, we now have an energy calibration and an efficiency calibration for all the detector
units. One has to keep in mind that the efficiency calibration depends on the parameters we used and
on the neutron energy spectrum. Hence, for each analysis, one needs to redo this calibration with others
parameters if those have changed. Besides, simulations, using Geant4 for instance, need to be done to
take into account the effect of the neutron energy spectrum on the efficiency.



Chapter 3

The LULI2000 experiment :

commissioning of the neutron detector

In this chapter, we will present the experiment in which the detector we designed in the last chapter,
has been used for the first time. We will first present the scientific motivations behind this experiment.
A second section will present the design of this experiment and the preliminary studies that have been
done. Finally we will present the analysis of the data and the result we got out of it.

3.1 Scientific motivations

3.1.1 Astronomical context

As we have have seen in section 1.2.1, nuclear reactions between charged particle are of prime interest to
understand stellar nucleosynthesis. To model the nuclides production, it is then necessary to know the
cross sections of all the nuclear reactions involved in the stellar environment. Indeed, the reaction rate
for a reaction between two massive particle 0 and 1 is given by the equations(6):

r01 =
N0N1⟨συ⟩01

1 + δ01
(3.1)

NA⟨συ⟩01 =

√
8

πm01

NA

(kT )
3
2

∫ ∞

0

Eσ(E)e−
E
kT dE (3.2)

Where r01 is the reaction rate between the two particles 0 and 1, N0 and N1 are the densities of the inter-
acting particles, δ01 is the Kronecker symbol, ⟨συ⟩01 is the reaction rate per particle pair, NA theAvogadro
constant, m01 = m0m1/(m0+m1) the reduced mass, υ=

√
2E/m01 the relative velocity between the two

81
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particles, E the center of mass energy, k the Boltzmann constant, T the temperature and σ the reaction
cross section. NA is present in Eq.3.2 because it is generally the value NA⟨συ⟩01 in cm3mol−1s−1 which
is used in the literature. To model the cross section of a nuclear reaction involving two charged particles,
astrophysicists have introduced the astrophysical S-factor defined by the following equation(149):

σ(E) =
1

E
e−2πηS(E) (3.3)

Where S(E) is the astrophysical S-factor, σ(E) the cross section of the reaction, e−2πη the Gamow
factor and η the Sommerfeld parameter (see below). This S-factor has been introduced for astrophysicists
to manipulate a factor which depends way less on the energy than the cross section. It can then be
extrapolated more reliably from the energy range for which data are confirmed experimentally to the
lower energy Gamowpeak for whichmost of the reactions in the stellar medium happen(150). Typically,
for the sun, this Gamowpeak extends from 3 to 10 keV(151). The Gamow factor approximates the tunnel
effect probability through the Coulomb barrier. The Sommerfeld parameter is given by the following
equation(152):

η(E) =
Z0Z1e

2

h̄υ
=

Z0Z1e
2

h̄

√
m01

2E
(3.4)

Where Z0 and Z1 are the charge numbers of the two particles, e the elementary charge and h̄ the reduced
Planck constant. The Gamow factor and the Sommerfeld parameter are written for bare nucleus. How-
ever, either in the stellar medium or in a solid experimental target, the nuclei are surrounded by electron
clouds. Since the electrons are negatively charged, this will have an effect on the Coulomb potential as
shown in Fig.3.1.

Figure 3.1: Representation of the influence of the electrons surrounding a nucleus on the Coulomb potential an
incoming particle will see(153)
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Salpeter(154) has shown that this influence can be modelled simply with an alteration of the center
of mass energy. The Gamow factor becomes then:

exp [−2πη(E + Ue)] = exp

[
−2πZ0Z1e

2

h̄

√
m01

2(E + Ue)

]
(3.5)

WhereUe is defined as the screening potential. It is then possible to define an enhancement factor relative
to the laboratory conditions(155) :

flab(E) =
σlab(E)

σb(E)
=

σb(E + Ue)

σb(E)
(3.6)

Where flab is the enhancement factor, σlab the cross section that can be measured in the experimental
condition and σb the cross section for the bare nuclei. We can consider that most of the time, Ue is very
small in comparison of E, and S varies slowly with E. Hence, we can establish the following relation:
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In the same way, we can also define an enhancement factor for the stellar environment. Indeed, each
nucleus in the stellar environment is surrounded by an electron cloud at a distance given by the Debye-
Hückel radius RD(154):

RD =

√
kT

4πe2ρNAζ2
(3.8)

ζ2 =
Z2 + Z

A
(3.9)

Where T is the temperature of the stellar medium and Z and A are respectively the proton number and
the mass number of the nuclide. We can then find that the stellar enhancement factor fs is given by(6):

fs = exp

[
Z0Z1e

2

RDkT

]
(3.10)

Hence, if we know the cross section for a bare nucleus, it is possible to calculate the cross sections in
the stellar medium. For reactions including light nuclei, i.e. 1H to 11B, this screening potential ranges
from less than 20 eV to a few hundreds of eV(150; 152). For most of the experiments, there is no need to
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take this effect into account because the energy of the particle in those experiments are way higher than
the screening potential and the enhancement factor is equal to one. However, in the astronomical context,
most of the particles taking part in nuclear reactions have an energy in the so-called Gamow peak. For
the Sun, the mean energy of this Gamow peak is around 6 keV(6). Consequently, it becomes important
for some reactions to know with precision those enhancement and of course, the corresponding cross-
sections for bare nuclei.

3.1.2 Experimental investigations

Since it is impossible to measure directly the cross sections of bare nuclei, we can’t measure an enhance-
ment factor bymeasuring the two corresponding cross sections directly. To study electron screening, one
must then study situations where the strength of this effect varies and retrieve from those variations the
overall strength of this effect, i.e. the screening potential value.

To do so, experimental teams have run experiments using different methods to see variations in the
screening potential. The most straightforward method is to calculate the S factor for energies as low as
possible. Knowing that this value varies very slowly with the energy, any deviation in the measurement
of this value at low energy can be considered as an effect of the electron screening(153). Several teams
have done such measurements(156; 157; 158). An example of such measurement is shown in Fig.3.2.

Figure 3.2: Evolution of the S factor according to the energy. The solid curve represent the bare nuclide case
while the dashed line gives the enhancement due to the electron screening in a solid target. The circles shows the
experimental measures(156)

However, for a lot of reactions implying light nuclides, this effect is not measurable. Hence, some
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teams are boosting this electron screening by using targets which will increase the electron population
around some nuclides and then boost the electron screening effect(158; 159). Some other teams have
used an indirect method called the Trojan Horse Method which the study of reaction with at least three
products to retrieve information on reaction with less products(160; 161; 162). Most of those experimen-
tal measurements have find values for screening potential higher than what the theory calculates(152).

It is also possible to look into heavier nuclides. The cross section of reactions implying chargedparticle
and heavier nuclides are way less important. However, the electron screening effect in such cases is much
stronger. Indeed, the difference between the screening potential for a proton and a nuclide with a mass
around 50 in different targets can reach a few tens of keV(155). The screening potential can for instance
be changed by using targets in which the nuclide of interest will be mixed with another nuclide with a
different electronegativity. It is then possible to use ion beams at higher energies than what is needed
for light nuclides.

Hence, we decided to study reaction with nuclides in this mass range. Besides, since electron screen-
ing for (p,n) reactions had already been investigated(155), it was the opportunity for us to test our de-
tector and be able to compare our measurements to some data which were close from our possible ex-
perimental setup. Still, the main difference is that in laser facilities, we can easily use one beam to ionize
the target and study the electron screening in a plasma state which is closer to the stellar conditions than
what has been done with solid target until now.

3.2 Design of the experiment

3.2.1 The LULI2000 facility

TheLULI2000 facility is an intense laser system located in the École Polytechnique laboratories in Palaiseau.
This system is composed of 4 laser chains :

• the NORTH chain which can deliver an energy up to 1 kJ at 1.053 µm in the ns regime,

• the SOUTH chain which can be used in two modes. It can deliver the same specifications than the
NORTH in the nano2000 configuration. It can also be used in the pico2000 configuration for which
the pulse is compressed using the CPA technique(13). Then , the energy delivered is limited to 80
J in 1 ps in order not to damage the gratings.

• the blue chain which can deliver around 50 J during 1 ns,

• and the black chain which can deliver around 10 J in 1 ps.
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All chains are based on neodynium glass amplificators so the natural wavelength is 1.053 µm. Except
for the black one, all chains can be doubled in frequency and then deliver pulses at 0.53 µmwavelength.
When using the NORTH and SOUTH chains in the nano2000 configuration at full energy, the waiting
time between two shots is 90 minutes. However, when only using the SOUTH chain in the pico2000
configuration, this waiting time can be lowered to 60 minutes. The facility uses 4 independent laser
oscillators which allows differentiated temporal shapes for every chain over a duration of 1 ns to 15 ns.

There are two experimental areas within the LULI2000 facility, each dedicated to one configuration of
the SOUTH chain. The experimental area #1 allows the experimental teams to use the NORTH chain, the
SOUTH chain in the pico2000 configuration and the blue chain. As shown in Fig.3.3, the experimental
chamber which has for name MILKA is a spherical one with a 2 m diameter. Besides the laser system,
an electromagnetic pulser can be implemented. This can allow the production of magnetic fields up to
30 T.

Figure 3.3: Schematic top view and actual photo of the experimental area #1with theMILKA experimental chamber.
The usual path of each laser beam is represented on the schematic view.

The experimental area #2 allows the use of the NORTH chain, the SOUTH chain in the nano2000
configuration, the blue chain and the black one. The experimental chamber associated to this area is
cylindrical and a bit smaller than MILKA. An electromagnetic pulser can also be implemented in this
area.

3.2.2 Setup

Since the idea is to study a (p,n) reaction, we want first to produce a proton beam as bright as possible.
To do so, the best is to use the SOUTH chain in the pico2000 configuration in the experimental area #1.
Besides, all the radioprotection equipment needed to do such an experiment is already installed in this
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Potassium Vanadium Lanthanum Lutetium
Iso Abundance Iso Abundance Iso Abundance Iso Abundance
39K 93.258% 50V 0.25% 138La 0.089% 175Lu 97.41%
40K 0.012% 51V 99.75% 139La 99.911% 176Lu 2.59%
41K 6.730%

Table 3.1: Natural abundances for several elements. Iso stands here for isotope.

area. Since we want to study the reaction in both solid and plasma state, we will need for some shots
to heat up the target in which the proton beam will be send. The higher the ionization rate, the more
important should be the effect we want to study. That is why we want to heat as much as possible the
target. For that, we decided to use the NORTH chain since it has way more energy than the blue one.

Also, effects we want to study like electron screening have way more influence for incoming protons
with a low energy. Hence, we want to study (p,n) reaction happening for protons with energies as
low as possible. To do so, we want (p,n) reaction with no energy threshold i.e. with a positive Q-value.
Among nuclei stable enough to be present naturally, only 4 have a positive Q-value for the (p,n) reaction.
Those nuclei are 40K, 50V, 138La and 176Lu and the respective Q-values are 528.5 keV, 255.7 keV, 269.4 keV
and 411.7 keV. Looking at the abundances of those isotopes as shown in Table.3.1, we see that those
isotopes are pretty rare, especially 40K. Besides potassium reacts violently with water so we discarded
this nucleus.

Figure 3.4: Cross sections of (p,n) reactions for 50V, 51V, 138La, 139La, 175Lu and 176Lu(82)

Only looking at the abundances, it seems, that 176Lu would be the best candidates to investigate.
However, when we take into account the cross sections of the (p,n) reactions shown in Fig.3.4, 50V has a
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cross section several orders ofmagnitude higher than the 176Lu one. Besides, the 176Lu(p,n) cross section
exhibits a narrow resonance not shown here around 0.81 MeV which would complicate and restrict the
study of the changes on the cross section(163).The Q-value of the (p,n) reactions for 51V, 139La and
175Lu are respectively -1534.8 keV, -1060.7 keV and -1466.3 keV. Those Q-values being quite similar, this
has no incidence on the choice of the target. Below those energies no other reactions produce neutrons so
only the reaction of interest would be measured. So we decided to go with targets composed of natural
vanadium.

To produce proton beams using a picosecond laser pulse, there is two main possibilities. We can
shoot in a gas jet and use Coulombian explosion to eject protons orthogonally from the laser propagation
direction(164). Another possibility is to shoot on a solid thin sheet to use the TNSA mechanism to get
on the rear side of the target a high energy proton beam(see section1.1.2). Figs.3.5 shows that both
techniques give proton beams with spectrum decreasing exponentially when the energy increase until
reaching a maximum cutoff energy. The main difference is that the cutoff energy and the proton number
are way higher for the TNSA method.

Figure 3.5: Proton spectra obtained through two different methods. The left one has been produced shooting on
a gas jet (Coulombian explosion) and the right one shooting on a solid target (TNSA). The TNSA spectrum has
been obtained at the LULI2000 facility during our experiment and the Coulombian explosion one at the Jupiter laser
facility using Titan which has specifications almost similar to the LULI2000 facility, during another experiment of
our group.

For our purpose, we don’t need a priori high energy protons so it would seem like using the gas jet
is our best option here. However, calculations which will be presented later show that we need protons
with energy of at least a few MeV to be able to detect any product of the reactions we want to study.
Besides, by changing the size of the focal spot on the target, it is possible to modulate the cutoff energy
of a spectrum obtained using TNSA, without changing the spectrum otherwise(165). So we chose as
primary target aluminized PET to produce the proton beam by the TNSAmechanism. These will go into
a secondary vanadium target where the (p,n) reaction will occur. After a few tests, we saw during the
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experiment that the best thickness for the PET sheet to reach the highest energy possible, i.e. to get the
widest range of energy possible, was 23µm. So the primary target has been set to a 23µm PET sheet with
a 300 nm aluminum layer on the front face, i.e. on the face the laser hits. The aluminum layer is here to
absorb more efficiently than the PET the laser energy.

To have the most homogeneous heating possible of the secondary target, we decided to use a thin
vanadium target. This should not have a big incidence on the number of neutrons produce by low energy
protons since according to SRIM calculations(127), the mean free path of a 1 MeV proton in a vanadium
foil is 8.15 µm. Besides, the energy spectrum of the protons generated by the laser-matter interaction is
not as stable as what can be done with accelerators. Then, it’s important to monitor on every shot the
proton energy spectrum. Having a thin vanadium target will allow enough protons to go through and
allow us to retrieve enough information to build the proton spectrum on every shot. The width of the
vanadium target has been defined thanks to simulations that will be presented in the next section.

For the distance between the two targets, they need to be close enough to limit the dispersion of the
proton beam and then be able to heat the secondary target on a big enough surface considering this dis-
persion. On the contrary, the two targets needs to be far enough for the expansion of the vanadium target
during its heating not to reach the primary target and prevent the proton beamgeneration. We decided to
set the minimum distance to fulfill the second condition, at 500 µm. Hence, considering a maximum di-
vergence of 50°(166), this gives us a disk with a 466 µmdiameter on the secondary target. The reachable
intensities using the north ns beam are then between 5.86.1013 W.cm−2 for 100 J and 3.52.1014 W.cm−2

for 600 J. A sketch of the targets setup is shown in Fig.3.6.

Now that our target system has been defined, we present the diagnostics used for this experiment.
There are only three characteristics that we want to measure. Those three characteristics are the number
of neutrons produced, the energy spectrum of the proton beam which produces those neutrons and the
ionization degree of the target.

To monitor the ionization degree of the target, we decided to measure the temperature of the target
using a Focusing Spectrometer with Spatial Resolution (FSSR)(167). This x-ray spectrometer measures
the x-rays emitted from the hot target and it can spatially resolve the emission along one axis using
a spherically bent crystal and a detecting device which is here an Image Plate (IP)(168). It allows to
retrieve both the size of the plasma and its temperature thanks to the relative height of the different
lines in the spectrum. Another interesting aspect of this diagnostic is that it can look at the plasma from
anywhere in the experimental room as long as a clean line of sight is available. In order to maximize
the available angular coverage for the neutron detector, we decided to place this diagnostic under the
NORTH beam path in the chamber(see Fig.3.9).
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Figure 3.6: Sketch of the targets setup with angles and distances between those.

To monitor the proton energy spectrum, we used a magnetic spectrometer. This device consists here
of two pairs of magnets which deflects protons coming out an assembly slit-collimator. An IP(169) is
also use as detecting device here and its position depends on which energy range we want to monitor.
The highest energy part of the proton beam is emitted normally to the aluminized PET target. Hence,
the magnetic spectrometer needs to be placed on this path, as shown in Fig.3.7.

Finally, including the new constraints due to the laser paths and other elements in the chamber to
the design we already established thanks to the Geant4 simulations (see section 2.1.3), we can now set
the final design of our neutron detector. A CAD representation is shown Fig.3.8. The biggest hole in
angular coverage in the upper right side of the top view is due to the path of the picosecond laser beam.
It is especially due to a lead shield which is visible in Fig.3.3 and which has the purpose to protect the
experimental and technical teams from the proton beam which comes out from the front face of the PET
target(170). Another angular space on the left side of the top view has been freed for the nanosecond
laser beam path. For alignment purposes, it has also been necessary to let two spaces on the opposite
side of the laser paths, here on the right side and on the bottom left side of the top view. Besides, we
can see that it has also been necessary to reduce the height of two modules on the bottom left side of the
top view. This is due to a large mirror mount used to direct the SOUTH beam downward to the off-axis
parabola. Moreover, the module in the middle of the batch on the bottom left side of the top view has
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Figure 3.7: Sketch of the setup

been machined to have a little hole at the target height. This is to allow a part of the proton beam to go
through and reach the magnetic spectrometer placed further away.

The setup with the diagnostics is summarized in Fig.3.7. Figs.3.9 and 3.10 show some captioned
photos of the actual setup during the experiment. One important feature which has not been addressed
yet is the white piece of plastic between the targets assembly and the lead shield. This piece has for very
important purpose to stop the protons generated out the front face of the PET target before they reach
the lead shield. Indeed, stopping protons with energy of several MeVs in lead would generate a lot of
neutrons while it shouldn’t in plastic. Without this, our neutron detector would have been flooded by
those unwanted neutrons.

3.2.3 Preparatory simulations

In order to know what we could expect from this experiment and what parameters we should set, we
did some calculations and simulations before the experiment.

Production of neutrons

Knowing the efficiency of our detector, we also needed to know the neutron production per shot ac-
cording to the maximum proton energy. Indeed, since we are able to control this maximum energy by
changing the size of the focal spot and since the cross section of the (p,n) reaction for both isotopes of
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Figure 3.8: CAD representations of the neutron detector design used during the LULI2000 experiment. The right
image is a top view while the left one is more from the side.

Figure 3.9: Captioned side view of the experimental setup

vanadium varies a lot according to the energy, controlling the maximum energy of the proton beam was
the most efficient way for setting a neutron production which could be detected by the neutron detector
without overloading it.
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Figure 3.10: Captioned top view of the experimental setup

To estimate this neutron production, we used the database TENDL-2019(82) and proton spectra from
shots obtained on the LULI2000 facility with the very same pico2000 configuration during another ex-
periment of our group. The proton spectrumwe used was measured using RadioChromic Films (RCF)s
stacks(171). This RCFs stack allows to know the proton flux at several discrete energies. We can then fit
the measured point with a Boltzmann distribution (see section 1.1.2) which stops at a maximum cutoff
energy to have a fair estimation of the proton spectrum. This proton spectrum is shown in Fig.3.11. Other
measures(38; 171) with RCF stacks have shown that the maximum proton energy is between 20 and 30
MeV in those experimental conditions, with the focal spot size reduced at its minimum, i.e. ∼5 µm.

Using this fit, we tested several different cutoff energies to see their effect on neutron production.
Since all the protons produced on the rear face will interact with the secondary target, we had to define
the overall number of protons produced on the rear side from this spectrum. To do so, we used the
evolution of the half-angle of the proton cone beam according to the proton energy(166). For a given
proton energy, we then assumed the isotropy of the proton emission within the boundary of the cone
define by the energy dependent half-angle. This gave us a number of protons for each 100 keV energy
bins represented in Fig.3.12 for several maximum cutoff energies.

For the lowest energies, since TENDL only give a few points and the cross section variation between
those energies is of several orders of magnitudes, a linear interpolation was not accurate enough. Hence,
we used a custom interpolation to have a more credible cross section. For energies of less than 1 MeV,
we did an interpolation to the power 18, between 1 and 2 MeV, to the power 9 and between 2 and 3 MeV,
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Figure 3.11: Measured proton fluxes using RCFs stack represented by the blue stars and its fitted Boltzmann
distribution proton spectrum represented by the red curve. The cutoff energy for the fitted curve is here set at 30
MeV which is higher than what has been measured with the RCFs stack.

Figure 3.12: Proton spectra with several cutoff energy on the left and associated overall number of proton according
to their energy with 100 keV energy bins on the right.

to the power 4. For the others energies, a classic linear interpolation seemed accurate enough. Both
interpolations for the cross section of the reactions 50V(p,n) and 51V(p,n) are represented in Fig.3.13.

Besides, to take into account the energy loss induced by the travelling in the vanadium target, we
used stopping power data from SRIM(127). Using timesteps of 1 fs, we have then been able to calculate
for each batch of protons, according to their energy, the number of reactions at each timesteps and the
mean energy loss. Running this until the protons go out of the target or stop in it, we have been able to
calculate a number of reactions, i.e. a number of neutrons since at such low energies, only (p,n) reactions
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Figure 3.13: Cross section of the reactions 50V(p,n)50Cr and 51V(p,n)51Cr extracted from TENDL-2019(82)
with a linear interpolation and a seemingly more realistic custom interpolation.

participate in the neutron production. We run this script for a 1 µm thick solid natural vanadium target.
Thanks to simulations we will present after, we also have been able to use this script on a density map
for an heated target. However, this shouldn’t be so accurate since no plasma effect are taken into account
in this case, especially on the stopping power.

Those calculations have been crucial in the proton target design. Indeed, it shows that it will not
be possible to see any neutrons for a maximum energy cutoff below 2 MeV. Hence, a gas jet design for
the proton emitting target was not conceivable (see Fig.3.5). We also see that most of the neutrons we
will see will be emitted by the isotope 51V. However, a solid target with a varying focal spot diameter
seems perfect. Indeed, it would allow us to measure neutron numbers from 104 to more than 106 which
seems totally feasible even if we take into dome detector dead time due to the EMP and prompt gamma
emission.

During the gamma test at Dusseldorf, the fastest energy deposition we saw was located 300 µs af-
ter the prompt gamma flash. We only saw four of those energy depositions over 58 shots with record-
ing times of 5 ms and the baseline was back in the vicinity of its original value 1 µs after the prompt
gamma/EMP peak. Hence, if we want to estimate the number of neutrons we will be able to detect, it
seems very conservative to assume that neutron capture can be detected as soon as a 50 µs after the shot.
Even with this assumption, according to Table.2.2, if we consider that the neutrons have a 1 MeV energy
and the proton beam a 20MeV cutoff energy, there are still 21485 neutrons to be detected, i.e. 939 neutron
detections according to the efficiency calibration.
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Energy Solid cold target Hot target
(MeV) 50V(p,n)* 51V(p,n)* Total 50V(p,n)* 51V(p,n)* Total

1 1.33.10−5 0 1.33.10−5 1.32.10−5 0 1.32.10−5

1.5 2.07.10−2 0 2.07.10−2 2.08.10−2 0 2.08.10−2

2 4.67.10−1 1.09.102 1.10.102 4.78.10−1 1.11.102 1.11.102
3 1.68.101 1.15.104 1.15.104 1.71.101 1.17.104 1.17.104
4 9.58.101 6.04.104 6.05.104 9.80.101 6.18.104 6.19.104
5 2.68.102 1.56.105 1.56.105 2.77.102 1.61.105 1.61.105
10 1.61.103 8.07.105 8.09.105 1.68.103 8.41.105 8.43.105
15 2.45.103 1.20.106 1.20.106 2.54.103 1.24.106 1.25.106
20 2.80.103 1.39.106 1.39.106 2.90.103 1.44.106 1.44.106
25 2.92.103 1.46.106 1.47.106 3.03.103 1.51.106 1.52.106
30 2.92.103 1.48.106 1.48.106 3.02.103 1.52.106 1.53.106

Table 3.2: Number of (p,n) reactions per shot with proton energy spectra with different energy cutoffs as presented
in Fig.3.12b. Are shown the number of reactions according to the reacting nuclide for two cases. The two cases are
a 1 µm thick solid cold natural vanadium target and a 1 µm thick natural vanadium target heated on its rear side
by a 600 J 1 ns laser pulse. The laser hit the target exactly when the neutron are emitted 5 mm away from the front
side of the vanadium target.

On a more concerning note, using a laser-driven multi-MeV proton beam which can vary quite a lot
shot to shot, to detect a screening potential which should be of a few tens of keV seems challenging.
Hence, the more statistic per shot we can have, the better.

Expected ionization

In order to have the highest screening effect, we had to aim for the highest ionization rate. For practical
reasons, it was only possible to irradiate the vanadium target from the rear side. To see what ionization
rate we could expect, we did some simulations using MULTI(172). MULTI is a one-dimensional code
which treats radiation transfer and hydrodynamics and has been developed to compute the extreme
thermodynamic conditions existing during a laser matter interaction event.

Figure 3.14: Evolution of the ionization rate on the left and the density on the right of the target according to the
time and the depth. These results are for a 1 µm thick vanadium target and 1.0.1014 W.cm−2 irradiation.
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Simulations were run for several target thicknesses and irradiation strengths. Fig.3.14 shows some
results for a 1 µm thick target and an irradiation of 1.0.10−14 W.cm−2. This irradiation corresponds to
170 J during 1 ns on a 466 µm focal spot. We need a quite large focal spot to be able to heat the target
everywhere the proton beam will span. Those simulations shows that even 10 ns after the shot on the
vanadium target, there is still a part of the target which isn’t ionized andmost of the ions in the dense part
of the target have an ionization rate around 3, which is the minimum value in the simulation. However,
we also can see that there is a good part of the target in term of depth which is 10 to 100 times less dense
than the dense part but for which the ionization rate climbs up around 8. For earlier times, it is a bit more
complicated to say anything without a zoom-in.

If we assume a uniform electronic charge within the atomic radius, theory gives us(173):

Ue =
Z0Z1e

2

4πϵ0Ra
(3.11)

Where Z0 and Z1 are the charge of the nucleus and the incoming particle, e the elementary charge, ϵ0
the permittivity of free vacuum and Ra the radius of the nucleus. For solid vanadium, we then have a
theoretical value for Ue equal to 245.39 eV. It goes down to 160.03 eV for the ion vanadium ionized 8 times.
This would give us a change in screening potential of only 85.36 eV. However, as the experiments have
already shown(152; 173; 159), this value is way underestimated by theory and the difference in screening
should be more in the tens of keV range.

So, in a first time, we assume that the electron screening effect was proportional to the ionization rate.
In order to chose our parameters, we compared the sum over the whole target thickness of the product
of density with ionization rate. This product is represented in Fig.3.15.

As a safeguard, we also didn’t want a target thinner than 1 µmnot to blow the target before the full ns
pulse can be absorbed. This figure shows clearly that the best is to shoot the proton target as soon as the
north bean hits the vanadium target. We neglect here the ps scale time to produce the proton beam(35)
and the protons travel tens of ps scale time between the two targets since this is way faster than the ns
scale of the hydrodynamics implied in the secondary target. This goes well with the fact that if we had
to wait, the x-rays emitted by the heated vanadium could have blown up the proton producing target.
Also the best thickness seems clearly to be 1 µm.

With all those results, we have been able to finalize the setup ofwith the two targetswhich is presented
as a sketch in Fig.3.6. Now that all the parameters needed to do the experiments were set and that we
knowwhat proton maximum energy we would need to get a detectable neutron production, we were all
set to perform the experiment at the LULI2000 facility.
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Figure 3.15: Evolution of the sum over the thickness of the product of the density and the ionization rate. This
product is represented according to the target thickness and the time after the shot.

3.3 Analysis and results

During July 2019, we then have been able to implement the setup described section 3.2.2 and shoot with
different set of parameters. In the next sections, we will present the results we got during this month of
experiment and the analysis we did on the data obtained.

3.3.1 PMT response to prompt gamma flash/EMP

The first major hurdle we encountered during the experiment is the PMT response to the prompt gamma
flash/EMP. Indeed, a feature we have not been able to detect and characterize during the Düsseldorf test
is that the PMTs can be unresponsive even though their voltage comes back to the at-rest voltage value.
With the laser parameter we were using during the LULI2000 experiment, this unresponsive time we
didn’t plan for, can last from around 100 µs to more than 1 ms in the worst case. Since the recording
duration was 1 ms, there are thus some detector units which were totally unresponsive. This duration
seems angle-dependent andwe observed that the detector units in the direction of the ps beamweremore
affected than the other units. PMTs on the up side are also oftenmore affected since they are nearer to the
equatorial plane than the PMTs on the down side (see Fig.3.8). But most of all, the behaviour is strongly
PMT dependent.

Fig;3.17 shows examples of the traces we have been able to record for a shot with a good neutron
production. We see that the prompt gamma flash/EMP induced peak totally saturates the electronics
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Figure 3.16: Sketch of the detector setup with the two beams directions and the detector units labels.

Figure 3.17: Examples of traces obtained from different detector units and PMTs during shot 28. During this shot,
the proton energy cutoff was 16.31 MeV and a 1 µm solid vanadium target was in place.

since it reaches the card limit set at 2 Vpp. We see that, after this peak, there is a period during which
the signal comes back to values near the at-rest baseline value. This unresponsive period duration varies
from ∼100 µs for D15_D and D13_D to almost 1 ms for D7_U. In the labels, D stands for detector unit,
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7 stands for the number of the detector units as presented in Fig.3.16 and U or D stands for up or down
depending on which PMT we are looking into. After this unresponsive time, we see that the maximum
peak height increases more or less rapidly to reach values between 250 mV and 300 mV. As seen in
Fig.2.34, the mean peak height for a neutron detection is around 50 mV in normal condition. Then, the
maximum peak height decreases on the scale of a few hundreds of µs as shown with the trace of D13_D
in Fig.3.17, or stays at the same higher peak height as expected for the whole recording time.

Another important feature of the recorded signal which needs to be addressed is that the electronic
noise after the shot is way higher than what could exist during the calibration measurements. Hence,
the thresholds will need a readjustment and this will have an impact on the efficiency which has been
presented in section 2.3.3. Also, since the electronic noise is more important, it should be more difficult
to differentiate the neutron peak from the noise.

As it can be deduced from Figs.3.16 and 3.17, the duration of the time window during which the
maximum peak height is first at the noise level and then increases to reach a maximum value, seems to
mainly depend on the position of the PMT. As a reminder, we have shown in section 2.3.2 that the light
distribution between the two coupled PMTs depends strongly on which scintillator cylinder the energy
deposition takes place in. Hence, PMTs on the upper side should indeed receivemore light than the ones
on the down side.

However, the time it takes for this maximum peak height to decrease is really PMT dependent. We
can draw two conclusions from this. First, since for some PMTs, the maximum peak height comes back
to what we can expect of a regular neutron capture event, most of those peaks probably corresponds to
neutron capture events even though their height is higher than expected. Second, the characteristics of
the neutron peak in the energy histograms will probably be different. The peaks which have a higher
height than expected will most probably also have higher integrals and, hence, higher associated ener-
gies. Then, the best case scenario is that the mean peak height stays constant and high for both coupled
PMTs. This way, the peak should be located at higher energy than during calibration. For all other cases,
the mean neutron peak height varies in time for at least one of the two PMTs and hence the definition
itself of the peak is more complicated.

The sinusoidal signal we see on the PMTs U comes from a defect on the V1730SB card we used with
those PMTs. The card has been afterward sent back to CAEN which found the issue and corrected it.
This has no effect on the recording apart from this sinusoidal signal.
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3.3.2 Procedure

With those new facts in mind, we established procedures during the experiment and then during the
analysis of the data in order to ensure the nature and quality of our measurements.

During the experiment

As a reminder(165), during this experiment, the parameter we decided to playwith to change the energy
proton spectrum, in particular its maximum energy, was the size of the picosecond beam focal spot.
Then, for a given energy spectrum the idea was to compare the number of neutrons detected when the
secondary vanadium target was either in a solid state (cold shot) or a plasma state (hot shot). To ensure
that what we were detecting with the detector were neutrons produced by the vanadium target, we
decided to also do a third series of shot without any vanadium target for a given S-beam focal spot size
and proton spectrum. To check the influence on the detector of the N-beam used to heat the secondary
target, we also did some shots only with the north beam.

Figure 3.18: Examples of traces obtained from different detector units and PMTs during shot 27. During this shot,
the proton energy cutoff was 16.06 MeV and there was no vanadium target in place in place.

Fig.3.18 shows examples of traces for the same PMTs, obtained during shot 27 which had the same
parameters than the shot 28 for which the traces are shown in Fig.3.17, except for the vanadium target
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which was here removed. We see that the main behaviour is the same for each PMT. However, we can
already seen that there are less peaks in those traces in comparison with the shot 28, as expected. The
existence of peaks on those traces can be explained by several noise sources. It can either correspond
to energy deposition from other energetic particles such as gammas which would have been delayed
by bouncing around in the room or chamber. It could also be neutron capture by neutrons produced by
other processes than the (p,n) reaction in the vanadium. For instance, the energy thresholds for the (p,n)
reaction with 12C and 13C which represent the main components with 1H of the HDPE, where most of
the protons are stopped, are respectively 19.6 MeV and 3.2 MeV. For shots 28 and 27, the energy cutoffs
for the proton spectrum were respectively 16.31 and 16.06 MeV. Hence, it is possible to have neutron
production (p,n) reactions with 13C in the detector bulk. It is even possible to see (γ,n) reactions either
in the HDPE of the detector or in the chamber walls.

Figure 3.19: Examples of traces obtained from different detector units and PMTs during shot 54. During this shot,
only the north beam was fired on a 1 µm vanadium target.

Fig.3.19 shows examples of traces for the same PMTs, obtained during shot 54 for which only the
north beam was fired. The north beam also creates a prompt gamma flash/EMP peak although not as
important as during a south beam shot. Also, the north beam generates electronic noise at an height
which seems to totally depend on the PMT. Indeed, no angular or U/D dependence can be seen when
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we examine all the different traces. On a brighter side, we don’t see any 200 mV-high peak during those
shots. Hence, the addition of the north beam should not have an important effect, apart from a possible
higher electronic noise depending on the PMT.

Analysis of the traces

In addition to the decisions taken during the experiment, we had to elaborate an analysis procedure to
ensure the nature of what we had been able to measure. For all the detector units, we first had to set
new thresholds which were more adapted to the changing noise level. Since the noise level is higher
and depends on the time for some PMTs, this is the most complicated part. To do so, we can in a first
time directly look at the traces and choose as threshold the half of the mean height of the noise. After
that, we can try to improve those thresholds by looking at the histogram where the number of peaks is
represented according to its energy, and have the neutron peak as clear as possible above the noise.

We also need a temporal selection since the PMTs are unresponsive or not reponsive in a satisfying
way for some time after the shot. According to simulations, some results of which are shown in Fig.2.15,
we know that the neutron detection rate should decrease according to the sum of two exponentials. In
the range of neutron energy we are interested in, their two half lifes are around 12 and 110 µs. Taking
into account the dead time duration which lasts at least 100 µs, the detection rate should then be fittable
by a decreasing exponential with a half life of 110 µs.
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Figure 3.20: Histogram of the light collected by the detector unit 15 according to the time during shot 28. The red
curve represents a decreasing exponential with a half-life of 110 µs.

As shown in Fig.3.20, we see the prompt gamma flash/EMP peak and then, after some dead time,
the peak detection rate increases until reaching a peak and decreasing. If we represent a decreasing
exponential with a 110 µs half-life and the right amplitude, we see a satisfactory agreement between this
exponential and the detection rate after some time. Using this, we can define a time cutoff value after
which we consider that the detector unit functions satisfyingly.
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After those different steps, we can obtain the histogram presented in Fig.3.21. This histogram is what
we can obtain in the best case scenario. Indeed, for the two PMTs of detector unit 15, the maximum peak
height was staying high for the full recording time after its increase. Hence, we can see that the mean
energy of the neutron peak is around 150 keV instead of around a 100 keV.

0 200 400 600 800 1000
Energy (keV)

0

10

20

30

40

50

C
ou

nt
s 

/ 1
0 

ke
V

D15 s28

Figure 3.21: Histogram of the light collected by the detector unit 15 according to the energy during shot 28. All
the peaks detected before the timestep 170000 are excluded from this histogram.

In the example presented in Fig.3.21, the neutron peak is clear, however, depending on the recovery
time of the PMTs, the statistic available varied a lot from a detector unit to the other and, in the end, not
all traces were exploitable since it can be impossible to define a clear peak apart from the noise in some
cases.

To measure the neutrons produced in the vanadium, the idea is now to compare the histograms
obtained for shots with and without the vanadium, and for equivalent proton spectra. Hence, we need
at this step to know the proton spectrum for each shot.

Proton analysis

To measure the proton spectra, we used a magnetic spectrometer. As shown in Fig.3.22, this magnetic
spectrometer is composed of a slit and a collimator at the proton entrance, of two pairs of magnets that
deviate the protons according to their energy and of an IP(174) to measure the proton energy depo-
sition. For the IPs, we used the Fuji BAS-TR model, several calibrations of which can be found in the
literature(175; 176; 177; 178; 179; 169).

For such a spectrometer, if we consider a homogenous magnetic field in between the magnets, no
magnetic field outside and a Larmor radius way bigger than the size of the magnets, the position of the
energy deposition of a proton with a given energy is given by the following equation :

x =
eBlB

(
DB + lB

2

)√
2mpEp

(3.12)
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Figure 3.22: Sketch of the magnetic spectrometer used during the LULI2000 experiment.

Where x is the distance between the energy deposition position and the zero order, i.e. where the non-
deviated particles, such as the gammas, deposit their energy, e is the elementary charge, B the magnetic
field between the magnets, lB the length of the magnets, DB the algebric distance between the IP and
the back of the magnets, mp the proton mass and Ep the proton energy. Using different filters and SRIM
calculations(127), we have determined during the experiment the calibration curve which is shown in
Fig.3.23.

Figure 3.23: Distance from the zero order according to the proton energy. Experimental points are in green and the
blue curve represents the fit using Eq3.12 with Dfit

B =-25.3 mm et Bfit=0.56 T.

The filters used were pieces of 25, 150 and 300 µm thick aluminum, 250 µm thick gold, 1 mm thick
lead, 1 mm thick copper and 1.1 mm thick tantalum with cutoff energies of respectively 1.44, 4.36, 6.55,
12.53, 20.89, 22.80 and 26.86 MeV for the protons. We used B and DB as fitting parameters. Indeed, the
measure of DB with a ruler might not be exact and B corresponds to a magnetic field which cannot be
precisely measured since it corresponds to an idealized one. Finally, we can use Eq.3.12 with Dfit

B =-25.3
mm et Bfit=0.56 T to have the energy of the protons which deposited their energy in the IP according to
their position.
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Figure 3.24: IP scan for shot 9 and corresponding PSL spectrum.

The scan of the IP gives us an image of quantum levels (QL). This image is represented in Fig.3.24a.
From this, we can calculate a PhotoStimulated Luminescence (PSL) value which is a function of the
deposited energy. This PSL value is given by the equation(175) :

PSL =

(
R

100

)2

× 4000

S
× 10

L×
(

QL

2G−1
− 1

2

)
(3.13)

This PSL value along the axis normal to the slit for shot 9 is shown in Fig.3.24b. For low energy deposition
the PSL value is proportional to the energy deposited by the particle of interest. However, for ions, the
energy deposition density is too high and the relation between the PSL and the ion kinetic energy is a bit
more complicated. We published an empirical formula(176) inspired by Birks’ formula(128) to retrieve
the PSL value induced by an ion. This empirical approach seems accurate for light ions, up to carbon,
and the PSL value is then given by :

PSL(E) = A

∫ W

0

dEdep

dz (E, z)

1 +B
dEdep

dz

e−
z
L dz (3.14)

Where PSL is the PSL value deposited by one ion, A a parameter equal to 2.4.10−4 PSL.keV−1, W
the width of the active layer equal to 50 µm, Edep is the energy deposited by the ion, B another param-
eter equal to 0.15 Å.eV−1 and L the absorption length of the scanning photons (2-3 eV) estimated by
Bonnet(179) to be equal to 44 µm. The energy deposited by the ions according to the depth can be cal-
culated using SRIM(127). This gives us the PSL response of the TR image plates which is shown in
Fig.3.25a. Kojima et al(178) have shown that this approach is also accurate for protons and carbon ions
with energies lower than respectively 0.2 MeV and 1 MeV. For heavier ions, Nishiuchi et al(180) have a



3.3 Analysis and results 107

proposed a more general formula :

PSL(E) =

∫ W

0

dEdep

dz
(E, z)

[
A1e

− z
L

1 +B
dEdep

dz

+A2

]
dz (3.15)

Where A1 and A2 are parameters without fixed values yet but A1 ≫A2. In order to get the best accuracy
possible, we decided to use an empirical formula specific to the protons stated by Mancic et al(181), as
follows :

PSL(E) = 0.22039e−
(E−1.5049)2

1.18422 for E ≤ 2.11MeV (3.16)

PSL(E) = 0.33357E−0.91377 for E > 2.11MeV (3.17)

Where E is the proton energy in MeV. This model is also presented in Fig.3.25a and a recent paper by
Martin et al(182) have tested it satisfyingly.

Figure 3.25: a) PSL per particle calibration for the TR images plates. The blue curves represents the result of the
empirical models presented respectively by the Eq.3.14 and 3.16/3.17. Other curves represent experimental datasets
from experimental works lead by Bonnet(169), Freeman(183), Mancic(181) and Rabhi(184). b) Angular energy
proton spectrum for shot 9.

Now that that we have a correspondence between the PSL value and the number of protons de-
tected,we can use geometrical considerations to to get a proton spectrum. Indeed, using the zero order
width on the IP, the derivative of Eq.3.12 and the distance between the target and the IP, we can calculate
the correspondence between a pixel size and a solid angle. In our case, the zero order width could vary
a bit from shot to shot depending on the laser parameter and hence the strength of the x-ray emission.
To avoid this dependence, we set it at a mean value of 0.8 mm. The distance between the target and the
IP was measured at 692 mm. We can then calculate a energy and angular proton spectrum as shown in
Fig.3.25. Using the relation between the proton energy and the emission cone half-angle(166), it is even
possible to retrieve an energy proton spectrum or an absolute number of protons. As a safe guard to
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verify the validity of our process, we can consider the proportion of laser energy transfer to the proton.
For instance, for shot 9 presented in Fig.3.25, we find an energy transfer of 3.4%, i.e. 2.07 J out of 61.0 J.

Comparison of the shots

Now that we have proton spectra for each shot, we are able to compare the results obtained from the
detector units for shots with different parameters but with the same proton spectrum. We can also define
different time cutoff values, i.e. the time at which we start the neutron peaks counting, for each shot and
define the latest one as the time cutoff for all shots with the same proton spectrum to compare the shots.
Hence, if we look again at the results of detector unit 15 for instance, using the very same thresholds and
time cutoff, we can have the resulting histograms shown in Fig.3.26 alongside the corresponding proton
spectra.
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Figure 3.26: a) Proton spectra for four shots with equivalent laser parameters, two of them with a solid vanadium
secondary target, two of them without. b) Histograms of the light collected by the detector unit 15 according to
the energy during those four same shots. All the peaks detected before the timestep 170000 are excluded from those
histograms. The dashed lines represent the boundaries of the neutron peak we define.

We clearly see a difference in the results for the "noise" shots, i.e. the ones without the secondary
vanadium target, and the "cold" shots with a solid vanadium secondary target. The neutron peaks ob-
tained from shot 28 and 44 with the detector unit 15 have almost the same characteristics in terms of
integral, height and width. This is reassuring since the proton spectra obtained for those two shots are
very similar. We can then define the boundaries of what we consider to be this neutron peak. We defined
it to be between 80 keV and 210 keV as shown by the dashed lines in Fig.3.26b.

However, we see a quite unexpected result for the noise shots. Indeed, even though the proton spec-
trum associated to shot 27 shows a greater number of emitted protons than for shot 37, it seems that
more neutrons are detected during shot 37. Hence, shot 27 seems to show that noise from the sources we
already talked about seems really low at the neutron peak energies. However, there is another source of
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possible noise we did not consider until now. Indeed, during each shot involving a vanadium secondary
target, this secondary target is exploded by the primary target hydro expansion and mainly sent in the
normal forward direction. A part of this exploded vanadium target can then possibly deposit on the
detector PET part hit by the proton beam during the shots. Hence, it is possible that this vanadium de-
position become a noise source which increases shot after shot. The histograms shown in Fig.3.27b seem
to confirm this supposition. Indeed, no secondary target was used during the three shots considered.
However, since the proton spectra for shot 49 is different and especially have an higher energy cutoff,
other sources of noises could also explain the difference between shot 37 and shot 49. In the later, for
the shots with the same proton characteristics as shots 27 and 37, we will consider the noise level as the
mean of those two shots.

0 100 200 300 400 500 600 700 800
Energy (keV)

0

5

10

15

20

25

C
ou

nt
s 

/ 1
0 

ke
V

Detector unit 15

s27 Plastic only

s37 Plastic only

s49 Plastic only

49

37

27

Figure 3.27: a) Proton spectra for three shots without secondary vanadium target. b) Histograms of the light
collected by the detector unit 15 according to the energy during those three noise shots. All the peaks detected before
the timestep 170000 are excluded from those histograms.

As shown in Fig.3.28a, shots 52 and 55 have proton spectrum quite similar to the ones presented in
Fig.3.26a, and the ionizing north laser beam was used during those shots. Hence, we can compare the
results obtained from those "hot" shots to the noise shots the samewaywe did with the cold shots. Using
the same 170000 timestep as temporal cutoff, we obtain for the detector unit 15 the histograms presented
in Fig.3.28. The boundaries set for the neutron peak for the cold shots seems to be still adequate even
though the neutron peak is a bit distorted. The main result confirms what could be inferred by the look
of the raw traces. It seems, at least for detector unit 15, that there are way less neutron detection events
for the hot shots than for the cold ones. For shot 52, the number of detection seems even really close from
the noise level.
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Figure 3.28: a) Proton spectra for six shots with equivalent laser parameters, two of them with a solid vanadium
secondary target, two of them without and two of them with a vanadium secondary target heated by the high-energy
ns-duration laser beam. b) Histograms of the light collected by the detector unit 15 according to the energy during
the two hot shots and the two noise shots. All the peaks detected before the timestep 170000 are excluded from those
histograms.

Input of Geant4 simulations

To improve those comparisons, we can estimate the number of neutrons we should detect depending on
themeasured proton spectrumof each shot. To do so, we can in a first time use the TALYS package (82) to
have the spectrum and number of neutrons produced according to the protonmeasurement. During this
step, we don’t consider any effect due to the temperature of the plasma for the hot shots. The resulting
neutron spectrum for the two hot shots and two cold shots are presented in Fig.3.29.

Figure 3.29: a) Neutron spectrum calculated from the measured proton spectrum thanks to the TENDL data(82),
for the two hot shots 52 and 55 and the two cold shots 28 and 44. b) Neutron spectrum of the PuBe neutron source
used for the calibration according to Söderström (138).

From those spectra, we can use Geant4 simulations to calculate two main informations in order to
retrieve an actual number of emitted neutrons from the number of detected neutrons. Those two data
we are interested in are the total efficiency of the neutron detector for a given neutron spectrum, and the
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temporal evolution of the detection rate. These efficiencies will have to be compared to the efficiency of
the detector calculated with Geant4 using the spectrum of the PuBe neutron source used for the calibra-
tion, and to the actual measured efficiency with the source. The detector setup has been reproduced as
shown in Fig.3.30.

Figure 3.30: Top view and and side view of the setup used for the Geant4 simulations. HDPE is represented in
grey and the scintillators are in red.

With the same parameters and physics list used during the previous Geant4 simulations and pre-
sented in section 2.1.3, and the detector setup reproduced, we ran 10 millions events simulations with
the neutron spectra presented in Fig.3.29. According to the TENDL data, the neutron emission is mainly
due to compound nuclei and, hence, isotropic. Indeed, for instance, for shot 28, the maximum neu-
tron fluence per energy is equal to 8.27.104 particle.MeV−1.str−1 in the forward direction, to 8.12.104

particle.MeV−1.str−1 in the backward direction and in between for all the other directions. Then, we
didn’t take into account the angular differences and used an isotropic neutron source for the simula-
tions. During calibration (which was performed after the experiment), we noticed that, contrary to what
happened during the experiment, detector units 1 and 15 seemed damaged and presented an important
noise level which prevented most of the neutron detections. Hence, we used simulations with a neutron
source corresponding to the PuBe neutron source to retrieve a credible efficiency during the experiment
for those two units. As we did earlier in section 2.1.3, we consider the height of the 2310-2320 keV peak
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in the histogram of deposited energy as representative of the efficiency of the detector. Those detector
unit efficiencies are calculated using the following equations :

Effunit = Eff2−14/{8}
hunit

h2−14/{8}
(3.18)

Errunit = Err2−14/{8} ∗
hunit

h2−14/{8}
+ Eff2−14/{8} ∗

√
hunit

h2−14/{8}
+ Eff2−14/{8} ∗

hunit

h2
2−14/{8}

∗
√
h2−14/{8}

(3.19)

Where Effunit is the calculated efficiency for a given unit for the PuBe neutron source, Eff2−14/{8} is the
sum of measured efficiencies for all detector unit except 1, 8 and 15, hunit and h2−14/{8} the 2310-2320
keV peak height obtained during simulations with a given number of events respectively for one detector
unit and for all detector units except 1, 8 and 15, and Errunit and Err2−14/{8} are the errors associated
respectively to Effunit and Eff2−14/{8}. The calculated and measured efficiencies for all detector units for
the PuBe neutron source are presented in Fig.3.31. From now on, the measured efficiencies for detector
units 1 and 15 are then replaced by the calculated ones.
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Figure 3.31: Efficiencies of each detector unit for the PuBe neutron source. The measured efficiencies obtained
during calibration are presented in red. The efficiencies calculated thanks to the Geant4 simulations are presented
in black for detector units 2 to 14 and in blue for detector units 1 and 15.

Using the efficiency measured with the PuBe neutron source and the Geant4 simulations presented
earlier, we can then calculate efficiencies for the whole detector according to the neutron spectrum. The
efficiency values and associated errors have been calculated using the following equations :

Effshot = Effcalib ∗
hshot

hcalib
(3.20)

Errshot = Errcalib ∗
hshot

hcalib
+ Effcalib ∗

√
hshot

hcalib
+ Effcalib ∗

hshot

h2
calib

∗
√
hcalib (3.21)

Where Effshot is the calculated efficiency for a given shot, Effcalib the measured efficiency with the
PuBe neutron source, hshot and hcalib the 2310-2320 keV peak height obtained during simulations with
a given number of events and with a neutron emission spectrum corresponding to respectively a shot
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Neutron spectrum Number of simulated neutrons Peak Height Efficiency (%)
PuBe source 106 161231 4.78(62)

Shot 28 106 272441 8.09(118)
Shot 44 106 273883 8.14(119)
Shot 52 106 279388 8.30(121)
Shot 55 106 268182 7.97(116)

Table 3.3: Simulation results and calculated overall efficiencies of the neutron detector for the different neutron
spectrum of interest.

Detector unit PuBe source Shot 28 Shot 44 Shot 52 Shot 55
1 0.192(27) 0.355(58) 0.361(59) 0.367(59) 0.356(58)
2 0.299(43) 0.544(88) 0.554(90) 0.566(92) 0.532(86)
3 0.320(40) 0.538(76) 0.537(75) 0.555(78) 0.535(75)
4 0.363(42) 0.594(78) 0.594(78) 0.613(80) 0.588(77)
5 0.402(57) 0.659(104) 0.670(105) 0.683(107) 0.648(102)
6 0.420(48) 0.717(93) 0.710(92) 0.729(95) 0.702(91)
7 0.359(51) 0.613(98) 0.634(101) 0.635(101) 0.609(97)
9 0.338(43) 0.567(81) 0.573(82) 0.580(83) 0.565(81)
10 0.325(53) 0.551(99) 0.550(99) 0.565(102) 0.539(97)
11 0.366(47) 0.628(92) 0.637(93) 0.653(95) 0.623(91)
12 0.354(46) 0.586(85) 0.590(86) 0.592(86) 0.569(83)
13 0.365(35) 0.613(68) 0.608(68) 0.618(69) 0.602(67)
14 0.390(44) 0.645(83) 0.638(82) 0.654(84) 0.626(80)
15 0.289(41) 0.482(77) 0.482(77) 0.492(79) 0.471(75)
All 4.78(62) 8.09(118) 8.14(119) 8.30(121) 7.97(116)

Table 3.4: Calculated efficiencies for every detector units and shots of interest

or the PuBe neutron source, and Errshot and Errcalib are the errors associated respectively to Effunit and
Eff2−14/{8}. Since detector unit 8was non-operational both during the calibration and the experiment, the
energy deposition in the corresponding scintillator was also removed from the counting. Those global
efficiencies are presented in Table.3.3.

However, to be able to draw conclusions from the signal of only a few detector units, we need calcu-
lated efficiencies for each detector units. The same equations presented in Eq.3.20 are used to calculated
those unit by unit efficiencies. Those efficiencies are presented in Table.3.4.

This also allowsus to have an insight on the efficiencydependence on the neutron energy. As shown in
Fig.3.32, the efficiency of the detector mainly decreases when the neutron energy increases. As one could
expect, those curves does not depend on the neutron spectrum except for the statistical error. Indeed, for
the realistic spectra, there are not enough events to reliably determine those curves for neutron energies
higher than 8 MeV. Hence, we also show the same results for a 10 millions events simulation with a flat
neutron spectrum from 0 MeV to 16.3.

In order to accurately determine the temporal evolution of the detection rate, especially after hun-
dreds of µs, we need to simulate way more events. Using the shot 28 spectrum, we simulated the emis-
sion of 180 millions neutrons. As shown in section 2.1.3, This result doesn’t change a lot according to the
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Figure 3.32: Evolution of the ratio peak height over number of simulated events according to the energy of the
incoming particle. Those results have been produced with different neutron spectra. The thick black line especially
represents the results coming out of a simulation with a flat spectrum from 0 MeV to 16.3 MeV.

energy. Besides, the neutron spectrum, for the shots which are considered, are not so different. Hence,
we decided to use the same temporal evolution for all the shots. This temporal evolution is shown in
Fig.3.33 for the first 300 µs.
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Figure 3.33: Histogram of energy deposition between 2310 and 2320 keV according to the time of the last interaction
depositing energy, from 0 to 300 µs. The red curve represents the fit and the equation written above corresponds
to this fit. The zoom-in view shows the first 100 ns and especially the peak representing mainly events where the
neutron capture took place without any rebound in the HDPE.

Using this temporal evolution and the calculated efficiencies, it is possible to retrieve from the count
of events in the neutron peaks like the ones shown in Fig.3.26 and 3.28, a number of neutrons produced
in the vanadium foil during a shot. The equations used to define the number of neutrons produced in
the vanadium foil according to a detector unit, and the associated error, are presented in Eqs.3.23 and
3.24.
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Detector Peak Time Noise shots Cold shots Hot shots
unit Emin Emax cutoff (µs) s27 s37 s28 s44 s52 s55
1 80 180 370 17 19 53 72 62 74
14 60 160 380 13 69 225 229 73 102
15 80 210 230 54 129 403 427 132 275

Table 3.5: Neutron detection counts for a given set of parameters for the shots of interest. For the parameters,
delimitation of the neutron peak and time cutoffs are presented in this table.

nunit/shot =
Nunit/shot −Nunit/noise

Effunit/shot
∗ f(1000)

f(1000)− f(tcutoff )
(3.22)

Nunit/noise =
Nunit/27 +Nunit/37

2
(3.23)

errnunit/shot =

√
Nunit/shot +

√
Nunit/27/2 +

√
Nunit/37/2

Effunit/shot
∗ f(1000)

f(1000)− f(tcutoff )

+
Nunit/shot −Nunit/noise

(Effunit/shot)2
∗ f(1000)

f(1000)− f(tcutoff )
∗
√
Effunit/shot (3.24)

Where nunit/shot is the number of neutrons produced during the shot as detected by the detector
unit, Nunit/shot the count of events in the neutron peak for the detector unit during the shot, Nunit/noise

the mean count of events in the neutron peak for the detector unit during noise shots, Effunit/shot the
efficiency of the detector unit according to the neutron spectrum calculated for the shot, f(t) is the integral
from 0 to t of the histogram represented in Fig.3.33 with t in µs, tcutoff is the cutoff time used in µs,
Nunit/27 and Nunit/37 are the count of events in the neutron peak during respectively shot 27 and 37 and
errnunit/shot is the error associated to nunit/shot. As shown in Eq.3.24, we didn’t take into account the
error induced by the simulated time evolution of the detection rate. Indeed, thanks to the high statistic
simulation we did, this error is negligible compared to the other error sources. The results obtained for
all the exploitable traces are shown in the very next section.

3.3.3 Results

For a given detector unit, if we are using the very same parameters for the shots 27, 28, 37, 44, 52 and
55 and only keeping results with enough statistics i.e. for which every corresponding traces was usable,
we find the results presented in the Tables.3.5 and 3.6. Those results represents the most conservative
approach.

It is possible to retrieve more precise results if we adapt some of the parameters for each shot. In
particular, the time cutoff doesn’t need to be set as late for every shot. Hence, it is possible to retrieve
more statistic from more units if we set different time cutoffs for each shot. Of course, the comparison
with the noise shots needs to be done with the same time cutoff each time. Those results are presented
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Detector Cold shots Hot shots
unit s28 s44 s52 s55
1 5.1(25).105 7.8(31).105 6.2(27).105 8.2(32).105
14 1.62(39).106 1.67(40).106 2.8(16).105 5.5(15).105
15 1.01(26).106 1.09(27).106 1.3(9).105 5.8(18).105

Table 3.6: Total number of emitted neutrons according to the measurement of each detector unit for each shot when
using conservative parameters.

Detector Peak Time Noise shots Cold shots Hot shots
unit Emin Emax cutoff (µs) s27 s37 s28 s44 s52 s55
1 80 180 250 32 45 124 119 121
5 130 300 430 4 13 44

500 3 4 25
6 130 300 310 15 26 131
14 60 160 270 28 131 438

290 26 120 364
310 25 103 139

15 80 210 130 136 280 734 478

Table 3.7: Neutron detection counts for various time cutoffs for the shots of interest. The delimitation of the neutron
peak stays the same.

in the Tables3.7 and 3.8.
All those results are summed up in Figs.3.34 according to the placement of the detector units during

the experiment.
It is important to compare those results with the estimations we can calculate from the measured

proton spectrum. Using the same script as the one used for section 3.2.3, i.e., considering the target as
solid for every shot, we obtain the following estimations. Cross-sections from TENDL (82) estimates
that there should have been a production of :

• 2.66.106 neutrons during shot 28,

• 2.03.106 neutrons during shot 44,

• 1.66.106 neutrons during shot 52,

Detector Time Cold shots Hot shots
unit cutoff (µs) s28 s44 s52 s55
1 250 4.5(17).105 4.1(15).105 4.4(16).105
5 430 4.5(19).105

500 4.7(22).105
6 310 4.9(13).105
14 270 1.26(27).106

290 1.21(27).106
310 3.8(15).105

15 130 6.4(15).105 3.4(10).105

Table 3.8: Total number of emitted neutrons according to the measurement of each detector unit for each shot with
time cutoffs adapted to each traces.
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Figure 3.34: a) Total number of neutrons emitted according to the measurement of each detector using the same
analysis parameter for every shot, according to the angle of the detector unit from the picosecond laser direction. b)
Total number of neutrons emitted according to the measurement of each detector using the time cutoff adapted to
each traces, according to the angle of the detector unit from the picosecond laser direction.

• 4.39.106 neutrons during shot 55.

We can see the ratio of the measurements over the neutron production expectations in Fig.3.35.

Figure 3.35: a) Ratio of the total number of neutrons emitted according to the measurement of each detector using
the same analysis parameter for every shot, over the estimated neutron production according to the measured proton
spectrum, according to the angle of the detector unit from the picosecond laser direction. b) Ratio of the total number
of neutrons emitted according to the measurement of each detector using the time cutoff adapted to each traces, over
the estimated neutron production according to the measured proton spectrum, according to the angle of the detector
unit from the picosecond laser direction.

3.3.4 Possible explanation

First of all, it seems important to notice that the strongest results presented, i.e. the ones which are
deduced from the biggest sample of peaks are the results from detector units 14 and 15. Besides, as it can
be seen in Fig.3.35, the results presented by those two detectors for the cold shots are close from what
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we could expect even though we still detect less neutrons than expected.

An interesting feature of the results for cold shots from detector units 14 and 15 is that when we used
the time cutoff "adapted" to the traces, the final number of neutrons decreases. This could be explained
by the fact that this adapted cutoff is defined roughly when the peak detection rate seems to start fol-
lowing an exponential decreasing curve. This final number of neutrons decrease could be explained if
we defined this time cutoff a bit too low. Looking at the evolution of the peak detection rate only corre-
sponding to energies in the neutron peak could give amore precise result butmight also bemore difficult
since the statistic to define it would be lower.

The main result presented in Fig.3.35 is that we detect way less neutrons during the hot shots than
during the cold shots, i.e. when the target is in a plasma state instead of a solid state. If we use the
precise parameters, the measured total neutron number is 4.24(309) times higher for the two cold shot
in comparison with the two hot shots according to detector unit 14, 4.51(330) times higher according to
the detector unit 15 and still 1.59(121) according to detector unit 1.

According to the FSSR measurement, for the shots with the north ns-duration laser beam with an
energy around 600 J, the strongest signal recollection corresponds to the emission of a region with a 1021

cm−3 electron density and a temperature between 1130 and 1200 eV. Sadly, for the shot where the north
laser beam had an energy around 100 J, the FSSR measurements were not accurate enough to retrieve
such values. According to the NIST Atomic Spectra Database(185), such a temperature corresponds to
an ionization rate of 16 for vanadium, the corresponding ionization energy being 1165.2 eV.

Thanks to the MULTI simulations presented in section 3.2.3, and with laser parameters adapted to
the ones measured during the experiment, we can see that such an ionization rate and electronic density
corresponds to an instant around 2 ns after the irradiation for a mean laser intensity of 6.0.1024 W.cm−2.
Finally, with an intensity six times lower, i.e. corresponding to a 100 J north laser beam, we can retrieve a
maximum ionization rate of 12.54 for the shots of interest. The evolution of those mean ionization rates
is presented in Fig.3.36.

According to the theory, Eq.3.11 gives a screening potential of 245.39 eV for the solid vanadium. With
themean ionization level at its maximum, i.e. 12.54 for the shots of interest, the value of the screening po-
tential drop to 111.60 eV. If we take into account those screening potentials in the calculations of the neu-
tron production during shot 28 for instance, the neutron production change from 2.6630.106 to 2.6633.106.
The screening effect cannot account for the difference between hot and cold shot if those values of screen-
ing potential are correct. However, as we have already seen, several publications (152; 173; 159) present
experimental results which suggest that the screening potential value is way underestimated by theory.
Lipoglasek and Cvetinovic (186) propose an empirical formula to calculate the screening potential value
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Figure 3.36: Mean ionization of a 1 µmvanadium target irradiated with an intensity of 1.0.1014 W.cm−2 according
to MULTI simulations.

with Eq.3.25
Ue = Z2 ∗ U0 (3.25)

Where Ue is the screening potential, U0=0.8 keV is the maximum electron screening potential measured
for the 2H(d,p)3H reaction and Z is the electronic cloud charge of the target nucleus. Using this equation,
we found for the screening potential new values of 423.2 keV for the solid vanadium and 87.5 keV for
the plasma case. This implies a much greater change in the neutron production. The new estimations
become :

• 3.29.106 neutrons produced during shot 28,

• 2.57.106 neutrons produced during shot 44,

• 1.76.106 neutrons produced during shot 52,

• 4.54.106 neutrons produced during shot 55.

We can then calculate new ratio of measurements over neutron production expectation as shown in
Fig.3.37. Taking into account a strong screening effect reduces the difference observed between the hot
and cold shots but is not enough to fully explain it.

To try to explain this difference, we can also consider the difference in stopping power in plasma
or solid. Since the foil is only 1 µm thick, we neglected until now its effect on the measurement of the
proton spectrum. Since the proton stopping power in a plasma is dependent on many parameters, we
can consider an extreme case to see if this can explain the difference between the hot and the cold shots.
As extreme case, we decided to consider the stopping power in the solid vanadium according to SRIM
(127) to rebuild a more accurate emitted proton spectrum, and the stopping power in the vanadium in a
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Figure 3.37: a) Ratio of the total number of neutrons emitted according to the measurement of each detector using
the same analysis parameter for every shot, over the estimated neutron production according to the measured proton
spectrum and taking into account an important screening effect, according to the angle of the detector unit from
the picosecond laser direction. b) Ratio of the total number of neutrons emitted according to the measurement of
each detector using the time cutoff adapted to each traces, over the estimated neutron production according to the
measured proton spectrum and taking into account an important screening effect, according to the angle of the
detector unit from the picosecond laser direction.

plasma state as null. Indeed, since the proton spectrum measurement is done after them going through
the target, the emitted proton spectrum is not exactly the same as the measured one. Using SRIM data,
we can rebuild the emitted spectrum for the cold shots as shown in Fig.3.38a for shot 28. Taking into
account the important screening potential and the stopping power difference in this extreme case, we
found new estimations in the neutron production :

• 3.34.106 neutrons produced during shot 28,

• 2.61.106 neutrons produced during shot 44,

• 1.79.106 neutrons produced during shot 52,

• 4.56.106 neutrons produced during shot 55.

Fig.3.38b shows the ratio of total number of neutrons emitted over the estimated neutron production
when taking into account both a strong screening effect and the stopping power in an extreme case. As
it could be expected, this doesn’t change a lot the resulting ratios and then can’t explain the measured
difference between the hot and the cold shots.

To conclude, we can’t explain the measured difference of neutron production for the solid state and
the plasma state. Hence, either there are some unplanned or unknown phenomenon which prevents
most of the nuclear reactions to happen if the target is in a plasma state, or the proximity of the nanosec-
ond north beam, through some unknown processes, decreases a lot the efficiency of our detector without
totally preventing it to measure any signal.
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Figure 3.38: a) Measured angular energy proton spectrum in blue and emitted angular energy proton spectrum
calculated thanks to SRIM data(127). b) Ratio of the total number of neutrons emitted according to the measure-
ment of each detector using the time cutoff adapted to each traces, over the estimated neutron production according
to the measured proton spectrum and taking into account an important screening effect and the stopping power for
cold shots and no stopping power for hot shots, according to the angle of the detector unit from the picosecond laser
direction.
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Chapter 4

The Apollon commissioning

In this chapter, wewill present another kind of setup that uses parts of the detectorwe designed and used
in the previous chapter. To do so, we have been able to take advantage of the commissioning experiment
of the SFA of the Apollon facility which will be presented in a first section. Then, we will introduce
the neutron detector setup we used which is totally different from the LULI2000 experiment one, and
the preparatory work to characterize this setup. Finally, we will present the results we had during this
commissioning experiment, and some complementary studies to understand which improvements need
to be done to be able to characterize the neutron beam produced in such a facility.

4.1 Design of the experiment

4.1.1 The Apollon facility

The Apollon facility is a state-of-the-art intense laser system located in the CEA site at Les Ormes des
Merisiers and operated by LULI. This system is designed to reach 1 PW in 2019, 4 PW in 2022 and finally
10 PW in 2024. At the end of its development, the Apollon facility will propose to experimenters 4
different laser chains :

• a 10 PW main laser beam F1 with an energy of 220 J and a pulse duration of 22 fs,

• a 1 PW secondary laser beam F2 with an energy of 22 J and a pulse duration of 22 fs,

• a "creation" laser beam F3 with a maximum energy of 250 J and a ns pulse duration,

• a probe laser beam F4 with a maximum energy of 250 mJ and a 20 fs pulse duration.

After the front-end, the amplification system is based on 4 stages of titanium sapphire crystals which
can deliver up to 330 J in ns pulses at a rate of one shot per minute. Hence, this laser system has a broad

123
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spectrum going from 750 to 900 nm(187). The F3 beam cannot be used at the same time than the F1
beam since it basically corresponds to the same laser beamwithout compression. At such intensities, the
contrast is of prime importance and the goal of the facility is to reach a contrast between 1011 and 1012

until 100 ps before the main pulse. Besides, it should also be possible to stretch the F1 and F2 laser beam
pulses up from 22 fs up to 10 ps.

The facility proposes two different experimental areas, each dedicated to a different focal length of
the off-axis parabolas condensing the laser beams in the experimental chamber. The so-called Long Focal
Area (LFA) is designed to host electron acceleration and X-ray generation experiments. In this area, the
F2 laser beam focal length can either be 3 or 9 m. The F1 laser beam focal length can be either 8 or 20 m
and could even reach 32 m in the future. F3 and F4 are not delivered in this area. The highest intensities
are reached in the SFA. The F1 and F2 laser beam focal lengths are respectively 1 m and 42 cm in this
area. The four laser beamswill be available in this area and be sent in an octagonal experimental chamber
which can be seen in Fig.4.1. This experimental chamber is 220 cm wide from door to door and 165 cm
high.

Figure 4.1: Photo of the SFA with the F2 laser beam path and the octagonal experimental chamber and schematic
side-view of the experimental chamber.

The F1 laser beam is fixed but all the other can be sent in the experimental chamber with various
angles, which allows a large variety of experimental geometries. Besides, the F1 laser beam path is so
that a secondary experimental chamber can be installed to have secondary interactions taking place far
from the primary interaction.

4.1.2 Setup

This experiment was the first commissioning of the SFA of the Apollon facility. Hence, this was not
centered on the neutron beam production and a large variety of diagnostics was installed. A schematic,
presented in Fig.4.2, summarizes the experimental setup with all the possible diagnostics used during
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the campaign(188). Of course, not all those diagnostics could be used during the same shots. However,
the target system was the same during the full commissioning experiment.

Figure 4.2: Top-view schematic of the experimental setup(188)

Diagnostics

To quickly summarize, here is a list of the diagnostics used during the campaign (188) :

• Spectralon scatter plates associated with Basler CMOS cameras positioned outside the experimen-
tal chamber were used to measure the scattered light in the direction of laser propagation and in
the direction of specular reflection from the target.

• A set of X-ray diagnostics was used to characterize the laser-solid interactions. A Fresnel ultra-
high-resolution imager and a X-ray spectrometer using polycapillary X-ray optics, a curved Bragg
crystal and a CCD camera, were used to characterize the self-emission of the target at a 10° angle
from the target normal on the front face (189; 190). The X-ray rangewas 4.7± 0.1 keV for the Fresnel
imager and 4.4 to 6.3 keV for the spectrometer. Besides, a FSSR (167) was installed at a 70° angle
from the target normal on the front face and 10 ° down from the equatorial plane, with a spectral
range from 1.5 to 1.8 keV. Those three diagnostics were able to measure the temperature of a close
to solid density layer, which informs us on the coupling between the hot electrons and the target
bulk, respectively for Ti and Al targets. This let us know if the contrast is good enough to prevent
a large preplasma to form and then allow an optimal interaction between the laser and the target.

• A high-order harmonic spectrometer, consisting of an extreme ultraviolet grating coupled with a
microchannel plate detector, was set in the direction of the specular reflection from the target sur-
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face. This was used to study the laser reflection on the plasmatized target front side and demon-
strate indirectly the contrast quality (191; 192; 193).

• A set of diagnostics was also used to measure the coherent Optical Transition Radiation (OTR)
which is emitted by hot electrons crossing the rear side of the target to reach the vacuum (194; 195).
ThisOTR lightwas spectrallymeasured and imaged both at 815 nmand 408 nm,which corresponds
here respectively to the fundamental and second harmonic wavelengths of the laser. Those mea-
sures inform us on the electron generation on shot and then image the intensity distribution in the
laser focal spot.

• Four commercial probes from Prodyn Technologies and the associated recording equipment was
installed to measure the EMP. Those equipment are facility equipment and should be able to pro-
vide for all future experiments EMP measurements. Since the EMP is strongly correlated with the
laser-matter interaction and especially the intensity of the laser beam on target, it provides useful
insight on the experimental conditions.

• An electron magnetic spectrometer was used during some shots. This spectrometer was set along
the target normal axis on the rear side and could measure electron energies from 3 to 50 MeV. It
consisted of a pinhole in front of a pair of magnets creating a 1 T magnetic field, in front of YAG:Ce
scintillating crystals associated with RadEye CMOS detectors. Those scintillating crystals convert
a part of the energy deposited by the electrons, into visible light with wavelength around 550 nm
and this light is then detected by the associated CMOS detectors. Using adequate calibration, this
kind of spectrometer can perform quantitative measurements.

• A Thomson parabola was also used during this commissioning experiment and was also set along
the target normal axis on the rear side. This parabola is designed to measure both electron and
proton/ion signals. After a pinhole, a 1.1 Tmagnetic field and an electric field up to 10 kV is applied
on the particles. The same YAG:Ce scintillating crystals/RadEye CMOS detectors association was
used to measure the proton energy depositions. Proton spectra with energy up to around 20 MeV
have been measured.

• RCF stacks were used to characterize in energy and angle the proton beam produced. To avoid
to open the experimental chamber after each shot, a motorized wheel was used to store up to 10
RCF stacks. This wheel was set so that one RCF stack was 35 mm far from the target along the
target normal axis on its rear side. This allowed us to measure proton spectra up to 28 MeV and
see angular features insightful about the acceleration process.
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• PMTs/scintillator units as described in the previous sections were set at different distances and
angles to be used as nToF detectors. The PMTs/scintillator units were not surrounded by HDPE
to avoid any delay in the detection of the neutrons. The actual setup of the units array will be
presented later.

Target system

The target holder was designed to be a rectangular 5x9 grid with 3 mm diameter coplanar holes. This
target holder was made of two parts in between which the targets were set. Such a design allows to have
quite an important number of target possibly different without changing the target holder and hence
opening the experimental chamber. The target holder was set so that the laser beam had an incidence of
45° on the targets. Besides, its polarization was approximatively 14° relative to the horizontal, i.e. close
to the p-polarization.

To be able to remotely align the desired target on the focal plane, we used a system presented in the
schematic shown in Fig.4.3. Using two converging laser beams produced by two laser diodes coupled
with beam expanders, it is possible to precisely define a point in space by superposing the two focal
spots. If we put this point on the focal plane prior to the target alignment, using for instance a wire
with its tip at TCC, the focal plan is then the only one parallel to the target holder in which the two
beams are superposed. By looking at the light diffused by the target when the two diodes are on it, by
superimposing the two spots, it is then possible to position the target along the laser axis with a±20 µm
precision.

Figure 4.3: Top-view schematic of the target alignment system(188)

Target variety

During this commissioning experiment a large variety of target has been tested. Here is a list of the
different types of targets and their application :
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• the main point of this campaign was to test the performances of the 1 PW laser beam in regard
of proton beam generation. To do so, we used simple aluminum targets with thicknesses ranging
from 800 nm to 100 µm.

• in order to use the X-ray diagnostics, we shot 12 µm titanium targets. In the same optic, sandwich
targets with the composition CH/Ti/CH and respective thicknesses 2/0.2/2 µmwere tried.

• to enhance the proton beam generation, we used 15 µm thick Al with a forest on carbon nanotube
on the front face. This carbon nanotube layer was either 60 or 20 µm. Targets with a 50 nm silicon
layer followed by a 20 µm gap and a 1.5 µmAl layer was also tried. We also used aluminized mylar
target. The PET layer was either 23 or 50 µmwith a 20 nm Al layer on the front face.

• to test the neutron beam generation, the pitcher catcher geometry was used. The primary targets
were Al targets with a thickness between 0.8 and 3 µm which were the Al targets with the best
results in terms of high energy proton generation. The secondary target was either a 1.5 mm thick
lithium fluoride (LiF) crystal or a 1 mm thick lead target to study spallation. Some shots with
deuterated polyethylen (CD2) targets were also performed.

As we emphasized, a large variety of diagnostics and targets with different goals were present during
this campaign. In the later sections, we will focus on the shots were neutrons were emitted and the
associated diagnostics used.

4.2 Neutron detectors

4.2.1 Detector configuration

During this commissioning campaign, we decided to use the PMTs/scintillator units without any of the
surrounding polyethylene that was used at LULI2000 to thermalize the incoming neutrons. This was
motivated by two arguments. First, since the experimental was already crowded with diagnostics, it
was out of question to use the same high efficiency setup as we did during the LULI2000 experiment.
Second, sincewewere not looking for high efficiency, it was the opportunity to try andmeasure a neutron
energy spectrum. To do so, wedecided to use the PMTs/scintillator units as nToFdetectors aswas already
performed by many groups in similar experiments (196; 197; 198; 199). Setting the units far away from
the interaction point had another upside, in the fact that it drastically reduced the EMP and gamma flash
the units would had to be subject to. In addition to that, all detector units were inside individual Faraday
cages and the power supply and signal cables were protected using metallic sockets. Besides, to protect
the detector units from the gamma flash, a 10 cm thick lead wall was set just in front of the units.
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Figure 4.4: Top-view schematic of the neutron detector configuration. The grey octagon represents the experimental
chamber with the concrete wall on its right also in grey. The detector units are in red with their dedicated number
next to it. The black dashed line represents the laser direction and the red dashed line the target normal direction.
The units 17-20 and 24 face the rear surface of the target.

There were multiple ideas behind this setup presented in Fig.4.4. The first main goal was to measure
the neutron beam at different angles thanks to the units 17, 18, 19, 20 and 24. Putting units 17 and 20 at the
same angle from the source but at different distances was set in order to check that the measured signal
was really a nToF one. Besides, units 16 and 21 were set near the laser direction to test the effect it would
have on the measurement. We indeed expected to see an effect since the gamma and x-ray emission is
stronger in this direction (139; 140; 141). The position of each unit according to the experimental chamber
center is registered in Table.4.1.

To acquire the signal, we used again a CAEN V1730SB card externally triggered to record 1 ms long
traces from each PMTs. For the high voltage power supply of the detector units, we also used a CAEN
A7030SN board set in a CAEN SY5527LC power supply to deliver a 1.2 kV tension to each PMT.



130 The Apollon commissioning

Detector unit Distance (cm) Angle (°) Height (cm)
16 605 -69.5 -20
21 629 -51.5 0
17 617 15 -15
20 872 18 -15
18 706 30 -5
24 663 45 0
19 615 75 0

Table 4.1: Distances from TCC and angles from target normal for each detector unit. The distances are the one
projected on the equatorial plane and the angle are given clockwise in the topview. The height is also given according
to the TCC height which is 120 cm above the ground.

4.2.2 Preparatory calculation

Themain goal was to be able to characterize the neutron beamproduced by the facility. To do so, we used
LiF secondary targets to convert part of the protons accelerated by the laser in neutrons. As a secondary
aim, we also tried to see if the proton beam produced by the facility was high enough in energy for the
spallation process to be interesting to produce neutrons. To study that, we used Pb secondary targets.

First of all, we decided to check what we could expect from time-of-flight measurements, i.e. what
would be the energy deposition from the incoming neutron in the scintillators. To do so, a first step is to
calculate the number of neutron we expect to generate. To do so, since it was the very first experiment in
SFA, we used a proton spectrum created on another facility. Wewere expecting to be able to reach proton
energies up to a few tens of MeV (200; 201). Hence, we decided to use the proton spectrum obtained
during shot 9 at the LULI2000 experiment as reference. The number of proton emitted was supposed
to be lower since the pulse energy at SFA is lower but the energy range for the protons is the good one.
This was indeed demonstrated during the experiment where we recorded peak proton energies up to
25-30 MeV (188). Keeping this in mind, we can calculate the number and spectrum of neutrons emitted
during a shot using the TALYS package (82). We neglected here the stopping power in the secondary
target. The proton spectrum of reference and the corresponding neutron spectra for 1 mm thick targets
of LiF or lead are presented in Fig.4.5.

Using again the TALYS package, it is then possible to calculate a number of reactions depositing
energy in a scintillator according to the time. To do so, we considered the main three reactions which
can happen for a neutron in a scintillator, i.e. a 10B neutron capture reaction, an elastic collision with
a 12C nucleus or an elastic collision with an 1H nucleus. The cross sections of those three reactions are
presented in Fig.4.6a. We see that for neutrons in the keV-MeV range, the number of elastic scatterings
should be way more important than the number of neutron capture reaction.

For the sake of simplicity, we considered in a first time a 4π spherical thin layer of scintillating EJ-254
material with a radius of 6 m. Besides, in this whole work, we will consider the neutron beam isotropic
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Figure 4.5: a) Reference proton spectrum for the preparatory calculation. b) Neutron spectra generated by the
corresponding proton beam in 1 mm thick Pb or LiF secondary targets.

Figure 4.6: a) Cross-section for the reaction 10B(n,α)7Li and the neutron elastic scatterings on 1H and 12C nuclei.
b) Angular neutron spectra generated by the reference proton beam in 1 mm thick Pb or LiF secondary targets.

since as, shown in Fig.4.6b, the neutron beam produced by using either the lead or LiF secondary target
is almost non-directional. The temporal evolution of the number of deposition of energy by the neutrons
produced in lead or LiF secondary target, in this fictional scintillator is presented in Fig.4.7.

As expected, the number of elastic scatterings on 12C or 1H nuclei is way more important than the
number of 10B neutron capture. However, what we are interested is not exactly the number of reactions
but the energy deposited in the scintillator. For the neutron capture, this corresponds to the kinetic
energy of the incoming neutron plus the Q-value of the reaction. However, this is a bit more complicated
for the elastic scattering. The amount of energy transferred from the incoming neutron to the nucleus on
which it scatters is given by Eq.4.1 (202).

Ek =
4Mmn

(M +mn)2
cos2β (4.1)



132 The Apollon commissioning

Figure 4.7: Number of neutron captures or elastic scatterings in a spherical 4π scintillator with a 6 m radius,
according to time. a) and c) correspond to a neutron beam produced in a LiF target with a spectrum as presented
in Fig.4.5b). b) and d) corresponds to the equivalent with a lead target.

Where Ek is the proportion of transferred energy, M the mass of the target nucleus, mn the neutron
mass and β the angle in the laboratory referential between the direction of the incoming neutron and the
direction of the hit nucleus after the scattering. The energy deposition is then different for each elastic
scattering. But for our purpose, we can consider the mean energy deposition over all angles, which can
easily be calculated and is given by Eq.4.2.

Emean =
2Mmn

(M +mn)2
Einc (4.2)

Where Emean is the mean energy deposition for a given neutron energy Einc. The energy deposition
due to each process is showed in Fig.4.8. In addition to that, the scintillation efficiency of the scintillator
is not the samewhether the energy deposition is done through the kinetic energy of proton, carbon ion or
alpha particle and lithium ion produced by the 10B neutron capture. To define this efficiency according
to the energy deposited and the nature of the particle throughwhich the energy is deposited, we decided
to use an empirical formula defined by Birks (128; 176) and shown in Eq.4.3.
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Figure 4.8: Energy deposition from neutron capture or elastic scattering in a spherical 4π scintillator with a 6 m
radius, according to time. a) and c) correspond to a neutron beam produced in a LiF target with a spectrum as
presented in Fig.4.5b). b) and d) corresponds to the equivalent with a lead target.

Escint = A

∫ W

0

dEdep

dz (E, z)

1 +B
dEdep

dz

e−
z
L dz (4.3)

Where Escint is the energy of the scintillated light, Edep is the energy deposited in the scintillator by
the proton or any other particle, W is the length travelled by this particle and A, B and L are parameters.
From previous works(179; 169), we can set L = 44 µm. We can use SRIM (127) to calculate the energy
deposition of any particle along its travel in the scintillator. Besides, trying to match the proton recoil
response of EJ254 from the work of Gabella et al (203), and the mean scintillated energy around 100
keVee for a 10B neutron capture, we can set A = 0.24 keVee.keV−1 and B = 0.04 µm.keV−1. The results
obtained for those parameters is shown in Fig.4.9

Using thismodel and those parameters, it is then possible to calculate the scintillated light energy due
to each process, as shown in Fig.4.10. We see that the main part of scintillated light is produced through
elastic scatterings on 1H nuclei. The scintillated light produced through 10B neutron capture is several
orders of magnitude less important. Hence, we won’t be able to use the neutron peak to discriminate



134 The Apollon commissioning

Figure 4.9: Scintillated light energy according to the energy of the depositing particle and the nature of the particle,
for EJ254.

energy deposition due to neutron from the ones due to others sources. One important feature is also that
the energy deposition begins around 100 ns and peaks around 240 and 290 ns depending on the neutron
spectrum. Hence, if the detectors units don’t recover from the gamma flash and the EMP before those
values, we won’t be able to measure a spectrum.

Besides, even though the energy deposition is probably over estimated quantitatively since the proton
spectrum used here is the one produced at LULI2000, which has more energy than expected at Apollon,
it is still interesting to take a look at what energy deposition we can expect in a PMTs/scintillator unit
placed 6 m away from TCC. In the best case scenario with the lead target, the energy deposition peaks
at 3.5 MeV.cm−1.s−1. For a detector unit placed tangentially at 6 m from TCC, this gives us an energy
deposition of 6.1 MeV.ns−1. We don’t know how efficient is the conversion to optical photons when the
energy is deposited as proton kinetic energy in the matrix. However, this energy deposition is quite
important and would compare to neutron detection pile-up if 10B neutron capture was the main process.

After some calculations, it seems that the energy deposited by the neutrons is important enough to be
detected. However, on the downside, the energy deposited by a neutron is fluctuating a lot and it won’t
be possible to use the so-called "neutron peak" to discriminate the energy deposition we are detecting.
Besides, the nToF signal begins 100 ns after the laser shot and peaks around 250 ns after the shot. Hence,
the recovery time after the gamma flash and EMP is crucial and has to be as low as possible to be able to
measure a nToF signal.

4.2.3 Calibration

The same way we calibrated the detector array for the LULI2000 experiment, we had to calibrate those
PMTs/scintillator units in energy and efficiency.
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Figure 4.10: Scintillation light energy produced through neutron capture or elastic scattering in a spherical 4π
scintillator with a 6 m radius, according to time. a) and c) correspond to a neutron beam produced in a LiF target
with a spectrum as presented in Fig.4.5b). b) and d) corresponds to the equivalent with a lead target.

For the energy calibration, the procedure was the very same than the one explained in Section 2.3.2.
We used the same 137Cs gamma source whichwas placed 50 cm high away from the detector units which
were laying on concrete floor. As it can be seen in Fig.4.11, the same double Compton edge structure is
present in the histograms from individual PMT and totally disappears in the combination of the two
measurements once the energy calibration is done.

The calibration factor used as in Eq.2.21 are presented in Table.4.2.

The efficiency calibration was a bit more complicated to do. Indeed, as we have seen it with the
preparatory calculations, for keV-MeV range neutrons, we cannot use the neutron peak to discriminate
the neutron induced energy depositions from noise and other energy depositions. Since we are mainly
interested in the neutron spectrum for the nToF measurement, we decided not to do any efficiency cali-
bration for neutrons this energetic. However, we knew that some neutrons would be thermalized in the
concrete walls of the experimental area and sent back to the detector units. To quantitatively measure
those neutrons, we decided to do an efficiency calibration of the detector units for thermalized neutrons.
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Figure 4.11: a) Histograms of the light collected by the two individual PMTs of module 20 without any energy
calibration. b) Same histograms with an approximate energy calibration in red and blue. In black is the combination
of those two histograms recalibrated with the Compton edge energy at 80% height of the Compton distribution.

Module A1 A2 AΣ

16 0.0625 0.1255 1.2746
17 0.1092 0.1060 1.2562
18 0.1646 0.0823 1.2431
19 0.1897 0.7267 1.2954
20 0.0938 0.1301 1.2271
21 0.0846 0.1488 1.4292
24 0.0443 0.0730 1.2866

Table 4.2: Energy calibration factors

To do so, we used the PuBe neutron source associated with a sphere made of a paraffin and nickel
mixture. This composite source has been designed to produce high energy gammas thanks to the neu-
tron capture reaction 58Ni(n,γ)59Ni. The neutron separation energy of 59Ni is 8999.28 keV. Hence, the
produced nucleus will decay through the emission of gammas, mainly via a 8999 keV one or two with
the energies 8534 keV and a 465 keV, for an incoming neutron with a negligible kinetic energy. The cross
section of this neutron capture reaction increases a lot with the decrease of the incoming neutron kinetic
energy (81). That is why paraffin is mixed with nickel. It will thermalize the neutron to enhance the
neutron capture rate. This has an interesting side effect for our purpose. Indeed, this composite source
also emits thermal neutrons besides the high energy gammas.

To retrieve the energy spectrum of the neutrons emitted from this composite source, we used a 10
million events Geant4 simulation. The 8 cm radius sphere has been made from 500 g of Nickel powder
and 1.3 kg of paraffin. Besides, a 3 cm diameter cylindrical hole from the side to the center of the sphere
has been made to lodge the PuBe neutron source. Using those data and considering the PuBe neutron
source as a point-like one, we have been able to retrieve the spectrum presented in Fig.4.12. Besides, from
the measured activity of the PuBe neutron source and this simulation, we can infer that the composite
source neutron activity is 1.1166(32).105 neutrons per second.
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Figure 4.12: Neutron energy spectrum of the composite source made of the PuBe neutron source and the paraffin
nickel mixture sphere.

Detector unit PMT1 PMT2
16 87.5 75
17 75 75
18 75 75
19 87.5 87.5
20 75 75
21 75 75
24 150 150

Table 4.3: Thresholds used during the data acquisition for the efficiency calibration. The thresholds are here defined
in term of channel which is related to the voltage by 1 channel = 0.122 mV.

For the efficiency calibration, we once again used the very same setup than for the energy calibration
with the CAENV1730SB card for data acquisition. For the efficiency calibration of the previous detector,
we recorded a set of 1 ms long traces using an external trigger. The data analysis was done later using
the same custom script we use for the analysis of experimental data. Here, on the contrary, we used the
on-board peak detection and integration. The upside is that we were able to register way more energy
deposition which reduces the error on the efficiency measurement. On the downside, this measurement
has been done with a set of thresholds we chose but which cannot be changed anymore. Hence, the data
analysis will have to be done with this set of thresholds or a new calibration campaign will have to be
done if we want to use another set of thresholds. The set of thresholds used is presented in Table.4.3.

The data acquisition lasted 7962 s for detector units 16 and 17, and 8794 s for detector units 18, 19, 20,
21 and 24. Using the energy calibration, we have been able to get for each detector unit the histogram of
counts per energy per neutron emitted by the composite source. We fitted this profile using a Gaussian
peak for the neutron peak, a decreasing exponential and a constant for the noise induced by the Ni-
induced gammas and other sources. Once again, the integral of the Gaussian peak gives us the efficiency
of our detectors units in this particular setup. Indeed, Geant4 simulations will be needed to retrieve the
actual efficiency for the experimental setup used in SFA. Besides, we assume here that the difference
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Detector unit E (keVee) ∆E (keVee) Efficiency (%)
16 96.7(1) 36.9(3) 7.23(10).10−3

17 94.3(1) 31.7(2) 9.38(11).10−3

18 99.8(1) 35.7(2) 9.69(11).10−3

19 100.5(1) 29.3(2) 5.21(8).10−3

20 95.9(1) 37.6(2) 9.31(11).10−3

21 98.8(1) 38.2(3) 7.60(10).10−3

24 95.9(2) 44.4(5) 6.46(11).10−3

Table 4.4: Efficiency and neutron peak characteristics for the detector units used as nToF, during the calibration
with the composite source made of the PuBe neutron source and the paraffin nickel sphere. Errors shown are from
the fit of the neutron peak.

between the on-board integration method and the integration used in our custom analysis script doesn’t
have any incidence on the efficiency.
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Figure 4.13: Histogram of the light collected by the detector unit 16 in blue and its fitting function in red.

Fig.4.13 presents the histogram of the light collected, together with its fit, for the detector unit 16. The
advantage in terms of statistics in comparison with the method used for the detector used at LULI2000 is
pretty clear if we look at the size difference of the error bars between Fig.4.13 and Fig.2.38. However, we
have to keep in mind that it comes with a loss of freedom in the analysis parameters which would have
been tragic for the LULI2000 data analysis. Indeed, the unexpected behaviour of the PMTs during the
LULI2000 experiment increased a lot the noise level and required a precise adjustment of the thresholds
to be able to satisfyingly analyze the data.

Doing this for every detector unit, we have found the desired efficiencies which are presented in
Table.4.4.

In summary, as we did for the detector units used during the LULI2000 experiment, we have also
calibrated in energy and efficiency those new detector units. However, even more for those units, since
the setup during the calibration and the experiment is not the same, Geant4 simulations will be needed
to retrieve an actual efficiency for the neutrons which thermalized and/or rebounded in the concrete
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walls of the experimental area.

4.3 Analysis

During April 2021, we have been able to take part of the SFA commissioning experimental campaign
with the neutron detector setup as presented in Section 4.2.1. We will, in this section, present the results
obtained during the shots where neutron converters were present behind the proton source target as well
as the corresponding shots without the secondary target.

As a first approach, we can take a look at some raw traces. Figs.4.14 shows the example of two traces
recorded during shot 323 where neutrons were emitted from a LiF secondary target. First of all, we can
see that the peak recorded during the gamma flash / EMP is weaker than what we witnessed during the
LULI2000 experiment. As a reminder, detector unit 17 is in the direction normal to the target and detector
unit 21 in the laser direction. It also seems that there are more energy depositions in the detector unit
17 in comparison with detector unit 21. Besides, we witness within the detector unit 21 trace a rebound
quite similar to what we saw during the LULI2000 experiment but over a shorter timescale. Even though
it needs to be confirmed through incoming analysis, it seems with this first glance that it’s possible to
detect and count the neutrons which thermalize and/or bounce back in the concrete walls.

Figure 4.14: Examples of traces obtained from PMT2 of the detector units 17 and 21 during shot 323. During this
shot, the primary target was a 2 µm thick Al foil and the secondary target a 1 mm thick LiF crystal.

Now, if we zoom in the first µs after the shot as it is done in Figs.4.15, the traces don’t look likewhatwe
could expect from a clean nToF measurement. In both cases, it seems that there is some kind of rebound
between 2 and 4 µs for unit 17 and between 3 and 25 µs for unit 21. However, in both cases, the baseline
doesn’t come to its preshot value between the first peak and this rebound, and the temporal location of
this rebound doesn’t match at all both between the units and with what we could have expected from
the preparatory calculation.
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Figure 4.15: Zoom in the first µs after the shot in the traces obtained from PMT2 of the detector units 17 and 21
during shot 323.

On the counting part, it seems that the energy deposition counting is possible as soon as 5 µs for unit
17 and around 12 µs for unit 21. Those values are way better than what we had during the LULI2000
experiment, as expected.
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Figure 4.16: Zoom in the first hundreds of ns after the shot in the traces obtained from PMT2 of the detector units
17 and 21 during shot 323.

If we zoom around the temporal window during which the energy deposition from direct neutrons
should peak, i.e. around 250 ns after the shot, we have two very different behaviours depending on the
detector unit position, as it can be seen in Figs.4.16. For detector unit 21, there is a smooth reboundwhich
peaks 400 ns later than what we expected. Besides, the behaviour of the trace a few µs after suggests that
it may not correspond to an energy deposition. Comparing it with the trace of the corresponding PMT as
shown in Fig.4.17, the total noncorrelation between the two traces seems to confirm that those rebounds
are PMT dependent and do not reflect a real energy deposition in the scintillator.

For detector unit 17, there seem to be some peaks at the expected temporal location over a decreasing
exponential. Besides, those peaks are present in the traces fromboth PMTs and are temporally coincident.
Hence, those seem to be due to energy depositions in the scintillator. However, they are entangledwithin



4.3 Analysis 141

59000 59500 60000 60500 61000 61500 62000
Time (ns)

500−

400−

300−

200−

100−

0

A
m

pl
itu

de
 (

m
V

)

D17

PMT1

PMT2

59000 59500 60000 60500 61000 61500 62000 62500 63000
Time (ns)

500−

400−

300−

200−

100−

0

A
m

pl
itu

de
 (

m
V

)

D21

PMT1

PMT2

Figure 4.17: Zoom in the first hundreds of ns after the shot in the traces obtained from both PMTs of the detector
units 17 and 21 during shot 323.

themain gammaflash peak and then, the study of those seems quite complicated. In an attempt to reduce
the temporal length of the first peak, we doubled the thickness to 20 cm of the lead wall in front of some
detector unit without any apparent result at first glance.

Now, we will analyze in a first time the data we got using the detector units as counters to try and
measure the neutron emission during the shots. On a second time, we will study in deeper lengths the
behaviour of the PMTs after an overexposure in order to see if we can extract any nToF measurement
from the data.

4.3.1 Counter

Geant4 simulations

Before analyzing the experimental data, we decided in a first time to simulate with Geant4 the behaviour
of the emitted neutrons in regard of the main features of the experimental area and of the detector units.
We first reproduced in Geant4 the setup presented in Fig.4.4.

The experimental chamber was modelled as an octagonal chamber with 3.8 cm thick side walls and
4.5 cm thick roof and floor. The external length of the chamber is 110 cm and its height is 165 cm. The
whole chamber is composed of Aluminum 5083 in real life, as in the simulation. Around 150 cm from
the chamber is a concrete wall composed of two parts. The first part is 250 cm long and 75 cm thick and
the second part is 112.5 cm long and 61 cm thick. There is a 45° angle between the two parts, as shown
in Fig.4.4 and the wall is 217 cm tall. For the SFA itself, we considered it as a rectangular cuboid with a
17.79 m length, 14.09 m width and 10 m height. For the walls of this experimental area, we considered 1
m thick concrete walls. The whole geometry is presented in Fig.4.18. Besides, the composition used for
the concrete and the Aluminum 5083 is presented in Table.4.5

Using this geometry and the same physics list than the one used for the simulations for the design
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Figure 4.18: Topview (left) and sideview (right) of the geometry considered for the Geant4 simulations. In red
with the white tips are the detector units. The walls of the experimental area are in light gray and the experimental
area itself is in gray. The experimental chamber and the concrete wall next to the chamber are in darker gray.

of the neutron detector, we run a 10 million events simulation. For the neutron energy spectrum, we
used one calculated from a LULI2000 proton spectrum sent on a LiF target. Since all the neutrons are
being stopped through mainly elastic collision in the concrete walls, this simulation is pretty lengthy
and having better statistics would require to do those simulations on a more powerful machine than a
personal computer. The first thing we can check is the energy deposition in the detector units. We can
also separate those energy depositions in two cases, whether the neutron has rebounded on the concrete
walls or it has deposited its energy directly coming in the scintillator, thanks to a flag we set during the
simulation. This is represented in Figs.4.19.
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Figure 4.19: Energy deposited in the scintillators according to time. One figure is over a full ms and the other
zooms on the first 2 µs after the neutrons emission. The curves in blue corresponds to the energy deposited by
neutrons which went into the concrete wall before coming back to the detector units, and the ones in red to other
energy depositions.



4.3 Analysis 143

Element Concrete chemical composition (%) Al 5083 chemical composition (%)
H 1
C 0.1
O 52.9
Na 1.6
Mg 4.5
Al 3.4 93.35
Si 33.7 0.4
K 1.3
Ca 4.4
Ti 0.15
Cr 0.15
Mn 0.7
Fe 1.4 0.4
Cu 0.1
Zn 0.25
Hg 0.2

Table 4.5: Chemical composition of the concrete and Aluminum 5083 considered in the Geant4 simulations.

One of the first main featureswe can notice is that, after some time, most of the energy depositions are
around 2312 or 2790 keV from neutrons which have rebounded from the walls. Hence, those neutrons
thermalized in the walls before coming back to the units with almost no kinetic energy and being cap-
tured by a 10B nucleus. Thanks to another flag we used, we can also say that all the non-rebound energy
deposition after 62 µs are not induced by neutron collisions. Then, those surely corresponds to gammas
produced in the concrete walls through some neutron induced nuclear reaction. Looking at the first 2
µs, we can see that, as expected, the energy deposition in the detector units peaks between 200 and 400
ns after the emission of the neutrons. Also, the energy depositions which happened before 150 ns also
doesn’t correspond to neutron energy depositions. Then, those surely correspond to gammas produced
in the walls of the experimental chamber or in the concrete wall or floor next to it, through some neutron
induced nuclear reactions.

Now, we can take a look in particular at the energy depositions due to a 10B neutron capture. We
can also separate those depositions whether a rebound in a concrete wall has happened or not. Those
histograms are presented Fig.4.20.

We see that, apart for the first µs, there are always more neutron captures due to neutrons which
thermalize in the concrete walls than not. Indeed, for 10 million events, we count 1170 captures with a
rebound and 177 without. Also, we can see that there are neutron captures from neutrons which didn’t
go in the walls as late as around 60 µs, which is way later than what we could expect from direct time of
flight. Maybe some can come from the concretewall next to the experimental chamber forwhich neutrons
interacting inside are not considered as rebounded by the simulation. For most of them, it is more likely
that they thermalized within the scintillator and then have been captured by a 10B nucleus. We also
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Figure 4.20: a) Histogram of 10B neutron captures in the scintillators according to time over 1 ms and with a zoom
over the first 30 µs. b) Histogram of 10B neutron captures in the scintillators according to the energy deposited.
The histograms in blue correspond to the energy deposited by neutrons which went into the concrete walls before
coming back to the detector units, and the ones in red to other energy depositions.

confirm, with the histogram in energy, that most of the captured neutrons which have rebounded, come
out of the walls with almost no kinetic energy since the energy deposited is often around 2312 or 2790
keV, i.e. the Q-value of the capture reaction.

Now, as we did in Section 2.1.3, we can consider the peak height as representative of the integral of
the measured neutron peak. In fact, here we considered the sum of the integrals of the 2010-2020 keV
peak and the 2788-2798 keV peak as representative of the efficiency. This is represented in Fig.4.21.

Figure 4.21: Integral of the two peaks 2010-2020 and 2788-2798 keV in the histogram of energy deposition, ac-
cording to the detector unit, for the SFA geometry simulation.

This has to be compared to the setup used for the calibration of the detector units. Hence as shown
in Figs.4.22, we reproduced this setup in Geant4 and simulated the interactions with a neutron source
with a spectrum similar to the one of the composite neutron source during the efficiency calibration. The
neutron source is actually point-like and located 50 cm above the detector units. The detector units were
laying on the concrete floor next to each others. In the simulation, we considered a 10m by 10m concrete
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floor with the composition as exposed in Table.4.5.

Figure 4.22: Sideviews of the Geant4 geometry used to simulate the efficiency calibration setup using the composite
PuBe and paraffin nickel sphere neutron source. The scintillators are represented in red and the concrete floor in
dark grey. The white sphere presented in the the sideviews at the composite source location is just for demonstrative
purposes and wasn’t actually present in the simulation and was replaced by a point-like source with the adequate
spectrum.
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Figure 4.23: a) Histogram of energy deposition in scintillators according to the energy deposited. b) Integral of the
two peaks 2010-2020 and 2788-2798 keV in the histogram of energy deposition, according to the detector unit, for
the calibration geometry simulation.

Figs.4.23 shows the results for a 10 million events simulation with the composite neutron source.

Experimental data analysis

Now that we have the simulation results for both the calibration and the experimental setup, we can
analyze the experimental data to retrieve a number of neutron captures per shot. Since there is still
some unresponsive time right after the shot, we need to define a time cutoff as we did for the LULI2000
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experiment analysis. However, since the characteristics of the shots are not so different from shot to shot
and the behaviour of the detector units mainly depends on their position, we decided for this analysis to
define one time cutoff per detector unit, valid for all the shots.

To define those time cutoffs, the easiest is to use a shot with a low emission of neutrons. There is
usually a brief surge of peak detection with random energies right before the detector units starts be-
having as expected. A two-dimension histogram according to the time and the energy is very helpful to
see that transition as shown in Fig.4.24d. For shots with few neutrons, this transition is also very clear
in a histogram according to the time as shown in Fig.4.24b which corresponds to shot 326 during which
a 3 µm thick Al foil and a 1 mm thick Pb piece were used respectively as primary target and neutron
converter.
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Figure 4.24: a) Zoom on the raw traces of the two PMTs of detector unit 16 for the shot 326 with the time cutoff
represented by the dashed line. b) Histogram of light collected according to the time with the time cutoff represented
by the dashed line. c) Histogram of light collected according to the energy with and without taking into account
the time cutoff. d) Two dimensions histogram of light collected according to the time and the energy with the time
cutoff represented by the dashed line. All the histograms correspond also to the detector unit 16 during the shot 326
which had as primary and secondary target respectively a 3 µm thick Al foil and a 1 mm thick Pb piece.

The time cutoff values for each detector units for this experiment are presented in Table.4.6.

Using the thresholds set during the calibration and those time cutoffs, for every shot where there
is signal, we can see a clear neutron peak without any seenable noise in the low energy part of the
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Detector unit Time cutoff (ns)
16 84000
17 68000
18 70000
19 64000
20 68000
21 96000
24 80000

Table 4.6: Time cutoff values for every detector unit. The laser pulse arrives on the target approximately 59800 ns
after the start of the recording.

histograms for most of the traces. There are some energy depositions with an energy higher than the
neutron peak ones, which surely either correspond to neutrons which also deposed a significant part of
their kinetic energy, or to gammas produced in the concrete walls. However, since there are no way to
know the origin of those energy depositions, we will only consider the ones in the neutron peak.
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Figure 4.25: Examples of histogram of light collected according to the energy for various detector units and shots.
The dashed lines represents the arbitrary limits of the neutron peaks.

Since for all the histograms, the neutron peak has similar characteristics as shown in Fig.4.25, we set
arbitrarily the neutrons boundaries as 60 to 190 keV. Those values have been set by looking at a large
number of histograms to integrate even the largest peaks without integrating the possible residual noise.

In an ideal world, wewould have been able tomeasure the neutron energy spectrum shot to shot with
the nToF measurement. Hence, it would have been possible to calculate a counting efficiency adapted
to each shot using a Geant4 simulation such as the one we run to obtain Fig.4.21. In fact, since for each
event during which energy has been deposited in the scintillators, the original energy of the neutron
is recorded, we just need to do a simulation over the whole energy range the neutron produced in the
experimental chamber can reach, for each detector setup. If this simulation has enough statistic, we can
then calculate an efficiency for any neutron energy spectrum.

However, in our case, we don’t have the neutron energy spectrum shot to shot. Hence, we can only as-
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sume that the efficiency of the detector units is for every shot near enough the efficiency we can calculate
using the energy spectrumwe calculated thanks to TALYS data and a proton spectrum generated during
the LULI2000 experiment. Even though this is not perfect, this assumption is not unrealistic since RCF
measurements during the commissioning experiment have shown us that the spectrum of the protons
produced in SFA has also a maximum energy cutoff around 30 MeV and a similar shape. So from now
on, we will use the results of the Geant4 simulation presented earlier to calculate an efficiency valid for
all the shots.

Now that the time cutoff values have been defined, it is important to update the results from the
Geant4 simulation presented in Fig.4.21. This update is presented in Fig.4.26. We see that for some
detector units, it doesn’t even change anything. This is due to the fact that it takes some time for the
neutrons to thermalize in the walls and then be captured to take part in the two peaks. Besides, the
statistic in these simulation is not very high. Hence, the change that this time cutoff would induce is not
big enough to be seen. However when the time cutoff is higher, we can see the effect that there will be
on the final efficiency.
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Figure 4.26: Integral of the two peaks in the histogram of energy deposition according to the detector unit. In red
is without the integration of the time cutoff and in blue is with it.

We can now calculate the efficiency of each detector units using the results presented in Table.4.4,
Figs.4.23 and 4.26 and Eq.3.20. Those efficiencies are presented in Table.4.7. It is important to notice that
the error presented don’t take into account the error which could arise from the change in the neutron
energy spectrum.

With those efficiencies, we can then calculate a number of neutrons produced per shot according
to each detector unit, considering an isotropic neutron emission, as supported by the results shown in
Fig.4.6b. Since Apollon has a repetition rate which can go up to 1 shot per minute, we have been able to
make several shots for each configuration along the whole campaign. Figs.4.27 show those results from
Al primary target respectively 2 and 3 µm thick and either Pb, LiF or no secondary target.
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Detector unit Efficiency (%)
16 1.26(19).10−4

17 2.12(29).10−4

18 2.01(27).10−4

19 1.45(18).10−4

20 1.81(26).10−4

21 2.13(29).10−4

24 2.40(33).10−4

Table 4.7: Efficiencies of the detector units used as counter for this setup and the adapted time cutoff values.
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Figure 4.27: a) Number of neutrons detected according to the detector units placed at different angles from the
target normal, when shooting 2 µm thick Al primary targets. b) Number of neutrons detected according to detector
unit placed at different angles from the target normal, when shooting 3 µm thick Al primary targets. The blue points
correspond to shots with 1.5 mm thick LiF secondary target, the red points to shots with 1 mm thick Pb secondary
target and the black ones to shots with no secondary target.

First of all, the results for the shots with the LiF secondary target are close to the expectations. Indeed,
the spectrum calculated during the preparatory calculations gives us a production around 109 neutrons
per shot. This calculation is based from a proton spectrum obtained at the LULI2000 facility with around
60 J laser pulses. Taking into account that the laser pulse energy during the commissioning experiment
was around 12 J, this gives us a production around 2.108 neutrons per shot. The results we got are then
in total agreement with the expectation or just below for some shots.

For the Pb secondary target, we see that the neutron production varies much more shot to shot. This
can be explained by the fact that the neutron production through this process is much more dependant
on the proton maximal energy than when we use LiF crystals. Besides, this maximum proton energy
has fluctuated during the campaign since there was still adjustments to perform. This shows that for
some shots, we already have a proton production with a high enoughmaximum energy to compete with
the neutron production using the LiF converter. Then, we should have even better results in the future
when the proton production and its maximum energy will be stabilized and enhanced through the use
of plasma mirrors for instance.

We also see that even without secondary target, we have a neutron production which can vary, de-
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pending on what else is in the chamber and of course the proton energy spectrum. As with the LiF and
the Pb shots, there is for some shots the presence of a clear neutron peak which eliminates the possibility
for this to be simply noise.

In addition to that, we can see that the two units 16 and 21 near the laser direction, i.e. -45°, show
results a bit inferior than the rest of the other detector units. It would have been good to switch at
some point those units with two other units to see if this is due to some imprecision in the efficiency
calibration, as it probably is the case between units 17 and 20 respectively at angles 15° and 18°, or if this
is a consequence of their proximity with the laser direction and the consequential stronger gamma flash
received by those two units.

To conclude, we have been able to retrieve from the data a measurement of the neutron production
for each shot. Even though the precision of this measurements can be improve through several ways
which have already been exposed, the results are in agreement with the calculated expectations.

4.3.2 Study of PMT saturation

To better understand the behaviour of the PMTs after an overexposure, we ran some tests using one of
the PMTs, some optical densities (ODs) and a ps laser. The setup we used is shown in Fig.4.28.

Figure 4.28: Setup used to test the PMT behaviour when saturation occurs.

The laser pulse energy ranges from 8 to 125 pJ. Actually, this laser varies its energy mainly by increas-
ing the pulse duration, as shown in Fig.4.29. In addition to this, we also used ODs stack up to 5.17 to
reduce the laser pulse intensity from no reduction to 105.17, i.e. 1.48.105. The energy received by the
PMT was then going from 5.4.10−17 J to 1.25.10−12 J. Hence, thanks to the tuning of the laser and a set
of ODs, we were able to test the PMT response from too low signal to be detected up to the saturation of
the PMT.

In order to avoid any effect of the pulse duration, all the raw traces presented in this section have been
produced only using the switch position 16 of the laser. Hence, the laser pulse duration was always 800
ps and the energy varied only thanks to the use of various sets of ODs. However, for the results which
needed more different energies presented in Figs.4.33 and 4.34b, we used all the switch positions and
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Figure 4.29: Width and energy of the pulses generated by the Photek LPG-650 laser according to the switch position.

then varied the pulse duration from 120 to 800 ps.

Besides, the laser wavelength was 650 nm which is not the optimum but is still in the range of what
the PMT can accept as shown by Fig.4.30. Also, to see if there is any effect on a second energy deposition
if this one is near enough a first energy deposition, we decided to send two pulses next to each other.
Due to the repetition rate of the Photek LPG-650 laser being limited to 300 kHz , we could not sent pulses
separated by less than 3.3 µs.

Figure 4.30: Spectral response of the 9112B PMT as provided by the manufacturer. The curve B corresponds to the
9112B model.

First of all, we can compare the traces obtained with no OD to some traces obtained during the ex-
perimental campaign. Such a comparison is presented in Figs.4.31.
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Figure 4.31: Different zooms on the raw traces from the down PMT of detector unit 21 during shot 323 of the SFA
commissioning (a and c) and from the up PMT of detector unit 25 during test with the laser pulse generator and
no OD (b and d).

One of the first conclusion we can draw is that the rebounds seen during the experimental shots
seem to have indeed an electronic origin that doesn’t correspond to any nToF measurement. Besides,
even without any ODs, the PMT 25U is not as saturated during the tests as PMT 21D was during the
experimental shots. This can be seen in Fig.4.31b by the fact that it takes only 3 µs for the signal to come
back to the baseline in this test when it took around 38 µs for the experimental example as it can be seen
in Fig.4.31a. However, the temporal response of the PMT seems to be similar except that it takes place
on a shorter timescale. We won’t be able to see the effect of a saturation on a second light measurement
since the PMT has time to come back to a normal state before our laser pulse generator can send a second
pulse as shown in Fig.4.31b.

There is however some noticeable differences between the two traces. First of all, for the test trace
shown in Fig.4.31d, the signal is very shaky almost directly after the peak, contrary to the smooth evo-
lution of the signal happening during a few µs with the experimental trace shown in Fig.4.31c. Besides,
for the test trace, there is a second peak taking place around 100 ns after the main one and with almost
the same amplitude. Since, as shown in Fig.4.32, this peak reduces and disappears when we put some
ODs between the laser pulse generator and the PMT, it seems that it is due to the saturation of the PMT.
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Figure 4.32: Zooms on raw traces from the up PMT of detector unit 25 during test with the laser pulse generator
and a) 2.16 OD or b) 3.15 OD.

However, we don’t see it on the experimental traces even though the saturation is stronger. An ex-
planation could be found in the fact that the light exposure is only over a maximum of 800 ps with the
laser pulse generator, as shown in Fig.4.29, when it could be longer with the scintillator during the ex-
perimental shots. Indeed, even though the rise and decay time for EJ-254 scintillator is only of a few ns
as shown in Table.2.1 in nominal conditions, the overload of energy deposition due to the gamma flash
could increase those values (204) and/or the size of the scintillator and the reflective paper used to coat
it could allow some photons to travel a relatively long distance and then increase the time it takes for a
part of the scintillation light to reach the PMTs (205). Hence a longer light exposition could explain the
non presence of this second peak in the experimental shot, which would be absorbed in the main first
peak.

Overall, we have seen that we are not able to reproduce exactly the same saturation traces the PMTs
exhibited during the experiment. However, we can still analyze the PMT response according to the pulse
energy and try to understand what is happening during the saturation.

First of all, we verified that, as we supposed until now, there is a linear relation between the light
energy received and the peak integral obtained on the voltage trace. Figs.4.33 shows that that assumption
is correct at least up to approximately 10 fJ deposited in 800 ps. As a reminder, a neutron capture produces
around 100 keVee of light, i.e. 16 fJ, distributed between two PMTs over several ns. Indeed, we don’t
exactly know the temporal width of the light signal after a 10B neutron capture since the 24 ns shown in
Fig.2.36 includes also the temporal width added by the electron cascade in the PMTs. According to the
manufacturer, the signal FWHM for a single electron at the start of the cascade in a PMT 9112B is 3.1 ns.
Hence, we can reasonably assume a 20 ns temporal width for the mean 8 fJ light pulse received by each
PMT after a neutron capture. For only a 800 ps long pulse, this would place us at 0.64 fJ on the x-axis
in Fig.4.33. Taking into account the quantum efficiency of the PMT shown in Fig.4.30, this places us at
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16 fJ which is at the limit of what we presented. Hence, the amount of light collected by a PMT after a
neutron capture in the associated scintillator seems to correspond to the linear part, i.e. the PMTs work
in their nominal state during a neutron detection.

Figure 4.33: Integral of the peak recorded by PMT 25U according to the laser pulse energy for energies up to 8.7 fJ.

Additionally, if we remove some ODs and increase the energy received by the PMT, we know can
consider two different integrals. Indeed, we can integrate only the main peak or we can also integrate
the electronic rebound that follows. An example of the time windows used for the two integration and
the evolution of both integrals are presented in Fig.4.34. The integral of the main peak alone cannot
be fitted satisfyingly with either a linear or logarithmic or power trend curve. However if we add the
rebound in the integration, we see that the behaviour can be fitted with a power trend curve. This fit is
not perfect since the r2 here is equal to 0.9846 but this can give us a first estimation of the energy received
by the PMT even if this one is not working at its nominal parameters.
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Figure 4.34: a) Example of time windows used for the integration of the peaks recorded on PMT 25U traces. The
orange one corresponds to the main peak alone and the blue one to the main peak with the following rebound. b)
Integral of the peak recorded by PMT 25U according to the laser pulse energy for energies up to 125 pJ. Both the
integrals of the main peak alone and the main peak with the rebound are presented, respectively in orange and blue.

To try and prevent this saturation, a first approach is to protect the detector units from this surge
of energy deposition after the shot. It is likely that this massive energy deposition is mainly due to
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gammas and x-rays since other energy depositing particles apart from neutrons, are mainly stopped by
the experimental chamber walls. Indeed, the fact that the detector units in the laser direction are more
affected than the ones in the direction normal to the target tends to confirm this suspicion. Hence, a
way to protect the detector unit would be to stop most of the gammas and x-ray using lead for instance.
However, during the commissioning experiment, whenwe doubled the thickness of lead in front of some
detector units, it actually worsened the situation as it can be seen in Figs.4.35.
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Figure 4.35: Raw traces for PMT down of detector units 21 (left) and 24 (right) for shot 212 (red) and shot 254
(blue). Between those two shots, the lead thickness in front of those detector units increased from 10 cm to 20 cm.
The other parameters were the same for those two shots. The primary target was a 2 µm thick Al target and there
was no secondary target.

In order to find a better solution, we can try to understand what is the reason of this rebound by
taking a look directly at how a PMT is built. Fig.4.36 shows the electronic schematic of the PMT with
its associated voltage divider C673A. From this, we can understand that when an important luminous
signal excites the cathode K, this will induce an important electron cascade which is amplified dynode
after dynode. At some point, the electron flow is so important that there is an induced current in the
interstage circuit countering the current provided by the high voltage supply. This happens firstly at
the last dynode d10 since this is the one where the electron flow is the highest. This causes a change in
the interstage voltages. The voltage between the dynodes near the anodes will decrease. If the supply
voltage can compensate it, this will also result in higher voltages between the dynodes near the cathodes
but the overall voltage can decrease if the capacity of the power supply is exceeded (206). Since the
voltage between the last dynodes and the anode is diminished, the resulting signal out of the PMT is
diminished the same way, possibly down to zero.

To help the power supply compensate this effect, capacitances are installed on the last three dynodes.
This indeed helps increase the saturation threshold. However, at some point, the dynode currents is so
strong that even the capacitance near the last dynode cannot counteract the voltage decrease and the
signal out of the PMT plummets. Hence, when the electron cascade finally diminishes its intensity, the



156 The Apollon commissioning

Figure 4.36: Electronic schematic of the PMT 9112B with its associated voltage divider C673A. Compliment of ET
Enterprise.

last capacitor takes up its role of "electron reservoir" and increases again the signal out of the PMT. This
should be the cause of this observed rebound. If we take this logic even further, the little rebound in the
middle of the flat baseline between the first main peak and the main rebound as it can be seen in Fig.3.18
for PMT down of detector unit 13 could be explained by the same effect on the capacitor associated to
the dynode 9.

To verify those assumptions and try to remove this rebound, we decided to remove capacitors C3 and
C4 from some voltage dividers and tested the results with the same setup as presented in Fig.4.28. These
tests have been run on the same PMT up of the detector unit 25. The resulting traces for the test with a
125 pJ pulse energy is presented Fig.4.37.
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Figure 4.37: Zooms on a raw trace from the up PMT of detector unit 25 without the two last capacitances when
receiving two 650 nm laser pulses with an energy of 125 pJ each with a 3.3 µs delay between them. a) shows a zoom
on a 9 µs time window and b) shows a comparison between the cases with and without the capacitances on a 2 µs
time window zoom.
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When comparing the raw trace for the same parameters, i.e. no ODs and a 125 pJ laser pulse, with
the last two capacitances, in Fig.4.31b and d, and without, in Fig.4.37a and b, the first result is that the
capacitors seems indeed responsible for the observed rebounds. Besides, the peak induced by the 125 pJ
laser pulse doesn’t seem to exceed 130 ns in duration, even taking into account the second peak, in the
casewithout the capacitances. Even though the voltage is not totally back at the original baseline, it seems
flat enough over time to allow an nToF measurement. On the downside, as it can be seen in Fig.4.37a,
the second laser pulse coming 3.3 µs after the first one induces a way less important peak. Hence, even
though the PMT almost came back to its baseline, it doesn’t seem to be responded nominally even after 3
µs which is in this regard worse than with the capacitors. It would be interesting to see how this second
peak behaves as the time between the two pulses decreases, but we are already at the limit allowed by
the laser pulse generator. A different laser would be needed to check that. However, we can check how
long it takes for the PMT to come back to its nominal behaviour after the first 125 pJ pulse, without the
two last capacitances on the voltage divider.
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Figure 4.38: Zoom on raw traces from the up PMT of detector unit 25 without the two last capacitances when
receiving two 650 nm laser pulses with an energy of 125 pJ each. The delays between the two pulses are 9.3 µs
(left) and 17.3 µs (right). The temporal window for both zoom is 21 µs long.

Figs.4.38 shows some traces of the test we run to find out the recovery time necessary for the PMT
to behave nominally again without the two last capacitances on the voltage divider. For a 125 pJ 650 nm
800 ps pulse, this recovery time is around 15 µs which is way longer than what it was with the capacitors
as shown in Fig.4.31. However, even though the PMT doesn’t behave nominally, it seems able to detect
the energy deposition. Hence, if we are able to reliably know the efficiency of a PMT during its recovery
time, we would be able to perform nToF measurement.

Another possible solution we didn’t have time to look into yet, is the possibility to use some gate
preventing the PMT to amplify any incoming signal before the gate allows it. We could then block any
light coming to the PMTs during the main gamma flash and then allow the neutron detection right after.
This whole solution relies on how fast it would possible to allow the PMTs to detect signal. For instance,
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Photek sells gating modules which prevents the electrons produced by a photocathode to reach their
associated MicroChannel Plate detector, until the gate is turned on. This switch can be done in 8 ns
depending on the solution. If implemented on the PMT we have, such a technology could solve this
PMT saturation problem.

There is also the possibility to use a voltage divider with different resistance. ET enterprise commer-
cializes another voltage divider for this PMT model, called C673B. It changes the value of the resistance
R13 and R14 as shown in Fig.4.36 to respectively 660 kΩ and 1.32 MΩ. This has for consequence to re-
duce the overall gain of the PMT. This should then reduce the saturation limit and could improve the
situation. Besides, it shouldn’t prevent the detector units to still work as counter since we have seen that
the detected signal for neutron capture is well above the noise level but this would have to be tested. The
main downside of this solution is that it would decrease the detectable nToF signal at least as much as it
would decrease the gamma flash induced saturated signal.

Looking at the PMT behaviour when it saturates, we have better understood the cause of this be-
haviour and proposed some solutions. With a better understanding of the PMTs, we can now try to
retrieve some nToF information from the data acquired during the SFA commissioning experiment.

4.3.3 nToF analysis

As we have seen, the time window during which nToF signal should be measured is overloaded from
consequences of the gamma flash. Hence, trying to retrieve some nToF data will imply a somewhat com-
plicated analysis. First of all, we can take a look at an example from two shots with similar characteristics
but for the neutron converter presence. Figs.4.39 shows the raw traces from shot 323 and 321 which have
the same characteristics except for the presence of a LiF secondary target. As a reminder, Fig.4.19 presents
the energy deposited in the scintillators according to time during a full ms and its first 2 µs for a neutron
spectrum generated using a LiF converter, according to Geant4 simulations. The results we obtained in
this section should correspond at least time-wise to this simulation. A copy of this histogram on the
first 2 µs with also a focus on detector unit 17 is presented in Fig.4.40b for comparison with the results
obtained during this analysis.

A first approachwould be to consider the traces obtained during s321 as baselines for s323 nToF study.
However, as shown in Fig.4.40a, even if we can see some coincidence between the results from the two
PMTs, especially around 200 ns after the gamma peak, the resulting signal is way too noisy to conclude
anything.

To reduce this noise, we can try to fit the traces from shot 321 and then use this fit as baseline to
study shot 323. As shown in Figs.4.41, this improves the obtained result, but this one is still too noisy to
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Figure 4.39: Zoom around the gamma peak on the raw traces from the two PMTs of detector unit 17 during shots
323 (left) and 321 (right). The primary target was a 2 µm thick Al target for both shots and a 1 mm thick LiF
neutron converter was additionally present during shot 323.
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Figure 4.40: a) Signal obtained from detector unit 17 for shot 323 when subtracting the signal from shot 321 which
is hence considered as a baseline. The primary target was a 2 µm thick Al target for both shots and a 1 mm thick
LiF neutron converter was additionally present during shot 323. b) Energy deposited in all the scintillators (blue)
and in the scintillator of detector unit 17 (red) according to the time, according to Geant4 simulations using an
isotropic neutron source with an energy spectrum calculated using a proton spectrum obtained at the LULI2000
facility and TALYS data considering a 1 mm thick LiF neutron converter.

retrieve a clear neutron energy spectrum. Indeed, even though the traces from the two PMTs of detec-
tor unit 17 during shot 323 share some features, they are too affected by the noise to be exploitable. It
seems then impossible to retrieve shot to shot a neutron energy spectrum from the data we have from
the commissioning experiment.

However, even though shot to shot results seem out of reach, we can try to retrieve a mean energy
spectrum from shots with the same characteristics. Indeed, the statistic obtained through the addition of
shots should reduce the noise. The different traces with their corresponding mean traces are presented
in Figs.4.42 for PMT up of detector units 17 and 19 for the shots with either only a 2 µm Al target or a
2 µm Al target and a LiF neutron converter. We can see that the variance between the traces is not the
same depending on the PMT and/or its position. We also see that the noise is indeed reduced on the
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Figure 4.41: Fit of a part of the traces from the PMTs of detector unit 17 for shot 321 (left). Signal obtained from
detector unit 17 for shot 323 when subtracting the fits from shot 321 (right).

mean trace even if the statistic of only 4 shots for the case 2 µm Al + LiF impacts this noise reduction.
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Figure 4.42: Traces (blue) and mean trace (red) for PMT up of the detector unit 17 and 19 for the shots with either
only a 2 µm Al target, i.e. shots 163, 172, 173, 207, 210, 212, 254 and 321, (left) or a 2 µm Al target and a 1
mm thick LiF neutron converter, i.e. shots 168, 180, 183 and 323 (right). All those shots had the same parameters
otherwise. Especially, those shots were at best focus in regard of reaching the maximum proton energy.

We can try to subtract the mean "noise" obtained with the shots on Al target alone to the mean traces
obtained from the shots with the neutron converter. This should gives us the closest we can get from an
nToF measurement meaned on all the shots with the same characteristics. To get an idea on the statistic
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we are using, there are 2 shots with 2 µm Al and Pb (174, 322), 4 shots with 2 µm Al and LiF (168, 180,
183, 323) and 8 shots only with 2 µm Al (163, 172, 173, 207, 212, 254, 321). There are also 7 shots with 3
µmAl and Pb (166, 175, 255, 256, 281, 314, 326), 8 shots with 3 µmAl and LiF (167, 181, 182, 257, 282, 315,
319 ,327) and 13 shots only with 3 µm Al (164, 165, 170, 171, 205, 206, 208, 209, 316, 317, 318, 320, 328).
All those shots had the same parameters apart from the ones specified. Especially, those shots were at
best focus in regard of reaching the maximum proton energy.
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Figure 4.43: Results for both PMTs up (red) and down (blue) of the detector unit 17 (up) and 19 (down) for the
shots with a 2 µm Al target and either a LiF (left) or Pb (right) neutron converter. The mean traces for the shots
with only the Al target have been subtracted to the ones with neutron converter to obtain these results. The black
dashed line symbolizes the approximate time the gamma flash start.

Figs4.43 and 4.44 shows the subtraction of the mean "noise" obtained from the shots only with an Al
target, to the mean signal obtained from the shots with an Al target and either a 1 mm thick LiF or 1.5
mm thick Pb neutron converter, for detector units 17 and 19. We present here results for the cases with
the most number of shots, i.e. either a 2 or 3 µm thick Al primary target. Even for the detector units 17
and 19 which are less affected by the gamma flash than other ones, we don’t have any coincident signal
clear enough to retrieve a neutron spectrum, even with the help of several shots.

To conclude, we have not been able to get any nToF measurement from this campaign. Hopefully,
the improvements proposed in Section 4.3.2 will allow to get those during the following campaigns.
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Figure 4.44: Results for both PMTs up (red) and down (blue) of the detector unit 17 (up) and 19 (down) for the
shots with a 3 µm Al target and either a LiF (left) or Pb (right) neutron converter. The mean traces for the shots
with only the Al target have been subtracted to the ones with neutron converter to obtain these results. The black
dashed line symbolizes the approximate time the gamma flash start.

However, even if improvements can still be implemented, the counting part of the detector array has
been able to measure the numbers of neutrons that were expected to be produced. It demonstrated the
possibility to use this detector array in the Apollon environment successfully.



Conclusions and perspectives

The development of diagnostics for nuclear physics in the environment of high intensity lasers is impor-
tant to develop the possibilities offered by this field in the upcoming laser facilities in France, in Europe
and some other countries around the world. This thesis work focused in particular on the development
of neutron diagnostics in the context of nuclear astrophysics. We developed a neutron counter from
commercially available parts, and all the necessary scripts and simulations to analyze the experimental
and retrieve an actual number of neutrons. We also started developing an nToF detector which also can
be used as well as a neutron counter thanks to the presence of large volumes of concrete around the
experimental target chamber.

The first chapter introduced the notions necessary to understand the production of protons and neu-
trons at present and upcoming laser facilities. It also presented nuclear astrophysical notions such as the
nucleosynthesis and especially the r-process and showed how its study could be rendered possible by
high intensity lasers.

The second chapter was dedicated to the conception of a high efficiency neutron counter, from the
very beginning to its building and calibration. During this chapter, we:

• found solutions using commercially available parts to build a detector that would be able to endure
the high intensity laser environment,

• built a prototype to test our concept both with radioactive sources and in real conditions,

• developed and used Geant4 simulations to understand and optimize the detector dimensions,

• and ran calibrations using gamma and neutron sources and developed the adequate scripts to an-
alyze the calibration data.

The third chapter presented the commissioning experiment of the neutron counter, developed in the
previous chapter, at the LULI2000 experiment. The detector being thought for facilities such as Apollon
where the EMP is not as powerful as it is at facility like LULI2000, the noise was a real problem during
this campaign. We anyway demonstrated that it was possible to detect and count neutrons using this
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diagnostic during shots with a full intensity ps beam. The results obtained for some of the detector
units, which also corresponds to the most statistically strong data, are indeed in the order of magnitude
of what we expected as neutron production. We also showed that less neutrons were emitted or at least
detected when the secondary target was heated by a ns laser pulse. The amplitude of this decrease is yet
unexplained.

The fourth chapter showed howwe took advantage of the SFA commissioning campaign to try to use
some of our detector parts both as counter and nToF diagnostics. We showed that we were partly able to
characterize a neutron beam production by using the detector units as counter. The results showed by
the detector units used as counter matched the expectations. However, we did not succeed to perform
an nToFmeasurement during this campaign. Tests were run afterwards to understand why and possible
solutions are discussed. A part of the solutions have already been implemented and still have to be tested
in real conditions. All the scripts have otherwise been developed and are ready to analyze such data.

To conclude, we have developed a new neutron diagnostic adapted to the high intensity laser envi-
ronment and commissioned it during full experimental campaigns. This include the material side with
the building from commercial parts but also the numerical side with the development of several scripts
to calibrate and analyze the detector units depending on its use.

There is of course still a lot of possible improvements, especially on the nToF part. Thankfully, there
is another PhD student now working on what is left to do and who ran the tests with me after the SFA
commissioning. The main improvement to do in the near future are :

• run the Geant4 simulation with the PMTs/scintillator assembly on a more powerful machine over
a wide range of neutron energy in order to have more statistics and hence a more precise counting
efficiency, whatever the neutron energy spectrum is.

• qualify the recovering behaviour of a PMT after saturation when the two last capacitors have been
removed.

• implement a fast gate on the PMTs to prevent them from seeing the gamma flash.

On another topic, it would also be interesting to do an experiment similar to the one conducted at the
LULI2000 facility, but with additional diagnostics to see what is really happening around the two targets
to see if the observed decreased can be explained or if it really is due to the plasma state of the target.
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Titre : Détection de flux neutronique intense en vue d’applications d’astrophysique nucléaire

Mots clés : Laser haute intensité, détection neutron, astrophysique nucléaire

Résumé : Avec l’avènement de lasers multi-PW, il
devient possible de générer des faisceaux de par-
ticules avec des intensités jamais atteintes jusqu’à
présent. En effet, avec des intensités laser aussi im-
portantes, les interactions laser-matière permettent
de produire des faisceaux de protons dont l’énergie
peut atteindre des dizaines voire des centaines de
MeV dans les années qui viennent. Ces faisceaux
de protons peuvent alors directement être utilisés à
des fins scientifiques, ou une fraction de ceux-ci peut
être transformée en faisceau de neutrons en utilisant
un convertisseur adéquat. Avec de telles énergies, un
proton peut être absorbé par un noyau lourd et pro-
duire plusieurs neutrons de plus basse énergie à tra-
vers un processus appelé spallation.
Un tel faisceau de neutron pourrait être utilisé pour
étudier un processus de nucléosynthèse qui a lieu
uniquement avec des flux neutroniques extrêmement
importants, le processus r. Ce processus ne peut
avoir lieu que lors d’évènements cataclysmiques tels
que des supernovæ ou des fusions d’étoiles à neu-
trons et est vu comme le responsable principal
de la création des noyaux les plus lourds. Étudier
expérimentalement ce processus est de nos jours
extrêmement compliqué de par les flux neutroniques
à atteindre mais les faisceaux de neutrons générés

par laser pourraient être un début de réponse à ce
problème. D’autres applications telles que la neu-
tronthérapie ou la spectroscopie par résonance neu-
tronique pourrait bénéficier de cette nouvelle source.
Mais pour utiliser un tel faisceau de neutron, il est
d’abord nécessaire de le caractériser. Dans cette
thèse, nous présenterons le développement d’un
détecteur de neutrons adapté aux environnements
de laser de haute intensité. Ce développement in-
clut l’essai de prototype, des simulations à l’aide de
Geant4 ainsi que la calibration de l’instrument à l’aide
de sources de gammas et de neutrons.
Nous présenterons également les résultats obte-
nus lors de deux campagnes expérimentales utili-
sant deux versions du détecteur que nous avons
développé. Une campagne a eu lieu sur l’installa-
tion LULI200 (Palaiseau, France) et utilisait une ver-
sion haute efficacité du détecteur pour étudier l’in-
fluence de l’état du plasma/solide sur des réactions
nucléaires. La seconde campagne était celle de la
mise en service de l’installation APOLLON (Saint-
Aubin, France). Une version temps de vol neutronique
du détecteur a alors été utilisée dans la perspective
de mesurer à la fois le spectre énergétique et l’inten-
sité des premiers faisceaux de neutrons générés sur
l’installation.

Title : Detection of laser-driven high-flux neutrons in view of nuclear astrophysical applications

Keywords : High-intensity laser, neutron detection, nuclear astrophysics

Abstract : With the advent of multi-PW lasers, it be-
comes possible to create particle beams with intensity
never reached before. Indeed, at such high laser in-
tensity, laser-matter interaction allows to produce pro-
ton beams with energy as high as several tens of MeV,
maybe hundreds of MeV in the next years. Such pro-
ton beam can then either be used directly for scientific
purposes or a part of it can be converted into a neu-
tron beam using the right kind of converter. With such
high energy protons, through a process called spal-
lation, a proton can be absorbed by a heavy nucleus
and produced several neutrons with lower energy.
Such a neutron beam could be used to investigate a
nucleosynthesis process only happening with tremen-
dous neutron flux, the r-process. This process only
happens during cataclysmic events like supernovae
or neutron stars collisions. It is seen as the main res-
ponsible of the synthesis of the heaviest nuclei. Inves-
tigating experimentally this process is nowadays very
difficult due to the high neutron flux at play but laser-
driven neutron beam could be a way to address this

problem. Other applications such as neutron therapy
or neutron resonance spectroscopy could benefit from
this new source.
To use such a neutron beam, one need at first to cha-
racterize it. In this thesis we will present the develop-
ment of a neutron detector adapted to the high in-
tensity laser environment. This development includes
prototype testing, Geant4 simulations and the cali-
bration of the instrument using gamma and neutron
sources.
We will also present the results obtained from two
campaigns using different versions of the detector we
developed. One campaign took place at the LULI2000
(Palaiseau, France) facility and used a high efficiency
design to investigate solid/plasma effect on nuclear
reaction. The second campaign was the commissio-
ning of the APOLLON facility (Saint-Aubin, France). A
neutron time-of-flight version of the detector was used
in order to measure both the energy spectrum and the
intensity of the first neutron beam generated in this fa-
cility.
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