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Apprentissage et optimisation pour la super-résolution 3D en
microscopie de fluorescence

Résumé

L’objectif de cette thèse est de développer de nouvelles méthodes de reconstruction algorith-
mique pour la super-résolution en microscopie de fluorescence. La résolution spatiale des
images obtenues par les microscopes à fluorescence standards est physiquement limitée à cause
de la diffraction de la lumière visible, ce qui signifie qu’il est difficile d’étudier des entités de
taille inférieure à la barrière de diffraction qui est d’environ 200 nm dans le plan latéral et
500 nm dans la direction axiale. Plusieurs techniques de super-résolution peuvent dépasser
ces limites en employant des protocoles complexes. En comparaison, les techniques de super-
résolution proposées dans ce manuscrit ne nécessitent pas de fluorophores spéciaux, de pro-
totypes complexes, de fixation de l’échantillon ni de longs temps d’acquisition, ce qui permet
l’imagerie de cellules vivantes à l’aide d’un équipement standard avec peu de dommages à
l’échantillon observé.
Notre première contribution est la méthode COL0RME (COvariance-based ℓ0 super-
Resolution Microscopy with intensity Estimation) qui reconstruit dans un cadre variationnel
une image super-résolue latéralement étant donné une courte pile temporelle d’images. Dans
cette méthode, nous exploitons l’indépendance entre émetteurs distincts ainsi que la distribu-
tion parcimonieuse des molécules fluorescentes via l’utilisation d’un terme de régularisation
approprié défini sur la matrice de covariance des émetteurs. La fonction de coût à minimiser
est non-différentiable et, généralement, non-convexe. Pour sa minimisation numérique, nous
utilisons donc des schémas itératifs basés sur le gradient proximal.
Nous présentons également une approche de super-résolution 3D pour améliorer la résolution
latérale et axiale d’une fine couche adjacente à la lamelle de verre dans les applications d’ima-
gerie par microscopie à réflexion interne totale (Total Internal Reflection Fluorescence (TIRF)
en anglais). Nous combinons la méthode COL0RME qui effectue la super-résolution dans le
plan latéral, avec une procédure de reconstruction 3D dans la direction axiale en utilisant la
microscopie TIRF multi-angle (MA-TIRF).
Nous avons ensuite proposé deux approches hybrides non supervisées qui combinent la mo-
délisation physique des acquisitions temporelles en microscopie de fluorescence avec des ap-
proches génératives pour le problème de la déconvolution des images. Pour la première ap-
proche, nous utilisons des Generative Adversarial Networks (GANs) en combinaison avec une
modélisation non-linéaire des fluctuations de fluorescence, et pour la seconde, des Variational
Auto-Encoders (VAEs) ont été employés.
Enfin, nous étendons la méthode COL0RME avec l’intérêt d’obtenir une reconstruction plus
adaptée aux géométries des échantillons (par exemple, les filaments). À cette fin, nous rem-
plaçons l’opérateur proximal du terme de régularisation employé dans COL0RME, par un
débruiteur d’image (c’est-à-dire un réseau de neurones pré-entraîné), suivant le cadre de re-
construction Plug-and-Play (PnP).

Mots-clés : microscopie de fluorescence, super-résolution, optimisation parcimonieuse, régulari-
sation non convexe, problèmes inverses régularisés, réseaux neuronaux



Learning and optimization for 3D super-resolution in fluorescence
microscopy

Abstract

The objective of this thesis is to develop new algorithmic reconstruction methods for super-
resolution in fluorescence microscopy. The spatial resolution of images obtained by standard
fluorescence microscopes is physically limited due to the diffraction of visible light, which
means that it is difficult to study entities of size smaller than the diffraction barrier that is
around 200 nm in the lateral plane and 500 nm in the axial direction. Several super-resolution
techniques can overcome those limits by employing complex protocols. In comparison to them,
the super-resolution techniques that are proposed in this manuscript do not require special
fluorophores, complex prototypes, sample fixation nor long acquisition times, allowing live cell
imaging by means of standard equipment with little damage to the sample under observation.
Our first contribution is the method COL0RME (COvariance-based ℓ0 super-Resolution Mi-
croscopy with intensity Estimation) which reconstructs in a variational framework a laterally
super-resolved image given a short temporal stack of frames. In this method, we exploit the
independence between distinct emitters as well as the sparse distribution of the fluorescent
molecules via the use of an appropriate regularization term defined on the emitters’ covariance
matrix. The cost function to minimize is non-differentiable and, generally, non-convex. For its
numerical minimization, we thus use proximal gradient-based iterative schemes.
We, further, present a 3D super-resolution approach to improve both lateral and axial resolu-
tion of a thin layer adjacent to the coverslip in Total Internal Reflection Fluorescence (TIRF)
microscopy imaging applications. To do so, we combine the method COL0RME that performs
super-resolution in the lateral plane, with a 3D reconstruction procedure in the axial direction
using Multi-Angle TIRF (MA-TIRF).
We then proposed two unsupervised hybrid approaches that combine the physical modeling of
fluorescence microscopy time-lapse acquisitions with generative approaches for the problem
of image deconvolution. For the first approach, we used Generative Adversarial Networks
(GANs) in combination with a non-linear modeling of fluorescent fluctuations, while for the
second, Variational Auto-Encoders (VAEs) were employed.
Finally, we extend the method COL0RME with the interest of obtaining a reconstruction more
adapted to the sample geometries (e.g. filaments). To this end, we replace the proximity
operator of the regularization term employed in COL0RME, with an image denoiser (i.e. a
pretrained network), following the Plug-and-Play (PnP) reconstruction framework.

Keywords: fluorescence microscopy, super-resolution, sparse optimization, non-convex regular-
ization, regularized inverse problems, neural networks
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Notations

The complex numbers are denoted by C, the real numbers by R, the integers by I and the
natural numbers by N. Positive real numbers are denoted as R+, while vectors of real numbers of
dimension N as RN . The notation |Ω| is used to notate the cardinality of the set Ω.

Scalars are denoted by small or big italic letters (e.g. α ∈ R ), as well as, the continuously-
defined functions (e.g., F ∈ L2(R)). Vectors and matrices are denoted by bold lowercase and
uppercase letters, respectively (e.g., x ∈ RN , A ∈ RN×M ). The Hermitian transpose of a
complex matrix B ∈ CN×M is denoted by B∗, while for a real matrix A ∈ RN×M is simply the
transpose and is denoted by A⊺. The n-th element of a vector will be denoted as xn or (x)n, while
the element in the n-th row and m-th column of a matrix will be denoted as Anm or A(n, m). The
n-th column of a matrix will be denoted as An, while the restriction of A to the columns indexed
by the elements of Ω, as AΩ = ([A]Ω1 , · · · , [A]Ω|Ω|) ∈ RN×|Ω|.

For a vector x ∈ RN , ∥x∥p ∈ R is the p-norm, defined as ∥x∥pp =
∑

i |xi |p. With p = 0, we
refer to the ℓ0-norm defined as ∥x∥0 = |{i : xi ̸= 0}|. If there is no index (e.g., ∥x∥), it is the
ℓ2-norm.

We denote by 1N ∈ RN and 1N×M ∈ RN×M a vector of ones of size N and a matrix of
ones of size N ×M , respectively. Similar for 0N ∈ RN and 0N×M ∈ RN×M , that is a vector
and a matrix full of zeros. With IN ∈ RN×N is the identity square matrix of size N ×N .

The column-wise vectorization of a matrix A ∈ RN×M will be denoted as vA or vec(A)
or with the same lower-case letter a ∈ RNM . Finally, the main diagonal of a square matrix
D ∈ RN×N will be denoted by diag(D) ∈ RN .
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Acronyms
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CEL0 Continuous Exact relaxation of the ℓ0-norm
COL0RME COvariance-based ℓ0 super-Resolution fluorescence Microscopy with intensity
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FluoGAN Fluorescent image deconvolution microscopy via GAN learning
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IRL1 Iteratively Reweighted ℓ1

ISTA Iterative Shrinkage-Thresholding Algorithm

JI Jaccard Index
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CHAPTER 1
Introduction: Seeing

through light
Fluorescence microscopy is a popular imaging technique that allows the study of living
cells and cellular organelles. However, the resolution of images obtained by fluorescence
microscopes is physically limited due to the diffraction of visible light. To overcome this
limitation, super-resolution fluorescence microscopy techniques have been proposed in
the literature.
In this chapter, we provide an overview of the limitations of fluorescence microscopy and
ways to overcome them. Specifically, in Section 1.1 we give more details on the critical
limit of optical resolution and we present the most common microscopy modalities, in
Section 1.2 we review existing super-resolution approaches, in Section 1.3 we introduce
basic notions on inverse problems, in Section 1.4 we formulate mathematically the prob-
lem we are challenged to solve and, finally, in Section 1.5 we present a brief summary of
our main research contributions.

1
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1.1 A journey in time: From Abbe to Super-Resolution

Fluorescence microscopy was developed in the early 20th century and is a very useful tool that
allows the observation of cells and tissues with high precision. It allows the acquisition of spatial
and temporal information about objects that are either intrinsically fluorescent (auto-fluorescence)
or coupled to extrinsic fluorescent molecules in samples so small that cannot be seen by the naked
eye [Herman, 1998, Sanderson et al., 2014].

In practice, fluorescent molecules absorb some specific light wavelengths (or colors) and emit
some others with longer wavelengths. The main function of fluorescence microscopes is, there-
fore, to deliver excitation energy to the fluorescent species in the sample and to separate the much
weaker emitted fluorescence light from the brighter excitation light so that it reaches the detector
and, finally, a high contrast image is generated. The light separation is usually achieved by optical
filters and the key to successful imaging is their selection according to the indicators used (i.e.
fluorescent dyes).

The main advantages of fluorescence microscopy are the very high contrast of a highly specific
molecule and the fact that it allows the user to select the structure of interest that he/she wants to
visualize. Another paradigm tells us that the fluorescence intensity is considered proportional to
the amount of the dye. As the excitation and the emission spectra are in general characteristics of
the structure and composition of the molecule, fluorescence microscopy further allows the analysis
of complex mixtures of molecular species [Herman, 1998].

1.1.1 Diffraction limit

Despite the significant improvements in the quality of fluorescence microscopes during the last
century through various measures such as aberration correction, theoretical and technical innova-
tions, and many more, there is still an ultimate limit in the spatial resolution that is imposed by the
diffraction of visible light. In consequence, the highest achievable resolution that can be obtained
in fluorescence microscopy is governed by some fundamental physical laws that cannot be over-
come by physical means. These diffraction barriers restrict the ability of the optical instrument to
distinguish between two objects which are too close to each other.

The response of the microscope to an extremely small object, such as a single fluorescent
protein molecule is described by the Point Spread Function (PSF). For a perfect optical system,
the PSF in the focal plane would be a diffraction pattern that is called Airy disk. Based on that
and soon after the physicist Ernst Abbe advanced the diffraction-limited resolution theory in 1873
[Abbe, 1873], Lord Rayleigh established a standard formula to characterize the spatial resolution
of an optical device [Lord Rayleigh, 1879]. According to Rayleigh, the resolution limit is equal to
the minimum resolvable distance of two point sources, and two point sources are considered just
resolved when the maximum of one diffraction pattern coincides with the first minimum of the
other, as shown in Figure 1.1. This results to a resolution:

dx,y = 0.61 λ

NA
(1.1)

where λ is the emission wavelength and NA is the numerical aperture of the objective. The Numer-
ical Aperture (NA) is given by the formula NA = n sin θ and depends on the refractive index (n)
of the objective immersion medium and the half-angle (θ) of the cone of light collected by the lens
[Herman, 1998]. The lateral resolution dx,y is also identical to the Full-Width at Half-Maximum
(FWHM) of the microscope’s PSF.
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Figure 1.1 – The Rayleigh criterion: Two points are considered as just resolved when the maximum
of one diffraction pattern coincides with the first minimum of the other.

According to Abbe’s and Rayleigh’s theory, the images obtained by fluorescence microscopes
consist of many overlapping diffraction-limited spots with different intensities. The only way to
improve the lateral resolution is to minimize the size of the diffraction-limited spots either by
increasing the NA of the objective lens or by decreasing the wavelength of the emitted light. How-
ever, even under ideal conditions, when imaging with visible light, the lateral resolution cannot
drop under the level of 200 nm.

A similar resolution limit exists also for the axial direction or the direction of the optical axis
and is given by the formula:

dz = 2λ

NA2 (1.2)

Under ideal conditions, the axial resolution achieved by a classical fluorescence microscope
used to image a sample cannot be less than 500 nm, a higher limit than the lateral plane, as
the PSF forms an elliptical pattern in the axial direction. In Figure 1.2, we report a visualiza-
tion of a realistic 3D widefield microscope PSF, generated by the Java software package "PSF
Generator" [Griffa et al., 2010, Kirshner et al., 2013] and the Born and Wolf diffraction model
[Born and Wolf, 1999].

1.1.2 An overview of fluorescence microscopy modalities

Different microscopy techniques can be used to enhance the visualization and contrast of an
image depending on the application. Each method has advantages and disadvantages, but all use
the same fluorescence mechanism to observe a biological process. The most well-known fluores-
cence microscopy techniques are widefield, confocal, and Total Internal Reflection Fluorescence
(TIRF) microscopy. A brief overview of these three modalities is given below. Note that TIRF
microscopy is a bit more detailed, as we mainly use it in our real data experiments.

Widefield microscopy Widefield microscopy is the most common fluorescence microscopy
modality. It took its name because the whole (wide) field of view is illuminated. Observation
and excitation of fluorescence are done from only one side of the sample and the entire sample
is exposed at the same time to light, making it the simplest and fastest fluorescence modality.



CHAPTER 1 — Introduction: Seeing through light 5

Figure 1.2 – An illustration of a realistic 3D PSF of a widefield microscope using the Born and
Wolf diffraction model.

However, because fluorescence signals from all focal planes are detected, contrast is poor in thick
samples, while thinner samples, such as adherent cells, are preferred.

Confocal microscopy In comparison to widefield microscopy for which the entire sample is
illuminated at the same time, in confocal microscopy a laser light focused into a focal point (a pre-
defined spot at a specific depth in the sample) is used to illuminate the sample little by little. Only
fluorescence signals from the lighted spot can access the light detector because a pinhole blocks
out-of-focus signals from entering the optical channel. The basis of modern confocal microscopes
is the "double focusing system" patented by Minsky in 1961 [Minsky, 1961].

Confocal microscopy has several advantages over conventional widefield microscopy. The
most important is the ability to make thin optical slices, eliminating unwanted light above and
below the focal plane, providing better contrast, and improving spatial resolution. However,
the acquisition procedure is much more time-consuming due to the precise scanning required.
Therefore, spinning disk microscopy, a variant of confocal microscopy that scans the sample us-
ing a disk that contains more than one pinhole, was developed to reduce image acquisition time
[Gräf et al., 2005].

Total Internal Reflection Fluorescence (TIRF) microscopy Another important fluorescence
microscopy modality is the TIRF Microscopy [Axelrod, 1981, Axelrod, 2008]. It is an elegant
modality that provides the excitation of fluorophores in an extremely thin axial region due to
the low penetration depth of the evanescent field produced by total internal reflection. The main
advantage of a TIRF microscope is that it offers a fine signal-to-noise ratio and improved spatial
resolution as the out-of-focus fluorescence is almost eliminated.

TIRF microscopy exploits the properties of the evanescent field, an electromagnetic field, ap-
pearing in a small region adjacent to the interface between two media with different refractive
indices. When the light propagates from a medium with a high refractive index to a medium
with a lower refractive index, there is a critical angle (αc) beyond which the total amount of light
is reflected. For angles α > αc the light beam is totally reflected, so the electromagnetic field
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Figure 1.3 – Incident angles of the illumination in TIRF microscopy [source: [Soubies, 2016]]

(evanescent wave) penetrates the medium with an intensity I(z, α) that exponentially decays in
the axial direction z and is given by:

I(z, α) = I0(α)e−zp(α), p(α) = 4πni

λexc

√
sin2(α)− sin2(ac) (1.3)

where I0(α) is the intensity at the interface, p(α) the inverse of the penetration depth, ni the
refractive index of the incident medium, λexc the excitation wavelength and αc = arcsin (nt/ni),
with nt being the refractive index of the transmitted medium. See [Axelrod, 1981, Axelrod, 2008,
Martin-Fernandez et al., 2013] for more details.

According to (1.3), the depth of the evanescent field decreases as the angle of incidence
moves away from the critical angle. This can also be seen visually in Figure 1.3 if we imag-
ine that the evanescent field is represented by lines parallel to the interface of the two media.
Therefore, the optimal angle to choose depends on the proximity of the sample to the interface
at which total internal reflection occurs and on the thickness of the required optical sectioning
[Martin-Fernandez et al., 2013].

There are many other fluorescence microscopy imaging techniques in the literature. Among
them, we recall for instance, 2-photon microscopy [Denk et al., 1990] which simultaneously ex-
cites two photons instead of one but at a longer wavelength than the emitted light, and light-sheet
microscopy (see [Olarte et al., 2018] for a review) which creates a thin sheet of excitation light by
splitting the excitation and detection of fluorescence into two separate light paths.

For all of the fluorescence modalities above, it is possible to image also a sample in three
dimensions (3D). A special reference is given to the TIRF modality, where someone could use
the Multi Angle - TIRF (MA-TIRF) microscope, which is simply a TIRF microscope with an
additional module changing the angle of the illumination light beam. It provides access to 3D
information through optical sectioning. More details on the MA-TIRF microscope are given in
Chapter 3.

1.1.3 Super-resolution: The only way forward

The common disadvantage of all the fluorescence microscopy modalities described in the pre-
vious subsection is that they produce images with low spatial resolution due to light diffraction.
This diffraction barrier has created a new challenge as many entities of biological interest are
smaller than such a barrier (see Figure 1.4). A variety of methods called super-resolution tech-
niques, can break the diffraction limit of light and will be discussed below.
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Figure 1.4 – Microscopy scale: There are important biological entities below the diffraction limit.

1.2 Super-Resolution fluorescence microscopy

Super-resolution fluorescence microscopy is a set of techniques capable of providing images
with a higher resolution than the one imposed by the diffraction barrier. There are many super-
resolution techniques in the literature and all of them have advantages and disadvantages depend-
ing on the type of sample to be imaged, the purposes served (e.g., not to damage the sample), or
the microscopy equipment available (e.g., microscope and fluorophores) and many more. For the
purposes of this thesis, we choose to classify into these two categories: illumination- and single-
molecule-based super-resolution methods, which require a specific configuration, and fluctuation-
based super-resolution methods, which can be applied in standard setups.

1.2.1 Illumination- and Single-Molecule-based Super-Resolution methods

It was not until the late 20th century that a microscopic modality overcoming the diffraction
limit and significantly improving spatial resolution emerged. Such modality is known as Stimu-
lated Emission Depletion (STED) microscopy [Hell and Wichmann, 1994]. In STED microscopy,
the size of the PSF is reduced due to a depletion light beam which induces stimulated emission
from molecules in a doughnut-shape around the center of the PSF and thus switches them off. In
other words, the STED microscope minimizes the area of illumination at the focal point and there-
fore improves its resolution. Although the spatial resolution achieved is promising (e.g. lateral
resolution of less than 50 nm can be reached), STED techniques have a relatively slow acquisi-
tion process and require a very expensive commercial setup as well as special fluorophores with
specific properties (e.g., fluorophores that can return to the steady state with a high-powered laser).

Soon after STED, Structured Illumination Microscopy (SIM) methods that use patterned il-
lumination to excite the sample, appeared in the literature [Gustafsson, 2000]. Differently from
STED, images here can be recovered with high temporal resolution via high-speed acquisitions
that cause comparatively little damage to the sample, but at the cost of a relatively low spatial
resolution and, more importantly, the requirement of a specific illumination setup. Random il-
lumination microscopy (RIM) [Mudry et al., 2012] has been proposed as a more robust imaging
technique than SIM, but the maximum super-resolution gain of RIM is the same as that of SIM
[Idier et al., 2018].

A large and powerful family of imaging techniques achieving nanometric resolution are the
ones often known as Single Molecule Localization Microscopy (SMLM) techniques. Among
them, methods such as Photo-Activated Localization Microscopy (PALM) [Betzig et al., 2006]
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and Stochastic Optical Reconstruction Microscopy (STORM) [Rust et al., 2006] have been de-
signed to create a super-resolved image (achieving up to 20 nm of resolution) by activating
and precisely localizing only a few molecules in each of thousands of acquired frames. The
localization is done by some software used to detect and accurately localize point sources,
see, e.g. [Sage et al., 2015, Sage et al., 2019] for a review. For their use, these methods need
specific photoactivatable, photoswitchable, and binding-activated fluorophores, among others
[Li and Vaughan, 2018], as well as a large number (typically thousands) of sparse acquired frames
leading to a poor temporal resolution and large exposure times which can significantly damage the
sample.

Many 3D super-resolution techniques have also appeared in the literature. Often they are ex-
tensions of the techniques above, that overcome the diffraction limitations. The widely known
ones are 3D-STED [Harke et al., 2008] which can achieve very good levels of spatial resolu-
tion but at the expense of fast photobleaching (that is the change of the structure of the fluo-
rophore so that it can no longer fluoresce) and the requirement of special fluorophores, 3D-SIM
[Gustafsson et al., 2008] that has short acquisition times (improved temporal resolution), but lim-
ited spatial resolution and 3D-STORM [Huang et al., 2008] that can achieve also very good levels
of spatial resolution but at the expense of long acquisition times. The most resolutive method in
3D, to our knowledge, is iPALM [Shtengel et al., 2009], reaching up to 10 nm of axial resolu-
tion, which combines the STORM approach and interferometry at the price of a highly complex
prototype.

1.2.2 Fluctuation-based Super-Resolution methods in standard setups

During the last decade, new approaches taking advantage of the independent stochastic tempo-
ral fluctuations/blinking of conventional fluorescent emitters appeared in the literature. No specific
material is needed here, neither for the illumination setup nor for the fluorescent dyes. Due to stan-
dard acquisition settings, temporal resolution properties are drastically improved. The idea is to
acquire a stack of images at a high temporal rate, typically 10− 100 images/s, by means of com-
mon microscopes (such as widefield, confocal, or TIRF) using standard fluorophores, and then to
exploit their independent fluctuations to compute a single super-resolved image.

To further illustrate what we mean by fluctuations, Figure 1.5a shows the temporal behavior
of a single pixel containing several fluctuating/blinking fluorescent molecules, while Figure 1.5b
shows the states in which a fluorescent molecule passes through: it passes randomly (with a certain
probability) from the excited to the ground state by emitting a photon and returns to the excited
state to start the circle again until it bleaches, i.e. it is no longer fluorescent.

Several methods exploiting fluorophore fluctuations have been proposed in recent years. First
of all, the Super-resolution Optical Fluctuation Imaging (SOFI) [Dertinger et al., 2009] is a pow-
erful technique where a second and/or higher order statistical analysis is performed, which leads
to a reduction of the size of the PSF and thus to an improvement of the resolution (of a factor
almost proportional to the order of the cumulants used, see [Dertinger et al., 2010]). However,
due to an amplification of heterogeneities in molecular luminosity and blinking statistics, the use
of higher-order cumulants is limited and so is the resolution. An extension of SOFI that combines
several cumulant orders and achieves better resolution levels than SOFI is the method balanced-
SOFI (bSOFI) [Geissbuehler et al., 2012]. However, the spatial resolution still cannot reach the
same levels of PALM/STORM (SMLM methods referred to in the previous subsection).
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(a) (b)

Figure 1.5 – (a) The temporal profile of a pixel in terms of fluorescence intensity (measured in
arbitrary units) captured at a rate of 40 frames per second (fps), (b) The states of a fluorescent
molecule.

Another method taking as input a temporal stack of diffraction-limited frames is Super-
Resolution Radial Fluctuations (SRRF) [Gustafsson et al., 2016] microscopy. In this method,
super-resolution is achieved by calculating, for each frame, a degree of local symmetry based
on the intrinsic symmetry of the microscope PSF. SRRF calculates the degree of local gradient
convergence (called ‘radiality’ by the authors) on a sub-pixel basis over the entire frame. For a
sub-pixel that is very close to a fluorescent molecule, the result is a high degree of local gradient
convergence and thus a high radiality value. In contrast, for a sub-pixel displaced from a true fluo-
rescent molecule, the neighboring gradients have low convergence because they either point in the
direction of the true molecule or are randomly aligned if there is no molecule nearby (only noise).
To generate a single super-resolution image from the resulting stack of radiality images, temporal
analysis is done by either estimating a time average or performing, as in SOFI, higher-order sta-
tistical analysis. SRRF has a wide applicability since it is very easy to manipulate: the author has
accompanied the method with an easy-to-use plug-in for the freeware Fiji 1 [Laine et al., 2019].
However, SRRF often creates reconstruction artifacts which may limit its use in view of accurate
analysis (see ‘Numerical Results’ sections in the following chapters).

Other methods which belong to the same category and are worth mentioning are: the
method 3B [Cox et al., 2011], which uses Bayesian analysis and takes advantage of the blink-
ing and bleaching events of standard fluorescent molecules, the method Entropy-based Super-
resolution Imaging (ESI) [Yahiatene et al., 2015] that computes entropy pixel-wise values,
weighted with higher order statistics and the method Spatial COvariance REconstructive (SCORE)
[Deng et al., 2014] that analyzes intensity statistics, similarly to SOFI, but further reduces noise
and computational cost by computing only a few components that have a significant contribution
to the intensity variances of the pixels.

In addition, the approach SPARsity-based super-resolution COrrelation Microscopy (SPAR-
COM) [Solomon et al., 2018, Solomon et al., 2019] exploits, as SOFI, both the lack of corre-
lation between distinct emitters as well as the sparse distribution of the fluorescent molecules
via the use of an ℓ1 regularization defined on the emitters’ covariance matrix. Along the
same lines, a Deep Learning (DL) method exploiting algorithmic unrolling, called Learned -
SPARCOM (LSPARCOM) [Dardikman-Yoffe and Eldar, 2020], has recently been introduced (see

1. https://github.com/HenriquesLab/NanoJ-Core

https://github.com/HenriquesLab/NanoJ-Core
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[Monga et al., 2021] for a review on algorithm unrolling methods). Differently from plain SPAR-
COM, the advantage of LSPARCOM is that neither previous knowledge of the PSF nor any heuris-
tic choice of the regularization parameter for tuning the sparsity level is required. As far as the
reconstruction quality is concerned, both SPARCOM and LSPARCOM create some artifacts under
challenging imaging conditions, for example when the noise and/or background level are relatively
high (see numerical results in Section 2.4).

A super-resolution method exploiting the temporal fluctuation of conventional fluorescent
dyes that is worth mentioning as it is based on an off-the-grid variational approach is the one
by Laville et al. [Laville et al., 2022]. The great advantage of the gridless approaches (see
[Laville et al., 2021] for a review) is that there are no limitations imposed by the size of the dis-
crete grid considered. However, when the method is applied to biological images, especially those
containing filament structures, it produces a point-like reconstruction.

Finally, without using higher-order statistics, a constrained tensor modeling approach that
estimates a map of local molecule densities and their overall intensities, as well as a matrix-
based formulation that promotes structure sparsity via an ℓ0 type regularizer, are available in
[de Morais Goulart et al., 2019]. These approaches can achieve good temporal resolution levels,
but the spatial resolution is limited.

1.3 Mathematical Formulation as an Inverse Problem

Each imaging system can be represented approximately by a model; this is the case, also, for
fluorescence microscopes. When interested in quantities that are not directly accessible from the
observations but through the model of observations, we have to solve an inverse problem. In this
section, we first present the general framework of inverse problems in imaging as well as a broad
overview of possible ways to solve them, and then we formulate the fluorescence microscopy
imaging model.

1.3.1 Introduction to Inverse Problems

When a physical quantity of interest is not directly accessible from measurements, it is com-
mon to proceed by observing other quantities that are connected with it through some physical
laws. The notion of an inverse problem corresponds to the idea of inverting these physical laws to
gain indirect access to the quantity of interest [Idier, 2008].

A very large and interesting subfield of inverse problems is the one of imaging, having ap-
plications from microscopy to medicine and astronomy. The calculation of an image of X-ray
attenuations from a sinogram in X-ray computed tomography (CT) or a "clean" image from noisy,
blurred, and possibly undersampled data in fluorescence microscopy imaging applications are
some examples of inverse problems.

In many realistic settings, the image of interest, therefore, has to be estimated from data, by
exploiting the model describing the physical laws, called the forward model. In general, we seek
to find a solution x that belongs to the set X , i.e., x ∈ X , where X contains all possible values
that x can take, of the following inverse problem:

find x s.t. y = H(x) ∈ RM . (1.4)

where y ∈ RM is the discrete vector of measurements and H : X → RM is the forward operator
that maps x to the measurements y. For example, in X-ray CT, x represents the desired image
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of X-ray attenuations, y is the measurement data (i.e. the resulting sinogram) and H is a Radon
transform operator. In fluorescence microscopy, x would be the high-resolution blur- and noise-
free image, y the corrupted data acquired by the CCD camera of a fluorescence microscope, and
H an operator related to the PSF of the microscope.

The acquisition process, however, is impossible to be perfectly simulated or characterized
since there are many factors (noise, aging of the system, etc.) that cannot be precisely determined.
Therefore, in most methods the operator H of the imaging system is replaced by a deterministic
operator H and a random noise term n ∈ RM , as follows:

H(x) ≈ H(x) + n. (1.5)

Finally, for simplification, let us assume that the reconstruction belongs to a discrete domain
x ∈ RL and the operator H is linear so that we can write the forward model as:

y = Hx + n (1.6)

where H ∈ RM×L is the matrix representing the linear operator H .

1.3.2 Ill-posed Inverse Problems

Often, the inverse problems we meet in practice have a nasty tendency to be "naturally unsta-
ble", meaning that if there are errors, even tiny, on the data, "naive" inversion methods turn out to
not be robust [Idier, 2008].

The French mathematician Jacques Hadamard, in the early 20th century, characterized
these unstable problems as ill-posed [Hadamard, 1902]. According to Hadamard, a problem
is considered to be well-posed if its solution (a) exists, (b) is unique, and (c) is continu-
ous under infinitesimal changes of the data, in the sense that if a solution changes consider-
ably for infinitesimal changes of the data, it is not considered a solution in a physical sense
[Bertero and Boccacci, 1998]. The problem is thus ill-posed if it violates any of these three con-
ditions [Hadamard, 1902]. In problems arising from physics, even if the first two conditions can
be verified, the stability condition is often violated. Error amplifications have to be taken into
consideration to prevent unstable results.

We recall that the discrete inverse problem, we have formulated in the previous section, has
now the following form:

find x ∈ RL s.t. y = Hx + n ∈ RM . (1.7)

Finding a solution to this problem is a challenging task, especially in imaging applications
where one often aims to reconstruct an image with a larger number of pixels (L) from an image
with a smaller number of pixels (M ), where L > M . This leads to a matrix H with no inverse and
to a problem with infinitely-many solutions, violating the condition of uniqueness in Hadamard’s
sense. Even when the matrix H is non-singular, so it has a matrix inverse and the problem has
a unique solution, the solution can be very sensitive to noise, violating the third condition in
Hadamard’s sense. The following example illustrates this easily.

In case the distribution of the noise is known and the matrix H is non-singular (an assumption
to avoid violating the condition of uniqueness), we could find x solving a maximum-likelihood
(ML) estimation problem as follows:

x̂ = arg max
x

p(y|x) = arg min
x
− ln p(y|x) (1.8)
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where p(y|x) is the likelihood of observing y given x. If we further assume that the noise n is
a vector of independent and identically distributed (i.i.d.) white Gaussian random variables with
zero mean and independent from data y, the solution is given by the minimization of the following
least square term, also called data fidelity term:

x̂ = arg min
x

1
2∥y−Hx∥22. (1.9)

In case the noise is not Gaussian but rather another type, e.g. Poisson, a different term is
minimized.

If H∗H is invertible, as the function minimized is quadratic, we will find the unique solution
x̂ = (H∗H)−1H∗y, with H∗ the Hermitian transpose of H. Using the expression of the forward
model, y = Hxexact + n, where xexact is the exact or true solution to the inverse problem, we will
find that: x̂ = xexact + (H∗H)−1H∗n. As can be seen, the estimated solution contains the exact
solution but also an additional term that corrupts the solution with noise. Especially when the
matrix H is ill-conditioned or equivalently has singular values close to 0, something that is true
for many forward operators used to represent physical models, the inversion of H∗H will result in
a noise explosion, corrupting totally the solution with noise.

1.3.3 How to overcome ill-posedness

As we saw in the previous section a discrete problem such as (1.7) is in general ill-posed.
Either it has infinitely-many solutions, in case we would like to find a better resolution than the
one of our measurements (L > M ), or either it has a unique but unacceptable solution due to a
complete corruption of the real solution by a small error in the measurements (when L <= M ).

In the first scenario, we are trying to find a way to select one among an infinite number of
solutions, while in the second we are looking for a physically accepted solution that is not a
solution to the problem but only an approximate solution in the sense that it does not reproduce the
data exactly but only within the experimental errors [Bertero and Boccacci, 1998]. The question
now is how to choose good solutions.

1.3.3.1 Regularization Methods

One way to select a good solution among many is to include some prior knowledge or informa-
tion on the solution to the optimization problem. By adding this information we reduce the set of
solutions and can discriminate between good and bad solutions, in the sense of solutions that have
a physical meaning and others that do not. These methods which take into account prior knowl-
edge of the solution are called regularization methods. The first theory of regularization methods
was formulated by A.N. Tikhonov, a mathematician, and geophysicist, in 1963 [Tikhonov, 1963].
Therefore many articles and books have been written on regularization theory (see for example
[Engl et al., 2000]).

Possible prior information we may have could be that the intensity of the solution or the so-
lution itself is not too big. Another one could be that the solution we want to retrieve has smooth
intensities and therefore its derivatives should be small enough. Furthermore, especially in biol-
ogy, it is very common to search only for non-negative solutions, which is also prior information.

This a priori information is typically encoded into a function R : RL → R and can be taken
into account as a constraint or in a penalized form. The minimization problem expressed as a
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constrained optimization problem has the two following forms depending on where we would like
to use the constraint, in the data fidelity term or the prior:

arg min
x
R(x) s. t.

1
2∥y−Hx∥22 ≤Mσ2, σ > 0, (1.10)

arg min
x

1
2∥y−Hx∥22 s. t. R(x) ≤ κ, κ > 0. (1.11)

In the penalized formulation of the optimization problem, we minimize the following objective
function containing both the data fidelity term and the prior term:

arg min
x

1
2∥y−Hx∥22 + λR(x). (1.12)

The parameters σ2 > 0 and κ > 0 used in the constrained formulations are easy to interpret.
For example, if we would like to constrain the data term and if we assume that the data are cor-
rupted with white Gaussian noise, that justifies also the appearance of the least square term, we
can choose σ2 to be the constant noise variance. On the other side the parameter λ > 0, often
referred to as the regularization parameter, is a bit more difficult to interpret. The role of this
parameter is to control the relative strength of the data-fidelity term and the regularization term, in
the minimization.

The choice of either the penalized or the constrained formulation is a personal choice. Practi-
cally, these two problems are equivalent, while theoretically, we have equivalence only in convex
cases. In the following, we will choose the penalized form because we have mostly "soft" con-
straints and the minimization of the penalized form is in general simpler and faster.

1.3.3.2 Tikhonov Regularization

The Tikhonov regularization, also called ridge regression, is a possible way to regularize
inverse problems. The regularization function used in this case has the form ∥Γx∥22, where
Γ ∈ RL̃×L is a general matrix, with L̃ ∈ R. It penalizes large values in x in case Γ = IL

or, depending on the matrix Γ, another unwanted property. The problem (1.12) takes the form:

arg min
x

1
2∥y−Hx∥22 + λ∥Γx∥22 (1.13)

The solution to this problem is:

x̂ = (H∗H + 2λΓ∗Γ)−1H∗y (1.14)

where the symbol ∗ refers to the Hermitian transpose.
With this formulation if we ask Γ to be full rank then we will be able to have a unique solution

in the case we want to recover an image with more pixels than the measurements (L > M ).
Moreover, the noise amplification will be restricted because with the right selection of Γ, the
matrix we want to invert will not be ill-conditioned, as it will have all singular values away from
0.

However, sometimes, even if the inverse exists, it is difficult from a computational point of
view to compute it, due to high dimensions. For this reason, an iterative gradient schema of the
following format can be used:

xk+1 = xk − τ∇F(xk), k ≥ 0, τ > 0 (1.15)
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where F(x) = 1
2∥y−Hx∥22 and∇F(xk), the gradient of F with respect to (w.r.t.) xk. It is given

by:
∇F(xk) = (H∗H + 2λΓ∗Γ)xk −H∗y. (1.16)

This iterative schema is called Gradient Descent (GD) with a fixed step size τ and is used to
minimize differentiable functions F , like the one in (1.13). The GD is guaranteed to converge
when τ ≤ 2

L , where L > 0 is the Lipschitz constant of ∇F . In addition to GD, there are
accelerated versions such as the Accelerated Gradient Descent introduced by Nesterov in 1983
[Nesterov, 1983], and more advanced methods like the Conjugate Gradient method introduced by
Hestenes in 1952 [Hestenes and Stiefel, 1952].

1.3.3.3 Sparse Representation

During the last few decades, it has been observed that many real-world images, can be ap-
proximated by a sparse representation on a certain basis. By sparse we mean that only a few
non-zero coefficients are required to represent a high-dimensional image. The goal is therefore to
penalize images with many non-zero coefficients. This could be done by replacing the quadratic
regularization term ∥Γx∥22 with another one promoting sparsity.

The most suitable term that penalizes non-sparse entries is the ℓ0 pseudo-norm that counts the
number of the non-zero elements and is defined as ∥z∥0 = |{i : zi ̸= 0}|. It is only a pseudo-norm
because it is invariant by multiplication, i.e., λ ̸= 0, λ∥x∥0 = ∥x∥0. By abuse of terminology, we
will refer to it as the ℓ0-norm. Therefore the minimization problem will have the following form:

arg min
x

1
2∥y−Hx∥22 + λ∥Γx∥0. (1.17)

However problem (1.17) is non-convex and non-continuous due to the combinatorial nature
of the ℓ0-norm and thus very challenging to solve. To make the problem tractable the ℓ0- norm is
replaced by another function.

Convex ℓ1 relaxation The first choice is the ℓ1-norm that is the simplest sparsity-inducing func-
tion. It is defined as ∥z∥1 =

∑
i |zi|. Besides convexity, the key difference between using the

ℓ0 and the ℓ1-norm is that the ℓ0 provides a correct interpretation of sparsity by counting only
the number of the non-zero coefficients, while the ℓ1 depends also on the magnitude of the coef-
ficients. However, its use as a sparsity-promoting regularizer is nowadays well-established (see,
e.g., [Candès et al., 2007]). Using now the ℓ1-norm the minimization problem takes the form:

arg min
x

1
2∥y−Hx∥22 + λ∥Γx∥1. (1.18)

If we select the operator Γ to be equal to the identity IL, the minimization problem (1.18)
is typically known under the name Least Absolute Shrinkage and Selection Operator (LASSO)
[Tibshirani, 1996] and has the following form:

arg min
x

1
2∥y−Hx∥22 + λ∥x∥1. (1.19)

To solve the LASSO problem (1.19), a popular way is using a sub-category of the proximal
forward-backward splitting algorithms, the Iterative Shrinkage-Thresholding Algorithm (ISTA),
see e.g., [Chambolle et al., 1998, Daubechies et al., 2003, Bect et al., 2004]. It is important to
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specify that such algorithms can also be used in the more general problem (1.18). Each itera-
tion of ISTA involves a gradient update step followed by a shrinkage/soft-thresholding step, i.e.:

xk+1 = Tλτ

(
xk − τH∗

(
Hxk − y

))
, κ ≥ 0, τ > 0 (1.20)

where Tα : RL → RL is the soft-thresholding operator defined as:

(Tα(z))i = (|xi| − α)+sgn(xi), z ∈ RL, (1.21)

with xi, i ∈ {1, . . . , L}, being the i-th element of the vector x ∈ RL and (·)+ the positive part.
The soft-thresholding or shrinkage operator defined in (1.21) is simply the proximal mapping

of the ℓ1-norm and can be derived easily in 1D, using the definition of the proximal operator (see
the Definition 1.1).

Definition 1.1. The proximal operator, proxf : RL → RL of a convex, proper, lower semi-
continuous function f : RL → R is given by:

proxf (z) = arg min
u∈RL

f(u) + 1
2∥z− u∥22, z ∈ RL. (1.22)

There are also faster algorithms than ISTA solving (1.18). An algorithm that keeps
the simplicity of ISTA but has an improved convergence rate is the Fast - ISTA (FISTA)
[Beck and Teboulle, 2009].

However, sometimes it may be desirable not to enforce sparsity directly on the image, as for
LASSO, but rather to the matrix-vector product of the image with a specific family of filters that
we would like to mostly vanish. After noticing that real-world images have often sharp edges
and piece-wise constant regions, a classical idea is enforcing sparsity on the spatial derivatives
of the image. To do so, it is sufficient to replace Γ in (1.18) with a discrete gradient operator
that computes finite differences with respect to all image dimensions. The penalty introduced
is the so-called Total-Variation (TV) penalty, first used by Rudin, Osher and Fatemi in 1992
[Rudin et al., 1992] for the task of denoising (when H = IL and M = L in (1.18)).

Problems with Γ different from the identity IL are more difficult to be solved than the
LASSO problem. More than forward-backward splitting gradient methods, saddle point meth-
ods such as Primal-Dual methods [Chambolle and Pock, 2011], Alternate Directions Method
of Multipliers (ADMM) [Boyd et al., 2011] or Douglas-Rachford Splitting (DRS) method
[Douglas and Rachford, 1956] could be used.

Non-convex exact relaxation Another way to circumvent the difficulty imposed by the ℓ0-norm
in (1.17) without penalizing the magnitude of x (a bad side-effect that the ℓ1 penalty has), consists
in using other, still non-convex, but continuous function. One example is the Continuous Exact
relaxation of the ℓ0-norm (CEL0) proposed by Soubies et al. in [Soubies et al., 2015] that is
continuous, non-convex, and preserves the global minima of the original ℓ2 − ℓ0 problem while
removing some local ones. The minimization problem (1.17), with Γ = IL, reformulates as
follows:

arg min
x

1
2∥y−Hx∥22 + ΦCEL0(x; λ) (1.23)
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where the CEL0 penalty has an explicit expression given by:

ΦCEL0(x; λ) =
L2∑
i=1

λ− ∥Hi∥2

2

(
|xi| −

√
2λ

∥Hi∥

)2

1{|xi|≤
√

2λ
∥Hi∥ }, (1.24)

with Hi being the i-th column of the matrix H.
To minimize (1.23), the authors in [Gazagnes et al., 2017] propose to use the Iteratively

Reweighted ℓ1 (IRL1) algorithm [Ochs et al., 2015] with FISTA [Beck and Teboulle, 2009] as an
inner solver.

1.4 Inverse Problems in Fluorescence Microscopy

As in this thesis we deal with inverse problems in fluorescence microscopy, in this section,
we discuss the model describing acquisitions by a fluorescence microscope. Given the model,
the acquisitions from the fluorescence microscope, an estimate of the PSF, and using some of the
optimization tools described in Section 1.3, we aim to reconstruct images with a spatial resolution
beyond the diffraction limit to resolve small details.

We start with the continuous framework, to better present the fluorescence microscopy imag-
ing model. Let us assume that in the sample there are K > 1 single, independently blink-
ing/fluctuating, emitters. Each emitter is located at a position rk ∈ RN , where N the space
dimensions, and has an intensity over time t = 1, . . . , T , collected in the vector sk ∈ RT . Then,
the true image intensity at position r and time t is given by:

x(r, t) =
K∑

k=1
δ(r− rk)sk(t), (1.25)

where δ(·) is the Dirac’s delta function.
If the microscope has a PSF v(r) that is spatial- and time-invariant, then the diffraction-limited

image y(r, t) at position r and time t will be given by the convolution of the PSF of the system
with x(r, t):

y(r, t) =
K∑

k=1
v(r− rk)sk(t). (1.26)

We now discretize the model (1.26) using a finer grid for the locations of the emitters we want
to retrieve, so as to localize them with better accuracy. In the discretized model we include also a
noise component. The discretized model for all t = 1, . . . , T with T > 0, reads:

yt = Mq (U (xt)) + nt. (1.27)

This model links the acquisition yt ∈ RM with the non-directly accessible but only through
the model true image xt ∈ RL that belongs in a qN -times finer grid, as soon as L = qN M . In the
model there is, also, the composition of the convolution operator U : RL → RL associated with
the PSF and the downsampling operator Mq : RL → RM that simply returns the sum of every
qN non-overlapping consecutive pixel blocks. Finally, there is the noise component nt, which
describes the presence of signal-independent read noise and model errors. It is often modeled as
a vector of independent and identically distributed (i.i.d.) Gaussian random variables with a zero
mean and a constant variance.
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Moreover, in real scenarios, the background, which is modeled here by the vector b ∈ RM

and gathers contributions from out-of-focus (and ambient) fluorescent molecules, is present along
with another type of noise, the signal-dependent photon noise. A more accurate fluorescence
microscopy model thus is:

yt = P (Mq (U (xt)) + bt) + nt, (1.28)

where, for w ∈ RM , P(w) represents the realization of a multivariate Poisson variable of param-
eter w.

1.5 Structure of the thesis

In this thesis, we are proposing reconstruction algorithms for 2D (lateral plane) and 3D (lateral
plane and axial direction) live-cell fluorescence microscopy imaging applications. Differently
to well-known super-resolution techniques, e.g. STED [Hell and Wichmann, 1994], SMLM (see
[Sage et al., 2015] for a review), etc., we use standard fluorophores, not complex setups and we
have fast acquisition procedures. In short, we are able to reconstruct images with fine spatial and
temporal resolution without damaging the sample and without the need for special equipment.

We divide the thesis into two main parts. In the first part, we present model-based approaches:
for 2D super-resolution (in Chapter 2) and for 3D super-resolution in TIRF imaging applications
(in Chapter 3). In the second part, we present hybrid approaches, combining data-driven models,
based on deep learning, with the fluorescence microscopy physical-model knowledge we have.
More precisely, the second part includes fluorescence image reconstruction using model-aware
generative approaches (in Chapter 4) and Plug-and-Play (PnP) priors (in Chapter 5).

To begin, in Chapter 2 we present the method COvariance-based ℓ0 super-Resolution fluores-
cence Microscopy with intensity Estimation (COL0RME) for super-resolution in the lateral plane.
The method has two steps, both of them based on a variational framework. The first step is called
support estimation and aims at precisely localizing the fluorescent emitters in a finer grid than the
one of the acquisitions. In this step, we solve a sparse optimization problem in the covariance
domain. By working with temporal covariance matrices we have the opportunity to exploit the
temporal statistical independence of the intensities of distinct fluorescent emitters. The second
step is called intensity estimation and as the name suggests, real intensity values of the previously
accurately localized emitters are estimated. An optimization problem is now solved in the image
domain. We evaluate the performance of the method on both simulated and real datasets and
we observe significant improvements in resolution, competitive and sometimes better than other
state-of-the-art approaches.

In Chapter 3 we present a method for 3D image super-resolution when using a MA-TIRF mi-
croscope. With the MA-TIRF microscope we are able to acquire images under different angles of
illumination and using a dedicated reconstruction algorithm, we have access to depth information
of a thin layer adjacent to the microscope coverslip. A pre-existing 3D MA-TIRF reconstruction
algorithm reaches very good levels of axial resolution but has limited spatial resolution. With the
method we propose, we maintain good levels of axial resolution but we improve also the lateral
one. We validate the proposed method on simulated data and on challenging real MA-TIRF
acquisitions, showing significant resolution improvements.
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In Chapter 4 we are proposing two unsupervised hybrid approaches that combine the physi-
cal modeling of fluorescence microscopy time-lapse acquisitions with generative approaches to
deal with the problem of image deconvolution. In the first approach, we minimize a distance
between the distribution of the observed data (i.e. the temporal stack of images acquired by a
standard fluorescence microscope) and the one of samples generated by a model-aware simulator.
Following Generative Adversarial Network (GAN) framework, the distance between these two
distributions is computed using adversarial training of two competing architectures: a physics-
inspired generator simulating the fluctuation behavior of the observed images combined with blur
and undersampling, and a standard convolutional discriminator. The proposed method has been
applied to both simulated and real data, while it reaches very good levels of lateral resolution. In
the second approach, we introduce the fluorescence microscopy physical model into the decoder
of a standard Variational Auto-Encoder (VAE). In such a way, we are able to predict a whole
distribution of noise- and blur-free images, from which we are then able to sample. The method
has so far only been tested on simulated data showing deconvolution results.

Finally, in Chapter 5 we present an extension of the support estimation step of COL0RME
(the method presented in Chapter 2) for a more accurate and less dotted fluorescent emitter
localization. Being inspired by the Plug-and-Play (PnP) priors, a framework to solve ill-posed
inverse problems through the integration of physical and learned models, we impose in the loss
function that we minimize through an iterative scheme, a learned regularizer in the form of an
image denoiser. The regularizer is parameterized by a deep neural network trained on simulated
data characterized by the desired structures of interest (filament-like structures in our case). Some
first deconvolution results of the method on simulated and real data are available in Chapter 5.
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CHAPTER 2
COL0RME:

Localization and
quantification of

fluorescent signal
In this chapter, we present COL0RME, a method for super-resolution fluorescence
microscopy that takes as an input a temporal stack of diffraction-limited images and
gives as an output a super-resolved image. In Section 2.1 we introduce the model of
the acquisition process as well as its reformulation in the covariance domain. The
proposed approach is divided into two steps which we present in Section 2.2 and 2.3,
respectively. In Section 2.4 we report the results of COL0RME, as well as of other
approaches, when applied to simulated and real data, and finally, in Section 2.5 we
discuss the performance of COL0RME allowing some possible improvements which will
be discussed in the following chapters.

Related Publications:

[Stergiopoulou et al., 2021]
V. Stergiopoulou, J. H. de Morais Goulart, S. Schaub, L. Calatroni and L. Blanc-Féraud,
"COL0RME: Covariance-Based l0 Super-Resolution Microscopy with Intensity Estimation," 2021
IEEE 18th International Symposium on Biomedical Imaging (ISBI), 2021, pp. 349-352, doi:
10.1109/ISBI48211.2021.9433976.

[Stergiopoulou et al., 2022a]
V. Stergiopoulou, L. Calatroni, J. H. de Morais Goulart, S. Schaub, and L. Blanc-Féraud, “COL0RME:
Super-resolution microscopy based on sparse blinking/fluctuating fluorophore localization and intensity
estimation,” Biological Imaging, vol. 2, p. e1, 2022, doi: 10.1017/S2633903X22000010.

21



22 CHAPTER 2 — COL0RME: Localization and quantification of fluorescent signal

1.1 A journey in time: From Abbe to Super-Resolution . . . . . . . 3
1.1.1 Diffraction limit . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 An overview of fluorescence microscopy modalities . . . . 4
1.1.3 Super-resolution: The only way forward . . . . . . . . . . . 6

1.2 Super-Resolution fluorescence microscopy . . . . . . . . . . . . 7
1.2.1 Illumination- and Single-Molecule-based Super-Resolution

methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Fluctuation-based Super-Resolution methods in standard se-

tups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Mathematical Formulation as an Inverse Problem . . . . . . . . 10

1.3.1 Introduction to Inverse Problems . . . . . . . . . . . . . . . 10
1.3.2 Ill-posed Inverse Problems . . . . . . . . . . . . . . . . . . 11
1.3.3 How to overcome ill-posedness . . . . . . . . . . . . . . . 12

1.3.3.1 Regularization Methods . . . . . . . . . . . . . . 12
1.3.3.2 Tikhonov Regularization . . . . . . . . . . . . . 13
1.3.3.3 Sparse Representation . . . . . . . . . . . . . . . 14

1.4 Inverse Problems in Fluorescence Microscopy . . . . . . . . . . 16
1.5 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . 17



CHAPTER 2 — COL0RME: Localization and quantification of fluorescent signal 23

2.1 Mathematical Modeling and Problem Formulation

In Section 1.4, the general imaging model for fluorescence microscopy was introduced. In
this section, recalling (1.28), we limit ourselves to the case of 2-dimensional (2D) images. In
order to benefit from the independent stochastic fluctuations of distinct emitters appearing at dif-
ferent frames, we further require the acquisition of more than one frame (T > 1). Moreover,
we introduce the reformulated model in the covariance domain which helps us to exploit suitable
independence assumptions between emitters.

2.1.1 Model formulation in the image domain

For natural scalars T, M ∈ N and t ∈ {1, 2, . . . , T}, let Yt ∈ RM×M denote the blurred,
noisy and down-sampled image frame acquired at time t. We look for a high-resolution image
X ∈ RL×L being defined as X := 1

T

∑T
t=1 Xt. It belongs on a q-times finer grid, with q ∈ N and

L = qM . The image formation model describing the acquisition process at each t can be written
as:

Yt = P (Mq (U (Xt)) + Bt) + Et, ∀t = 1, 2, . . . , T, (2.1)

where,
— U : RL×L → RL×L is the convolution operator defined by the PSF of the optical imaging

system. The PSF can be approximated by a Gaussian kernel u ∈ RK×K , where K ×K
denotes the support of u, with standard deviation equal to FWHM/2

√
2 ln 2 (see formula

(1.1) for the theoretical value of the FWHM of the PSF). The convolution operator simply
performs a 2D convolution of xt with the 2D Gaussian kernel.

— Mq : RL×L → RM×M is a down-sampling operator used in (2.1) since the reconstructed
and the measurement data are in two different grids. We refer to these grids as fine grid
(with size L×L) and coarse grid (with size M×M ), respectively. The factor q connecting
the two grids, with L = qM , is called the super-resolution factor. In this chapter, we
typically set q = 4. The down-sampling operator maps an image from the fine to the coarse
grid, by summing every q consecutive pixels in both dimensions. Figure 2.1 illustrates the
under-sampling: a pixel in the coarse grid (colored red) is computed after summing the
q × q pixels of the fine grid (colored blue).

Figure 2.1 – An example of the fine grid (blue) and the coarse grid (red) with q = 4.

— Bt ∈ RM×M is a matrix used to model background contributions, i.e. the image contain-
ing out-of-focus fluorescent molecules. Motivated by experimental observations showing
that the blinking/fluctuating behavior of such molecules is not visible after convolution
with wide defocused PSFs, we assume that the background is temporally constant B (i.e.,
does not depend on t), while it smoothly varies in space.

— Et ∈ RM×M is a matrix describing the presence of signal-independent readout noise. Such
noise is generated by the electronics of the camera during the readout process and more
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precisely by the conversion of charge carriers (i.e. photons) into a quantified voltage signal
and the subsequent analog-to-digital (A/D) conversion, amplification, and processing. The
readout noise is added uniformly to every image pixel and therefore it can be modeled as
a matrix of independent and identically distributed (i.i.d.) Gaussian random variables with
zero mean and variance σ2 ∈ R+.

— P(W), with W = Mq (U (Xt))+Bt ∈ RM×M
+ models the presence of signal-dependent

photon noise. The photon noise is a basic form of uncertainty associated with the detection
of photons by a photoelectric sensor (e.g. CCD camera), inherent to the particle nature of
light and the independence of photon detections. The intensity detected by the camera can
thus be modeled by a Poisson distribution parameterized by the exact photon count W.
Mathematically, P(W) thus represents the random matrix drawn from a multidimensional
Poisson distribution with parameter W.

We assume that there is no displacement of the specimen during the imaging period, which is
a reasonable assumption whenever short acquisition times are considered.

Taking into account that the background is temporally constant, we can write the following:

Yt = P (Mq (U (Xt)) + B)+Et = P (Mq (U (Xt)))+P (B)+Et, ∀t = 1, 2, . . . , T, (2.2)

where the second equality holds due to the independence between Mq (U (Xt)) and B. To further
simplify the model we assume that B has sufficiently large entries, a reasonable assumption in real
acquisitions, so that P(B) can be approximated as P(B) ≈ B̂ with each element of B̂ following
a normal distribution or B̂ij ∼ N (Bij , Bij) , where (i, j) ∈ {1, . . . , M}2. We thus consider:

Yt = P (Mq (U (Xt))) + B̂ + Et, ∀t = 1, 2, . . . , T. (2.3)

We now further approximate the variance of each element of B̂ with a constant b ∈ R+ to be
interpreted as the average of B, and introduce a random term Nt following a multivariate normal
distribution, with the mean of every entry being 0 and the variance s. The variance s is given by
the following formula s = σ2 + b which takes into account both the underlying electronic noise
and the noise bias induced by B. With simple manipulations, we find:

B̂ + Et = B + Nt, (2.4)

where the independence between B̂ and Et has been exploited.
By further neglecting the Poisson noise dependence in the term P (Mq (U (Xt))) we can thus

retrieve the simplified model:

Yt = Mq (U (Xt)) + B + Nt, ∀t = 1, 2, . . . , T, (2.5)

In vectorized form, model (2.5) reads:

yt = Ψxt + b + nt, (2.6)

where Ψ ∈ RM2×L2
is the (known) matrix representing the composition Mq◦U , while yt ∈ RM2

,
xt ∈ RL2

, b ∈ RM2
and nt ∈ RM2

are the column-wise vectorizations of Yt, Xt, B and Nt in
(2.5), respectively.



CHAPTER 2 — COL0RME: Localization and quantification of fluorescent signal 25

2.1.2 Model formulation in the covariance domain

In order to exploit the uncorrelation over time of distinct fluorophore emissions, we reformu-
late the model in the covariance domain. This idea was previously exploited by the SOFI approach
[Dertinger et al., 2009] and was shown to reduce the FWHM of the PSF, therefore enhancing the
resolution. In particular, the use of second-order statistics for a Gaussian PSF corresponds to a
reduction factor of the FWHM of

√
2. This is illustrated in Remark 2.1.1. When n-order statistics

are used, the reduction factor will be equal to
√

n (see [Dertinger et al., 2009] for more details). In
subsequent work, by efficiently re-weighting the Fourier transform of the PSF, the authors result
in a reduction factor close to n [Dertinger et al., 2010].

Remark 2.1.1 – We start from model (1.26) defined in the continuous setting describing an image
distorted only due to diffraction to prove that a reduction of the FWHM of a factor equal to

√
2

occurs whenever second-order statistics and a Gaussian PSF are used.
We recall that the 2D image at position r = [rx, ry] ∈ R2 and time t > 0 is given by:

y(r, t) =
N∑

k=1
v(r− rk)sk(t), (2.7)

where v is the PSF, rk the position of the emitter k and sk(t) its intensity over time.
Following [Dertinger et al., 2009], the second-order auto-correlation function R̃y(r, ϱ) of

y(r, t) with t = 1, . . . , T , for a time-lag ϱ ∈ N, is given by:

R̃y(r, ϱ) = Ey{(y(r, t + ϱ)− Ey{y(r, t + ϱ)}) · (y(r, t)− Ey{y(r, t)})}
=
∑
j,k

v(r− rj)v(r− rk)Es{(sj(t + ϱ)− Es{sj(t + ϱ)}) · (sk(t)− Es{sk(t)})}

=
∑

k

v2(r− rk)Es{(sk(t + ϱ)− Es{sk(t + ϱ)}) · (sk(t)− Es{sk(t)})}, (2.8)

where E denotes the expected value and · denotes element-wise multiplication. In the previous
equation, it is assumed that the different emitters are uncorrelated in time and therefore all the
cross-correlation terms, Es{(sj(t + ϱ)−Es{sj(t + ϱ)}) · (sk(t)−Es{sk(t)})} for k ̸= j, vanish.

The second-order auto-correlation function R̃y(r, ϱ) is given therefore from the convolution
of the emitters auto-correlation function with a distribution that is the square of the original PSF
v. When the PSF is approximated by a Gaussian function, we thus observe a width reduction of a
factor

√
2 in both dimensions, as:

v2(r) =
(

exp
(
−

r2
x + r2

y

2η2

))2

= exp
(
−

r2
x + r2

y

2(η/
√

2)2

)
. (2.9)

The standard deviation η of the original PSF is thus reduced by a factor
√

2, as it is for its
FWHM, because the relationship between the two is linear.

The main disadvantage of SOFI is the non-linear dependence of the resulted image contrast
on emitter brightness. Not only the PSF u(r) is raised to the power of n, for cumulants of order
n, but also the molecular brightness. This results to a SOFI image with very high dynamic range,
limiting the use of higher cumulant orders for improving the resolution.
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To overcome this problem, the method SPARCOM [Solomon et al., 2018, Solomon et al., 2019]
restricts the computation of only order-2 statistics and tries to gain resolution from other sources.
First of all, for a time-lag ϱ, the whole temporal covariance matrix Ry(ϱ) is considered. In com-
parison, auto-correlation or cross-correlation SOFI [Dertinger et al., 2009, Dertinger et al., 2010],
consider only a part of this matrix (e.g. the main diagonal for auto-correlation SOFI), without
exploiting all the available information. Moreover, SPARCOM exploits the sparse distribution of
the fluorescent emitters. This will be discussed, with more details, in the next section as it does
not directly affect the observation model but only gives prior knowledge of the solution we are
looking for.

Similarly to SPARCOM, in our model formulation we will use the whole temporal covariance
matrix and set the time-lag ϱ equal to 0. With the previous notation we are referring to the matrix
Ry(0), but we will use Ry for short. To formulate the model, we consider the discrete frames
{yt}Tt=1 as T realizations of a random variable y with covariance matrix defined by:

Ry = Ey{(y− Ey{y})(y− Ey{y})⊺}, (2.10)

where Ey{·} denotes the expected value computed w.r.t. to the unknown law of y. We estimate
Ry by computing the empirical covariance matrix, i.e.:

Ry ≈
1

T − 1

T∑
t=1

(yt − y)(yt − y)⊺,

where y = 1
T

∑T
t=1 yt denotes the empirical temporal mean. From (2.6) and (2.10), we thus

deduce the relation:
Ry = ΨRxΨ⊺ + Rn, (2.11)

where Rx ∈ RL2×L2
and Rn ∈ RM2×M2

are the covariance matrices, with ϱ = 0, of {xt}Tt=1
and {nt}Tt=1, respectively. As the background b is stationary by assumption, its covariance matrix
is zero.

Recalling now that the emitters are uncorrelated, we deduce that Rx is diagonal, as all the
cross-correlations are equal to 0. We thus set rx := diag(Rx) ∈ RL2

. Furthermore, by the
i.i.d. assumption on nt, we have that Rn = sIM2 , where s ∈ R+ and IM2 is the identity matrix
in RM2×M2

.
Note that the model in equation (2.11) is different from the one used in SPARCOM and pre-

sented in [Solomon et al., 2018, Solomon et al., 2019], as noise contributions are also taken into
account by including in the model the diagonal covariance matrix Rn. Finally, the vectorized form
of the model in the covariance domain can thus be written as:

ry = (Ψ⊙Ψ)rx + svI, (2.12)

where⊙ denotes the Khatri–Rao (column-wise Kronecker) product, ry ∈ RM4
is the column-wise

vectorization of Ry and vI = vec(IM2).

2.1.3 COL0RME: A two-step approach

We now introduce the method COL0RME, the abbreviation for COvariance-based ℓ0 super-
Resolution Microscopy with intensity Estimation. The inspiration for such an acronym comes from
the fact that we do not only find where the fluorescent molecules are, but we also calculate, for
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each molecule position, the intensity values (a quantity proportional to the number of photons
emitted by the molecules), so we "color" them.

To be more precise, COL0RME solves two minimization problems with the overall goal to
find a super-resolved 2D image x, belonging to a finer grid than the acquisitions grid. We
are firstly interested in precisely localizing the fluorescent molecules by finding the positions
of the pixels in the fine grid that have at least one fluorescent molecule. This is equivalent to
finding the support Ω of the image x, defined as the positions of the non-zero elements, i.e.
Ω := {i : xi ̸= 0} ⊂

{
1, . . . , L2}. The support of the final image x is exactly the same as

the support of the temporal auto-covariance matrix of the emitters rx, after the reasonable as-
sumption that there is no displacement of the specimen during the imaging period whenever short
time acquisitions are considered. Therefore we can write: Ω := {i : (rx)i ̸= 0} and seek it in the
first minimization problem. As discussed before, looking at second-order statistics, we expect an
improvement of a factor equal to

√
2. As a second step, a second minimization problem is solved,

using the original fluorescence microscopy model (2.6) and first-order statistics (mean over time).
The goal of this step is to find the real intensity values only for the pixels belonging to the al-
ready estimated support Ω. Mathematically, we can write x ∈ R|Ω|, while with |Ω| we denote the
cardinality of the set Ω.

For all t and given Ψ, yt and therefore ry, the two problems can thus be formulated as:

find Ω := {i : (rx)i ̸= 0} , s ∈ R s.t. rx, s solves (2.12), (COL0RME-1)

find x = 1
T

T∑
t=1

xt ∈ R|Ω| and b ∈ RM2
s.t. x, b solves time-averaged (2.6).

(COL0RME-2)

We solve the two problems sequentially because, in the second problem, we use the solution of
the first one. We refer to these two problems as support and intensity estimation steps. In Figure
2.2, we report an overview of both steps by visualizing the inputs/outputs of each, as well as
the interaction between them. On the right side of the figure, we can see the two main outputs
of COL0RME: the support Ω containing the locations of the fine-grid pixels with at least one
fluorescent molecule, and the intensity x ∈ RL2

whose non-null values are estimated only on Ω.
More details for these steps are given in Section 2.2 and 2.3, respectively.

2.2 Support Estimation

In this section, we aim at solving the problem COL0RME-1. Similarly to SPARCOM
[Solomon et al., 2019], our approach makes use of the fact that the vector rx is sparse. In our
work, we further include the estimation of the variance s = σ2 + b > 0 for dealing with more
challenging scenarios including noise.

2.2.1 Formulation of the optimization problem

In order to compare different a-priori regularity constraints on the solution, we make use of
different regularization terms, whose importance is controlled by a regularization hyperparameter
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Figure 2.2 – COL0RME pipeline. (a) An overview of the two steps, Support Estimation and
Intensity Estimation, (b) The two main outputs of COL0RME: the binary image identifying the
support Ω and the intensity image x.

λ > 0 to be chosen appropriately. By further introducing a non-negativity constraint for both
variables rx and s, we thus aim to solve:

arg min
rx≥0, s≥0

F(rx, s) +R(rx; λ), (2.13)

where the data fidelity term is defined from (2.12) as:

F(rx, s) = 1
2∥ry − (Ψ⊙Ψ)rx − svI∥22, (2.14)

and R(·; λ) is a sparsity-promoting penalty. As discussed in Section 1.3.3.3, ideally, one would
like to make use of the ℓ0-norm to enforce sparsity. However solving the resulting non-continuous,
non-convex and combinatorial minimization problem is a NP-hard optimization problem. We
bypass this problem by using the continuous exact relaxation of the ℓ0-norm (CEL0) proposed by
Soubies et al. in [Soubies et al., 2015] in a tight way of promoting sparsity without modifying the
problem too much. The CEL0 regularization is continuous, non-convex and non-differentiable. It
preserves the global minima of the ideal ℓ2 − ℓ0 problem one would like ideally to solve and it
may remove some local ones. The CEL0 penalty is defined as:

R(rx; λ) = ΦCEL0(rx; λ) =
L2∑
i=1

λ− ∥Ai∥2

2

(
|(rx)i| −

√
2λ

∥Ai∥

)2

1{|(rx)i|≤
√

2λ
∥Ai∥ }, (2.15)

where Ai = (Ψ⊙Ψ)i denotes the i-th column of the matrix A := Ψ⊙Ψ.
A different, convex way of favoring sparsity consists in taking as regularizer the ℓ1-norm:

R(rx; λ) = λ∥rx∥1. (2.16)

This way of promoting sparsity was previously used in SPARCOM [Solomon et al., 2019].
Finally, in order to model situations where extended piece-wise constant structures are consid-

ered, we consider a different regularization term favoring gradient-sparsity by means of the Total
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Variation (TV) regularization defined in a discrete setting as follows:

R(rx; λ) = λTV (rx) = λ
L2∑
i=1

(
|(rx)i − (rx)ni,1 |2 + |(rx)i − (rx)ni,2 |2

) 1
2 , (2.17)

where (ni,1, ni,2) ∈ {1, . . . , L2}2 indicate the locations of the horizontal and vertical nearest
neighbor pixels of pixel i, as shown in Figure 2.3. For the computation of the TV penalty, Neu-
mann boundary conditions have been used.

Figure 2.3 – The one-sided nearest horizontal and vertical neighbors of the pixel i used to compute
the gradient discretization in (2.17).

To solve (2.13) we use the Alternate Minimization algorithm between s and rx
[Attouch et al., 2010]. The pseudo-code is reported in Algorithm 1. Note that, at each k ≥ 1, the
update for the variable s is efficiently computed through the following explicit expression:

sk+1 = 1
M2 vI

⊺(ry − (Ψ⊙Ψ)rx
k).

The result is then projected onto the positive subspace to ensure that the update for the variable s
is non-negative.

Concerning the update of rx, different algorithms are used depending on the choice of the
regularization term. For the CEL0 penalty (2.15) we used the Iteratively Reweighted ℓ1 algorithm
(IRL1) [Ochs et al., 2015], following Gazagnes et al. [Gazagnes et al., 2017] with Fast Iterative
Shrinkage-Thresholding Algorithm (FISTA) [Beck and Teboulle, 2009] as inner solver. If the ℓ1
norm (2.16) is chosen, FISTA is used. Finally, when the TV penalty (2.17) is employed, the
Primal-Dual Splitting Method in [Condat, 2013] was considered.

Algorithm 1 COL0RME, Step I: Support Estimation

Require: ry ∈ RM4
, rx

0 ∈ RL2
, λ > 0

repeat
sk+1 = arg min

s∈R+

F(rx
k, s)

rx
k+1 = arg min

rx∈RL2
+

F(rx, sk+1) +R(rx; λ)

until convergence
return Ωx, s

Following the description provided by Attouch et al. in [Attouch et al., 2010], the conver-
gence of Algorithm 1 can be guaranteed if an additional quadratic term is introduced in the ob-
jective function of the second minimization sub-problem, as the first one is exactly solved at each
iteration. Nonetheless, empirical convergence was observed also without such additional terms.



30 CHAPTER 2 — COL0RME: Localization and quantification of fluorescent signal

To evaluate the performance of the first step of COL0RME using the different regularization
penalties described above, we created two noisy simulated datasets, with low background (LB)
and high background (HB) and used them to test the first step of COL0RME. More details on the
two datasets are available in the following Section 2.4.1. The results obtained by using the three
different regularizers, namely CEL0, ℓ1-norm and TV penalty, are reported in Figure 2.4. On the
left part of the figure, we show the superimposed diffraction-limited image (temporal mean of the
stack) with 4-times zoom on ground truth (GT) support (with blue). In this example, we chose
the regularization parameter λ heuristically. More details on the selection of such a parameter are
given in Section 2.2.3.

(a) ȳ + GT (b) CEL0 result (c) ℓ1 result (d) TV result

(e) ȳ + GT (f) CEL0 result (g) ℓ1 result (h) TV result

Figure 2.4 – (a) GT and diffraction limited image for the noisy simulated LB dataset with stack
size of T=500 frames, (b-d) Results with different regularization penalties for the LB dataset, (e)
GT and diffraction limited image for the noisy simulated HB dataset with T=500 frames (f-h)
Results with different regularization penalties for the HB dataset.

We observe that the reconstruction obtained by the TV regularizer does not provide precise
localization results. To give an example, the separation of the two filaments on the top-right
corner is not visible and while the junction of the other two filaments on the bottom-left should
appear further down, we see that those filaments are erroneously glued together. We thus will not
consider TV further in our tests and rather focus on the comparison between CEL0 and ℓ1 only.

The Jaccard indices of both results obtained when using CEL0 and ℓ1, have been computed.
The Jaccard Index (JI), is a quantity in the range [0, 1] computed as the ratio between correct detec-
tions (CD) and the sum of correct detections, false negatives (FN), and false positives (FP), that is
JI := CD/(CD + FN + FP ), up to a tolerance δ > 0, measured in nm (see [Sage et al., 2015]).
A correct detection occurs when one pixel at most δ nm away from a ground truth pixel is added
to the support. In order to match the pixels from the estimated support to the ones from the ground
truth, we employ the standard Gale–Shapley algorithm [Gale and Shapley, 1962]. Once the match-
ing has been performed, we can simply count the number of ground truth pixels that have not been
detected (false negative) and the number of pixels in the estimated support which have not been
matched to any ground truth pixel (false positive). A small example of the way to count CD, FP,
and FN is reported in Figure 2.5.

Figure 2.6 reports the average JI computed from 20 different noise realizations, as well as an
error bar (vertical lines) representing the standard deviation, for several stack sizes. A tolerance
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δ δδ

Simulated molecules
Correct Detections (CD)
False Positives (FP)
False Negatives (FN)
δ tolerance radius

Figure 2.5 – Jaccard Index metric for accessing localizations

precision δ = 40 nm is set so that we allow the CD, that needed to be counted for the computation
of the JI, to be found not only in the same pixel but also in any of the 8-neighboring pixels, since
the pixel size 25 nm. According to the figure, a slightly better JI is obtained when CEL0 is used.
In addition, for both regularizers, an increase in the number of frames leads to better JI, hence
better localization.

As the reader may notice, such quantitative assessment could look inconsistent with the visual
results reported in Figure 2.4. Indeed, by definition, the JI tends to assume higher values whenever
more CD are found even in presence of more FP (as it happens for the CEL0 reconstruction),
while it gets more penalized when FN occur, as they affect the computation "twice", reducing the
numerator and increasing the denominator.

(a) LB dataset (b) HB dataset

Figure 2.6 – Jaccard Index values with tolerance δ = 40nm for the LB and HB dataset, for
different stack sizes and regularization terms. The mean and the standard deviation (error bars) for
20 different noise realization are presented.

2.2.2 Noise variance estimation

Along with the estimations of the emitter covariance matrix, the estimation of the noise
variance in the joint model (2.13) allows for much more precise results even in challenging
acquisition conditions featuring noise. In Figure 2.7 we show the relative error, defined as:
error = |s− σ2

GT|/|σ2
GT|, between the computed noise variance s = σ2 +b and the true variance

of the electronic noise σ2
GT used to produce simulated low-background (LB) and high-background

(HB) data.
The relative error is higher in the case of the HB dataset, which is expected, as in our noise

variance estimation s there is a bias coming from the background b. In the case of the LB dataset,
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(a) LB dataset (b) HB dataset

Figure 2.7 – The relative error committed in noise variance estimation, for the LB and HB dataset
and for different stack sizes and regularization penalty choices. The mean and the standard devia-
tion (error bars) of 20 different noise realization are presented.

as the background is low, the bias is sufficiently small so that it is barely visible in the error graph.
In our experiments, Gaussian noise with a corresponding SNR of approximately 16 dB is being
used, while the value of σ2

GT is on average equal to 7.11× 105 for the LB dataset and 7.13× 105

for the HB dataset. Note that, in general, the estimation of the noise variance s obtained by
COL0RME is quite precise.

2.2.3 Hyper-parameter Selection

The selection of the regularization parameter value λ in (2.13) is critical, as it determines the
sparsity level of the support of the emitters. For its estimation, we start computing reference values
λmax, defined as the smallest regularization parameters for which the identically zero solution is
found. It is indeed possible to compute such a λmax from the data and the model operators for both
regularization terms CEL0 and ℓ1 (see [Soubies, 2016] and [Koulouri et al., 2021]). Once such
values are known what we actually need to compute is a fraction γ ∈ (0, 1) of λmax corresponding
to the choice λ = γλmax. For the CEL0 regularizer the expression for λmax (see Proposition 10.9
in [Soubies, 2016]) is:

λCEL0
max := max

1≤i≤L2

⟨Ai, ry⟩2

2∥Ai∥2
, (2.18)

Regarding the ℓ1-norm regularization penalty, λmax is given by:

λℓ1
max := ∥A⊺ry∥∞ = max

1≤i≤L2
⟨Ai, ry⟩. (2.19)

As far as the ℓ1-norm is used as the regularization term in (2.13), we report in Figure 2.8 a
graph showing how the Peak Signal-to-Noise Ratio (PSNR) value of the final estimated intensity
image (i.e. after the application of the second step of COL0RME discussed in following Section
2.3) varies for the two datasets considered depending on λ. It can be observed that for a large range
of values λ, the final PSNR remains almost the same. Although this may look a bit surprising at a
first sight, we remark that the robustness of the result is due, essentially, to the second step of the
algorithm where false localizations related to an underestimation of λ can be corrected through
the intensity estimation step. Note, however, that in the case of an overestimation of λ, points
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contained in the original support are definitively lost so no benefit is obtained from the intensity
estimation step, hence the overall PSNR decreases.

(a) LB dataset (b) HB dataset

Figure 2.8 – The PSNR values of the final COL0RME image obtained using the ℓ1-norm regular-
izer for support estimation, at various γ values, evaluated on both the LB and HB datasets. The
mean and the standard deviation (error bars) of 20 different noise realizations are presented.

When the CEL0 penalty is used for support estimation, a heuristic parameter selection strategy
can be used to improve the localization results and avoid fine parameter tuning. More specifically,
the non-convexity of the model can be ‘leveraged’ by considering an algorithmic restarting ap-
proach to improve the support reconstruction quality. An initial large value of λ can be fixed,
typically λ = γλCEL0

max with γ ≈ 5 × 10−4, so as to achieve a very sparse reconstruction. Then,
the support estimation Algorithm 1 can be run and iteratively repeated with a new initialization
rx

0 (that is, restarted) several times. While keeping λ fixed along this procedure, a wise choice of
the initialization rx

0 depending, but not being equal, to the previous output can be used to enrich
the support.

There are many ways to choose the new initialization since both deterministic and stochastic
strategies can be used. We chose a deterministic way based on the following idea: for every pixel
belonging to the solution of the previous restarting, we find its closest neighbor. Then, we define
the middle point between the two and we include it in the initialization of the current restarting.
A small example is given in the Figure 2.9. The yellow points belong to the support estimation of
the previous restarting. Starting from them we define the red points, used for the initialization of
the current restarting.

Non-convexity is here exploited by changing, for a fixed λ, the initialization at each algorith-
mic restart, so that new local minimizers (corresponding to possible support points) are computed.
The final support image can thus be computed as the superposition of the different solutions com-
puted at each restarting. In such a way, a good result for a not-finely-tuned value of λ is computed.
Clearly the price to pay for such procedure is an increased computational cost since the optimiza-
tion algorithm has to be run several times.
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Figure 2.9 – The yellow pixels belong to the support estimated in the previous restarting, while
the red pixels belong to the initialization that is used in the current restarting.

2.3 Intensity Estimation

From the first step of COL0RME described in Section 2.2, we obtain a sparse estimation of
rx ∈ RL2

. Its support Ω := {i : (rx)i ̸= 0} is thus defined. We are now interested in solving
the problem (COL0RME-2) to retrieve the intensity information of the signal x in correspondence
with the estimated support Ω.

2.3.1 Formulation of the optimization problem for intensity estimation

We propose an intensity estimation procedure for x restricted only to the pixels of interest.
Under this constraint, it is thus reasonable to consider a regularization term favoring smooth in-
tensities on Ω, in agreement to what is typically found in real images. In order to take into account
the modeling of blurry and out-of-focus fluorescent molecules, we further include in our model
(2.6) a regularization term for smooth background estimation. We can thus consider the following
joint minimization problem:

arg min
x∈R|Ω|

+ , b∈RM2
+

1
2∥ΨΩx− (y− b)∥22 + µ

2 ∥∇Ωx∥22 + β

2 ∥∇b∥22, (2.20)

where the data term models the presence of Gaussian noise, y = 1
T

∑T
t=1 yt is the temporal

empirical average of the acquired data, µ, β > 0 are regularization parameters and ΨΩ ∈ RM2×|Ω|

is a matrix whose i-th column is extracted from Ψ for all indexes i ∈ Ω. The regularization term
on x is the squared norm of the discrete gradient restricted to Ω, i.e.:

∥∇Ωx∥22 :=
∑
i∈Ω

∑
j∈N (i)∩Ω

(xi − xj)2,

whereN (i) denotes the 3×3-pixel neighborhood of i ∈ Ω. Note that, according to this definition,
∇Ωx denotes a (redundant) isotropic discretization of ∇x evaluated for each pixel in the support
Ω. It coincides with the standard definition of∇x restricted to points in the support Ω.

The non-negativity constraints on x and b as well as the one restricting the estimation of
x on Ω can be relaxed by using suitable smooth penalty terms, so that, finally, the following
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unconstrained optimization problem is addressed:

arg min
x∈RL2 , b∈RM2

1
2∥Ψx−(y−b)∥22+µ

2 ∥∇x∥22+β

2 ∥∇b∥22+α

2

∥IΩx∥22 +
L2∑
i=1

[ϕ(xi)]2 +
M2∑
i=1

[ϕ(bi)]2
 ,

(2.21)
where the parameter α≫ 1 can be chosen arbitrarily high to enforce the constraints. IΩ ∈ RL2×L2

is a diagonal matrix acting as characteristic function of Ω, i.e. defined as:

IΩ(i, i) =
{

0 if i ∈ Ω,

1 if i ̸∈ Ω
, ∀i ∈ {1, ..., L2}. (2.22)

The function ϕ : R→ R is used to penalize negative entries, being defined as:

ϕ(z) :=
{

0 if z ≥ 0,

z if z < 0
, ∀z ∈ R. (2.23)

By considering the unconstrained optimization problem in (2.21) instead of the original con-
strained one in (2.20), we facilitate the development of an automatic parameter selection strategy,
as we describe in detail in Section 2.3.2.

To solve problem (2.21) we use the Alternate Minimization algorithm, see Algorithm 2. In
the following Sections 2.3.1.1 and 2.3.1.2, we provide more details on the solution of the two
minimization sub-problems.

Algorithm 2 COL0RME, Step II: Intensity Estimation

Require: y ∈ RM2
, x0 ∈ RL2

, b0 ∈ RM2
, µ, β > 0, α≫ 1

repeat
xk+1 = arg min

x∈RL2

1
2∥Ψx− (y− bk)∥22 + µ

2∥∇x∥22 + α
2

(
∥IΩx∥22 +

∑L2
i=1 [ϕ(xi)]2

)
bk+1 = arg min

b∈RM2

1
2∥b− (y−Ψxk+1)∥22 + β

2 ∥∇b∥22 + α
2
∑M2

i=1 [ϕ(bi)]2

until convergence
return x, b

Intensity estimation results can be found in Figure 2.10. Thus, (2.21) is used for inten-
sity/background estimation on the supports ΩR estimated from the first step of COL0RME using
R = CEL0, R = ℓ1 and R = TV. We refer to these solutions as COL0RME-CEL0, COL0RME-
ℓ1 and COL0RME-TV, respectively. The result of TV, even after the use of the second step does
not allow for the observation of significant details (e.g. the separation of the two filaments on the
bottom left corner).

A quantitative assessment for the other two regularization penalty choices, is available in Fig-
ure 2.11. More precisely we compute the Peak-Signal-to-Noise-Ratio (PSNR), given the following
formula:

PSNRdB(xGT, x) = 10 log10

(
MAX2

xGT

MSE

)
, MSE = 1

L2

L2∑
i=1

(
(xGT)i − (x)i

)2
, (2.24)
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(a) ȳ(LB) (b) ȳ(HB) (c) xGT
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(d) COL0RME-CEL0 (e) COL0RME-ℓ1 (f) COL0RME-TV

(g) COL0RME-CEL0 (h) COL0RME-ℓ1 (i) COL0RME-TV

0 5000 10000 15000

Figure 2.10 – (a-b) Diffraction limited image ȳ with T = 500 frames for the LB dataset and for
the HB dataset (4x zoom), (c) GT intensity image, (d-f) Reconstructions for the noisy simulated
dataset with LB, (g-i) Reconstruction for the noisy simulated dataset with HB. For all COL0RME
intensity estimations, the same colorbar, presented at the bottom of the figure, has been used.
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(a) LB dataset (b) HB dataset

Figure 2.11 – COL0RME PSNR values for two different datasets (LB and HB dataset), stack
sizes, and regularization penalty choices. The mean and the standard deviation (error bars) of 20
different noise realizations are presented.

where xGT ∈ RL2
is the ground truth (GT) intensity image used as a reference image, x ∈ RL2

the image we want to evaluate using the PSNR metric and MAXxGT the maximum value of the
image xGT. The higher the PSNR, the better the quality of the reconstructed image.

As shown in Figures 2.10 and 2.11, when only a few frames are considered (eg. T = 100
frames, high temporal resolution), the method performs better when the CEL0 penalty is used for
the support estimation. However, when longer temporal sequences are available (e.g. T = 500 or
T = 700 frames) the method performs better when the ℓ1-norm is used instead. In addition to this,
for both penalizations, PSNR improves as the number of temporal frames increases, as expected.

Background estimation results are reported in Figure 2.12 where (2.21) is used for inten-
sity/background estimation on the supports ΩR, with R = CEL0 and R = ℓ1. Note the different
scales between the diffraction limited and background images for a better visualization of the re-
sults. In the figure we further report the constant background generated by the SOFI Simulation
Tool [Girsault et al., 2016], the software used to generate our simulated data (more details in Sec-
tion 2.4.1). Although the results look different due to the considered space-variant regularization
on b, the variations are very small. The estimated background is smooth, as expected, with higher
values estimated near the simulated filaments and values closer to the true background found away
from them.

2.3.1.1 Update of x

In order to find at each k ≥ 1 the optimal solution xk+1 ∈ RL2
of the first sub-problem, we

need to solve a minimization problem of the form:

xk+1 = arg min
x∈RL2

g(x; bk) + h(x), (2.25)

where, for bk ∈ RM2
being fixed at each iteration, g(·; bk) : RM2 → R+ is a proper and convex

function with Lipschitz gradient, defined by:

g(x; bk) := 1
2∥Ψx− (y− bk)∥22 + µ

2 ∥∇x∥22, (2.26)
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(a) ȳ (b) COL0RME-CEL0 (c) COL0RME-ℓ1 (d) bGT

(e) ȳ (f) COL0RME-CEL0 (g) COL0RME-ℓ1 (h) bGT

Figure 2.12 – (a-d) LB dataset results: Diffraction limited image ȳ with T=500 (4x zoom), Back-
ground estimation result on estimated support using CEL0 and ℓ1 regularization, GT background
image. (e-h) HB dataset results: Diffraction limited image ȳ with T=500 (4x zoom), Background
estimation result on estimated support using CEL0 and ℓ1 regularization, GT background image.

and where the function h : RL2 → R encodes the penalty terms:

h(x) = α

2

∥IΩx∥22 +
L2∑
i=1

[ϕ(xi)]2
 . (2.27)

Solution of (2.25) can be obtained iteratively, using, for instance, Proximal Gradient Descent
(PGD) algorithm, whose iteration is defined by:

xn+1 = proxh,τ (xn − τ∇g(xn)), n = 1, 2, .., (2.28)

where ∇g(·) denotes the gradient of g, τ ∈ (0, 1
Lg

] is the algorithmic step-size chosen within a
range depending on the Lipschitz constant of ∇g, here denoted by Lg, to guarantee convergence.
The proximal update in (2.28) can be computed explicitly using the computations reported in
Appendix A. For each w ∈ RL2

there holds element-wise:

(
proxh,τ (w)

)
i

= proxh,τ (wi) =


wi

1+ατIΩ(i,i) if wi ≥ 0,
wi

1+ατ(IΩ(i,i)+1) if wi < 0.
(2.29)

Remark 2.3.1 – As the reader may have noticed, we consider the proximal gradient descent al-
gorithm (2.28) for solving (2.25), even though both functions g and h in (2.26) and (2.27) re-
spectively, are smooth and convex, hence, in principle, (accelerated) gradient descent algorithms
could be used. Note, however, that the presence of the large penalty parameter α ≫ 1 would
significantly slow down convergence speed in such case as the step size τ would be constrained
to the smaller range (0, 1

Lg+α ]. By considering the penalty contributions in terms of their prox-
imal operators, this limitation doesn’t affect the range of τ , and convergence is still guaranteed
[Combettes and Wajs, 2005] in a computationally fast way through the update (2.29).
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2.3.1.2 Update of b

As far as the estimation of the background is concerned, the minimization problem we aim to
solve at each k ≥ 1 takes the form:

bk+1 = arg min
b∈RM2

r(b; xk+1) + q(b), (2.30)

where:

r(b; xk+1) := 1
2∥b− (y−Ψxk+1)∥22 + β

2 ∥∇b∥22, q(b) := α

2

M2∑
i=1

[ϕ(bi)]2.

Note that r(·; xk+1) : RM2 → R+ is a convex function with Lr-Lipschitz gradient and q : RM2 →
R+ encodes (large, depending on α≫ 1) penalty contributions. Recalling Remark 2.3.1, we thus
use again the proximal gradient descent algorithm for solving (2.30). The desired solution can
thus be found by iterating:

bn+1 = proxq,δ(bn − δ∇r(bn)), n = 1, 2, .., (2.31)

where δ ∈ (0, 1
Lr

] is the step-size parameter. The proximal operator proxq,δ(·), has an explicit
expression and it is defined element-wise for i = 1, . . . , M2 by:

(
proxq,δ(d)

)
i

= proxq,δ(di) =
{

di if di ≥ 0,
di

1+αδ if di < 0.
(2.32)

2.3.2 Hyper-parameter selection

In this section, we provide some details on the estimation of the parameter µ in (2.20), which
is crucial for an accurate intensity estimation. The other two regularization parameters β and
α do not need fine tuning: they are both chosen sufficiently large, with β allowing for smooth
background and with high α to enforce the required constraints (positivity for both intensity and
background and restriction to the predefined support only for the intensity estimation).

The problem we look at in this second step is:

find x ∈ RL2
s.t. y = Ψx + b + n, (2.33)

where the quantities denoted by a bar sign correspond to the temporal averages of the vectorized
model in (2.6), so that, e.g., n = 1

T

∑T
t=1 nt. The temporal realizations nt of the random vector

n follow a normal distribution with zero mean and covariance matrix sIM2 , where s has been
estimated in the first step of the algorithm, see Section 2.2.2. Consequently, the vector n follows
also a normal distribution with zero mean and covariance matrix equal to s

T IM2 . As both s and
T are thus known at this point, we can use the discrepancy principle, a well-known a-posteriori
parameter-choice strategy (see, e.g., [Hansen, 2010, Gfrerer, 1987]), to efficiently estimate the
hyper-parameter µ appearing in (2.21).

To detail how the procedure is applied to our problem, we write xµ in the following to highlight
the dependence of x on µ. According to the discrepancy principle, an optimal regularization
parameter µ is chosen so that the residual norm of the regularized solution satisfies:

∥y−Ψx̂µ − b̂∥22 = ν2
DP ∥n∥22, (2.34)
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where x̂µ ∈ RL2
and b̂ ∈ RM2

are the solutions of (2.20). By definition, the expected value of
∥n∥22 is:

E{∥n∥22} = M2 s

T
, (2.35)

which can be used as an approximation of ∥n∥22 for M2 big enough. The scalar value νDP ≈ 1
is a ‘safety factor’ that plays an important role in the case when a good estimate of ∥n∥2 is not
available. In such situations a value νDP closer to 2 is used. As detailed in Section 2.2.2, the
estimation of s is rather precise in this case, hence we fix νDP = 1 in the following.

We now define the function f(µ) : R+ → R as:

f(µ) = 1
2∥y−Ψx̂µ − b̂∥22 −

ν2
DP

2 ∥n∥
2
2. (2.36)

We want to find the value µ̂ such that f(µ̂) = 0. This can be done iteratively, using, e.g., Newton’s
method whose iterations read:

µn+1 = µn −
f(µn)
f ′(µn) , n = 1, 2, ... (2.37)

In order to be able to compute easily the values f(µ) and f ′(µ), the values x̂µ ∈ RL2
, b̂ ∈

RM2
and x̂′

µ = ∂
∂µ x̂µ ∈ RL2

need to be computed, as it can be easily noticed by writing the
expression of f ′(µ) which reads:

f ′(µ) = ∂

∂µ
{1

2∥y−Ψx̂µ − b̂∥22} = (x̂′
µ)⊺Ψ⊺(y−Ψx̂µ − b̂). (2.38)

The values x̂µ and b̂ can be found by solving the minimization problem (2.20). As far as x̂′
µ

is concerned, we report in Appendix B the steps necessary for its computation. We note that in
order to compute such quantity, the use of a relaxed support/non-negativity constraint defined by
the smooth quadratic terms discussed above is fundamental as it allows a closed-form expression.
One can show in fact that x̂′

µ is the solution of the following minimization problem:

x̂′
µ = arg min

x∈RL2

1
2∥Ψx∥22 + µ

2 ∥∇x + c∥22 + α

2
(
∥IΩx∥22 + ∥Ix̂µx∥22

)
, (2.39)

where c is a known quantity defined by c = 1
µ∇x̂µ, and the diagonal matrix Ix̂µ ∈ RL2×L2

identifies the support of x̂µ, i.e.:

Ix̂µ(i, i) =
{

0 if (x̂µ)i ≥ 0,

1 if (x̂µ)i < 0.

We can thus find x̂′
µ by iterating:

x′n+1
µ = proxh,τ (x′n

µ − τ∇g(x′n
µ)), n = 1, 2, .., (2.40)

where

g(x) := 1
2∥Ψx∥22 + µ

2 ∥∇x + c∥22, h(x) := α

2
(
∥IΩx∥22 + ∥Ix̂µx∥22

)
. (2.41)



CHAPTER 2 — COL0RME: Localization and quantification of fluorescent signal 41

Figure 2.13 – The solid blue line shows the PSNR values computed by solving (2.21) for several
values of µ within a specific range.

For z ∈ RL2
, the proximal operator proxh,τ (z) can be obtained following the computations in

Appendix A:

(proxh,τ (z))i = proxh,τ (zi) = zi

1 + ατ
(
IΩ(i, i) + Ix̂µ(i, i)

) , (2.42)

while
∇g(x′) = (Ψ⊺Ψ + µ∇⊺∇)x′ +∇⊺∇x̂µ, (2.43)

and the step-size τ ∈ (0, 1
Lg

], with Lg = ∥Ψ⊺Ψ + µ∇⊺∇∥2 the Lipschitz constant of ∇g. A
pseudo-code explaining the procedure is reported in Algorithm 3.

Algorithm 3 Discrepancy Principle

Require: y ∈ RM2
, x0 ∈ RL2

, b0 ∈ RM2
, µ0, β > 0, α≫ 1

repeat
Find x̂µn , b̂ using Algorithm 2
Find x̂′

µn
solving (2.39)

Compute f(µn), f ′(µn) from (2.36) and (2.38)
µn+1 ← µn − f(µn)

f ′(µn)
until convergence
return µ̂

Finally, in Figure 2.13, a numerical example showing the good estimation of the parameter µ̂
is given. For this example, we used the HB dataset with T = 500 frames (Figure 2.15c) and the
ℓ1-norm regularization penalty. The red cross shows the PSNR value obtained in correspondence
with the parameter µ̂ computed by applying the Discrepancy Principle. We note that such a value
is very close to one maximizing the PSNR metric.



42 CHAPTER 2 — COL0RME: Localization and quantification of fluorescent signal

2.4 Numerical Results

In this section, we compare the method COL0RME with state-of-the-art methods that ex-
ploit the temporal fluctuations/blinking of fluorophores. We apply them to both simulated and
real data. More precisely, we compare: COL0RME-CEL0 (using the CEL0 regularization in
the support estimation), COL0RME-ℓ1 (using the ℓ1-norm regularization in the support esti-
mation), SRRF [Gustafsson et al., 2016], SPARCOM [Solomon et al., 2019] and LSPARCOM
[Dardikman-Yoffe and Eldar, 2020].

2.4.1 Simulated Data

To evaluate the method COL0RME we choose images of tubular structures that simulate stan-
dard microscope acquisitions with standard fluorescent dyes. In particular, the spatial pattern
(see Figure 2.15a) is taken from the MT0 microtubules training dataset uploaded for the SMLM
Challenge of 2016 1. The temporal fluctuations are obtained by using the SOFI Simulation Tool
[Girsault et al., 2016]. This simulation software, implemented in MATLAB, generates realistic
temporal stacks of images with fluctuating intensities, similar to the ones obtained from real mi-
croscopes, as it makes use of parameters specific to some microscope setup and some of the
sample’s main properties. However, differently from the fluctuating microscopic data presented in
Section 2.4.2, the blinking generated by the SOFI Simulation Tool has a more distinctive "on-off"
behavior.

For the experiments presented in this section, we generate a video of a total number of
700 frames following model (2.1). However, we evaluate the methods using the first T ∈
{100, 300, 500, 700} frames, so as to examine further the trade-off between temporal and spa-
tial resolution. The frame rate is fixed at 100 frames per second (fps) and the pixel size is 100
nm. Regarding the optical parameters, we set the numerical aperture equal to 1.4 and the emission
wavelength to 525 nm, so that the FWHM of the PSF is equal to 228.75 nm. The fluorophore
parameters are set as follows: 20 ms for on-state average lifetime, 40 ms for off-state average
lifetime, and 20 s for average time until bleaching. The emitter density is equal to 10.7 emit-
ters/pixel/frame, while 500 photons are emitted, on average, by a single fluorescent molecule in
every frame.

We create two datasets with the main difference between them being the background level.
More precisely we create a low-Background (LB) dataset, where the background is equal to 50
photons/pixel/frame, and a high-Background (HB) dataset, where the background is equal to 2500
photons/pixel/frame. For both datasets, we proceed as follows: initially, Poisson noise is added to
simulate the photon noise (see (2.1)); subsequently, the number of photons recorded by each cam-
era pixel is converted into an electric charge in accordance with the quantum efficiency and gain
of the camera that has been set to 0.7 and 6 respectively (thus resulting in an overall gain of 4.2);
finally, Gaussian noise is added. In order to give a visual inspection of the background and noise,
in Figure 2.14, one frame of the HB dataset is presented before and after the background/noise
addition. As we want, also, to provide a quantitative assessment, we measure the quality of the
reconstruction of the final sequence of T frames ({yt}Tt=1) using the Signal-to-Noise Ratio (SNR),

1. http://bigwww.epfl.ch/smlm/datasets/index.html

http://bigwww.epfl.ch/smlm/datasets/index.html
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(a) (b)

Figure 2.14 – One frame of the HB dataset, before (left) and after (right) the addition of back-
ground and the simulated noise degradation process. (a) A convoluted and down-sampled image
ΨxGT

t obtained from a ground truth frame xGT
t , (b) A frame of the final noisy sequence: yt. Note

the different colormaps to better capture the presence of noise and background.

given by the following formula:

SNRdB(y∗, y) = 10 log10


1

T M2

T M2∑
i=1

(y∗)2
i

1
T M2

T M2∑
i=1

((y∗)i − (y)i)2

 , (2.44)

where y∗ ∈ RT M2
is the reference image and y ∈ RT M2

the image we want to evaluate, both of
them in a vectorized form. As a reference, we choose the convoluted and down-sampled ground
truth frames (see one frame of the reference sequence in Figure 2.14a). The SNR values for a
sequence of T = 500 frames for the LB and HB datasets are 15.57dB and −6.07dB, respectively.
A negative value is found for the HB dataset due to the very high background used in this case.

The average image of the stack of each dataset as well as the ground truth intensity image
are reported in Figure 2.15. In the LB dataset, due to the high signal values, the background is
not visible. Further, as the observed microscopic images and the reconstructed ones belong to
different grids their intensity values are not comparable, hence we can not use the same colorbar
to represent them. The intensity of one pixel in the coarse grid is indeed the summation of the
intensity values of q × q pixels in the fine grid, where q is the super-resolution factor and in this
case q = 4. For this reason, we use two different colorbars.

(a) GT image (b) ȳ (LB) (c) ȳ (HB)

Figure 2.15 – The GT intensity image and the diffraction limited images ȳ = 1
T

∑T
t=1 yt for the

two datasets with a 4x zoom, for a sequence of T=500 frames
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Regarding the use of COL0RME-CEL0 and COL0RME-ℓ1, a regularization parameter equal
to λ = 5×10−4×λCEL0

max and λ = 5×10−4×λℓ1
max, respectively, is used in the support estimation.

The hyper-parameters α and β are set as follows: α = 106, β = 20. For the method COL0RME-
CEL0 the algorithmic restarting approach is used for a better support estimation. It stops when
there are no additional pixels added to the estimated support or if a maximum number of 10
restarts is reached. Such a number was empirically determined by preliminary simulations. For
the method SRRF we are using the NanoJ SRRF plugin for Fiji 2 [Laine et al., 2019]. Concerning
the method SPARCOM, we make use of the MATLAB code available online 3. As regularization
penalty we choose the ℓ1-norm with a regularization parameter equal to 10−10 and we avoid the
post-processing step (the convolution with a small Gaussian function) for most precise localiza-
tion. Finally, we test the method LSPARCOM, using the code that is available online 4 and the
tubulin (TU) training set that is provided.

In Figure 2.16 we compare the reconstructions of the methods COL0RME-CEL0, COL0RME-
ℓ1, SRRF, SPARCOM and LSPARCOM for the LB dataset and in Figure 2.17 for the HB dataset,
for a sequence of T = 500 frames. Results for different stack sizes are available in Figure 2.18.
Quantitative metrics like the Jaccard Index (JI) for the localization precision and the Peak-Signal-
to-Noise-ration (PSNR) for the evaluation of the estimated intensities are only available for the
methods COL0RME-CEL0 and COL0RME-ℓ1 (see Figures 2.6, 2.11). For the rest of the meth-
ods, the JI values are very low (i.e. the localization performance is bad) due to background and
noise artifacts in the reconstructions that lead to the appearance of many false positives. The
PSNR metric cannot be computed for the reconstructions obtained by SRRF, SPARCOM, and
LSPARCOM, since these methods do not reconstruct intensity levels.

In both the LB and HB dataset, and for T= 500 frames, the best reconstruction, visually, is the
one obtained by COL0RME-ℓ1, as it is able to achieve a more clear separation of the filaments
in the critical regions (yellow and green zoom boxes). The method COL0RME-CEL0 achieves
also a good result, even though the separation of the filaments, which are magnified in the green
box, is not as evident. The same happens also when the method SPARCOM is used. Finally, the
reconstruction obtained by SRRF and LSPARCOM, is slightly misleading.

2.4.2 Real Data

To show the effectiveness of our method for handling real-world data, we apply COL0RME to
an image sequence acquired from a Total Internal Reflection Fluorescence (TIRF) microscope. To
be more precise, the data we are using have been obtained from a Multi-Angle TIRF (MA-TIRF)
microscope, with a fixed angle above the critical one. More details about this imaging modality
are available in Section 1.1.2.

A sequence of T = 500 frames has been acquired, with an acquisition time equal to 25 s.
Tubulins in endothelial cells are stained with the Alexa Fluor 488. The variance of fluctuations
over time for a pixel of a region of interest is measured lying in the range 5× 105 − 7× 105. The
image ȳ is shown in Figure 2.19, together with one frame yt extracted from the entire stack. The
FWHM of the PSF has been measured experimentally and is equal to 292.03 nm, while the CCD
camera has a pixel of size 106 nm.

2. https://github.com/HenriquesLab/NanoJ-SRRF
3. https://github.com/KrakenLeaf/SPARCOM
4. https://github.com/gilidar/LSPARCOM

https://github.com/HenriquesLab/NanoJ-SRRF
https://github.com/KrakenLeaf/SPARCOM
https://github.com/gilidar/LSPARCOM
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GT image COL0RME-CEL0 COL0RME-ℓ1

0 5000 10000 15000 0 5000 10000 15000 0 5000 10000 15000

SRRF SPARCOM LSPARCOM

0 2000 4000 6000 8000 10000 12000 0 5 10 15 20 25 30 0 2000 4000 6000 8000

Figure 2.16 – Results for the LB dataset with T = 500. Note that the methods SRRF, SPAR-
COM, and LSPARCOM do not estimate real intensity values. Among the compared methods, only
COL0RME is capable of estimating intensity values, while the other methods estimate the mean of
a radiality image sequence (SRRF) and normalized autocovariances (SPARCOM, LSPARCOM)

The results of COL0RME-CEL0 and COL0RME-ℓ1 can be found in Figure 2.19. Experiments
using different stack sizes have been done showing that the more frames we use (up to a point that
we do not have many molecules bleached), the more continuous filaments we find. However, by
acquiring only T = 500 frames we have a good balance between temporal and spatial resolution.
For this reason we present here only results using a stack of 500 frames.

For the method COL0RME-CEL0 the regularization parameter λ is equal to λ = 5× 10−4 ×
λCEL0

max and the algorithmic restarting approach has been used. Regarding the method COL0RME-
ℓ1, we denote λ = 5 × 10−6 × λℓ1

max, a relatively small value so as to be sure that we will
include all the pixels that contain fluorescent molecules. Even if we underestimate λ and find
more false positives in the support estimation, after the second step of the algorithm, the final
reconstruction is corrected, as explained in Section 2.2.3. The hyper-parameters α and β are equal
to: α = 106, β = 20. Using either regularizer the spatial resolution is enhanced, as can be
observed from the yellow zoom boxes. However, the reconstruction obtained by both COL0RME-
CEL0 and COL0RME-ℓ1 suffers from intrinsic biases (i.e. punctuated reconstructions) due to the
limitations arising from the experimental difficulties to get a staining sufficiently homogeneous for
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GT image COL0RME-CEL0 COL0RME-ℓ1

0 5000 10000 15000 0 5000 10000 15000 0 5000 10000 15000

SRRF SPARCOM LSPARCOM

0 2000 4000 6000 8000 10000 12000 0 5 10 15 20 25 30 0 2000 4000 6000 8000

Figure 2.17 – Results for the HB dataset with T = 500.

this imaging resolution but also due to the sparsity-promoting regularization terms we have used.
Furthermore, there are a few filaments that do not seem to be well reconstructed, especially using
the COL0RME-CEL0 method, e.g. the one inside the green box.

Finally, a comparison of the methods COL0RME-CEL0 and COL0RME-ℓ1 with the other
state-of-the-art methods is available in Figure 2.20. The parameters used for the methods SRRF,
SPARCOM, and LSPARCOM, are explained in Section 2.4.1. Here, we further use a post-
processing step (i.e. a convolution with a small Gaussian function) as suggested by the authors
of SPARCOM. The methods COL0RME-CEL0 and COL0RME-ℓ1 seem to have the most pre-
cise localization, by reconstructing thin filaments, as shown in the cross-section plotted in Figure
2.20, though a bit punctuated. The most visually appealing result is the one of SRRF, where the
filaments have a more continuous structure, however from the cross-section, we can see that the
resolution is not much improved compared to other methods. SPARCOM and LSPARCOM do
not perform very well in this real image sequence due to, mainly, background artifacts.
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COL0RME-CEL0 COL0RME-ℓ1 SRRF SPARCOM LSPARCOM

(a)

(b)

(c)

(d)

(e)

(f)

0 5000 10000 15000 0 5000 10000 15000 0 2000 4000 6000 8000 10000 12000 0 5 10 15 20 25 30 0 2000 4000 6000 8000

Figure 2.18 – Result for the LB and HB dataset (upper and lower row respectively) with stack
sizes (a-b) T = 100 frames, (c-d) T = 300 frames and T = 700 frames.
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ȳ COL0RME-CEL0 (x) COL0RME-CEL0 (b)

0 2000 4000 6000 8000 10000 12000 0 500 1000 1500 2000 2500 0 2000 4000 6000 8000 10000 12000

yt COL0RME-ℓ1 (x) COL0RME-ℓ1 (b)

0 2000 4000 6000 8000 10000 12000 0 500 1000 1500 2000 2500 0 2000 4000 6000 8000 10000 12000

Figure 2.19 – Real TIRF data, T = 500 frames. Diffraction limited image ȳ (4x zoom), a frame
yt from the stack (4x zoom), the intensity and background estimation of the methods COL0RME-
CEL0 and COL0RME-ℓ1.

2.5 Discussion

In this chapter, we proposed and discussed the model and the performance of COL0RME, a
method for super-resolution microscopy imaging based on the sparse analysis of the stochastic
fluctuations of molecules’ intensities. Similarly to other methods exploiting temporal fluctuations,
COL0RME relaxes the requirements for special equipment (microscope and fluorescent dyes)
and allows for live-cell imaging, due to the good temporal resolution and the low-power lasers
employed.

In comparison with competing methods, COL0RME achieves higher spatial resolution than
other methods exploiting fluctuations while having a sufficient temporal resolution (acquisition
time of 10 − 25 s for estimating a super-resolved image). COL0RME is based on two different
steps: in the former, accurate molecule localization and noise estimation are achieved by solving
non-smooth convex/non-convex optimization problems in the covariance domain; in the latter, in-
tensity information is retrieved in correspondence with the estimated support only. Our numerical
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results show that COL0RME outperforms competing approaches in terms of localization preci-
sion.

To the best of our knowledge, COL0RME is the only super-resolution method exploiting tem-
poral fluctuations that is capable of retrieving intensity-type information, both for the signal and
for a spatially-varying background, which are of fundamental interest in biological data analysis.
For both steps, automatic parameter selection strategies are detailed. We remark that the strat-
egy of intensity estimation could be applied to the other competing super-resolution methods in
the literature to improve performance. Several results obtained on both simulated and real data
are discussed, showing the superior performance of COL0RME in comparison with analogous
methods such as SPARCOM, LSPARCOM and SRRF.

A drawback of COL0RME is that, due to the choice of the ℓ0- or ℓ1-type regularizations, punc-
tuated reconstructions are found. This could be corrected by choosing an appropriate regularizer,
tailored to favor fine structures, similar to those observed in our simulated or real data. It is a
challenging problem that we are aiming to address in Chapter 5.
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ȳ COL0RME-CEL0 COL0RME-ℓ1

0 2000 4000 6000 8000 10000 12000 0 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500

SRRF SPARCOM LSPARCOM

0 500 1000 1500 2000 2500 3000 0 10 20 30 40 0 5000 10000 15000

Figure 2.20 – Real TIRF data, T = 500 frames. Diffraction limited image ȳ (4x zoom), Compar-
isons between the method that exploit the temporal fluctuations, Normalized cross-section along
the green line presented in the diffraction-limited and reconstructed images, but also in the blue
zoom-boxes. Description of colorbars: real intensity values for y and COL0RME in two different
grids, mean of the radiality image sequence for SRRF, normalized autocovariances for SPARCOM
and LSPARCOM.



CHAPTER 3
3D Super-Resolution by

MA-TIRF microscopy
In this chapter, we present 3D MA-TIRF COL0RME, a 3D super-resolution approach
that improves both the lateral and the axial spatial resolution of images of a thin layer
adjacent to the coverslip in Total Internal Reflection Fluorescence (TIRF) imaging ap-
plications.
Specifically, in Section 3.1 we introduce the principles of multi-angle total internal
reflection fluorescence (MA-TIRF) microscopy, in Section 3.2 we formulate the mathe-
matical model through which the 3D super-resolved image is recovered, in Section 3.3
and Section 3.4 we detail the method 3D MA-TIRF COL0RME and the results obtained,
respectively. Finally, in Section 3.5 we discuss the results and the improvements with
respect to pre-existing approaches.

Related Publication:

[Stergiopoulou et al., 2022b]
V. Stergiopoulou, L. Calatroni, S. Schaub and L. Blanc-Féraud, "3D Image Super-Resolution by Fluo-
rophore Fluctuations and MA-TIRF Microscopy Reconstruction (3D-COL0RME)," 2022 IEEE 19th Inter-
national Symposium on Biomedical Imaging (ISBI), 2022, pp. 1-4, doi: 10.1109/ISBI52829.2022.9761572.
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3.1 From TIRF to Multi-Angle TIRF Microscopy

In this section, we first describe the principles of Total Internal Reflection Fluorescence (TIRF)
microscopy by providing more details with respect to what is discussed in Chapter 1 (see Section
1.1.2). Next, we provide some basic details on Multi-Angle TIRF (MA-TIRF) microscopy which,
in addition to TIRF, provides depth information and we see how to extract three-dimensional (3D)
information from MA-TIRF acquisitions.

3.1.1 An overview of TIRF microscopy

The first TIRF microscope was developed by Daniel Axelrod in the early 1980s
[Axelrod, 1981] and has been used ever since in a wide range of applications, for example,
in the study of molecules or organelles in living culture cells near the contact regions with
the glass coverslip. Unlike many other fluorescence microscopy techniques (see for example
STED [Hell and Wichmann, 1994], SMLM [Sage et al., 2015], etc.), in TIRF microscopy there
is no need for special fluorophores with specific properties since a broad spectrum of common
fluorophores can be used for excitation.

TIRF microscopes allow for a way to selectively excite fluorophores only in a thin region (of a
few hundred nm) adjacent to the coverslip, without exciting other fluorophores further away. The
selective excitation of fluorophores offers many advantages, including a very low background,
little out-of-focus fluorescence, low photobleaching, and low photodamage, as only fluorophores
in the thin region are exposed to light. It is an interesting technique allowing us to observe, for
example, the activity at the cell membrane, the exchange between the cell and its environment,
etc.

In order to understand how the TIRF microscope works in detail we start by describing the
optical phenomena of total internal reflection. When light propagates from an incident medium
having a high refractive index ni to a transmitted medium with a lower refractive index nt, it is
possible to show the existence of a critical angle αc, beyond which light is totally reflected (see,
for example, Figure 3.1: light with angle α1 > αc is totally reflected). The critical angle αc can
be computed as a consequence of Snell’s law via the formula:

αc = sin−1 nt

ni
. (3.1)

For angles α > αc, while the light beam is totally reflected back to the incident medium, there
is a small penetration of the reflected light across the interface between the two media which then
propagates parallel to the surface, creating an electromagnetic field in the second (transmitted)
medium. Such electromagnetic field is also called evanescent wave, it is adjacent to the interface
z = 0 (see Figure 3.1) and penetrates into the medium with an intensity I(z, α), given by:

I(z, α) = I0(α)e−zp(α), (3.2)

where
p(α) = 4πni

λexc
(sin2(α)− sin2(αc))

1
2 (3.3)

is the inverse of the penetration depth and λexc > 0 is the excitation wavelength. For each α, I0(α)
is the intensity of the evanescent field at the interface z = 0 (see [Axelrod, 1981, Axelrod, 2008]
for more details).



54 CHAPTER 3 — 3D Super-Resolution by MA-TIRF microscopy

As we can see from (3.2), the intensity of the evanescent wave decays exponentially in the z
direction (axial direction or direction of the optical axis). Furthermore, the decay is much faster
when the penetration depth is small (or equivalently the inverse of the penetration depth p(α) given
by (3.3) is large). The penetration depth varies with the angle of incidence of the illumination beam
α and, in fact, the further α is from αc, the smaller it is. Figure 3.1 illustrates this. The lines parallel
to the interface denote the evanescent field whose intensity fades as z increases while fading much
faster once α moves away from αc.

znt

ni

α1
αc

z

α2

αc

z

α3

αc

z
α4

αc

Figure 3.1 – Excited (green) and non-excited (black) fluorescent molecules for different incident
angles of the illumination in TIRF microscopy.

By changing the angle and thus the penetration depth, we are able to tune the size of the
illumination area in which the fluorophores will be excited. This happens because the evanescent
field is capable of exciting fluorophores only in a limited region where its intensity is high enough.
To better illustrate this, we assume that the small discs shown in Figure 3.1 are the fluorescent
molecules, having a green color when excited by the evanescent field and a black color when not.
Depending on the specific application, it is natural to select a different angle and, therefore, to
excite fluorophores in a smaller or bigger area.

Another way in which selective excitation could be useful is to provide information about the
depth of individual fluorescent emitters. By acquiring more than one image using different angles
of illumination, optical sectioning along the z axis can be achieved. In this way, it is possible to
extract three-dimensional information about the biological structures observed, with the possibility
of pushing the limits of (axial) resolution encountered in conventional microscopy.

3.1.2 Introduction to MA-TIRF microscopy

The MA-TIRF microscope is a TIRF microscope with an additional module that allows the
quick change of the angle of incidence of the illumination beam. MA-TIRF microscopy benefits
from all the good properties of TIRF microscopy (e.g. use of conventional fluorophores, low
photobleaching/photodamage, ability to image live cells), but also, it provides depth information,
by means of a collection of many TIRF images taken at different angles of incidence (always
below the critical angle).

Given a stack of MA-TIRF acquisitions, a 3D super-resolved image can be estimated by
means of suitable reconstruction methods. Some important works that have reached very
good levels of axial resolution are the ones by [Boulanger et al., 2014, Dos Santos et al., 2014,
Soubies et al., 2019b]. For example, while the axial resolution is about 500 nm for a confocal
microscope and about 250 nm for a light sheet microscope, reconstruction from MA-TIRF acqui-
sitions can provide images with an axial resolution of a few tens of nanometers in a thin layer of
500-800 nm adjacent to the coverslip, using the methods mentioned above.
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In order to give a broad idea of how to reconstruct the 3D image f : X × R → R+, with
X ⊂ R2 being the image domain, given a set of images {yαn ∈ RM2}Nn

n=1 obtained with different
incident angles of the illumination beam {αn : αn > αc}Nn

n=1, we provide the simplified model:

(yαn)i =
∫

r∈Xi

+∞∫
z=0

I(z, αn)f(r, z)dzdr, ∀i ∈ 1, . . . , M2, (3.4)

where the vector r ∈ Xi denotes the lateral variables in Xi ⊂ X , the region occupied by the pixel
i, ∀i ∈ {1, . . . , M2}, and z ∈ R+ denotes the axial variable. The intensity factor I(z, αn) of the
evanescent field associated with the angle αn is given by (1.3). The 3D volume f will be found
from model (3.4) after solving the inverse problem which is ill-posed.

Note that this is a simplified model in which we have not included the effect of PSF, back-
ground, and noise, as we only use it to explain how 2D images of different incident angles can
lead us to the reconstruction of a 3D image. The more detailed model can be found in the following
Section 3.2.

3.2 Mathematical Modeling and Problem formulation

Images acquired by fluorescence microscopes, as already discussed in the previous chapters
of this thesis, are subject to different types of distortion. The principal causes of distortion of the
measured images are the blurring effect due to light diffraction, the out-of-focus fluorescence, as
well as, the different types of noise. The mathematical model describing the acquisition process
of image data yαn ∈ RM2

obtained by means of a MA-TIRF microscope with incident angle of
the illumination beam αn > αc, is given by:

(yαn)i = P
( ∫

r∈Xi

∫
r′∈X

+∞∫
z=0

I(z, αn)v(r− r′, z)f(r′, z) dz dr′ dr + (bαn)i

)
+ (eαn)i,

∀i ∈ {1, . . . , M2}, (3.5)

where the vector r′ ∈ X denotes the lateral variables in the image domain X ⊂ R2. In this
model, we include also the 3D PSF v : X × R → R of the optical system which is convoluted
with the 3D volume f we aim to reconstruct. By bαn ∈ RM2

we denote the background term
(collecting contributions from the out-of-focus and the ambient fluorophores) for each angle αn

and by eαn ∈ RM2
a vector of independent and identically distributed (i.i.d) Gaussian entries of

zero mean and constant variance σ2 ∈ R+ modeling the presence of electronic noise. Finally,
P(w) represents the realization of a Poisson variable w ∈ R and here models the presence of
signal-dependent photon noise.

Following Section 2.1.1, we simplify model (3.5) by neglecting the Poisson noise dependence
and introduce a new random term nαn ∈ RM2

following a normal distribution with zero mean and
constant variance sαn ∈ R+ for all pixels. The variance sαn includes the variance of the electronic
noise σ2 but also a Poisson noise bias induced by bαn (see Section 2.1.1 for more details). The
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simplification of model (3.5) thus reads:

(yαn)i =
∫

r∈Xi

∫
r′∈X

+∞∫
z=0

I(z, αn)v(r− r′, z)f(r′, z) dz dr′ dr + (bαn)i + (nαn)i,

∀i ∈ {1, . . . , M2}. (3.6)

Following [Soubies et al., 2019b], we can consider the PSF to be constant along the axial
direction. This is a reasonable approximation since the excitation layer is very small due to the
fast decay of the evanescent field, hence in this thin layer, the PSF exhibits only very little changes.
We can thus set ṽ(·) := v(·, 0) to denote the 2D PSF ṽ : X → R which does not depend on z and
write:

(yαn)i =
∫

r∈Xi

∫
r′∈X

ṽ(r− r′)
+∞∫

z=0

I(z, αn)f(r′, z) dz dr′ dr + (bαn)i + (nαn)i,

∀i ∈ {1, . . . , M2}. (3.7)

By discretizing (3.7), we find:

yαn = MqUWαnf + bαn + nαn , (3.8)

where f ∈ RL2×Nz is the discretized 3D volume to reconstruct, with L = qM and q ∈ N.
Wαn : RL2×Nz → RL2

is an operator representing the weighted summation of the Nz slices of
f , with weights related to the angle αn and equal to the intensity factors {I(z, αn)}Nz

z=1 of the
evanescent field. The operator Mq : RL2 → RM2

is a down-sampling operator summing every q

consecutive pixels in both dimensions and U : RL2 → RL2
is a convolution operator defined by

the 2D PSF of the optical imaging system. The operators Mq and U were described in detail in
Section 2.1.1.

Revisiting equation (3.8) and setting xαn := Wαnf ∈ RL2
to be the laterally super-resolved

image for the incident angle αn, it is straightforward to decouple the problem into two sub-
problems. For the first sub-problem, given the laterally super-resolved images {xαn ∈ RL2}Nn

n=1,
the task is to retrieve the elevation in the z-direction in each pixel f ∈ RL2×Nz , that is:

find f ∈ RL2×Nz s.t. xαn = Wαnf , (3.9)

where Wαn ∈ RL2Nz×L2
is the matrix associated to the discrete TIRF operator Wαn : RL2×Nz →

RL2
.
The goal of the second sub-problem is to find the set of laterally super-resolved images

{xαn}Nn
n=1. In order to benefit from the independent stochastic fluctuations of distinct emitters ap-

pearing at different frames, we acquire more than one frame (T > 1) at each angle {αn}Nn
n=1, simi-

larly to what we have done in Chapter 2. By acquiring a sequence of T images {yαn,t ∈ RM2}Tt=1,
for each angle αn, and by exploiting the independence of the random fluctuations of individual
fluorescent molecules, we thus aim to find xαn ∈ RL2

, the laterally super-resolved image for each
angle {αn}Nn

n=1. Mathematically, the problem reads:

find xαn := 1
T

T∑
t=1

xαn,t s.t. yαn,t = Ψxαn,t + bαn + nαn,t, ∀t = {1, . . . .T}, (3.10)

where Ψ ∈ RM2×L2
is a matrix performing similarly to the composition of the operators Mq and

U , while the background bαn is considered temporally constant.
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3.3 3D MA-TIRF COL0RME

In this section, we describe how the two ill-posed inverse problems (3.9) and (3.10) can be
solved in a sequential way by means of appropriate sparse regularisation models. Note that by
solving (3.10), a super-resolved image x̂αn can be estimated for each incident angle αn of the
illumination beam. Those images serve as input data for problem (3.9) where the objective consists
in finding the desired 3D image f̂ with improved spatial and axial resolution.

For solving (3.10) we use COL0RME, the approach presented in Chapter 2. For solv-
ing (3.9) we use the 3D MA-TIRF reconstruction algorithm proposed in previous works
[Soubies et al., 2019b, Soubies et al., 2019a]. The overall method is called 3D MA-TIRF
COL0RME.

3.3.1 Support and intensity estimation via COL0RME

We briefly recall that the main idea of COL0RME consists in exploiting the temporal and spa-
tial independence of the fluorescent emitters by providing a sparse approximation of their second-
order statistics. A formulation of problem (3.10) in the covariance domain is the following (see
Section 2.1.2 for more details):

find rαn
x , sαn s.t. rαn

y = (Ψ⊙Ψ)rαn
x + sαnvI, ∀n ∈ {1, . . . , Nn}, (3.11)

where, for all angles αn, rαn
y ∈ RM4

is the vectorized form of the covariance matrix of the raw
data {yαn,t}Tt=1, rαn

x ∈ RL2
is the vector of the auto-covariances of the high-resolution images

{xαn,t}Tt=1, sαn ∈ R+ is the (unknown) noise variance, ⊙ denotes the Khatri-Rao product and
vI ∈ RM4

is the vectorized form of the identity matrix IM2 .
For each angle, by finding rαn

x , we have access to the support of the laterally super-resolved
image x̂αn as the two images rαn

x and x̂αn share the same support. However, due to the MA-TIRF
setup, the support of the entire sample can be found by solving (3.11) only in correspondence with
the angle (α̃) closest to the critical one, as it will contain information of molecules located in the
whole depth of investigation. This corresponds to a significant computational gain as (3.11) needs
thus to be solved only once, for the angle α̃. By denoting with r̃y the covariance matrix associated
to {yα̃,t}Tt=1, the following problem can be thus considered instead of solving (3.11):

find r̃x, s̃ s.t. r̃y = (Ψ⊙Ψ)r̃x + s̃vI, (3.12)

or in terms of a minimization problem:

(r̂x, ŝ) ∈ arg min
r̃x∈RL2

+ , s̃∈R+

(1
2∥r̃y − (Ψ⊙Ψ)r̃x − s̃vI∥22 +R(r̃x; λ)

)
, (3.13)

where λ > 0 is a regularization parameter, R(·; λ) is a sparsity-promoting penalty, that could
be either the ℓ1-norm or the continuous exact relaxations of the ℓ0 (CEL0) [Soubies et al., 2015]
penalty. Numerically, problem (3.13) can be solved as discussed in Section 2.2.

Intensity can now be estimated using the second step of COL0RME as discussed in Section
2.3. In our scenario, for each angle αn, n ∈ {1, ..., Nn}, the mean intensity image x̂αn restricted
to the estimated support Ω and the smoothly varying background b̂αncan be estimated from the
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empirical temporal mean of the acquired stack {yαn
}Nn

n=1 by solving:

(x̂αn , b̂αn) ∈ arg min
xαn ∈R|Ω|

+ , bαn ∈RM2
+

(1
2∥ΨΩxαn − (yαn

− bαn)∥22 + µ

2 ∥∇Ωxαn∥22 + β

2 ∥∇bαn∥22
)

,

∀n ∈ {1, . . . , Nn} , (3.14)

where the parameter µ is automatically estimated via discrepancy principle (see Section 2.3.2) and
β > 0 does not require very fine tuning. Problem (3.14) can be solved efficiently via (proximal)
gradient-type algorithms (see Section 2.3 for more details).

3.3.2 MA-TIRF reconstruction

Having all the estimated COL0RME images {x̂αn}Nn
n=1 at hand, we can use them to

solve the problem (3.9). To estimate the 3D super-resolved image f̂ ∈ RL2×Nz , we follow
[Soubies et al., 2019b, Soubies et al., 2019a] and look for solutions of

f̂ ∈ arg min
f∈RL2×Nz

+

(
Nn∑
n=1

1
2∥Wαnf − x̂αn∥22 + κR(f))

)
, (3.15)

where {x̂αn}Nn
n=1 are the super-resolved COL0RME images, Wαn : RL2Nz×L2

is the discrete
TIRF matrix related to the angle αn, κ > 0 is the regularization parameter and R(·) is the regu-
larization penalty.

Different types of regularization function R can be used. Two good choices of regular-
izers according to [Soubies et al., 2019b, Soubies et al., 2019a] are the Hessian Shatten-norm
of order one proposed by [Lefkimmiatis et al., 2013] or the Total-Variation (TV) regularization
[Rudin et al., 1992], depending on whether Hessian- or gradient-sparsity is desired, respectively.
In our work, we use the TV penalty, which performs well in our experiments and benefits from
faster computations since it computes first-order finite differences along the three dimensions and
not second-order, which is the case if the Hessian operator is applied to an image.

To solve (3.15) we use the code provided online 1 linked to the articles [Soubies et al., 2019b,
Soubies et al., 2019a]. To be more precise, an extension of the well-known Alternate Directions
Method of Multipliers (ADMM) [Boyd et al., 2011] is used, since in (3.15) the sum of more
than two functions is minimized. The third function is the indicator function i≥0(f) defined as
i≥0(f) = {0 if f ∈ RL2×Nz

+ , +∞ otherwise}, which appears because of the restriction that f must
be positive.

3.4 Results

We apply 3D MA-TIRF COL0RME on both simulated and real data acquired by a MA-TIRF
microscope. The simulated data allow us to evaluate the performance of the method since we have
access to the ground truth 3D images which we can compare with the reconstructed ones. A more
careful treatment was needed for the processing of real data.

1. https://github.com/esoubies/MA-TIRF_Reconstruction

https://github.com/esoubies/MA-TIRF_Reconstruction
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3.4.1 Simulated data

We start by applying 3D MA-TIRF COL0RME on simulated tubulin structures. To simulate
the data, we first set the 3D spatial pattern (see Figure 3.4a) using the SMLM 2016 MT0 micro-
tubules dataset that is available online 2. Afterwards, we simulate the temporal fluctuations using
the SOFI simulation tool [Girsault et al., 2016]. The fluctuations’ parameters are chosen as: 20 ms
for an on-state average lifetime, 40 ms for an off-state average lifetime, 35 s for an average time
until bleaching (so that little bleaching, around 18% is practically observed) and frame rate of 100
frames per second (fps).

Model (3.5) is used for the generation of the simulated data. The physics behind the MA-
TIRF microscope is now exploited so that, depending on the angle of incidence of the illuminating
beam, a different part of the sample is illuminated and with varying intensity of the evanescent
field at the various z levels. For five different incident angles {αn}5n=1 of the illumination beam,
with αc < α1 < · · · < α5, a stack of 500 frames is simulated. The PSF used has an FWHM
of approximately 229nm while the pixel size is chosen to be equal to 100nm. The images have a
size of 64 × 64 pixels. The spatially varying background was added to the acquisitions, signal-
dependent Poisson noise, as well as additive Gaussian noise of signal-to-noise ratio (SNR) equal
to 14.75 dB.

In Figure 3.2, a single frame of the acquired stack as well as its temporal mean (diffraction-
limited image) is shown for each incident angle of the illumination beam in the first and second
line, respectively. In the third line, we report the laterally super-resolved images {x̂αn}5n=1 com-
puted by solving COL0RME models (3.13)-(3.14) at each angle with a super-resolution factor of
4. The ℓ1-norm penalty was used for the support estimation. Please observe the different colormap
ranges between the diffraction-limited and the reconstructed images. This is happening because
the two sets of images are belonging to two different grids (coarse and fine grid respectively) and
the intensity of one pixel in the coarse grid is the summation of the intensities of q × q pixels in
the fine grid.

In Figure 3.3, we verify that the global intensity of the super-resolved COL0RME images
x̂αn decreases exponentially with respect to the inverse of the penetration depth p(αn) when n
increasing. The exponential relationship between these two quantities comes from (3.2). The
same behavior is observed, as expected, for the global intensity of the diffraction-limited images
{ȳαn

}5n=1. The small bias observed between the two intensity curves is expected due to the ab-
sence of background in {x̂αn}5n=1. This figure confirms that we can use {x̂αn}5n=1 in problem
(3.15), aiming to recover the 3D super-resolved image f̂ .

In Figure 3.4a we show the 3D ground-truth (GT) image and in Figure 3.4b the 3D re-
construction f̂ obtained by solving (3.15) using {x̂αn}5n=1 as input. Note that different colors
here denote different depth levels. For comparison, we further plot in Figure 3.4c the result of
the MA-TIRF approach (without deconvolution) previously considered in [Soubies et al., 2019b,
Soubies et al., 2019a] that estimates an axially super-resolved image. We can clearly observe that
the latter, compared to the 3D MA-TIRF COL0RME reconstruction shows poor spatial resolution,
as expected.

2. http://bigwww.epfl.ch/smlm/datasets/index.html

http://bigwww.epfl.ch/smlm/datasets/index.html


60 CHAPTER 3 — 3D Super-Resolution by MA-TIRF microscopy

0

1

2

3

4

5

10
4

0

1

2

3

4

5

10
4

α1 α2 α3 α4 α5

0

0.5

1

1.5

2
10

4

Figure 3.2 – For each {αn}, n = 1, . . . , 5: (first row) One frame of the acquired stack yαn,t,
(second row) the temporal mean ȳαn

, (third row) the laterally super-resolved COL0RME images
x̂αn .
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Figure 3.3 – Exponential decay of the global intensity of the diffraction-limited and the super-
resolved COL0RME images with respect to the inverse of the penetration depth {p(αn)}5n=1, see
(3.2).

3.4.2 Real MA-TIRF data

We now apply 3D MA-TIRF COL0RME on a dataset of images of tubulins that are acquired
by a real MA-TIRF microscope. The tubulins imaged are found in bovine aortic endothelial (BAE)
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Figure 3.4 – (a) Ground truth 3D tubulin image, (b) Super-resolved 3D MA-TIRF COL0RME
reconstruction (c) MA-TIRF reconstruction result. Colour quantifies sample depth.

cells and are stained with the Alexa Fluor 488. The same data but with a fixed angle close to the
critical one was used in the experiments of Chapter 2.

The custom MA-TIRF microscope that was used for the real data acquisition is developed at
the Institute de Biologie Valrose (iBV) in Nice and is one of 3 MA-TIRF prototypes in France.
It benefits from the rapid change in the incident angle of the excitation light thanks to dedicated
electronics, i.e. fast galvanometric mirrors, which allows it to record MA-TIRF data for 3D re-
construction very fast, making it compatible with live cell imaging. More information on the
microscope setup is available in [Soubies et al., 2019b].

A sequence of T = 500 frames is acquired for each of five different angles αn, q = 0, . . . , 4 of
the illumination beam. Since the first angle is smaller than the critical angle or similarly α0 < αc,
no propagation of the evanescent wave is observed for it. However, such an angle is used only for
a more precise support estimation. Namely, as a final support we consider the superposition of
the supports estimated for angles α0 and α1. Some additional details on the acquisitions are: the
total acquisition time of the whole dataset is about 2 min, the pixel size of the CCD camera used
is 106 nm, the images have a size of 144 × 144 pixel, and the FWHM of the PSF was measured
experimentally and is equal to 292.03 nm.

In the first row of Figure 3.5 the diffraction-limited images {ȳαn
}4n=1 are shown, while in the

second row, we report the laterally super-resolved COL0RME images {x̂αn}4n=1 using a super-
resolution factor q = 4. Figure 3.6a reports the 3D MA-TIRF COL0RME image in a 2D rep-
resentation using color to quantify the depth of the sample, while Figure 3.6b reports the 3D
representation of the same image in gray scale. Finally, Figure 3.7 shows the 3D reconstructions
computed by both the 3D MA-TIRF COL0RME method in the upper left part and the standard
MA-TIRF approach with only background removal [Soubies et al., 2019a] in the lower right part.
Both methods achieve very good levels of axial resolution, but 3D MA-TIRF COL0RME also
achieves very good levels of lateral resolution and is able to separate nearby filaments that would
otherwise not be visible.

3.5 Discussion

In this chapter, we presented a 3D super-resolution approach to improve the spatial resolu-
tion of a MA-TIRF microscope over the three dimensions. Differently from state-of-the-art ap-
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Figure 3.5 – For each αn, n = 1, . . . , 4 of the illumination beam: (first row) The temporal mean
of the stack ȳαn , (second row) the 2D COL0RME results (x̂αn).

proaches, the approach called 3D MA-TIRF COL0RME does not require the use of special fluo-
rophores, while it is ideal for live cell imaging.

In short, 3D MA-TIRF COL0RME improves both lateral and axial resolution by combining
sparsity-based modeling for accurate molecule localization and intensity estimation in the lateral
plane with a 3D reconstruction procedure in the axial direction using MA-TIRF. To improve the
lateral resolution, the COL0RME approach detailed in Chapter 2 is used, while to improve the
resolution in the axial direction, a MA-TIRF reconstruction algorithm performing depth estimation
based on a variational formulation of the inverse problem is employed.

The proposed methods have been validated on simulated MA-TIRF blinking-type data and on
challenging real MA-TIRF acquisitions, showing significant resolution improvements. Compar-
isons with the pre-existing MA-TIRF reconstruction [Soubies et al., 2019b, Soubies et al., 2019a]
show significant improvements in spatial resolution allowing accurate localization of molecules in
all three dimensions. In addition, real intensity values can be estimated, a quantity of fundamental
interest in the analysis of biological images.
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(a) (b)

Figure 3.6 – Super-resolved 3D MA-TIRF COL0RME reconstruction. (a) 2D representation of
the 3D image (color quantifies sample depth), (b) Gray-scale 3D representation.
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Figure 3.7 – (a) Super-resolved 3D MA-TIRF COL0RME image, (b) Standard MA-TIRF recon-
struction. Color quantifies sample depth.
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In this chapter we present two model-aware generative approaches, which we named
FluoGAN and DivBlurring, for fluorescence image deconvolution. To begin with, in
Section 4.1 we introduce the main ideas of GANs and VAEs, while in Section 4.2
we present state-of-the-art model-aware generative methods for addressing inverse
problems in imaging. Then, FluoGAN and DivBlurring are presented in detail in
Sections 4.3 and 4.4, respectively. Finally, in Section 4.5 a discussion for the proposed
hybrid approaches is given.

Related Publication for method FluoGAN:

[Cachia et al., 2023]
M. Cachia, V. Stergiopoulou, L. Calatroni, S. Schaub, L. Blanc-Féraud. "Fluorescence image deconvolution
microscopy via generative adversarial learning (FluoGAN)," Inverse Problems, 39(5):054006, 2022, doi:
10.1088/1361-6420/acc889

The work presented in the second part of this chapter (method DivBlurring) was carried out in col-
laboration with Sai Muttavarapu as part of his Master 2 thesis project under my supervision.
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4.1 Introduction to Generative Approaches

During the last few years, Deep Learning (DL) approaches have been used a lot to solve
inverse problems in biological imaging, providing good results and very fast inference time com-
pared to traditional regularized least square methods. Among them, model-aware generative meth-
ods have attracted attention due to their unsupervised nature, i.e. they do not require pairs of
corrupted/ground-truth images, and due to their non-standard ability to learn the distribution of
the given data that is proven useful for solving inverse problems. Popular generative approaches
are the Generative Adversarial Networks (GANs) and the Variational Auto-Encoders (VAEs). For
a review of generative approaches see [Bond-Taylor et al., 2022, Goodfellow et al., 2016].

4.1.1 Generative Adversarial Networks (GANs)

Generative Adversarial Networks or GANs, first introduced by Goodfellow et al.
[Goodfellow et al., 2014], are based on a competitive interplay between two neural networks.
The first network, the generator Gψ with parameters ψ, produces samples ysim = Gψ(z) from an
input noise variable z uniformly distributed in [0, 1], as shown in Figure 4.1. The second network,
the discriminator Dφ with parameters φ, tries to distinguish between samples drawn from the
training data and samples drawn from the generator. To do so, it computes a probability value
Dφ(y), a scalar within the interval [0, 1], that indicates the probability of y being a real sample
(i.e. y belongs to the training set) rather than a fake sample (i.e. it is an output of the generator).
Therefore, Dφ(y) ≈ 1 denoting that y is drawn from the distribution preal of the training data
with high probability, while Dφ(y) ≈ 0 meaning that y is likely to be a sample created by the
generator.

Figure 4.1 – Illustration of a GANs architecture.

The two networks compete against each other during the training process. The generator
wants to trick the discriminator, while the discriminator tries not to be fooled. The simplest way
to formulate the learning process in GANs is by means of a zero-sum game. The discrimina-
tor wants to make sure that its decision over real data yreal ∼ preal is correct by maximizing
Eyreal{log Dφ(yreal)}, while it outputs a probability close to zero when exposed to fake data
ysim ∼ psim, so maximizing Eysim{log(1−Dφ(ysim))}, with ysim = Gψ(z). On the other side,
the generator is trained to increase the chances of Dφ making a mistake and producing a fake
sample with high probability, thus minimizing Eysim{log(1−Dφ(ysim))}.
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We have, therefore, the following minimax game:

ψ∗ = arg min
ψ

max
φ
LGAN(ψ,φ), (4.1)

where the loss function LGAN(ψ,φ) is defined by:

LGAN(ψ,φ) = Eyreal{log Dφ(yreal)}+ Eysim{log(1−Dφ(ysim))} (4.2)

Such an adversarial learning scheme progressively drives the generative model Gψ to capture
the unknown statistical distribution of the training data. We can see the whole problem as a
minimization of a suitable distance between psim, the distribution of the simulated data, and preal,
the distribution of the real data. When the Jensen-Shannon divergence is used as such distance,
the original GAN in the form (4.2), is obtained. As recalled in Section 4.3.2.1, however, other
choices are possible such the Wasserstein distance [Arjovsky et al., 2017] which improves training
stability.

4.1.2 Variational Auto-Encoders (VAEs)

Variational Auto-Encoders or VAEs were first introduced by Kingma & Welling
[Kingma and Welling, 2014] and similarly to GANs, they fall into the class of generative models.
They are able to learn unknown distributions of training data y, using a latent variable z following
a simple distribution p(z).

VAEs consist of two collaborative networks: the decoder network Gθ(z), acting like a GAN
generator, that takes a point zk from a lower-dimensional latent space and generates an image
yk following a likelihood distribution pθ(y|z); the encoder Fϕ(y) that takes the real image y
and encodes it to parameters (µ,σ) used to describe the distribution qϕ(z|y). For distribution
qϕ(z|y), defining the latent space, is convenient to approximate it with a normal distribution,
qϕ(z|y) = N (µ,σ2I). An overview of the architecture of VAEs is shown in Figure 4.2.

Figure 4.2 – The architecture of VAEs. The encoder network Fϕ outputs representation z of real
data y. The decoder network Gθ learns to reconstruct the data y given a representation z.

The generative model pθ(y) in VAEs is given by:

log pθ(y) = log
(∫

pθ(y|z)p(z)dz
)

. (4.3)

We observe that in principle the decoder alone (together with a suitable prior p(z)) is good
enough to describe the generative model in (4.3) since it is independent of the encoder parame-
ters ϕ. However, as the integral in (4.3) is intractable, an analytic solution or efficient estimator
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cannot be found. To compute a solution, the encoder model qϕ(z|y) has to be introduced. In
[Kingma and Welling, 2014] it is shown that instead of maximizing the marginal likelihood pθ(y),
one could maximize the evidence lower bound (ELBO) LELBO

ϕ,θ (y) bounding the likelihood of the
data from below. Since in optimization, it is more convenient to minimize functions, the authors
of [Kingma and Welling, 2014] define LVAE

ϕ,θ (y) = −LELBO
ϕ,θ (y), given by:

LVAE
ϕ,θ (y) = LR

ϕ,θ(y) + LKL
ϕ (y) (4.4)

where LR
ϕ,θ(y) is the reconstruction loss defined by:

LR
ϕ,θ(y) = −Eqϕ(z|y){log pθ(y|z)} (4.5)

and LKL
ϕ (y) is the Kullback-Leibler (KL) divergence loss, defined by:

LKL
ϕ (y) = KL(qϕ(z|y)||p(z)). (4.6)

More details on the derivation of loss (4.4) are given in [Kingma and Welling, 2014]. Therefore in
order to make sure that (4.3) suits the distribution of given training data y, both parameters θ and
ϕ have to be optimized.

While LKL
ϕ (y) can be computed analytically, the expected value defining LR

ϕ,θ(y) can be
empirically approximated by drawing samples zk, with k ≥ 1, from the distribution qϕ(z|y).
However, since sampling operation cannot be differentiated, the gradient computations in the
back-propagation are not possible anymore. Following the reparametrization trick proposed by
[Kingma and Welling, 2014] and considering Gaussian assumption on the latent variable z ∼
qϕ(z|y) = N (µ,σ2I), a valid reparameterization of z is z = µ + ϵ · σ, where ϵ is an auxiliary
noise variable ϵ ∼ N (0, I) and · denotes element-wise multiplication. Such reparameterization
allows for efficient gradient computations.

Finally, if together with the Gaussian assumption on the latent variable, we further assume that
the prior p(z) is Gaussian we can obtain a closed form for the KL-loss LKL

ϕ (y) that is given by:

LKL
ϕ (y) ≃ −1

2

J∑
j=1

(1 + log(σ2
j )− µ2

j − σ2
j ) (4.7)

where j ∈ {1, . . . , J} represents dimension of the latent vector z and σj , µj are the jth elements
of vectors σ, µ, respectively.

4.2 Hybrid generative methods for inverse problems

Several adaptations of the well-known GANs and VAEs can in fact lead to the solution of
inverse problems in biological imaging in a fully unsupervised way since truth images are not often
available in biological imaging problems. Relying on the knowledge of the underlying physical
model, such adaptations are further able to reconstruct a physically meaningful solution and avoid
estimating a solution that does not serve the physical model.

Recently, a hybrid approach called CryoGAN [Gupta et al., 2021], was designed to combine
a physically-inspired simulator playing the role of a GAN generator for the problem of volume
reconstruction from noisy projections in Cryo-Electron Microscopy (Cryo-EM). In CryoGAN the
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volume of interest becomes the learnable parameter of the generator. It is estimated upon an adver-
sarial training where, given noisy projections {yi}i, an estimate of the desired volume at iteration
l ≥ 0 is passed through the simulator to obtain simulated noisy projections

{
ysim

l

}
l being ‘close

enough’ to the given data in a distributional sense. The approach is proved to be very effective,
allowing for an efficient volume estimation using a simple linear physical model which allows
for deriving reconstruction guarantees. A similar approach is used in [Zehni and Zhao, 2021] for
multi-segment reconstruction.

Another interesting approach proposed by Prakash et al. [Prakash et al., 2021], consists of a
denoising approach for microscopy images based on fully-convolutional VAEs. The method is
called Diversity Denoising (DivNoising): it is unsupervised as it explicitly includes the modeling
of the noise into the decoder of a traditional VAE and overcomes the problem of having to choose a
single solution by estimating a whole distribution of denoised images. In DivNoising, the authors
assume that noisy images y are created from a clean signal x via a known noise model (NM), i.e.,
y ∼ pNM(y|x), and try to estimate the posterior p(x|y) ∝ pNM(y|x)p(x) where p(x) is the prior.
The DivNoising architecture is available in Figure 4.3. Differently from traditional VAE, y, the
input image to the encoder and the image used to produce the latent vector z, is an image corrupted
by noise. DivNoising is capable of generating not only one but several diverse samples from the
approximated posterior, zk ∼ qϕ(z|y), giving rise to several estimations of denoised images xk.
In order to compute a single final image, the authors propose to either approximate the minimum
mean square error (MMSE) estimate by averaging the images xk or find the maximum a posteriori
(MAP) estimate.

Figure 4.3 – The architecture of DivNoising VAE: explicit incorporation of the imaging noise
model into the decoder.

Although we have only described in detail two approaches, there are other works
in which generative models have been applied to inverse problems, see for exam-
ple [Bora et al., 2017, Shah and Hegde, 2018, Bora et al., 2018, Goncharova et al., 2020,
Duff et al., 2021, Goh et al., 2022].

4.3 FluoGAN: Fluorescence image deconvolution microscopy via
GANs

We start our discussion by proposing a hybrid strategy called Fluorescent image deconvolution
microscopy via GAN learning (FluoGAN). We keep the protocol of acquiring a stack of images
with fluctuating molecules which we then use within an optimization procedure to find one single
high-resolution image of the sample of interest (see Section 2.1.1). Here, we define a different
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data fidelity term which is now given by a distance between two distributions, one given by the
observed time-lapse acquisitions considered as samples of the observed (real) distribution and the
other generated by a physical model of stochastic fluctuations. This distance and optimization
procedure is realized in the framework of a GAN architecture where the generator network is
replaced by the generative physical model (simulator).

In Section 4.3.1 we detail the physical model of fluorescence image acquisition used as a
simulator, in Section 4.3.2 we revise the GAN formulation from an optimization perspective, and
in Section 4.3.3 we describe in detail the modeling and optimization aspects of the proposed
FluoGAN approach. Numerical results are reported in Section 4.3.4. The proposed method is
validated first on realistic simulated data containing spatial patterns for assessing the resolution
achieved, then on real data of a commercial calibrated slide and, finally, of Ostreopsis cf Ovata
alga acquired by standard epifluorescence microscopes.

4.3.1 A non-linear model for stochastic fluctuations

We present in this section the simplified modeling used in the following as a reference simula-
tor mimicking the physical processes creating blur and noise – including fluorophore fluctuations
– in the observed image data.

We recall from (2.1) that the model in a vectorized form describing the acquisitions {yt ∈
RM2}Tt=1 by standard fluorescent microscopes of true images {xt ∈ RL2}Tt=1 belonging to a
q-times finer grid, with L = qM and T > 1, is given by:

yt = P (Ψxt + bt) + et, ∀t ∈ {1, . . . , T}, (4.8)

where Ψ ∈ RM2×L2
is a (known) matrix describing the composition of the operators Mq : RL2 →

RM2
and U : RL2 → RL2

, a down-sampling operator summing every q consecutive pixels in both
dimensions and a convolution operator defined by the PSF of the system, respectively. We assume
bt = b ∈ RM2

i.e. the background image is temporally constant (see Section 2.1.1 for more
details) and et ∈ RM2

, the matrix describing the electronic noise, that is modeled as a realization
of a multidimensional random vector with Gaussian distribution of zero mean and covariance
matrix σ2IM2 , i.e. et ∼ N (0, σ2IM2). Finally, P(·) denotes the presence of Poisson noise.

The true images {xt}Tt=1 capture the fluctuations of individual fluorophores. There are differ-
ent ways to describe the fluctuations of standard emitters (e.g. the temporal fluctuations generated
by the SOFI simulation tool [Girsault et al., 2016] have an "on-off" behavior). Here, the emission
of a single fluorophore over time is described by a Poisson distribution, since we believe that such
modeling is the closest to reality. Therefore we assume that the fluctuations in time of an image x
can be modeled by P(x), the notation P(x) standing for the random vector drawn from a multidi-
mensional Poisson distribution with vector parameter x. These Poisson variables are independent
of each other (in time and space). The images{xt}Tt=1 are therefore considered as realizations of
the Poisson random variable.

Similarly we denote y a random variable with realizations {yt}Tt=1 and e a Gaussian random
variable with realizations {et}Tt=1. By further incorporating a scale parameter α > 0 describing
the gain of the sensor, i.e. the amplification factor applied to the image by the image sensor, which
can be easily estimated in practice and incorporated into the model, we can define the following
forward observation model:

y = α P (ΨP(x) + b) + e. (4.9)
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Due to the presence of the double Poisson distributions, model (4.9) is difficult to handle in
computations. To alleviate such limitation, we make use of the following approximation model:

y = α P (Ψx + b) + e, (4.10)

which we claim to provide an acceptable approximation in the estimation process. Fluctuations
of fluorophores are in fact passed through the PSF and undersampling operations, which both are
processes smoothing out the fluctuations themselves. The Poisson noise model then adds further
Poisson fluctuations. We thus use (4.10) in the estimation process.

The setup is composed of generated images which are realizations {ysim
t }Tt=1 of the multi-

variate random variable Ysim following a distribution psim(x, b) given by (4.10) with quantities x
and b that will play the role of learnable parameters to be improved within the training so as to
generate samples closer and closer to the measured data. In mathematical term we have:

Ysim(x, b) ∼ psim(x, b) := α P (Ψx + b) + e. (4.11)

4.3.2 The inverse problem formulation

Interpreting the given temporal sequence of T > 1 noisy, blurred and undersampled images{
yreal

t

}T
t=1 as the acquired T realizations of an unknown distribution preal, the data-driven inverse

problem formulation of the problem thus reads:

given
{

yreal
t

}T

t=1
find (x, b) ∈ RL2 × RM2

s.t. psim(x, b) ∼ preal (4.12)

where psim(x, b) is defined in (4.11). In other words, given the measurements
{
yreal

t

}T
t=1, we

aim at estimating learnable parameters (x, b) such that the distribution psim(x, b) is as close as
possible (in a sense which has to be specified) to the unknown underlying distribution preal.

We can thus aim at solving (4.12) by formulating the problem from an optimization perspective
as the minimization of a suitable distance between psim(x, b) and preal over x and b. Due to ill-
posedness, we may further incorporate additional and physically-consistent assumptions on the
desired signal x and the background b, which stabilize the optimization and eliminate potential
solutions without any physical meaning. We thus consider the following optimization problem:

min
x∈RL2

+ , b∈RM2
+

d(psim(x, b), preal) +R1(x) +R2(b), (4.13)

where the relevant distance d comparing psim(x, b) and preal and the assumptions on x and b with
the corresponding choice of R1 and R2 have to be specified, along with a tailored optimization
algorithm.

4.3.2.1 Comparing distributions

The ℓ2-distance The easiest way to compare psim(x, b) with preal is to compute the difference
between their mean. In our modeling, we suppose that both distributions are, up to some zero-
mean Gaussian noise modeling, Poisson-like distributions and, as such, characterized by their
multidimensional parameter being both their expected value and variance. For the simulated image
samples such parameter is thus given by Ψx + b and thus depend on the desired parameters x and
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b, but for the real ones this is of course unknown. Given a batch of images, an unbiased estimate
of such value is given nonetheless by the sample average ȳreal := 1

T

∑T
t=1 yreal

t . Defining similarly
ȳsim(x, b) := 1

T

∑T
t=1 ysim

t (x, b), we can choose:

d(psim(x, b), preal) = ∥E[Ysim(x, b)]− E[Yreal]∥22 ≃ ∥ȳsim(x, b)− ȳreal∥22, (4.14)

where Yreal is the multidimensional random variable associated with the observed samples.
Among the many other distances that could be here considered, the advantage of this choice is
that it can be computed explicitly, so its minimization is straightforward. Of course, it has the ma-
jor limitation of comparing only two mean images instead of the full datasets. As a consequence,
it does not exploit all the diversity contained in the data.

A better choice improving the amount of information carried out by (4.14) consists in compar-
ing distributions using the mean ℓ2 distance between individual samples drawn uniformly from a
batch B ⊂ {1, . . . , T} and the mean of the observed data, i.e.:

d(psim(x, b), preal) = E
[
∥Ysim(x, b)− E[Yreal]∥2

]
≃ 1
|B|

∑
t∈B

∥ysim
t (x, b)− ȳreal∥22 (4.15)

where {yt
sim(x, b)}t∈B being a set of realisations of the random variable Ysim(x, b).

From KL divergence to Wasserstein distance The use of the Kullback-Leibler (KL) diver-
gence to compare two probability distributions is rather classical. For two absolutely continuous
probability distributions with respect to a measure µ on Ω and with densities p1 and p2, such
quantity is defined by:

d(p1, p2) =
∫

Ω
log

(
p1(w)
p2(w)

)
p2(w)dµ(w).

In their vanilla form, GANs [Goodfellow et al., 2014] rely on the asymptotic minimization of
the weighted sum of such quantity (called Jensen–Shannon Divergence) to minimize the distance
between psim and preal (see (4.2)). However, it is often not possible to compute this divergence
explicitly in cases when the two distributions have disjoint support and/or when either of the two
densities is unknown, as it happens in our case for preal. When it is possible, moreover, such
quantity turns out to be often equal to infinity [Arjovsky et al., 2017].

Another choice that allows overcoming such limitations is inspired by the field of optimal
transport with the so-called 1-Wasserstein (W1) functional also called as earth-mover distance,
see, e.g., [Ambrosio et al., 2005] for a survey. Its functional form reads:

d(p1, p2) = inf
γ∈Π(p1,p2)

E(u,v)∼γ [∥u− v∥] , (4.16)

where Π(p1, p2) stands for the set of all joint distributions γ(u, v) with marginals equal to p1
and p2, respectively. Intuitively, the W1 distance can be understood as the cost corresponding
to an optimal transport plan a worker should do to transform one earth heap into another with a
different position or shape. Contrarily to the KL divergence, such distance is well defined also
for distributions with disjoint support as it depends on the Euclidean distance between supports.
The W1 distance is therefore particularly suited for comparing distributions, as it was shown in
[Arjovsky et al., 2017]. Note, however, that is in general not possible to compute this distance
explicitly although it is sometimes possible to define relaxed optimization problems corresponding
to the minimization of W1 [Gulrajani et al., 2017]. This point is discussed in Section 4.3.3 below.
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4.3.2.2 Regularizations

Recalling (4.13), it is now beneficial to provide some rationale on how to choose the regular-
ization terms R1 and R2 favoring a-priori regularity on the desired super-resolved image x and
on the background image b, respectively.

As discussed in Section 1.3.3.3, we can for instance enforce sparsity by using the convex ℓ1-
norm. Therefore, we setR1(x) = λ1∥x∥1 and deal with the non-smoothness associated with such
choice by means of proximal-gradient algorithms, (see [Parikh and Boyd, 2014] for a review). As
far as the background b is concerned, we can choose a gradient-smoothing term, i.e. R2(b) =
λ2
2 ∥∇b∥22.

Note that both signal sparsity and background smoothness are indeed two reasonable assump-
tions also made in the method COL0RME presented in Chapter 2.

4.3.3 FluoGAN

We aim to define a generative adversarial learning approach to combine distribution fit be-
tween psim(x, b) and preal, with regularization. Recalling (4.13), we observe that this problem is
closely related to a GAN-type problem since it involves the minimization of a distance between
two distributions. However, two significant differences have to be highlighted:

1. Since we have formulated in (4.11) the physical model of fluorescence fluctuations, our
knowledge of the unknown random variable Ysim(x, b) depending on the two quantities
of interest x and b does not start from scratch. Instead of a generator network and in-
spired by previous works [Gupta et al., 2021, Zehni and Zhao, 2021], it thus appears natu-
ral to consider (4.11) as a simulator of the direct problem. The input learnable parameters
(x, b) ∈ RL2

+ × RM2
+ of this “network" are no longer parameters of a neural network, but

the quantities of interest we want to retrieve.

2. A GAN is usually trained to get, at convergence, a satisfying generator that is used to
create data distributed like the training ones. In our approach, the goal is different since
we look into a way of producing fake blurred, noisy, and undersampled data by means of
the given simulator, so that when psim(x, b) matches preal, the corresponding x and b are
the desired solutions of the inverse problem (4.12).

We call FluoGAN (Fluorescence image deconvolution microscopy via generative adversarial
learning) the proposed method, given the particular applicative context considered here. It is
therefore inspired by GANs but it has the goal of solving an ill-posed inverse problem given
a training set of measured images and by exploiting the underlying physical knowledge. The
FluoGAN architecture is reported in Figure 4.4 alongside with the regular GAN architecture for
comparison. In both cases, the generator Gψ (or, equivalently, the simulator) is trained in an
adversarial manner with the discriminator Dφ. The proposed method can be seen as a specialized
GAN architecture where the additional knowledge available on the direct problem allows us to
replace Gψ with a more interpretable physics-based function. FluoGAN compares the empirical
distribution of the real images with the output distribution of the samples generated by Gψ. Then,
it computes gradients of suitable loss functions minimizing such distance and updates accordingly
the discriminator parameters and simulator inputs.
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Figure 4.4 – Comparison between the architecture of a regular GAN (left) and FluoGAN (right).

4.3.3.1 Formulation as an optimization problem

Inspired by the GAN modeling, we formulate the adversarial training process as a competing
procedure defined in terms of two functions to be optimized alternatively and corresponding to
the optimization process of the generator and the discriminator, respectively. We note that the
minimax game between the generator and the discriminator described in Section 4.1.1, is done by
alternately minimizing the loss function defined for each of them.

To maintain the same notation as for GANs, we will denote in the following by Gx,b the
physically-inspired generator (i.e. the simulator) providing for a given input (x, b) an output ysim

being the realization of the random variable Ysim(x, b) in (4.11). We consider the problem:

min
x,b

E
[
LGx,b(x, b,φ)

]
, (4.17)

min
φ

E
[
LDφ(x, b,φ)

]
. (4.18)

In such formulation:
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— LGx,b is a loss term enforcing equality in distribution between preal and psim(x, b) in some
sense. Recalling (4.15) we can choose for instance:

LGx,b(x, b,φ) := ∥Ysim(x, b)− E[Yreal]∥22 −Dφ(Ysim(x, b)). (4.19)

— LDφ is a loss term which should enforce the discriminator to be maximized (i.e. Dφ ≈ 1)
on real images, while it should be minimized (Dφ ≈ 0), on simulated images. A natural
choice would thus be:

LDφ(x, b,φ) := Dφ(Ysim(x, b))−Dφ(Yreal)

To avoid the well-known convergence instabilities of such adversarial training, it is rather
classical to further introduce a regularisation term called gradient penalty, to promote
gradient updates with a norm close to 1, see [Gulrajani et al., 2017]. This is in fact a
penalized formulation of the constraint on the discriminator to be 1-Lipschitz which was
observed to correspond to the minimization of the 1-Wasserstein distance (4.16) by duality
arguments [Arjovsky et al., 2017]. Note, that the gradient penalty term should be applied
on the domain where the discriminator is applied. To enforce that, it is therefore applied
on images Ymix uniformly chosen at random between simulated images and real images
as Ymix(x, b) := ηYreal + (1 − η)Ysim(x, b) with η ∼ U([0, 1]), where U([0, 1]) stands
for the uniform distribution on [0, 1].

Introducing now parameters γ, λ1, λ2 ≥ 0, λD > 0 and δ ∈ {0, 1} (we make this choice to
assess the effect of the presence of the discriminator term in the loss) and incorporating in (4.17)
the physical-inspired regularization terms discussed in Section 4.3.2.2 we consider the empirical
risk formulation of (4.17)-(4.18) which reads:

min
x∈RL2

+ , b∈RM2
+

E
[

γ

2∥Y
sim(x, b)− E[Yreal]∥2 − δDφ(Ysim(x, b))

]
+ λ1∥x∥1 + λ2

2 ||∇b||2

(4.20)

min
φ∈Φ

E
[
Dφ(Ysim(x, b))−Dφ(Yreal) + λD

(
∥∇yDφ(Ymix(x, b))∥ − 1

)2
]

, (4.21)

where during optimization an empirical estimation on batches B ⊂ {1, . . . , T} drawn uniformly
at random can be performed for approximating the expected values for both Ysim and Yreal.
Recalling (4.19), we observe that in (4.20) we are enforcing distributional equality using (4.15) and
a GAN discriminator with parameters to be trained via (4.21), but, furthermore, we are enforcing
physically-motivated regularisation. Practically, and similarly as for GANs, problem (4.20) is
minimised at each epoch for few (say, kG) iterations, then, similarly, (4.21) is minimised for
kD iterations by freezing the quantities xkG , bkG previously computed. This alternate procedure
continues till convergence. In order to resort to gradient-based solvers for the problem (4.20),
some details should be given concerning the computation of gradients w.r.t. the variables x and b.
In particular we notice that the computation of gradients w.r.t. x and b requires the computation of
the quantities ∇x ysim

t (x, b) and ∇b ysim
t (x, b) which both rely on the non-linear Poisson model

given by (4.11). The computations for such gradients are reported in Appendix C.

4.3.3.2 Discriminator architecture

Inspired by [Gupta et al., 2021], we choose as a discriminator a standard convolutional neu-
ral network RL2 → [0, 1] with 3 main layers and 2 fully connected layers, as shown in Figure
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Figure 4.5 – Discriminator architecture

4.5. Each convolutional layer is followed by a max pooling layer and a non-linear ReLU (recti-
fied linear unit) activation function. The number of channels increases and is doubled after each
convolutional layer. The last layer is a sigmoid function that returns an output value within the
range [0, 1]. This setup is a common choice for this kind of network since it gives more capacity
to the network while reducing the resolution of the intermediate layers. However, the number of
convolutional layers is limited by the input size and the size of the kernel. Indeed it is not possible
to apply a convolutional kernel on an image smaller than the kernel. For this reason, there are
only 3 convolutional layers here. In practice and for the size of images considered, we have seen
that the chosen architecture gives enough capacity to the network. The discriminator is trained to
yield 0 given a simulated image as input and 1 in case the input is a real image. However, as for
standard GANs, it is used passively to improve the quality of simulated images.

4.3.3.3 Optimization algorithms

The adversarial minimization problems (4.20) and (4.21) can be solved by means of tailored
optimization algorithms suited to the particular regularization of the loss considered. To train
the generator, we use the FISTA accelerated proximal algorithm [Beck and Teboulle, 2009] which
can deal effectively with the non-smoothness of the ℓ1-norm. The choice of the learning rates
has critical importance in order to achieve convergence. If such a parameter is too large then
the algorithm may completely diverge, while if it is too small the convergence is too slow. Such
parameter depends also on the proportion of noise and signal in the data. There is indeed a trade-
off between the sparsity constraint parameter and the learning rates. For our experiments, we
choose the learning rates manually, making sure to obtain a converging algorithm. We tested also
backtracking strategies to automatize this choice. In practice, however, the constant values chosen
here after empirical tuning seem to be general enough to process all the different kinds of data we
present in our results without any change.

For the discriminator loss in (4.18), we do not have the same differentiability
problem, and the choice of the corresponding learning rate is not data-constrained.
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B 32
τφ 10−6

τx 1
τb 1

Table 4.1 – Optimisation param-
eters.

To perform such optimization, we thus used the stochastic
ADAM algorithm, which is a common choice to train a neural
network of the form described in Section 4.3.3.2. In Table 4.1
we report the algorithmic parameters (batch size B for ADAM,
learning rate τφ for the optimization of (4.21) and initial learn-
ing rates τx and τb for the optimization in (4.20)) used in the
experiments below. Note that due to the use of backtracking,
a possible overestimation of both τx and τb can be corrected

along the iterations.

4.3.4 Numerical results

FluoGAN is applied to three different types of data in order to evaluate its performance in
comparison with state-of-the-art approaches, namely COL0RME (presented in Chapter 2) and
SRRF [Gustafsson et al., 2016]. We first use synthetic data (see Section 4.3.4.1) by simulating
fluctuating, blurred and noisy data acquired using conventional fluctuating/blinking fluorophores.
Next, we apply FluoGAN to images of a phantom sample with known patterns acquired by a
real fluorescence microscope. The results are presented in Section 4.3.4.2. Finally, we applied
FluoGAN on challenging real images of the unicellular algae Ostreopsis cf. Ovata, acquired by an
epifluorescent microscope (see Section 4.3.4.3).

4.3.4.1 A simulated ARGO-CR-type validation dataset

We started applying FluoGAN to synthetic images for reconstruction quality evaluation. The
synthetic images have been generated by us considering physically-plausible parameters of the mi-
croscope configuration as well as properties of the sample (e.g. fluctuation behavior, out-of-focus
fluorescence, etc.). For data generation, we used model (4.9). The spatial pattern used is shown in
Figure 4.6. Its structure resembles the pattern of a calibrated slide ARGO-CR (Argolight, Pessac,
France) used in practice to assess quantitatively reconstruction capacities, see section 4.3.4.2. To
be more precise, the pattern used consists of 14 sets of parallel lines of 100 nm width. The sepa-
ration distance d (center-to-center distance) between the two middle lines of each set is gradually
increasing at a rate of 30 nm. Thanks to this setup, we can easily see the resolution level reached
by each of the approaches considered.

Using the Poisson model (see (4.9)) to simulate the temporal fluctuations, we make a video of
500 frames at a frame rate of 100 frames per second (fps). The pixel size is equal to 100 nm while
the full width at half maximum (FWHM) of the PSF is 324 nm. A spatially smoothly varying,
temporally constant, background is added to simulate the presence of the out-of-focus fluorescent
molecules and an average bleaching time (i.e. time during which the fluorophore stays emissive)
of 20 s has been used. Reconstructions of the simulated diffraction-limited data are available
for the FluoGAN, COL0RME, and SRRF methods in Figure 4.7, using a super-resolution factor
q = 6 for all three approaches. The method COL0RME allows us to select between different
regularization penalties in the support estimation step of the method (see Chapter 2 for more
details) and for the purpose of this experiment the ℓ1-norm penalty was chosen due to the better
and most time-efficient reconstruction. Regarding the method SRRF, for the temporal analysis of
the radiality image sequence we are using the auto-correlation analysis provided in SRRF’s Fiji
plugin [Laine et al., 2019] that gives the best results.
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Figure 4.6 – Spatial structure of simulated/real calibrated sample (ARGO-CR slide, Argolight)

From the reconstruction shown in Figure 4.7, it is clear that FluoGAN achieves better results
than both COL0RME and SRRF. FluoGAN is indeed able to reconstruct two parallel lines with
a separation distance of 120 nm between their centers or only 20 nm between their closest edges
(given that the width of the lines is 100 nm). COL0RME is more resolutive than SRRF, achieving
a resolution of 80− 110 nm computed as the ability to reconstruct two lines with the closest edge-
to-edge distance of such value, while SRRF reaches a resolution of around 200 nm measured in
the same way. Finally, FluoGAN and COL0RME more than SRRF estimate real intensity values,
while SRRF preserves better the "continuous" structure of the sample.

4.3.4.2 Real ARGO-CR dataset

In the second experiment, we consider images acquired by an ARGO-CR calibrated slide
using an epifluorescence microscope. In more detail, images were acquired on an AxioObserver
Z1 (Zeiss, Germany) with 63x/1.15W Korr LD C-Apochromat objective, ORCA Flash 4.0 camera
(Hamamatsu, Japan), 540-570nm LED excitation, and 581-619nm emission filter. The spatial
pattern is similar to the one used in our simulated data, with the distance between the two middle
filaments of each set increasing by 30nm and varying from 0 to 390nm (see Figure 4.6 for a
graphical representation). Here we can estimate the resolution reached by the methods under real
conditions. Only FluoGAN and SRRF are applied to these data, as due to a slight sample shift
during acquisition, these data are not adaptable for COL0RME, which is based on the estimation
of temporal covariance matrices.

The pixel size of the sCMOS camera used is equal to 103 nm, while the FWHM of the PSF is
estimated to be 270 nm. Only 500 images were acquired with a frame rate of 10 fps, for a total
acquisition time of less than 1 minute. For the reconstruction, a super-resolution factor of q = 6
was used for both methods. For FluoGAN, the 500 acquired images constituted the training set
and 5000 iterations were performed in order to obtain the reconstruction presented in Figure 4.8.
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Figure 4.7 – Numerical results on a simulated dataset with zooms (on the right side of the figure),
with enhanced contrast for better visualization. The separation distance d, used to measure the
resolution, is given for each set of lines. The FWHM of the PSF in this experiment is equal to
324nm.
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Compared to SRRF, FluoGAN achieves significantly better resolution levels. However, we have
noticed that the structures reconstructed by FluoGAN are a bit thinner than the real ones.

We then tested the performance of FluoGAN with (δ = 1) and without (δ = 0) the presence
of the discriminator in problem (4.20) to assess how important its role is in the overall estimation
process. The two results are available in Figure 4.9. We observed that even if the ℓ2 distance (4.15)
allows us to recover the main pattern, the explicit presence of the discriminator significantly im-
proves the reconstruction. The result with no discriminator can nonetheless be used as an educated
guess for the initialization of FluoGAN. In Figure 4.10 we provide a schema assessing the recon-
struction precision and the resolution achieved in both cases. We note that without a discriminator
the distance between filaments reconstructed by FluoGAN is systematically under-estimated. The
discriminator plays here the double role of both allowing the separation of filaments with 120 nm
resolution (separates two parallel lines with a distance of 120 nm between their centers or only
20 nm between their closest edges) and improving the reconstruction precision for all filaments.
In Table 4.2 the computational costs required to run FluoGAN on image stacks of different sizes
with/without the discriminator are reported.

input images size FluoGAN (δ = 1) FluoGAN (δ = 0)
50× 50 10 min 3 min
50× 266 60 min 20 min

Table 4.2 – Computation time for 5000 iterations of FluoGAN on a small GPU Nvidia GeForce
GTX 950M from 2015 with 2GB of dedicated memory.

In Figure 4.11 we report the convergence graphs along the iterations. Unlike other optimiza-
tion problems, it is difficult to visualize convergence since the simulator and discriminator have
adverse goals and the difficulty is to maintain both in competition preventing one from overtaking
the other.

4.3.4.3 Real data: Ostreopsis images

To test FluoGAN on challenging real biological samples, we considered a dataset of the uni-
cellular alga Ostreopsis cf. Ovata (see Figure 4.12a). Such a dataset has several difficulties.

First, it shows a 20µm thick sample that can exhibit a strong out-of-focus signal which is
clearly the case here for the microtubules staining as they form a cortical structure all around the
alga. Another difficulty is the reduced transparency and non-negligible turbidity, which induces
PSF distortion. Due to those complications, confocal microscopes cannot acquire through the
whole thickness of the alga. To avoid this, we consider acquisitions obtained by an epifluorescence
microscope. The flexibility and the data-adaptivity of FluoGAN allow dealing with such data,
whereas standard approaches fail.

For the experimental design, microtubules were stained with TRITC dye, but also with Hoechst
for DNA (for details see [Velasquez, 2021]). We focused on the tip of a microtubule bundle at the
ventral pole (see Figure 4.12b). Microtubules play an important role in cell division and they are
an element of explanation of the proliferation of these algae, and therefore, important to be studied.
Epifluorescence images have been acquired with the same protocol as for ARGO-SR sample (see
details in Section 4.3.4.2).

The reconstruction performed by FluoGAN is shown in Figure 4.12c, while the parameters
used are reported in Table 4.3. We compare the results obtained by FluoGAN with the ones ob-
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Figure 4.8 – Numerical results for ARGO-CR data with zooms. The distance d is given for each
set of lines. The FWHM of the PSF is estimated to be equal to 270nm.
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(a) FluoGAN δ = 1 (b) FluoGAN δ = 0

Figure 4.9 – Comparison of FluoGAN results with (left, δ = 1) and without (right δ = 0) discrim-
inator. Since the discriminator relies on convolutional layers, it improves first the center of the
image. Due to the boundary effects related to the width of convolution kernels, boundary regions
are not compared.
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(a) FluoGAN, δ = 1 (b) FluoGAN, δ = 0

Figure 4.10 – Distances between filaments in Figure 4.8 reconstructed by FluoGAN, with (left) and
without (right) discriminator. Each colored 1D profile corresponds to the y-averaged intensity of
the reconstructed image plotted along the x-axis (excluding boundaries). Taking the left-most peak
as a reference, the red dotted lines denote the theoretical location of the filament to reconstruct,
while the blue dotted lines are placed in correspondence with the maximum value of the filament
reconstructed by FluoGAN.

c10cm

Sensor’s pixel size 103nm
FWHM of the PSF (estimated) 325nm

Undersampling rate 6
Iteration number 1000

Number of images in training set 500

Table 4.3 – Parameters used for ostreopsis image reconstruction

tained by SRRF. Regarding SRRF and differently from the two previous experiments, gradient
weighting is performed, as suggested by the authors, to deal with the low signal-to-noise ratio
(SNR) regime. The reconstruction obtained by SRRF is reported in Figure 4.12d. Compared to
the solution obtained by SRRF, the FluoGAN result shows fewer background artifacts and pro-
motes better continuity of filaments and intensity reconstruction. Furthermore, the reconstruction
obtained by FluoGAN reduces the appearance of ghost filaments.
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Figure 4.11 – Top left: sum of pixel values (i.e., total photon count) VS. iteration number. After
about 1000 iterations the sum of pixels for simulated images (ysim) equals the sum of pixels for
real input images (yreal). Top right and bottom left: balance between simulator and discriminator
training. Top right: contributions to generator loss function: discriminator distance, ℓ2 distance,
regularizations on b and x. Bottom left: discriminator loss function (orange) including the gra-
dient penalty regularization (blue). Bottom right: super-resolution image x and reconstructed
background b.
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(a) Confocal 3D image of Ostreopsis with mi-
crotubules (white) and DNA (magenta).

(b) Low-resolution epifluorescent image (sam-
ple average) of the microtubules tip.

(c) FluoGAN reconstruction of Fig. 4.12b. (d) SRRF reconstruction of Fig. 4.12b.

Figure 4.12 – Real Ostreopsis cf Ovata data.
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4.4 Div-Blurring: Fluorescence image deconvolution microscopy via
VAEs

We now present the method Diversity Deblurring (DivBlurring) that is an extension of the
method DivNoising proposed by [Prakash et al., 2021]. The authors in DivNoising assume that
images y have been created from a clean signal x via a measure or learned noise model (NM), i.e.,
y ∼ pNM(y|x) and they aim at recovering the denoised image x. In DivBlurring, in addition to the
noise corruption in y, we also consider blur degradations due to the convolution of the true signal
x with the microscope PSF. We thus consider that images y have been created from a physical
model (PM) and we write y ∼ p PM(y|x, Ψ), where Ψ is a known matrix modeling convolution
operation. After applying the proposed method, we thus aim at reconstructing a deblurred and
denoised image x. Our method, similar to DivNoising, explicitly includes the simplified physical
model in the decoder architecture of a traditional VAE. The DivBlurring architecture is reported
in Figure 4.13.

Figure 4.13 – DivBlurring Architecture. We color red the additional elements with respect to a
normal VAE.

We describe in Section 4.4.1 the principles DivBlurring, then in Section 4.4.2 we show that it
is possible to introduce in the loss function some additional priors on the solution that improve the
reconstruction results and, finally, in Section 4.4.3 we present some preliminary results.

4.4.1 DivBlurring

We are using here a simplified model describing acquisitions y ∈ RM2
(column-wise vector-

ized form of image Y ∈ RM×M ) in fluorescence microscopy that is given by:

y = Ψx + n (4.22)

where x ∈ RM2
is the "clean" vectorized image we are aiming to recover, Ψ ∈ RM2×M2

is a
given matrix used to describe the convolution operator defined by the system’s PSF, while n ∈
RM2

is assumed, for simplicity, to be a vector of i.i.d. random variables following a Gaussian
distribution with zero mean and variance equal to σ2

n. We omit the down-sampling operator since
in DivBlurring we will perform only the task of deconvolution and reconstruct images in the same
grid with the one of acquisitions. To make explicit that images y have been generated by (4.22),
called by us ‘physical model’, we write y ∼ p PM(y|x, Ψ).

In our framework, similar to [Prakash et al., 2021] from where we have borrowed many of
the computations below, we assume that from a latent variable z we are able to generate clean
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images x that, afterward, can be passed through the physical model leading to images y. The
main difference between our approach and the method DivNoising [Prakash et al., 2021] is that
we consider a Physical Model (PM) while in DivNoising a Noise Model (NM) is considered.
Figures 4.3 and 4.13 illustrate this easily.

In DivBlurring, the decoder describes a joint model between three variables as follows:

pθ(y, x, z) = p(y, x|z)p(z) = p(y|x, z)pθ(x|z)p(z) (4.23)

From Figure 4.13 it is easy to observe that y is conditionally independent of z once x is
provided. Therefore, we can write:

p(y|x, z) = p PM(y|x, Ψ). (4.24)

By further deterministically defining the clean image as x = gθ(z), where gθ(·) is the decoder
network, and, subsequently, pθ(x|z) as a Dirac distribution centered at gθ(z), we get:

pθ(y, x, z) = p PM (y|x = gθ(z), Ψ) p(z) (4.25)

With simple computations, the reconstruction loss, given from (4.5) for conventional VAEs
now becomes:

LR -DB
ϕ,θ (y) = −Eqϕ(z|y){log p PM (y|x = gθ(z), Ψ)} (4.26)

Apart from this modification, the DivBlurring approach follows the standard VAE training
procedure. The only modification consists in how the decoder distribution is modeled, so the KL
divergence loss will remain the same (see (4.6), or under Gaussian assumptions (4.7)).

To further elaborate on the DivBlurring reconstruction loss LR -DB
ϕ,θ (y), we recall that we have

assumed the noise component n in (4.22) to be white and Gaussian, with constant pixel variance
equal to σ2

n. Therefore, the log-likelihood log p PM(y|x = gθ(z), Ψ) is given by:

log p PM(y|x = gθ(z), Ψ) = − 1
2σ2

n

∥Ψgθ(z)− y∥2 + c, (4.27)

where c ∈ R+ is a constant. Aiming at minimizing the reconstruction loss, as indicated in Section
4.1.2, we can discard the constant c. From (4.26) and (4.27), the reconstruction loss is therefore
given by:

LR-DB
ϕ,θ (y) = Eqϕ(z|y){

1
2σ2

n

∥Ψgθ(z)− y∥2} (4.28)

4.4.2 Regularization penalties

In order to avoid under-fitting and over-fitting, we use as for FluoGAN, regularization term
enforcing physically-meaningful properties in the loss function. In formulas, we can therefore
formulate a new loss function, as follows:

LDB
ϕ,θ(y) = LR-DB

ϕ,θ (y) + LKL
ϕ,θ(y) +Rϕ,θ(y), (4.29)

where LR-DB
ϕ,θ (y) is the reconstruction loss defined for DivBlurring in (4.28), LKL

ϕ,θ(y) is the KL
loss defined in (4.7) under Gaussian assumptions andRϕ,θ(y) is a term favoring regularity on the
solution x = gθ(z). A regularization penalty promoting sparsity is:

Rϕ,θ(y) = Eqϕ(z|y){λ∥gθ(z)∥1} (4.30)

where λ is the regularization parameter. We further would like to promote non-negativity. To do
so, we are using a Rectified Linear Unit (ReLU) activation function as a final layer to the decoder.



CHAPTER 4 — Fluorescence image deconvolution by model-aware generative approaches 91

4.4.3 Preliminary Results

To train the model, we generated a synthetic dataset of fluctuating filaments. The training
dataset contains 7000 blurred and noisy images. Each image corresponds to a different realization
of the noise which we assume to be Additive White Gaussian (AWG) with constant variance. Data
are blurred with a Gaussian PSF. The FWHM of the PSF is chosen to be equal to 221.8 nm, while
the pixel size is equal to 25 nm. The testing dataset can be the same as the training one or different,
although, corrupted with AWG noise of the same variance and blurred with the same PSF, as the
data in the training set.

The selection of such a dataset arises from the fact that we want to be compatible with the
acquisitions obtained by real microscopes. Using real microscopes, we are able to acquire more
than one image from different parts of the sample or from different samples. Similarly, in our
simulated data we consider 1000 images with the same support and additional sets of 1000 images
with similar but not equal support (these images correspond to different parts of the sample).

DivBlurring uses the same fully convolutional network architecture with depth 2 as DivNois-
ing, i.e. 2 down-sampling layers for the encoder network and 2 up-sampling layers for the decoder
network. In total 36K parameters got assigned for both networks by considering input data of
dimensions 256 × 256. After encoding, the resultant dimension of the bottleneck of the latent
space is chosen to be equal to 64. The designed network is trained with a batch size equal to 32,
an initial learning rate equal to 0.001, and 150 epochs.

In Figure 4.14, we plot the original ground truth image as well as an image of the noisy and
blurred synthetic tubulin dataset to which we apply our method and which is generated using the
simplified model (4.22), i.e., without degradation of background and Poisson noise. Note that we
did not use the ground truth image in training the model as the method is unsupervised. We use it
only for a comparison with our reconstructions.

(a) (b)

Figure 4.14 – (a) The GT image, (b) A single frame of the temporal stack of diffraction-limited
images

DivBlurring, similar to DivNoising [Prakash et al., 2021], is capable of generating not only
one but multiple diverse samples from the posterior, zk ∼ qϕ(z|y), k > 1, giving rise to several
estimations of deblurred/denoised images xk, k > 1. In order to compute a single final image we
approximate the minimum mean square error (MMSE) estimate by simply averaging the images
xk.
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Averaging over 100 randomly selected samples {xk}100
k=1 we are able to report in Figure 4.15a

the reconstruction obtained by the method DivBlurring when applied to the blurred/noisy frame
in Figure 4.14b. For comparison, in Figure 4.15b, we present the result of the method Divnoising
applied to the same frame. Clearly, DivBlurring is able not only to denoise but also to deblur
the given image, which is not the case, as expected, for DivNoising. The proposed method is
still under investigation, with promising preliminary results. Finally, we noticed some repeated
artifacts (see Figure 4.15a) that we would like to better investigate and correct.

(a) (b)

Figure 4.15 – (a) Reconstruction of 4.14b by DivBlurring (b) Reconstruction of 4.14b by DivNois-
ing.

4.5 Discussion

In this chapter we focused on ways to solve inverse problems in fluorescence microscopy
imaging applications using model-aware generative approaches.

Firstly, we presented FluoGAN, a novel framework for fluctuation-based super-resolution flu-
orescence microscopy combining the physical modeling of an optical system with data-driven ad-
versarial learning. FluoGAN computes the desired super-resolved image along with a background
image containing out-of-focus molecules, ambient fluorophores and other errors by comparing,
in a suitable sense, the empirical distribution of observed data with the one of samples generated
by a physically-grounded simulator. Due to its alternate minimization formulation, the proposed
approach is flexible as it allows to the possible introduction of further regularization terms such
as sparsity, smoothness, and non-negativity constraints. In comparison to standard GANs and
inspired by recent work on Cryo-EM [Gupta et al., 2021], FluoGAN replaces the model-blind
generator network with a simulator model encoding biophysical expertise in its structure and hav-
ing as learnable parameters the desired quantities of interest. On simulated data, the proposed
approach allows for achieving better resolutions than standard model-aware and state-of-the-art
approaches. On real data, we first proved the efficiency of our algorithm on a 2D calibration slide
used to access resolution power, then we validated FluoGAN on real challenging Ostreopsis data.

Next, we presented DivBlurring, an unsupervised method that includes the physical model
of data acquisition in fluorescence microscopy in the decoder network of a standard VAE. The
method has the advantage of generating more than one sample from a regularized latent space.
We implemented the method following DivNoising [Prakash et al., 2021], a method performing
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image denoising in microscopy images. Since DivBlurring is still a work in progress, as future
work, we aim at exploiting the method more by performing super-resolution to both simulated
and real microscopy images and using a more complex physical model describing the acquisition
process better than the simplified physical model we are currently using (see (4.22)).





CHAPTER 5
Fluorescence image

deconvolution using a
Plug and Play Denoiser

In this chapter we introduce the method Plug-and-Play COL0RME (PnP-COL0RME),
an extension of the method COL0RME presented in Chapter 2 making use of deep learn-
ing for improving performance to challenging data. PnP-COL0RME is able to output an
improved (deconvolved) image given as an input a temporal stack of diffraction-limited
images acquired by conventional fluorescent microscopes. In Section 5.1 we detail the
learning framework considered with a review of state-of-the-art PnP methods applied
to image restoration problems, in Section 5.2 we introduce PnP-COL0RME, while
in Section 5.3 we present some preliminary results of the proposed method on both
simulated and real Ostreopsis data.

Related Publication:

[Stergiopoulou et al., 2023]
V. Stergiopoulou, S. Mukherjee, L. Calatroni, L. Blanc-Féraud. "Fluctuation-based deconvolution in fluo-
rescence microscopy using plug-and-play denoisers," to appear at the 9th International Conference on Scale
Space and Variational Methods in Computer Vision (SSVM), 2023.
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5.1 Introduction to PnP methods

Plug-and-Play (PnP) methods appeared in the literature during the last decade. They are a very
effective framework for solving inverse image restoration problems which, due to their structure,
are also interpretable thanks to tools coming from optimization. They combine model-based and
data-driven models, showing state-of-the-art performance in numerous applications. An overview
of PnP approaches is provided in the survey paper [Kamilov et al., 2022].

5.1.1 Background

When dealing with ill-posed inverse problems in imaging (i.e., de-blurring, de-noising, super-
resolution, inpainting, etc.), we typically aim to solve a regularized optimization problem in the
form:

x̂ ∈ arg min
x∈RL2

F(x) + λR(x), (5.1)

where F is a (smooth) data fidelity term andR a regularization term encoding prior knowledge on
the solution x̂ ∈ RL2

. Depending on the available prior information, different types of functions
R can be used (see Section 1.3.3.1 for some examples). In most cases, R is non-smooth and
proximal algorithms [Parikh and Boyd, 2014] are used for solving (5.1). Recalling Definition 1.1,
the proximity operator of a convex, non-smooth functionR with step-size τ > 0 is given by:

proxτR(z) = arg min
x∈RL2

R(x) + 1
2τ
∥z− x∥22, z ∈ RL2

. (5.2)

It is easy to notice that (5.2) corresponds to solving the problem of denoising an image z
corrupted by an additive white Gaussian noise (AWGN) of constant variance equal to τ . The ob-
servation that the proximal operator is indeed an image denoiser for AWGN inspired the authors of
[Venkatakrishnan et al., 2013] to develop the framework of PnP priors, whose main idea consists
in replacing, within a proximal algorithm, the operator proxτR(·) with a more general image de-
noiser D(·) corresponding to a regularization functionalR whose definition is often not explicitly
possible.

One of the main advantages of the PnP framework is that it allows complex imaging models
to be used as advanced denoising models, e.g. denoisers parameterized by convolutional neural
networks (CNNs) with impressive representational capabilities. In most cases, the image denoiser
D is trained to perform denoising on some pairs of clean-noisy images and can be used afterward
in more-general image reconstruction problems (e.g. deblurring, super-resolution, etc.). Since the
prior in PnP is learned on a task (image denoising) different from the final task (image reconstruc-
tion), PnP can be considered as a self-supervised learning framework [Kamilov et al., 2022].

5.1.2 State-of-the-art PnP methods

Current state-of-the-art denoisers include image-dependent filtering algorithms such as Block-
Matching & 3D filtering (BM3D) [Dabov et al., 2007] or deep neural networks such as Denois-
ing Convolutional Neural Networks (DnCNN) [Zhang et al., 2017] and Dilated-Residual U-Net
(DRUNET) deep learning network [Zhang et al., 2021].

As already mentioned, these denoisers are used into iterative proximal schemes,
such as the Proximal Gradient Descent (PGD) also called Forward-Backward Splitting
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[Combettes and Wajs, 2005, Beck and Teboulle, 2009] that alternates between the gradient step on
a differentiable data fidelity term F and application of the proximal operator of the regularizerR.
Other popular optimization schemes are the Alternate Directions Method of Multipliers (ADMM)
[Boyd et al., 2011], the Douglas-Rachford Splitting (DRS) [Douglas and Rachford, 1956], and
the Half-Quadratic Splitting (HQS) [Geman and Yang, 1995]. For each of these algorithms,
it turns out that there is a corresponding PnP version obtained by associating the proximal
map with the prior term and then replacing it with an off-the-shelf denoiser such as the ones
above. PnP versions of proximal algorithms have been used to solve image restoration prob-
lems such as for example PnP-PGD in [Terris et al., 2020, Hurault et al., 2022a], PnP-ADMM
and PnP-DRS in [Romano et al., 2017, Ryu et al., 2019, Hurault et al., 2022b] and PnP-HQS in
[Zhang et al., 2017, Zhang et al., 2021, Cohen et al., 2021, Hurault et al., 2022a].

A recent breakthrough made in [Romano et al., 2017], consisted in the definition of explicit
regularization by denoising (RED) approaches. RED is a framework where an explicit regularizer
R(x) is constructed from a generic image denoiser D by defining:

R(x) = 1
2xT (x−D(x)). (5.3)

The great advantage of RED over other PnP methods is that it provides an explicit expression
for the regularizer, which is implicit in most of the other approaches. In [Romano et al., 2017], it
was further shown that under conditions on homogeneity, non-expansiveness and Jacobian sym-
metry, denoising can then be written as a gradient step, that is:

D(x) = x−∇R(x). (5.4)

However, as shown in [Reehorst and Schniter, 2019], such conditions are unrealistic
since widely-used denoisers, including BM3D, DnCNN and DRUNet, have non-symmetric
Jacobians. Hence, RED does not in fact minimize an explicit regularization objective
[Reehorst and Schniter, 2019]. In order to overcome this problem in [Cohen et al., 2021,
Hurault et al., 2022a, Hurault et al., 2022b], the authors proposed to formulate, similar to RED, a
gradient step denoiser of the form:

Dς(x) = x−∇Rς(x), (5.5)

whereRς : RL2 → R is a scalar function defined by:

Rς(x) = 1
2∥x−Nς(x)∥2, (5.6)

with Nς : RL2 → RL2
being a neural network. The idea is thus to directly train the denoiser

Dς to denoise images corrupted by Gaussian noise of variance ς > 0 as an explicit gradient step.
Note the different notation ς , here, for the noise variance, to not be confused with the variance of
Gaussian noise in the measurements normally noted by σ2 in this thesis. By inserting this denoiser
(5.5) into well-known iterative schemes such as HQS, PGD, ADMM, and DRS, the authors are
able to obtain iterative schemes converging to a stationary point of a function with an explicit
(though complicated) expression.
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5.2 PnP-COL0RME: Deconvolution using a PnP denoiser

We exploit the ideas above to define PnP-COL0RME, a method allowing for the amelioration
of the support estimation (first) step of COL0RME, the method presented in Chapter 2. We recall
that the drawback encountered in the use of the fully model-based approach we developed for
support estimation, was the selection of an appropriate regularization penalty, which we choose to
enforce sparsity in some sense (see Section 2.2 for more details). As discussed in Figure 2.19, real
data results obtained were punctuated. The selection of a more appropriate regularization penalty
modeling curvilinear structures led us to use PnP methods, due to their flexibility. As seen before,
the regularizer is here parameterized by a deep neural network that can be trained on simulated
data characterized by the desired structures of interest (e.g. filaments) and therefore capturing
better the shape of the available data.

We recall that for the support estimation in COL0RME, the reformulated model in the co-
variance domain (2.12) was used. As input, the sample covariance matrix Ry, including auto-
covariances and cross-covariances of the acquired data, was computed. Here, as a simplification
and in order to benefit from easier calculations, we will only make use of its main diagonal, or
similarly, of the auto-covariances.

5.2.1 Adaptation of COL0RME for temporal auto-covariances

In this section, we slightly reformulate problem (2.13) for the estimation of the support in
COL0RME. We do so by considering in the forward model (2.12) only temporal auto-covariances,
thus neglecting cross-terms. We start from the simplified model (2.6) describing acquisition yt ∈
RM2

(a column-wise vectorization of image Yt ∈ RM×M ):

yt = Ψxt + b + nt, t ∈ {1, . . . , T} (5.7)

where Ψ ∈ RM2×L2
is the (known) forward operator resulting from the composition of a down-

sampling and a convolution operator and b ∈ RM2
is the background image. For all t, nt ∈ RM2

is the noise component defined here as a matrix of i.i.d Gaussian elements with variance s ≥ 0,
(nt)i ∼ N (0, s), ∀i ∈ {1, ..., M2}, and xt ∈ RL2

is the clean image belonging in a q-times finer
grid with L = qM .

Considering only temporal auto-covariances, we can proceed similarly as in Section 2.1.2. We
first consider the discrete frames {yt}Tt=1 as T realizations of a random variable y. The auto-
covariance matrix of y is defined by:

r̃y = Ey{(y− Ey{y})◦2}. (5.8)

where Ey{·} denotes the expected value computed w.r.t. the unknown law of y, while (·)◦2 denotes
an element-wise raise to the power of 2. Practically, we estimate r̃y ∈ RM2

by computing the
empirical auto-covariance matrix:

r̃y ≈
1

T − 1

T∑
t=1

(yt − y)2, (5.9)

where y = 1
T

∑T
t=1 yt denotes the empirical temporal mean.
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From (5.7) and (5.9), we can retrieve the following model between sample auto-covariances
of data and desired signals:

r̃y = Ψ2rx + r̃n. (5.10)

where rx ∈ RL2
and r̃n ∈ RM2

are the empirical auto-covariance matrices of {xt}Tt=1 and
{nt}Tt=1, respectively. With the notation Ψ2 ∈ RM2×L2

, we simply designate the matrix having
the square of each element of matrix Ψ ∈ RM2×L2

. Finally, since the noise component nt has
i.i.d. elements of zero mean and constant variance s, it turns out that r̃n := s1M2 .

Note that r̃y ∈ RM2
is in fact the result of the 2nd order SOFI method [Dertinger et al., 2009],

i.e. a so-called SOFI image. In COL0RME, we used instead a matrix Ry ∈ RM2×M2
(vectorized

in a vector ry ∈ RM4
) which has as its main diagonal the SOFI image r̃y, but showing also

cross-covariances terms outside the main diagonal. Although using the full Ry we are able to
make better use of all the information we have, considering it to be diagonal is a fairly good
simplification that allows benefiting from faster calculations. In future work, the whole matrix Ry
should be considered.

To find rx, the support Ω := {i : (rx)i ̸= 0} and the noise variance s using only temporal
auto-covariances we consider the following minimization problem analogous to (2.13) presented
in Chapter 2:

(r̂x, ŝ) arg min
rx≥0, s≥0

1
2∥r̃y −Ψ2rx − s1M2∥22 + λR(rx), (5.11)

where λ > 0 is a regularization parameter and R(·) is a regularization penalty to be defined.
We use the Alternate Minimization algorithm between s and rx and we report the pseudo-code

in Algorithm 4.

Algorithm 4 Support Estimation of COL0RME (using only auto-covariances)

Require: r̃y ∈ RM2
, rx

0 ∈ RL2
, τ, λ > 0

repeat

sk+1 = 1
M2 1T

M2(r̃y −Ψ2rx
k)

zk+1 = rx
k − τ(Ψ2)T (r̃y −Ψ2rx

k − sk+11M2)

rx
k+1 = proxτλR(zk+1)

until convergence
return Ω := {i : (rx)i ̸= 0} , s

5.2.2 PnP-COL0RME

We can now replace the proximal step appearing in the Algorithm 4 with an off-the-shelf
denoiser. The new method called PnP-COL0RME makes use of a proximal gradient step denoiser
as proposed by Hurault et al. in [Hurault et al., 2022b]. In their paper, the authors showed that
this choice is the proximal operator of a non-convex smooth function which allows the authors to
derive convergence guarantees of the resulting PGD scheme. Using, thus, the denoiser Dς given
by (5.5), we can define Algorithm 5 which is used to estimate support Ω and noise variance s.
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Algorithm 5 Support Estimation via COL0RME-PnP

Require: r̃y ∈ RM2
, rx

0 ∈ RL2
, ς, τ > 0

repeat

sk+1 = 1
M2 1T

M2(r̃y −Ψ2rx
k)

zk+1 = rx
k − τ(Ψ2)T (r̃y −Ψ2rx

k − sk+11M2)

rx
k+1 = Dς(zk+1)

until convergence
return Ω := {i : (rx)i ̸= 0} , s

In [Hurault et al., 2022b] the authors trained the denoiser Dς as a gradient descent step
(see (5.5)) of a functional parameterized by a deep neural network (see (5.6)). Mak-
ing use of work by Gribonval & Nikolova on the characterization of proximity operators
[Gribonval and Nikolova, 2020], they proved that Dς is the proximal operator of a function ϕς ,
given by:

ϕς(rx) := Rς(D−1
ς (rx))− 1

2∥D
−1
ς (rx)− rx∥22 (5.12)

Consequently, the function that is minimized by Algorithm 5 is:

Fς(rx, s) := f(rx, s) + ϕς(rx), (5.13)

with
f(rx, s) = 1

2∥ry −Ψ2rx − s1M2∥22. (5.14)

In each iteration it is thus possible to evaluate the objective function which is given by:

Fς(rx
k, sk) := f(rx

k, sk) +Rς(zk)− 1
2∥z

k − rx
k∥22,

after combining (5.12) and (5.13) and using zk = D−1
ς (rx

k). The convergence property of the
PGD scheme in the non-convex setting above and used here for the update of rx in Algorithm 5 is
proved in Theorem 4.1 of [Hurault et al., 2022b].

Note that in (5.13), the regularization parameter λ > 0 that was used before to regulate the
strength of the regularization has now vanished. The new hyperparameter ς > 0 has now the
role of tuning the regularization strength. Intuitively, ς encourages the denoiser to denoise images
corrupted by white Gaussian noise of variance ς . However, in practice, it is difficult to adjust such
a parameter. A scaling parameter acting similarly to a regularization parameter (such as λ) can
thus be introduced along with ς .

5.2.3 PnP-COL0RME with scaling parameter

Following [Xu et al., 2020], we thus consider a further parameter in the definition of Dς , the
so-called denoiser scaling parameter µ > 0. We define a new scaled denoiser as:

Dµ,ς(z) := 1
µ

Dς(µz), (5.15)
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where the scaled denoiser simply scales the old denoiser’s input by a positive constant µ and its
output by the inverse of the same constant.

Such a technique for scaling the denoiser, according to [Xu et al., 2020], provides a mech-
anism for adjusting the strength of the denoiser in a more intuitive way than tuning ς . Note,
however, that ς remains a parameter of the denoiser, but it is not the one that will be fine-tuned to
adjust the denoiser strength.

First we replace in the Algorithm 5, the denoiser step which will now be:

rx
k+1 = Dµ,ς(zk+1), (5.16)

and result to Algorithm 6. By now interpreting the denoiser Dς as the proximal operator of a
function ϕς , we can write:

Dς(z) = proxϕς
(z). (5.17)

Following Proposition 1 in [Xu et al., 2020], it is possible to deduce:

Dµ,ς(z) = proxµ−2ϕς(µ·)(z). (5.18)

Therefore, the objective function which is being minimized, now reads:

Fµ,ς(rx, s) := f(rx, s) + 1
µ2 ϕς(µrx) (5.19)

where the function f(·) is given by (5.14) and ϕς(·) by (5.12).

Algorithm 6 Support Estimation via COL0RME-PnP (scaling denoiser)

Require: r̃y ∈ RM2
, rx

0 ∈ RL2
, ς, τ, µ > 0

repeat

sk+1 = 1
M2 1T

M2(r̃y −Ψ2rx
k)

zk+1 = rx
k − τ(Ψ2)T (r̃y −Ψ2rx

k − sk+11M2)

rx
k+1 = Dµ,ς(zk+1)

until convergence
return Ω := {i : (rx)i ̸= 0} , s

In each algorithmic iteration the value of Fµ,ς(·, ·) is given by:

Fµ,ς(rx
k, sk) :=f(rx

k, sk) + 1
µ2

(
Rς(D−1

ς (µrx
k))− 1

2∥D
−1
ς (µrx

k)− µrx
k∥22
)

=f(rx
k, sk) + 1

µ2

(
Rς(µzk)− 1

2∥µzk − µrx
k∥22
)

=f(rx
k, sk) + 1

µ2Rς(µzk)− 1
2∥z

k − rx
k∥22 (5.20)

where we used:
rx

k = Dµ,ς(zk) = 1
µ

Dς(µzk)⇔ D−1
ς (µrx

k) = µzk (5.21)
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Adapting the results of Theorem 4.1 in [Hurault et al., 2022b] to the rescaled case is a work in
progress. However, we observe empirical convergence as indicated in Section 5.3.3.

Note that µ plays the role of a regularization parameter. Even if the relation between µ and
the regularization parameter in front of the regularization ( 1

µ2 ) is not linear, µ still provides a more
explicit mechanism to adjust the denoiser [Xu et al., 2020]. Results on support reconstructions
after selecting different values for the µ parameter are available in Section 5.3.2.

5.3 Numerical results

In this section, we present some preliminary results obtained by using PnP-COL0RME for
estimating the support of a super-resolved image using Algorithm 6. In Section 5.3.1 we describe
in detail how we trained the denoiser, then in Section 5.3.2 we investigate the sensitivity of the
method to the parameters µ and ς and, finally, in Sections 5.3.3 and 5.3.4 we report results on
simulated and real data (high-density SMLM data and Ostreopsis data acquired by a confocal
microscope). The effective use of the approach is confirmed on the simple task of deblurring (by
setting the super-resolution factor q equal to 1 and therefore M = L) while leaving the actual
problem of super-resolution for future work.

5.3.1 Training the denoiser

To train the denoiser Dς we created a dataset composed of clean and noisy image pairs. The
structures appearing in this dataset must share the same geometry as the structures appearing in
the images to restore. Differently from other methods, the proposed algorithm works with a model
formulated in the covariance domain, so that the denoiser takes as an input noisy sample auto-
covariance matrices of a fluctuating temporal sequence of images. Hence, to create the dataset we
first started by creating different spatial patterns (thin filaments) shown in Figure 5.1 where the
emitters have different positions in the continuous grid. Such patterns are the superposition, after
rotations with different angles, of the ground truth spatial pattern provided in the MT0 microtubule
training dataset uploaded for SMLM 2016 challenge 1. Then, we used the fluctuation model dis-
cussed in [Girsault et al., 2016] to simulate temporal fluctuations and create a temporal stack of
T = 500 frames for each spatial pattern. Two exemplar frames of one temporal stack of images
are reported in Figures 5.2a and 5.2b. For each temporal stack of images, we could therefore cal-
culate the temporal auto-covariance image (see Figure 5.2c) corresponding to one instance of the
clean images rGT

x in our dataset. To create now its noisy version we added Gaussian noise η with
constant variance ς2, η ∼ N (0, ς2Id), with ς following a uniform distribution, ς ∼ U(ς1, ς2).
We remark that since the noise in the covariance data comes from additive Gaussian noise on the
individual frames, its actual distribution is, indeed, χ2. However, since the number of degrees of
freedom is high (as T = 500), the distribution can be approximated by a Gaussian distribution. In
our experiments, after normalising rGT

x with maximum value equal to 1, we select ς1 = ϵ << 1
and ς2 = 50/255.

The training was performed by following the procedure suggested in [Hurault et al., 2022b]
and using the code available on the authors’ GitHub repository 2. For the neural network N(·)
used to parameterize the denoiser (see (5.5), (5.6)), we used DRUNet, a CNN proposed in

1. https://srm.epfl.ch/Challenge/ChallengeSimulatedData
2. https://github.com/samuro95/Prox-PnP

https://srm.epfl.ch/Challenge/ChallengeSimulatedData
https://github.com/samuro95/Prox-PnP
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Figure 5.1 – Simulated spatial patterns

(a) (b) (c)

Figure 5.2 – (a-b) Two different frames of a simulated fluctuating stack made from the first spatial
pattern from Figure 5.1, (c) The auto-covariance image rGT

x estimated from the whole temporal
sequence.

[Zhang et al., 2021]. For the training, we used 500 pairs of clean-noise auto-covariance images
and 100 for validation. The network was trained using 1215 epochs via ADAM optimization and
batch size equal to 16.

5.3.2 Sensitivity to denoising and scaling parameters

As discussed in Section 5.2.3, the performance of PnP-COL0RME depends on two hyper-
parameters µ and ς . In this section, we discuss how these two parameters affect the support
reconstruction obtained by the method. For this reason, we take as an input the temporal auto-
covariance image r̃y of a diffraction-limited (blurred) stack of images reported in Figure 5.3b, and
we try to estimate a support close to the real one (ground truth support), shown in Figure 5.3c. For
this example, neither background nor Poisson noise was considered for the generation of the data,
while Gaussian noise was added. Reconstructions of PnP-COL0RME for different combinations
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of µ and ς are reported in Figure 5.4. To make Figure 5.4 more readable, we increase the parameter
µ along the horizontal axis (from left to right), while we increase the parameter ς along the vertical
axis (from up to down).

(a) (b) (c)

Figure 5.3 – (a) A diffraction-limited frame generated by model (1.28) with no background and
Poisson noise corruption, (b) The temporal auto-covariance image r̃y of the stack of diffraction-
limited images, (c) The ground truth binary support image.

As we can see, the reconstructions we obtain are quite different: in some cases filaments are
missing, while in others double filaments appear. Roughly, with a small µ it is possible to miss
some filaments, while with a larger µ it is possible to have duplicate filaments. Being aware of
such a pattern, we can increase µ until we are sure that we have included all filaments in the image.

5.3.3 Simulated data

We first apply PnP COL0RME to simulated data presented in Figure 5.5. The spatial pattern
used here is the superposition, after rotations, with different angles of the ground truth spatial
pattern provided in the MT0 microtubule training dataset uploaded for SMLM 2016 3 which was
previously used in Section 2.4.1. The PSF used to generate the data has an FWHM equal to
176.6 nm, the pixel size is equal to 25 nm, and the images have a size of 256 × 256 pixels. The
support reconstruction obtained after setting the parameter µ equal to 1 and the parameter ς equal
to 30/255 is reported in Figure 5.5g. Along with the reconstructed image, we report a graph
showing the evolution of the objective function Fµ,ς in (5.20). Following [Hurault et al., 2022a,
Hurault et al., 2022b], we present also the evolution of the quantity min

i≤k
∥rx

i+1 − rx
i∥2/∥rx

0∥2

used in the non-convex setting to analyze the convergence rate of the algorithm, that is shown to
be less than O( 1

k ). Empirical convergence is observed for both quantities.
Thanks to its training, we observe that the proposed approach is able to capture the filaments’

geometry fairly well. We observe that in comparison to the ground truth support in Figure 5.5c,
the reconstruction in Figure 5.5g is rather accurate. For the evaluation of the localization precision
the Jaccard Index (JI) has been used. It is a quantity in [0, 1] computed as the ratio between
correct detections (CD) and the total (correct, false negatives false positive) detections, i.e. JI :=
CD/(CD + FN + FP ), up to a tolerance δ > 0, measured in nm (see, e.g., [Sage et al., 2015]).
For the reconstruction in Figure 5.5g, the tolerance precision was chosen δ = 40 nm.

3. https://srm.epfl.ch/Challenge/ChallengeSimulatedData

https://srm.epfl.ch/Challenge/ChallengeSimulatedData
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µ = 0.4 µ = 0.7 µ = 1

ς = 5/255

ς = 10/255

ς = 20/255

ς = 30/255

Figure 5.4 – PnP-COL0RME binary support image reconstruction of Figure 5.3b for different
hyper-parameters µ and ς .

Moreover, with the second step of the method COL0RME, intensities can also be estimated
with high precision, see Figure 5.5h. However, for the challenging dataset in Figure 5.5 and
avoiding fine-tuning the µ parameter, the appearance of small artifacts (e.g. incorrect duplication
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(a) y (b) y1 (c) ΩGT (d) xGT

(e) (f) (g) Ω̂ (JI=0.67) (h) x̂ (PSNR=26.01)

Figure 5.5 – (a) Mean of the acquired temporal sequence, (b) First frame (c) The ground truth
support (d) The ground truth intensity image (e) Evolution of cost function Fµ,ς in (5.20) (f)
the evolution of min

i≤k
∥rx

i+1 − rx
i∥2/∥rx

0∥2, in logarithmic scale, (g) Reconstructed support (h)

Reconstructed intensity image.

of filaments) due to the training dataset we built is observed. They could be potentially removed
by retraining the model with more heterogeneous data.

5.3.4 Real data

We then applied the proposed approach to high-density SMLM acquisitions using a publicly
available dataset created for the 2013 SMLM challenge 4, see Figure 5.6. Although in SMLM
the molecules do not have a blinking behavior, but rather an on-to-off transition, we can consider
blinking the temporal behavior of one pixel in high-density videos due to the presence of many
molecules per pixel. The dataset contains T = 500 images, the PSF of the microscope used to
acquire these data has an FWHM of 351.8 nm and the pixel size is equal to 100 nm. The support
Ω̂ computed by the model-based COL0RME approach (see Chapter 2) is compared to the one
PnP-COL0RME variant of Algorithm 6 with µ = 1. Since no ground truth is available for these
data, no quantitative assessment can be computed, however, better continuation properties than
COL0RME are observed.

Finally, we applied PnP-COL0RME on images of a real biological sample of the unicellular
alga Ostreopsis. For this dataset, T = 500 images were acquired using a confocal microscope.
The pixel size of the CCD camera used is equal to 70 nm, while the FWHM of the PSF has
been estimated at 229 nm. Results for parameter ς = 10/255 and for different parameters µ are
available in Figure 5.7. We can see that we are able to reconstruct curvilinear structures, however,
if we want to include all filaments in the image (increase the parameter µ), double filaments instead
of single filaments may appear.

4. https://srm.epfl.ch/Challenge/Challenge2013

https://srm.epfl.ch/Challenge/Challenge2013
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(a) y (b) y1

(c) Ω̂ by COL0RME-ℓ1 (d) Ω̂ by PnP-COL0RME (e) x̂

Figure 5.6 – HD-SMLM data: (first row) The temporal mean and the first frame of the acquired
temporal sequence (second row) Support (COL0RME VS. PnP-COLORME) and intensity recon-
struction, ς = 10/255 and µ = 1.

(a) (b) (c)

Figure 5.7 – Real Ostreopsis data (a) The temporal auto-covariance image r̃y, (b) COL0RME PnP
support reconstruction using ς = 10/255 and µ = 0.8, (c) PnP-COL0RME support reconstruction
using ς = 10/255 and µ = 0.9.

5.4 Discussion

We present PnP-COL0RME, a method when an off-the-shelf denoiser is used in place of the
proximity operator associated with a regularization functional, so as to improve the support esti-
mation step in COL0RME. We choose to use the denoiser form proposed in [Hurault et al., 2022b]
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due to its provable convergence guarantees. Following [Xu et al., 2020] we also introduced a scal-
ing parameter that acts as a regularization weight able to adjust the strength of the denoiser.

Our results show that the geometry of specific structures (filaments) can be captured by suitable
training. However, there is still room for further improvements in the method. First of all, we
would like to select the parameter µ automatically so that the method is able to give accurate
results without having to finely tune it. Furthermore, we would like to test the approach including
also a down-sampling operator as well as to take into account the complete covariance matrix of
our diffraction-limited images.





CHAPTER 6
Conclusions & Outlook

In this thesis, we focused on the development of new approaches based on optimization and
learning for improving spatial resolution in fluorescence microscopy. Our main motivation is to
implement methods that can be applied to images acquired by conventional fluorescence micro-
scopes using conventional fluorescent dyes for studying living samples. We have mainly focused
on improving the resolution in the lateral plane by taking advantage of the stochastic temporal fluc-
tuations of individual fluorescent molecules, and we have also implemented a 3D super-resolution
method by taking advantage of the MA-TIRF microscope. In the following, we summarize the
contributions made in this thesis and discuss some future perspectives.

6.1 Summary of the main contributions

COL0RME We propose COL0RME, a method for lateral resolution enhancement implemented
within a variational framework. It combines two steps, the support and the intensity estimation
step, which are performed sequentially. The support estimation step allows for precise molecule
localization, while the intensity estimation step computes real intensities on the pre-estimated
support. To obtain a good support reconstruction we take advantage of the independent statistical
behavior of standard fluorescent emitters by reformulating the problem using the covariance ma-
trix of the acquisitions. In such covariance setting, we search for sparse solutions by considering
convex and non-convex regularization penalties in the expression of the function we minimize. By
introducing an additional variable to denote the variance of the noise in the minimization, we can
incorporate a strategy for its estimation, which enables us to handle very noisy acquisitions. By
incorporating selection strategies for the regularization parameters, we further make the method
automatic. The second and simpler step is of great importance since intensity information is valu-
able for biological interpretation and for 3D image reconstruction (see 3D MA-TIRF COL0RME).
COL0RME is the first method exploiting independent molecules’ fluctuations capable of provid-
ing such information. These two innovative steps lead to accurate reconstructions with good levels
of resolution of simulated and real 2D TIRF data. The reconstructions are comparable and mostly
better than other state-of-the-art methods such as, e.g., SRRF [Gustafsson et al., 2016] and SPAR-
COM [Solomon et al., 2019].

3D MA-TIRF COL0RME Taking advantage of an MA-TIRF microscope, which can acquire
images at different incident angles of the illumination beam, thus providing access to depth
information, we develop 3D MA-TIRF COL0RME, an extension of COL0RME suited for this
particular setting. Starting from a temporal stack of images acquired at different angles of inci-
dence, the proposed method generates a high-resolution 3D image. For the implementation of the
method, we successfully decouple the problem of finding the final super-resolved 3D image into

111
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two sub-problems: first, the lateral super-resolved images for each incidence angle are obtained
using COL0RME; then, they serve as input for an MA-TIRF reconstruction model, which im-
proves the axial resolution. To our knowledge, this is the first 3D super-resolution approach for
MA-TIRF acquisitions. The method has been verified on simulated and real MA-TIRF data and
shows significantly improved spatial resolution.

Due to the interest in deploying data-driven approaches to better capture the distribution of the
acquired data or the geometries of the structures they contain, while benefiting from the physical
model to compute solutions with physical sense, we have implemented the following three hybrid
approaches: FluoGAN, DivBlurring and PnP-COL0RME.

FluoGAN FluoGAN is a novel framework for fluctuation-based resolution enhancement in flu-
orescence microscopy. It combines the physical modeling of the optical system with data-driven
adversarial learning. It computes the desired deblurred/super-resolved image by comparing, in an
appropriate sense, the empirical distribution of the observed data with the one of samples gener-
ated by a physically-grounded simulator. It is fully unsupervised and has a similar architecture
to GANs, the main difference being the replacement of the model-blind generator network with a
simulator model encoding biophysical expertise in its structure and having as learnable parameters
the quantities of interest. FluoGAN has been validated on simulated data, reaching better levels of
resolution than standard model-based and state-of-the-art approaches, but also on a calibrated 2D
sample and on difficult real Ostreopsis data.

DivBlurring The incorporation of the simplified physical model describing acquisitions by con-
ventional fluorescence microscopes into the decoder of a conventional VAE has led to the DivBlur-
ring approach. This is a new approach, closely related to another approach called DivNoising,
which further takes into account the blurring due to the PSF of the microscope. Given a noisy
and diffraction-limited observation, but also limiting the solution space with prior knowledge, Di-
vBlurring is able to generate multiple and diverse samples from a distribution of possible clean
images. As this is still a work in progress, only a few results on simulated data are reported in this
manuscript.

PnP-COL0RME In the interest of obtaining a support reconstruction for COL0RME that is
better adapted to specific sample geometries (e.g. filaments), we presented PnP-COL0RME. Fol-
lowing the plug-and-play (PnP) reconstruction framework, the structure of PnP-COL0RME is
similar to the COL0RME support estimation step, where it replaces the proximity operator of the
regularization term with an image denoiser (i.e. a pre-trained network). A challenging aspect
of the approach is the training of the denoiser, which in this setting is applied to temporal auto-
covariance matrices of simulated sequences of fluctuating fluorescent molecules. After suitable
modeling simplifications, the proposed method is tested both on simulated and on real Ostreop-
sis fluorescence microscopy images for a simpler deblurring task, considering for the moment
only temporal auto-covariances. The obtained results are promising, thus paving the way for the
effective use of PnP-COL0RME in more challenging super-resolution problems.
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6.2 Future Prospects

At the beginning of this thesis, we discussed variational approaches. Such approaches have the
imaging model of fluorescence microscopy as a core element. By additionally incorporating prior
knowledge into the reconstruction process, we demonstrated that variational approaches work well
even under difficult imaging conditions. In parallel, data-driven approaches are able to extract
information from real datasets that are otherwise very difficult to access. The path we followed in
the second part of the thesis was to combine the two approaches (model-based and data-driven)
and develop model-aware learning methods so that we can benefit from the best of both worlds.

Since we believe that such a pathway is likely to lead to powerful new developments in super-
resolution fluorescence microscopy, we envisage that future research could focus on improving
both modeling accuracy and learning. For example, in FluoGAN (see Section 4.3) a future
prospect is to create an (even more) accurate model describing observations of fluctuating flu-
orescent emitters but also to make the learning approach more reliable by proving convergence
guarantees. Similarly, for DivBlurring (see Section 4.4), more accurate modeling should be con-
sidered allowing for reconstructions in a finer grid than the one of the observations, but also a better
investigation of the learning procedure (e.g. considering a different loss function to minimize or
using a different architecture like a Hierarchical VAE proposed, e.g., in [Vahdat and Kautz, 2020]).

The idea of combining model-based and data-driven approaches can be well described, also,
within the PnP framework. Thanks to its structure, it has two separate steps: a gradient step that
takes into account the imaging model and a denoising step that is independent of the model and
associated with knowledge (of the structure of the object to be imaged) that can be extracted from
the data. The proposed method, PnP-COL0RME, with the promising preliminary results presented
in Chapter 5, can be further improved in many different ways. One could, for instance, make
better use of the information on the independent blinking behavior of the fluorescence emitters,
i.e., considering the full covariance matrix of the observations, estimating an image with a finer
grid than that of the acquisitions, and developing an automatic hyper-parameter selection strategy.
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A Proximal computations

Given the function h : RL2 → R, defined in (2.27), the proximal mapping of h is a an operator
given by:

proxh,τ (w) = arg min
u

( 1
2τ
∥u−w∥22 + h(w)

)

= arg min
u

 1
2τ
∥u−w∥22 + α

2

∥IΩu∥22 +
L2∑
i=1

[ϕ(ui)]2
 . (A.1)

The optimal solution û (û = proxh,τ (w)), as the problem (A.1) is convex, is attained when:

0L2 ∈ ∇

 1
2τ
∥û−w∥22 + α

2

∥IΩû∥22 +
L2∑
i=1

[ϕ(ûi)]2
 ,

0L2 ∈
1
τ

(û−w) + α
(
IΩû + [ϕ(ûi)ϕ′(ûi)]{i=1,...,L2}

)
, (A.2)

where we denote: [xi]{i=1,...,L2} = [x1 x2 ... xL2 ]⊺.
Starting from (2.23) we can compute ϕ′ : R→ R+, as:

ϕ′(z) :=
{

0 if z ≥ 0,

1 if z < 0,
∀z ∈ R. (A.3)

Given (A.3), we can write:

0L2 ∈
1
τ

(û−w) + α
(
IΩû + [ϕ(ûi)]{i=1,...,L2}

)
. (A.4)

Exploiting component-wise, as problem (A.1) is separable with respect to both x and w, and
assuming ûi ≥ 0, the derivative computed at (A.4) vanishes for:

ûi = 1
1 + ατIΩ(i, i)wi, (A.5)

and it holds for wi ≥ 0. Similarly, for the case ûi < 0, this analysis yields:

ûi = 1
1 + ατ(IΩ(i, i) + 1)wi, (A.6)

for wi < 0.
So finally, the proximal operator is given by:

(
proxh,τ (w)

)
i

= proxh,τ (wi) =


wi

1+ατIΩ(i,i) if wi ≥ 0,
wi

1+ατ(IΩ(i,i)+1) if wi < 0.
(A.7)
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In a similar way, we compute the proximal mapping of the function h : RL2 → R, defined in
(2.41), as follows:

proxh,τ (z) = arg min
u

( 1
2τ
∥u− z∥22 + h(u)

)
= arg min

u

( 1
2τ
∥u− z∥22 + α

2
(
∥IΩu∥22 + ∥Ix̂µu∥22

))
. (A.8)

The optimal solution û of (A.8) (û = proxh,τ (z)) is attained when:

0L2 ∈ ∇
( 1

2τ
∥û− z∥22 + α

2
(
∥IΩû∥22 + ∥Ix̂µû∥22

))
,

0L2 ∈
1
τ

(û− z) + α
(
IΩû + Ix̂µû

)
. (A.9)

By eliminating û in the expression (A.9), we compute element-wise the proximal operator:

(proxh,τ (z))i = proxh,τ (zi) = zi

1 + ατ
(
IΩ(i, i) + Ix̂µ(i, i)

) . (A.10)

B The minimization problem to estimate x̂′µ
Starting from the penalized optimization problem (2.21) and having b fixed, we aim to find a

relation that contains the optimal x̂µ. While there are only quadratic terms, we proceed as follows:

0 ∈ ∇

 1
2∥Ψx̂µ − (y− b)∥22 + µ

2 ∥∇x̂µ∥22 + α

2

∥IΩx̂µ∥22 +
L2∑
i=1

[ϕ((x̂µ)i)]2
 ,

0 ∈ Ψ⊺ (Ψx̂µ − (y− b)) + µ∇⊺∇x̂µ + α
(
IΩx̂µ + [ϕ((x̂µ)i)ϕ′((x̂µ)i)]{i=1,...,L2}

)
. (B.11)

Given (A.3) we can write:

0 ∈ Ψ⊺ (Ψx̂µ − y− b) + µ∇⊺∇x̂µ + α
(
IΩx̂µ + [ϕ((x̂µ)i)]{i=1,...,L2}

)
. (B.12)

Our goal is to compute x̂′
µ, the partial derivative of x̂µ w.r.t. µ. So, we derive as follows:

∂

∂µ

(
0 ∈ Ψ⊺ (Ψx̂µ − y− b) + µ∇⊺∇x̂µ + α

(
IΩx̂µ + [ϕ((x̂µ)i)]{i=1,...,L2}

))
,

0 ∈ Ψ⊺Ψx̂′
µ + µ∇⊺∇x̂′

µ +∇⊺∇x̂µ + α
(
IΩx̂′

µ + [ϕ′((x̂µ)i)(x̂′
µ)i]{i=1,...,L2}

)
. (B.13)

We define the matrix Ix̂µ such as:

Ix̂µ(i, i) =
{

0 if (x̂µ)i ≥ 0,

1 if (x̂µ)i < 0.

Now the vector [ϕ′((x̂µ)i)(x̂′
µ)i]{i=1,...,L2}, using further the equation (A.3), can be simply

written as: Ix̂µ x̂′
µ and then (B.13) becomes:

0 ∈ Ψ⊺Ψx̂′
µ + µ∇⊺∇x̂′

µ +∇⊺∇x̂µ + α
(
IΩx̂′

µ + Ix̂µ x̂′
µ

)
.

The minimization problem we should solve in order to find x̂′
µ thus is:

x̂′
µ = arg min

x∈RL2

1
2∥Ψx∥22 + µ

2 ∥∇x + 1
µ
∇x̂µ∥22 + α

2
(
∥IΩx∥22 + ∥Ix̂µx∥22

)
. (B.14)
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C Computing gradients for a Poisson random variable

The gradient of the expected value of a Poisson random variable with respect to its param-
eter(s) can be computed directly. Let z ∈ Rm

>0 and q ∼ Poisson(z). For every component
i = 1, . . . , m qi is then a discrete random variable with univariate Poisson density given by
p(qi = k|zi) : k 7→ 1

k!e
−zizk

i , for k ∈ N. Let now f : Rm
>0 → R be a continuous and bounded

function and vk be the function defined by vk : t 7→ p(qi = k|t) = 1
k!e

−t tk. Clearly, vk is
differentiable on R>0 for all k ∈ N. We distinguish two cases:

— For k ≥ 1 there holds:

v′
k(t) = −e−ttk

k! + e−tktk−1

k! = vk−1(t)− vk(t) (C.15)

— For k = 0 we have:
v′

0(t) = −e−t = −v0(t). (C.16)

We would like to apply the dominated convergence theorem to the sequence (vk)k. For that, for
every i = 1, . . . , m, let now be ai ∈ R such that ai > max(zi, 1). For x ∈ [0, ai] we notice that
the following properties hold:

— Since the sequence (vk(x))k comes from a Poisson density, it has finite sum and for all
k ∈ N, vk is differentiable on [0, ai].

— For k ≥ 1 there holds v′
k(x) = 1

k!e
−xxk−1(k − x) <

ak−1
i

(k−1)! . The sequence (v′
k(x))k is

thus dominated by a summable sequence.
As a consequence of the dominated convergence theorem it is possible to switch the derivation

and integral to obtain:

∂

∂zi
E[f(q)] = ∂

∂zi

∞∑
k=0

E[f(q)|qi = k]p(qi = k|zi) =
∞∑

k=0
E[f(q)|qi = k] ∂

∂zi
p(qi = k|zi)

We can now use the recursion formulas (C.15)-(C.16) for v′
k as follows:

∂

∂zi
E[f(q)] =

∞∑
k=0

E[f(q)|qi = k]v′
k(zi)

= E[f(q)|qi = 0]v′
0(zi) +

∞∑
k=1

E[f(q)|qi = k](vk−1(zi)− vk(zi))

= −E[f(q)|qi = 0]v0(zi)−
∞∑

k=1
E[f(q)|qi = k]vk(zi)

+
∞∑

k=0
E[f(q)|qi = k + 1]vk(zi)

Then a variable change is applied.
Denoting by 1i = {δi,j}nj=1 ∈ Rn with δi,j being the Dirac delta function the vector of only

zeros except a one in the i-th position, we can now write:

∂

∂zi
E[f(q)] = −

∞∑
k=0

E[f(q)|qi = k]p(k|zi) +
∞∑

k=0
E[f(q + 1i)|qi = k]p(qi = k|zi)
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Finally, the i-th component of the gradient of expected value of f(q) can be simply written as a
finite difference :

∂

∂zi
E[f(q)] = E[f(q + 1i)− f(q)] (C.17)

This expression is easily interpreted: incremental increments of zi correspond to increments of 1
of the component qi in expectation. This is in fact a consequence of the definition of Poisson law,
whose parameter equals its expected value.

Unlike other methods such as the one of score functions in [Mohamed et al., 2020], formula
(C.17) can deal with the case zi = 0. However, its application is computationally demanding:
computing the expectancy in (C.17) by empirical means of B realisations, requires in fact B(m +
1) evaluations of f . To reduce computations, and by assuming that f is differentiable, we can
make however the following approximation:

f(q + 1i)− f(q) ≃ ∂f

∂qi
(q) (C.18)

which can be plugged in (C.17) and estimated empirically by means of B samples, thus finally
getting:

∇zE[f(q)] ≃ E[∇qf(q)] ≃
B∑

t=1
∇qf(qt),

which provides a handy way of approximating the desired quantity.

Remark : The approximation (C.18) is valid only when ∂f
∂qi

does not change too much between
f(q) and f(q+1i). If all the second derivatives of f are bounded, then it is a sufficient condition to
bound the second-order error of this approximation. However, in general we do not know whether
f is twice differentiable. In our context, this condition can thus be relaxed by assuming that we
have a sufficiently fine quantisation compared to the variations of ∂f/∂qi.
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