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General introduction

The recent decades have observed a surge in findings, from the laboratory and
the field, describing how human behavior consistently differs from the predictions
of classical economic and game-theoretic models. These findings have led to the
emergence of new “behavioral” models, often with a psychological motivation, that
aim at better explaining and predicting behavior (Laibson & List 2015). The prin-
cipal objective of this thesis is to reevaluate this “behavioral” shift in economics
and game theory and to propose an alternative grounded in the idea that standard
economic and game-theoretic tools can be successfully applied to understand the
very deviations from the predictions of classical models, provided that researchers
adequately take into consideration the social incentives that individuals face.

Biased Beliefs

The first and main focus of this thesis is what has been termed biased beliefs. Stan-
dard economic models predict that individuals want their beliefs to be as close as
possible to the objective probabilities of outcomes, given that more accurate beliefs
lead to better decision-making and greater expected utility (Savage 1954). Addi-
tionally, since more accurate beliefs are more desirable, individuals are expected to
always welcome and seek new information, given that information about the true
state of the world can be used to update beliefs—using Bayes’ Rule—and improve
decision-making (Stigler 1961). Yet, recent research in psychology and behavioral
economics has cast doubt on this purely instrumental perspective on beliefs and
information. First, beliefs appear to be biased in systematic and predictable ways,
with individuals often holding enhanced beliefs about themselves (Taylor & Brown
1988, Kurzban & Aktipis 2007, McKay & Dennett 2009). Second, individuals tend
to update their beliefs following good news but fail to do so when receiving bad
news—a phenomenon known as asymmetric updating (Eil & Rao 2011, Drobner
2022). Third, beliefs in the domains of morality, religion, or politics often appear
to be completely unresponsive to evidence, creating persistent differences in beliefs
among groups of individuals (Kahan 2012, Van Bavel & Pereira 2018). Finally, indi-
viduals often actively avoid information even when such information can be obtained
freely (Dana et al. 2007, Golman et al. 2017). These observations are incompatible
with the predictions of standard models and inconsistent with the idea that indi-
viduals are uniquely motivated to adopt “objective” beliefs since accuracy-oriented
individuals will (given sufficient time) converge to the same beliefs (Geanakoplos &
Polemarchakis 1982).
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General Introduction

Motivated by these findings, behavioral economists have developed new theo-
retical frameworks aimed at updating the standard model and accommodating the
new evidence (Bénabou 2015, Bénabou & Tirole 2016, Loewenstein & Molnar 2018).
The main idea underlying these recent theoretical developments is that individuals
care about the beliefs they hold and the information to which they are exposed
independently of their contribution to decision-making or their informational value.
That is, beliefs (and information) directly enter the individuals’ utility function and
become objects that we can consume or invest in (Bénabou & Tirole 2016). De-
viations from Bayesian rationality—oftentimes called biased beliefs—are therefore
predicted if such deviations can increase the overall well-being of the individual.

According to the modern belief-based utility (BBU) framework (Loewenstein
& Molnar 2018), individuals derive pleasure and pain from the beliefs that they
hold and these feelings causally influence the adoption or abandonment of specific
beliefs. For instance, some news can be undesirable and painful, and individuals
might eschew information in order to avoid experiencing pain (Golman et al. 2017).
Moreover, benefits stemming from biased beliefs are often modeled as arising from
within the individual, such that individuals experience psychological benefits from
holding biased beliefs. As a matter of example, adopting enhanced beliefs about
themselves (e.g., their intelligence, their generosity, their attractiveness, etc.) is
assumed to be beneficial for individuals since it improves their well-being (Bénabou
& Tirole 2016, Loewenstein & Molnar 2018). Therefore, according to BBU theorists,
feelings are conceptualized as incentives (or rewards) in and of themselves since they
causally influence instrumental behavior (e.g., information avoidance, reality denial,
self-signaling, etc.) aimed at experiencing more or less of a specific feeling.

The central part of this thesis will reevaluate some main assumptions of the
modern—belief-based utility—framework and propose an alternative. The proposed
alternative is grounded in the idea that feelings themselves require investigation
(Hoffman & Yoeli 2022). Instead of being incentives (or rewards), feelings reflect
the workings of emotional mechanisms tracking rewards and punishments in the
individual’s environment (Rolls 1999, LeDoux 2012). Feelings, therefore, seem to
indicate whether what we are doing is good for us or not (Solms 2021). The proposed
alternative seeks to understand why a belief might feel good or bad, that is, what
are the rewards and punishments (or incentives) that underlie the feeling associated
with a specific belief. The focus on incentives—instead of feelings—is meant for the
sake of (i) explanation, (ii) prediction, and (iii) intervention. First, taking the feeling
itself as an explanation does not clarify why underlying (learning and emotional)
mechanisms have placed “positive” or “negative” value on a certain state. Therefore,
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General Introduction

concentrating the analysis on rewards and punishments ensures that we provide an
ultimate explanation for the behavior (Scott-Phillips et al. 2011). Second, since
feelings are functions of rewards and punishments, understanding the incentives
that motivate behavior will shed light on the circumstances under which different
feelings will emerge. This improved understanding will ultimately allow us to better
predict and influence behavior (Rand, Yoeli & Hoffman 2014, Kraft-Todd et al.
2015). Chapter 1 of this thesis will expand on this argument.

In order to illustrate the merits of this approach, two chapters of this thesis aim
at describing the incentives underlying (i) the adoption and expression of a given
social identity and (ii) the nature and form of beliefs about the self, respectively.
The focus on these categories of beliefs comes from the important role they play
for individuals but also for society at large. First, individuals are very attached
to their social identity—which defines their membership in social groups—and are
usually very eager to display such memberships. Identity signals can help individu-
als find others with similar beliefs and values, thereby improving coordination and
cooperation (Smaldino 2019). Yet, social identity is also thought to be a root cause
of various social ills, such as discrimination (Hoff & Pandey 2006) or increased
polarization (Iyengar et al. 2019). In economics, two types of models of identity
have been developed: preference-based and belief-based models (Charness & Chen
2020). Preference-based identity models take individual preferences for different so-
cial groups as given, while belief-based identity models view identity investments as
self-signals. In line with psychological theories, these models tend to emphasize the
psychological benefits that individuals derive from their social identity. As described
above, my objective in this thesis will be to tie the choice (and expression) of social
identity to material and social rewards. This will be done in Chapter 3.

Second, individuals care deeply about their own image, wishing to view them-
selves as smart, generous, honourable, or attractive people (Bénabou & Tirole 2016,
Loewenstein & Molnar 2018). Yet, positively biased perceptions of oneself also lead
to overconfidence, which can reduce CEO performance (Malmendier & Tate 2005),
make poor leaders (Shipman & Mumford 2011), or even lead nations to war (Johnson
2004). Theoretical work on positively biased beliefs either starts from the assump-
tion that individuals prefer to have a positive self-image (Köszegi 2006, Möbius et al.
2022) or that they use different criteria to evaluate decisions (Van den Steen 2004,
Santos-Pinto & Sobel 2005). In Chapter 4 of this thesis, I aim to provide an ac-
count of positively biased beliefs which is both grounded in the proposed alternative
framework and consistent with the empirical evidence.

Chapters 1, 3, and 4 emphasize the strategic nature of beliefs. In Chapter 5 (co-
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General Introduction

authored with Gisèle Umbhauer), we revisit the concept of Sequential Equilibrium
by allowing players to have different beliefs at out-of-equilibrium information sets. In
line with the ideas developed in Chapter 3, we discuss the notion of distance between
the players’ beliefs and evaluate different ways to measure that distance. Yet, taking
a strategic perspective on beliefs at out-of-equilibrium strategy sets reveals to be
intricate. Beliefs can be considered as belonging to the players’ strategy set and
the beliefs that players announce might be different from the ones they reveal to
other players through their actions. These considerations lead us to reconsider the
traditional notion of sequential rationality.

Social Preferences

The second focus of this thesis is what has been termed social preferences. Re-
searchers have endowed humans with social preferences once it became clear that
humans do not only take their own self-interest into account when making decisions
in social dilemmas. Instead, humans often cooperate in the Prisoner’s Dilemma,
they contribute in the Public Goods Game and send money in the Dictator Game.
They also reject low offers in the Ultimatum Game, appear averse to inequality and
are concerned with fairness. In order to account for the deviations from the predic-
tions of standard models based on individual self-interest maximization, researchers
have developed a wide variety of “behavioral” models aimed at better predicting
behavior. For instance, a warm-glow (Andreoni 1990), or a preference for altruism
(Levine 1998), have been said to underlie cooperation in social dilemmas.

Nevertheless, these models have been primarily constructed post-hoc in order
to rationalize observed behavior in the laboratory and the field (DellaVigna 2009).
This has led to a proliferation of models aimed at formalizing a particular behav-
ioral observation without an underlying theoretical framework to make sense of it
(Fudenberg 2006). Chapter 2, in line with the approach taken in the remainder of
the thesis, aims at synthesizing the different “behavioral” models by focusing on
the incentives underlying the expression of human social preferences. The detailed
outline of the thesis is as follows.

Chapter 1 — Self-Image, Self-Signaling, and the Socially
Adapted Mind

According to the modern, belief-based utility (BBU) framework (Loewenstein & Mol-
nar 2018), individuals are motivated to improve their self -image and they might
self -signal in order to do so. The objective of this chapter is to reevaluate this
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central assumption. The argument is divided into four steps.
First, evolution has bestowed us with action- and outcome-oriented brains

whose sole purpose is to improve our prospects of survival and reproduction. More-
over, feelings (typically) can not be considered as either incentives or rewards; rather,
feelings reflect the workings of emotional mechanisms which have evolved to deal
with opportunities and challenges in our environment effectively. Improving our
self-image, or self-signal for its own sake, therefore can not be objectives our minds
are striving to achieve: our mind games must necessarily have an effect outside our
bodies. Second, what is commonly called the self is best seen as the collection of
all experiences of life—our thoughts, memories, desires, and sensations—integrated
and unified in the mind. That is, the self is not a thing which might differ from what
we do, feel or think. Caring about the image of the self must then necessarily imply
caring about how we are perceived by others. The desired self-image can, therefore,
fruitfully be considered as the desired reputation. Third, while researchers have
used subject anonymity in laboratory settings as evidence for self -signaling, behav-
ioral spillovers from everyday life to the laboratory are predicted if (i) behavior is
controlled by the model-free (habitual) system and/or (ii) if codes of conduct have
become internalized. In fact, existing empirical evidence supports the idea that
individuals bring in the laboratory strategies (heuristics) that have proved useful
outside the laboratory. Fourth, more than just behavior, our beliefs, preferences,
and intuitions are shaped by learning processes tracking rewards and punishments
in our environment. The claim is then the following: what researchers have consid-
ered as evidence for self-signaling in the laboratory actually reflects the workings of
a psychology well-adapted to the social incentives of everyday life, which spills over
when individuals find themselves in unfamiliar environments.

The first chapter of the thesis makes the case that our minds are—by necessity—
socially adapted. Rather than being motivated to appear good to themselves, in-
dividuals are motivated to appear good to others. Also, individuals do not need
to convince themselves but they do need to convince others. When tested in the
laboratory, individuals tend to use the same strategies (heuristics) that allow them
to maintain a good reputation outside the laboratory. This changing perspective,
from the self to the social, has significant practical and policy relevance.

Chapter 2 — An Evolutionary Perspective on Social Prefer-
ences

Economic theory has taken a “behavioral” turn once it became clear that the tra-
ditional models based on individual self-interest maximization could not account
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for the fact that individuals take the welfare of others into account when making
decisions in the laboratory or the field. That is, standard models were incompatible
with the observation that individuals displayed other-regarding (or social) prefer-
ences. This has led to the development of a great variety of theoretical models
aimed at rationalizing observed behavior in the laboratory or in the field, without
any underlying theoretical framework to connect them.

In this chapter, I argue that the theory of social evolution has the necessary
scope (applying to any type of social interaction) and power (clarifying what can and
what can not be expected) to provide a useful theoretical framework for human social
preferences. Social evolution theory predicts that individuals will be sensitive to the
benefits and costs of cooperative acts, and therefore predicts the context-dependent
nature of social preferences. Moreover, it illuminates the function of our social
emotions, which instead of being fixed traits, are endogenous mechanisms that have
evolved to regulate our social relationships with others. Yet, social evolution theory
can not predict the content of social behavior in every situation. Therefore, to better
understand the wide variation in the expression of social preferences recorded in the
laboratory and in the field, we need to take into account the (social) environment
in which individuals find themselves.

In fact, a wealth of evidence describes how human social behavior is conditional
on the cues present in the local environment, be they socially transmitted or not. I
discuss two mechanisms that can help us predict the variable expression of human
social preferences: culture/institutions and the local ecology. Overall, this chapter
makes the case that to improve our understanding of human social behavior, we need
to acknowledge its context-dependent nature and identify the incentives underlying
its expression.

Chapter 3 — The Signaling Value of Social Identity in Po-
larized Environments

Theoretical work on social identity usually emphasizes the psychological benefits
(such as self-esteem) that individuals retrieve when adopting and expressing their
social identity. Moreover, researchers usually take individual preferences for different
social groups as given, leaving open the question of where such preferences come
from. In this second chapter, I aim to link the choice of a social identity to (material
and social) incentives in an individual’s social environment.

More specifically, I argue in this chapter that the choice of a social identity
can reveal information about an individual’s willingness to cooperate, so that social
identity can ultimately signal trustworthiness. The starting point of the argument
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is the following: in an environment in which willingness to cooperate is not readily
observable, the beliefs and values adopted by individuals are evaluated against the
beliefs and values adopted by others whose motives and commitments are commonly
known. In this context, by adopting specific beliefs and values, individuals pool (or
separate) from others who adopted similar (or dissimilar) beliefs and values and
whose motives and social commitments are known. Adopting a given social identity
then essentially signals to others the individual’s social commitments and willingness
to cooperate. Importantly, the choice of social identity does not depend on individual
preferences for different social groups. Rather, it is assumed to be a function of the
benefits that the individual is expected to derive from cooperating with different
groups of individuals.

The model developed in this chapter makes several predictions which are con-
sistent with empirical evidence. Overall, this chapter makes the case that to better
understand the social identity that individuals decide to adopt and express it is
important to understand the social incentives that they face (here, cooperation and
trustworthiness).

Chapter 4 — The Persuasive Function of Positive Illusions

The stability of positively biased beliefs about oneself—hereafter positive illusion—
has been explained using three arguments. The first is that positive illusions provide
individuals with psychological and health benefits, while the second is that positive
illusions result from cognitive or informational biases. These are the arguments
typically advanced by psychologists and behavioral economists. The third argument,
which is the subject of this chapter, is that individuals adopt positive illusions mainly
to persuade others about their (not easily observable) abilities.

The major drawback of the persuasion argument is that it lacks a game-
theoretical perspective. In fact, if everyone adopts positive illusions to persuade
others about their qualities, then we expect others (receivers) to devalue the signal
or to discard it altogether. The objective of this chapter is to investigate whether
positive illusions can in fact persuade at equilibrium. To do so, I first develop a two-
player “Partner Choice” model in which a Receiver (R) wants to accept a Sender
(S) only if S is of higher quality, while S wants to be accepted by R regardless of
her type. The question I ask is the following: can S persuade R to accept her by
adopting positive illusions (i.e., enhanced beliefs) about her type, even though her
type is lower than R’s? In a second model, I investigate the stability of positive
illusions in a three-player “Community” setting, with one Sender (S) and an audi-
ence composed of two Receivers (R1 and R2). In this setting, S’s objective is to be
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seen as better than she is, and both Rs have to decide whether to punish S (or not)
after observing the result of a task undertaken by S. Both Rs want to punish S if
and only if they expect the other to punish too. The question I ask is the following:
can uncertainty about the other R’s “punishment threshold” prevent coordinated
punishment and allow positive illusions to remain stable at equilibrium?

The results of the theoretical analysis confirm that positive illusions can per-
suade at equilibrium, even though R is not fooled by S. The existing empirical
evidence is in line with the central predictions of both models. As in Chapter 3, the
central claim of this chapter is that a better understanding of the social incentives
that individuals face (here, persuasion, reputation, and valuable relationships) can
help us better understand the beliefs they adopt.

Chapter 5 — Distance in Beliefs and Individually-Consistent
Sequential Equilibrium (co-authored with Gisèle Umbhauer)

The concept of Sequential Equilibrium (SE, Kreps & Wilson 1982), often used to
solve dynamics games of incomplete information, requires that all players share
the same (consistent) beliefs at out-of-equilibrium strategy sets. That is, players
need to agree on the numerical value of mathematical artifacts used to generate
perturbations of strategy profiles, which are arbitrary by nature.

In this chapter, we extend the concept of Individually-Consistent Sequential
Equilibrium (ICSE, Umbhauer & Wolff 2019), which accepts different perturba-
tions systems for different players. Therefore, players can hold different beliefs at
out-of-equilibrium strategy sets. We first contrast our solution concept with other
commonly used solution concepts, such as Perfect Bayesian Equilibrium (Fudenberg
& Tirole 1991) or AGM-consistency (Bonanno 2013, 2016). Since we principally
focus on games with n ≥ 3 players and beliefs are often markers of group mem-
bership, a community of players might seek to adopt similar beliefs. This leads us
to introduce a notion of distance between beliefs at out-of-equilibrium information
sets. This notion of distance can be approached by (i) requiring that players order
the perturbed strategies at each out-of-equilibrium information sets in the same way
or by (ii) seeking the minimum required changes in payoffs that ensure convergence
in beliefs. Yet, analyzing the distance between players’ beliefs suggests that be-
liefs can become objects of choice and therefore belong to the players’ strategy set.
The beliefs that they announce might be different from the ones that they reveal
through their actions, which leads us to discuss the strategic nature of beliefs at
out-of-equilibrium strategy sets.

We conclude this chapter by revisiting the notion of sequential rationality in
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dynamic games of incomplete information. More than just requiring that players
behave optimally at every information set, given their beliefs and the strategies
played by other players, we might additionally require that there does not exist an-
other perturbation scheme that is individually-consistent and which provides higher
payoffs to the players.
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Ces dernières décennies, nous avons pu assister à une multiplication de travaux
de recherche—en laboratoire expérimental et sur le terrain—décrivant comment le
comportement humain s’écarte systématiquement des prédictions des modèles clas-
siques en économie et en théorie des jeux. Ces travaux ont conduit à l’émergence
de nouveaux modèles “comportementaux”, souvent motivés par la psychologie, qui
visent à mieux expliquer et prédire le comportement humain (Laibson & List 2015).
L’objectif principal de cette thèse est de réévaluer ce virage “comportemental” en
économie et en théorie des jeux et de proposer une alternative fondée sur l’idée que
les outils classiques d’économie et de théorie des jeux peuvent être appliqués avec
succès dans la compréhension des déviations mêmes des prédictions des modèles
classiques, à condition que les chercheurs prennent adéquatement en considération
les incitations sociales auxquelles les individus font face.

Croyances Biaisées

Le premier et principal sujet de cette thèse concerne ce que l’on appelle les croy-
ances biaisées. Les modèles économiques standards prédisent que les individus ont
pour objectif que leurs croyances soient aussi proches que possible des probabilités
objectives des différents états du monde, étant donné que des croyances plus précises
conduisent à une meilleure prise de décision et à une plus grande utilité espérée (Sav-
age 1954). En outre, puisque des croyances plus exactes sont plus souhaitables, on
s’attend à ce que les individus acceptent et recherchent de nouvelles informations,
étant donné que des informations sur l’état réel du monde peuvent être utilisées
pour mettre à jour les croyances—en utilisant la règle de Bayes—et améliorer la
prise de décision (Stigler 1961). Pourtant, de récentes recherches en psychologie
et en économie comportementale ont jeté le doute sur cette perspective purement
instrumentale des croyances et de l’information. Premièrement, certaines croyances
semblent être biaisées de manière systématique et prévisible, les individus adop-
tant souvent des croyances positives et optimistes sur leurs traits et caractéristiques
(Taylor & Brown 1988, Kurzban & Aktipis 2007, McKay & Dennett 2009). Deux-
ièmement, les individus ont tendance à mettre à jour leurs croyances après avoir reçu
de bonnes nouvelles, mais ne le font pas lorsqu’ils reçoivent de mauvaises nouvelles—
un phénomène connu sous le nom de mise à jour asymétrique des croyances (Eil &
Rao 2011, Drobner 2022). Troisièmement, les croyances dans les domaines de la
moralité, de la religion ou de la politique semblent souvent ne pas répondre du tout
à l’information, créant ainsi des différences persistantes de croyances entre différents
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groupes d’individus (Kahan 2012, Van Bavel & Pereira 2018). Enfin, les individus
évitent souvent activement l’information, même lorsqu’elle peut être obtenue libre-
ment (Dana et al. 2007, Golman et al. 2017). Ces observations sont incompatibles
avec les prédictions des modèles standards, et incompatibles avec l’idée que les indi-
vidus sont uniquement motivés à adopter des croyances “objectives”, dans la mesure
où des individus strictement motivés par l’exactitude de leurs croyances convergeront
nécessairement (avec un temps suffisant) vers les mêmes croyances (Geanakoplos &
Polemarchakis 1982).

Motivés par ces résultats, les économistes comportementaux ont développé de
nouveaux cadres théoriques visant à mettre à jour le modèle standard et à pren-
dre en compte ces nouvelles découvertes (Bénabou 2015, Bénabou & Tirole 2016,
Loewenstein & Molnar 2018). L’idée principale sous-jacente à ces récents développe-
ments théoriques est que les individus se soucient des croyances qu’ils entretiennent,
et des informations auxquelles ils sont exposés, indépendamment de leur contribu-
tion à la prise de décision ou de leur valeur informationnelle. En d’autres termes,
les croyances (et l’information) entrent directement dans la fonction d’utilité des
individus et deviennent des objets que l’on peut consommer ou dans lesquels nous
pouvons investir (Bénabou & Tirole 2016). Les déviations par rapport à la ratio-
nalité Bayésienne—souvent appelées croyances biaisées—sont donc prédites si ces
déviations peuvent augmenter le bien-être global de l’individu.

D’après le cadre théorique moderne d’Utilité Basée sur les Croyances (UBC),
les individus tirent du plaisir et/ou de la douleur des croyances qu’ils entretien-
nent et ces sentiments influencent de façon causale l’adoption ou l’abandon de cer-
taines croyances. Par exemple, certaines informations peuvent être indésirables et
douloureuses, et les individus contournent donc l’information afin d’éviter d’éprouver
de la douleur (Golman et al. 2017). De plus, les bénéfices découlant des croyances
biaisées sont souvent modélisés comme provenant de l’intérieur de l’individu, de
sorte que les individus éprouvent des bénéfices psychologiques à avoir des croyances
biaisées. Par exemple, l’adoption de croyances positives et optimistes à propos de
soi-même (par exemple, son intelligence, sa générosité, son attrait, etc.) est supposée
être bénéfique pour les individus car elle améliore leur bien-être (Bénabou & Tirole
2016, Loewenstein & Molnar 2018). Par conséquent, selon les théoriciens de l’UBC,
les sentiments sont conceptualisés comme des incitations (ou récompenses) puisqu’ils
influencent de façon causale le comportement (l’évitement de l’information, le déni
de la réalité, l’auto-signal, etc.) visant à ressentir davantage (ou moins) un certain
sentiment.

La partie centrale de cette thèse visera à réévaluer certaines hypothèses centrales
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du cadre moderne d’Utilité Basée sur les Croyances et à proposer une alternative.
L’alternative proposée est fondée sur l’idée que les sentiments eux-mêmes nécessitent
une explication (Hoffman & Yoeli 2022). Au lieu d’être des incitations (ou des récom-
penses), les sentiments reflètent le fonctionnement de mécanismes émotionnels qui
répondent aux récompenses et punitions dans l’environnement de l’individu (Rolls
1999, LeDoux 2012). Les sentiments semblent donc indiquer si ce que nous faisons
est bon pour nous ou non (Solms 2021). L’alternative proposée cherche à déterminer
pourquoi une croyance peut être ressentie positivement ou négativement, c’est-à-dire
quelles sont les récompenses et les punitions (ou incitations) sous-jacentes au senti-
ment associé à une certaine croyance. L’accent mis sur les incitations—plutôt que les
sentiments—a pour but (i) l’explication, (ii) la prédiction et (iii) l’intervention. Tout
d’abord, prendre le sentiment lui-même comme explication ne clarifie pas pourquoi
les mécanismes d’apprentissage et émotionnels ont attribué une valeur “positive”
ou “négative” à un certain état. Par conséquent, en concentrant l’analyse sur les
récompenses et les punitions (les incitations), on s’assure de fournir une explica-
tion ultime du comportement (Scott-Phillips et al. 2011). Deuxièmement, puisque
les sentiments sont fonctions des récompenses et des punitions, la compréhension
des incitations qui motivent le comportement nous éclairera sur les circonstances
dans lesquelles différents sentiments émergeront. Cette meilleure compréhension
nous permettra en fin de compte de mieux prédire et influencer le comportement
(Rand, Yoeli & Hoffman 2014, Kraft-Todd et al. 2015). Le Chapitre 1 de cette thèse
développera davantage cet argument.

Afin d’illustrer les mérites de cette approche, deux chapitres de cette thèse
visent à décrire les incitations sous-jacentes à (i) l’adoption et l’expression de
l’identité sociale et (ii) la nature et la forme des croyances sur soi, respectivement.
L’accent mis sur ces catégories de croyances provient du rôle important qu’elles
jouent pour les individus, mais aussi pour la société dans son ensemble. Première-
ment, les individus sont très attachés à leur identité sociale—qui définit leur appar-
tenance à certains groupes sociaux—et sont généralement très désireux d’afficher
cette appartenance. Les signaux d’identité peuvent aider les individus à trouver
d’autres personnes ayant des croyances et des valeurs similaires, améliorant ainsi
la coordination et la coopération (Smaldino 2019). Pourtant, l’identité sociale est
également considérée comme une cause profonde de divers maux sociaux, tels que
la discrimination (Hoff & Pandey 2006) ou la polarisation (Iyengar et al. 2019). En
économie, deux types de modèles d’identité sociale ont été développés: les modèles
fondés sur les préférences et les modèles fondés sur les croyances (Charness & Chen
2020). Les modèles d’identité sociale fondés sur les préférences prennent pour ac-
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quises les préférences individuelles pour différents groupes sociaux, tandis que les
modèles d’identité sociale fondés sur les croyances considèrent les investissements
identitaires comme des auto-signaux. Conformément aux théories psychologiques,
ces modèles tendent à mettre l’accent sur les bénéfices psychologiques que les in-
dividus tirent de leur identité sociale. Comme décrit ci-dessus, mon objectif dans
cette thèse sera de lier le choix et l’expression de l’identité sociale à des récompenses
(incitations) matérielles et sociales. Cela sera fait dans le Chapitre 3.

Deuxièmement, les individus se soucient beaucoup de leur propre image et
souhaitent se voir comme des personnes intelligentes, généreuses, honorables ou at-
tirantes (Bénabou & Tirole 2016, Loewenstein & Molnar 2018). Néanmoins, les
croyances sur soi positivement biaisées peuvent conduire à des excès de confiance,
qui peuvent réduire les performances des PDGs (Malmendier & Tate 2005), faire
de mauvais leaders (Shipman & Mumford 2011) ou même conduire des nations à
la guerre (Johnson 2004). Les travaux théoriques sur les croyances positivement
biaisées partent soit de l’hypothèse que les individus préfèrent avoir une image pos-
itive (Köszegi 2006, Möbius et al. 2022), soit qu’ils utilisent différents critères pour
évaluer les décisions (Van den Steen 2004, Santos-Pinto & Sobel 2005). Dans le
Chapitre 4 de cette thèse, je vise à fournir une nouvelle perspective sur les croy-
ances positivement biaisées qui est à la fois fondée sur le cadre alternatif proposé et
cohérente avec les résultats empiriques.

Les chapitres 1, 3 et 4 mettent l’accent sur la nature stratégique des croyances.
Dans le Chapitre 5 (co-écrit avec Gisèle Umbhauer), nous revisitons le concept
d’équilibre séquentiel en permettant aux joueurs d’avoir des croyances différentes
aux ensembles d’information hors équilibre. Dans la lignée des idées développées
dans le Chapitre 3, nous discutons l’idée de distance entre les croyances des joueurs
et évaluons différentes façons de mesurer cette distance. Néanmoins, adopter une
perspective stratégique sur les croyances aux ensembles d’information hors équili-
bre s’avère complexe. Les croyances peuvent être considérées comme appartenant
à l’ensemble de stratégies des joueurs et les croyances que les joueurs annoncent
peuvent être différentes de celles qu’ils révèlent aux autres joueurs à travers leurs
actions. Ces considérations nous amènent à reconsidérer la notion traditionnelle de
rationalité séquentielle.

Préférences Sociales

Le deuxième axe de cette thèse concerne les préférences sociales. Les chercheurs
ont doté les humains de préférences sociales lorsqu’il est apparu que les humains
ne tiennent pas uniquement compte de leur propre intérêt lorsqu’ils prennent des
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décisions dans des dilemmes sociaux. Au contraire, les humains coopèrent souvent
dans le Dilemme du Prisonnier, ils contribuent dans le jeu du Bien Public et ils
envoient de l’argent dans le jeu du Dictateur. Ils rejettent également les offres
basses dans le jeu de l’Ultimatum, semblent avoir une aversion pour l’inégalité et
sont préoccupés par l’équité. Afin d’expliquer ces écarts par rapport aux prédictions
des modèles standard basés sur la maximisation de l’intérêt individuel, les chercheurs
ont développé une grande variété de modèles “comportementaux” visant à mieux
prédire le comportement social humain. Par exemple, le warm-glow (Andreoni 1990),
ou une préférence pour l’altruisme (Levine 1998), seraient à la base de la coopération
dans les dilemmes sociaux.

Néanmoins, ces modèles ont été principalement construits post-hoc afin de ra-
tionaliser le comportement observé en laboratoire expérimental et sur le terrain
(DellaVigna 2009). Cela a conduit à une prolifération de modèles visant à formaliser
une particulière observation comportementale, sans cadre théorique sous-jacent pour
lui donner un sens (Fudenberg 2006). Le Chapitre 2 de cette thèse, en accord avec
l’approche adoptée dans le reste de la thèse, vise à synthétiser les différents modèles
“comportementaux” en se focalisant sur les incitations sous-jacentes à l’expression
des préférences sociales humaines. Le plan détaillé de la thèse est le suivant.

Chapitre 1 — L’image de soi, l’auto-signal et l’esprit sociale-
ment adapté

Selon le cadre moderne d’Utilité Basée sur les Croyances (UBC), les individus sont
motivés à améliorer l’image qu’ils ont d’eux-mêmes, et ils peuvent émettre des
signaux envers eux-mêmes (des auto-signaux) pour y parvenir. L’objectif de ce
chapitre est de réévaluer cette hypothèse centrale. L’argumentation se divise en
quatre étapes.

Premièrement, le processus d’évolution par sélection naturelle nous a doté de
cerveaux orientés vers l’action dont le seul but est d’améliorer nos chances de survie
et de reproduction. De plus, les sentiments ne peuvent en général pas être consid-
érés comme des incitations ou des récompenses; ils reflètent plutôt le fonctionnement
de mécanismes émotionnels qui ont évolué afin de nous permettre de répondre effi-
cacement aux opportunités et aux défis de notre environnement. L’amélioration de
l’image de soi, ou l’auto-signal, ne peuvent donc pas être des objectifs que notre es-
prit s’efforce d’atteindre: les jeux auxquels nous jouons (avec nous-mêmes) doivent
nécessairement avoir un effet en dehors de notre corps. Deuxièmement, ce que l’on
appelle communément le soi est mieux vu comme la collection de toutes les expéri-
ences de la vie—nos pensées, nos souvenirs, nos désirs et nos sensations—intégrées
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et unifiées dans l’esprit. Autrement dit, le soi n’est pas une chose qui pourrait
être différente de ce que nous faisons, ressentons ou pensons. Se soucier de l’image
de soi implique donc nécessairement de se soucier de la façon dont nous sommes
perçus par les autres. L’image de soi souhaitée peut donc être considérée comme la
réputation (image sociale) souhaitée. Troisièmement, alors que les chercheurs ont
utilisé l’anonymat des sujets en laboratoire comme preuve de l’existence de l’auto-
signal, les “transferts” comportementaux de la vie quotidienne vers le laboratoire
sont prédits si (i) le comportement est contrôlé par le système habituel et/ou (ii) si
les codes de conduite ont été internalisés. Il s’avère que les preuves empiriques exis-
tantes soutiennent l’idée que les individus apportent dans le laboratoire des stratégies
(heuristiques) qui se sont avérées utiles en dehors du laboratoire. Quatrièmement,
plus que le comportement, nos croyances, préférences et intuitions sont façonnées
par des processus d’apprentissage qui répondent aux récompenses et punitions dans
notre environnement. L’argument est alors le suivant: ce que les chercheurs ont
considéré comme preuve d’auto-signal dans le laboratoire reflète le fonctionnement
d’une psychologie bien adaptée aux incitations sociales de la vie quotidienne, qui
est “transférée” lorsque les individus se retrouvent dans des environnements non
familiers tels que le laboratoire.

Le premier chapitre de la thèse démontre que nos esprits sont—par nécessité—
socialement adaptés. Plutôt que d’être motivés à paraître bons envers eux-mêmes,
les individus sont motivés à paraître bons aux yeux des autres. De même, les indi-
vidus n’ont pas besoin de se convaincre eux-mêmes, mais ils ont besoin de convaincre
les autres. Lorsqu’ils sont testés en laboratoire, les individus ont tendance à utiliser
les mêmes stratégies (heuristiques) qui leur permettent de conserver une bonne répu-
tation en dehors du laboratoire. Ce changement de perspective, du soi vers le social,
a des conséquences pratiques et politiques importantes.

Chapitre 2 — Une perspective évolutionnaire sur les
préférences sociales

La théorie économique a pris un tournant “comportemental” lorsqu’il est apparu
que les modèles traditionnels, basés sur la maximisation de l’intérêt individuel, ne
pouvaient pas rendre compte du fait que les individus prennent en compte le bien-
être des autres lorsqu’ils prennent des décisions dans des dilemmes sociaux. En
d’autres termes, les modèles standards étaient incompatibles avec l’observation que
les individus affichaient des préférences sociales. Cela a conduit au développement
d’une grande variété de modèles théoriques visant à rationaliser les comportements
observés en laboratoire ou sur le terrain, sans qu’aucun cadre théorique sous-jacent
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ne les relie.
Dans ce chapitre, je soutiens que la théorie de l’évolution sociale possède la

portée (s’appliquant à tout type d’interaction sociale) et la capacité prédictive (clar-
ifiant ce qui peut et ce qui ne peut pas être attendu) nécessaires pour fournir un
cadre théorique utile aux préférences sociales humaines. La théorie de l’évolution
sociale prédit que les individus seront sensibles aux bénéfices et aux coûts des actes
de coopération, et prédit donc la nature dépendante au contexte des préférences
sociales. En outre, elle éclaire la fonction de nos émotions sociales qui, au lieu
d’être des traits fixes, sont des mécanismes endogènes qui ont évolué afin de réguler
nos interactions sociales avec les autres. Néanmoins, la théorie de l’évolution so-
ciale ne peut pas prédire le contenu du comportement social dans chaque situation.
Par conséquent, pour mieux comprendre les larges variations dans l’expression des
préférences sociales enregistrées dans le laboratoire et sur le terrain, nous devons
tenir compte de l’environnement (social) dans lequel se trouvent les individus.

De nombreux travaux décrivent comment le comportement social humain est
dépendant d’informations présentes dans l’environnement local, qu’elles soient so-
cialement transmises ou non. Je discute deux mécanismes qui peuvent nous aider
à prédire l’expression variable des préférences sociales: la culture/les institutions
et l’écologie locale. Dans l’ensemble, ce chapitre montre que pour améliorer notre
compréhension du comportement social humain, nous devons reconnaître sa nature
dépendante au contexte et identifier les incitations sous-jacentes à son expression.

Chapitre 3 — La valeur de signal de l’identité sociale dans
les environnements polarisés

Les travaux théoriques sur l’identité sociale mettent généralement l’accent sur les
bénéfices psychologiques (tels que l’estime de soi) que les individus retirent en
adoptant et en exprimant leur identité sociale. En outre, les chercheurs consid-
èrent généralement les préférences des individus pour différents groupes sociaux
comme données, laissant ouverte la question de l’origine de ces préférences. Dans
ce deuxième chapitre, je cherche à lier le choix d’une identité sociale aux incitations
(matérielles et sociales) dans l’environnement social d’un individu.

Plus précisément, je soutiens dans ce chapitre que le choix d’une identité so-
ciale peut révéler des informations sur la volonté de coopérer d’un individu, de
sorte que l’identité sociale peut être un signal de fiabilité. Le point de départ de
l’argument est le suivant: dans un environnement où la volonté de coopérer n’est
pas facilement observable, les croyances et les valeurs adoptées par les individus sont
évaluées par rapport aux croyances et aux valeurs adoptées par d’autres personnes
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dont les valeurs et les motivations sont communément connues. Dans ce contexte,
en adoptant des croyances et des valeurs spécifiques, les individus s’associent (re-
spectivement se séparent) avec d’autres ayant adopté des croyances et des valeurs
similaires (respectivement différentes) et dont les valeurs et les motivations sociales
sont connues. L’adoption d’une certaine identité sociale signale alors essentiellement
aux autres les engagements sociaux de l’individu et sa volonté de coopérer. Il est
important de noter que le choix de l’identité sociale ne dépend pas des préférences
de l’individu pour différents groupes sociaux. Ce choix est plutôt supposé être fonc-
tion des bénéfices que l’individu peut tirer de la coopération avec différents groupes
d’individus.

Le modèle développé dans ce chapitre fait plusieurs prédictions qui sont co-
hérentes avec les travaux empiriques existant. Globalement, ce chapitre montre
que pour mieux comprendre l’identité sociale que les individus décident d’adopter
et d’exprimer, il est important de comprendre les incitations sociales auxquelles ils
sont confrontés (ici, la coopération et la confiance).

Chapitre 4 — La fonction persuasive des illusions positives

La stabilité des croyances sur soi-même positivement biaisées—aussi appelées illu-
sions positives—a été expliquée à l’aide de trois arguments. Le premier argument
est que les illusions positives procurent aux individus des bénéfices psychologiques
et/ou en termes de santé, alors que le second argument est que les illusions positives
résultent de biais cognitifs ou informationnels. Ce sont les arguments généralement
avancés par les psychologues et les économistes comportementaux. Le troisième ar-
gument, qui fait l’objet de ce chapitre, est que les individus adoptent des illusions
positives principalement pour persuader les autres de leurs qualités (difficilement
observables).

Le principal inconvénient de l’argument de la persuasion est qu’il ne s’inscrit
pas dans la logique de la théorie des jeux. En effet, si chacun adopte des illusions
positives pour persuader les autres de leurs qualités, nous nous attendons à ce que les
autres (les récepteurs) dévaluent le signal ou le rejettent complètement. L’objectif
de ce chapitre est d’étudier si les illusions positives peuvent effectivement persuader
à l’équilibre. Pour ce faire, je développe d’abord un modèle de “choix du partenaire”
à deux joueurs dans lequel un récepteur (R) veut accepter un expéditeur (S) unique-
ment si S est de meilleure qualité que lui, tandis que S veut être accepté par R quel
que soit son type. La question que je pose est la suivante: S peut-il persuader R de
l’accepter en adoptant des illusions positives (c’est-à-dire des croyances positivement
biaisées) sur son type, même si son type est inférieur à celui de R ? Dans un second
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modèle, j’étudie la stabilité des illusions positives dans un cadre de “communauté”
à trois joueurs, avec un émetteur (S) et une audience composée de deux récepteurs
(R1 et R2). Dans ce contexte, l’objectif de S est d’être perçu comme meilleur qu’il
ne l’est, et les deux R doivent décider de punir S (ou non) après avoir observé le ré-
sultat d’une tâche entreprise par S. Les deux R veulent punir S si et seulement s’ils
s’attendent à ce que l’autre punisse aussi. La question que je pose est la suivante:
l’incertitude sur le “seuil de punition” de l’autre R peut-elle empêcher la punition
coordonnée et permettre aux illusions positives de rester stables à l’équilibre ?

Les résultats de l’analyse théorique confirment que les illusions positives peuvent
persuader à l’équilibre, même si R n’est pas dupé par S. Les travaux empiriques
existant sont en accord avec les prédictions centrales des deux modèles. Comme dans
le Chapitre 3, l’argument principal de ce chapitre est qu’une meilleure compréhension
des incitations sociales auxquelles les individus sont confrontés (ici, la persuasion,
la réputation et la coopération) peut nous aider à mieux comprendre les croyances
qu’ils adoptent.

Chapitre 5 — Distance entre les croyances et équilibre
séquentiel individuellement-cohérent

Le concept d’équilibre séquentiel (ES, Kreps & Wilson 1982), souvent utilisé pour
résoudre les jeux dynamiques à information incomplète, exige que tous les joueurs
partagent les mêmes croyances (cohérentes) aux ensembles d’information hors équili-
bre. En d’autres termes, les joueurs doivent se mettre d’accord sur la valeur
numérique d’artefacts mathématiques utilisés pour générer des perturbations des
profils stratégiques, qui sont par nature arbitraires.

Dans ce chapitre, nous étendons le concept d’équilibre séquentiel
individuellement-cohérent (ESIC, Umbhauer & Wolff 2019), qui accepte différents
systèmes de perturbation pour différents joueurs. Par conséquent, les joueurs peu-
vent avoir des croyances différentes aux ensembles d’information hors équilibre. Nous
commençons par opposer notre concept de solution à d’autres concepts de solution
couramment utilisés, tels que l’équilibre Bayésien parfait (Fudenberg & Tirole 1991)
ou la cohérence AGM (Bonanno 2013, 2016). Puisque nous nous concentrons prin-
cipalement sur les jeux avec n ≥ 3 joueurs et puisque les croyances sont souvent
des marqueurs d’appartenance à un groupe, une communauté de joueurs pourrait
chercher à adopter des croyances similaires. Ceci nous amène à introduire une notion
de distance entre les croyances aux ensembles d’information hors équilibre. Cette
notion de distance peut être approchée (i) en exigeant que les joueurs ordonnent
les stratégies perturbées à chaque ensemble d’information hors équilibre de la même
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manière ou (ii) en recherchant les changements minimaux requis dans les gains qui
assurent la convergence des croyances. L’analyse de la distance entre les croyances
des joueurs suggère que les croyances peuvent devenir des objets de choix et donc
appartenir à l’ensemble de stratégies des joueurs. Les croyances qu’ils annoncent
peuvent être différentes de celles qu’ils révèlent par leurs actions, ce qui nous amène
à discuter la nature stratégique des croyances aux ensembles d’information hors
équilibre.

Nous concluons ce chapitre en revisitant la notion de rationalité séquentielle
dans les jeux sous forme extensive. En plus d’exiger que les joueurs se comportent
de manière optimale à chaque ensemble d’information étant donné leurs croyances
et les stratégies jouées par les autres joueurs, nous pourrions également exiger qu’il
n’existe pas d’autre système de perturbations qui soit individuellement-cohérent et
qui fournisse des gains plus élevés aux joueurs.

34



Chapter 1

Self-Image, Self-Signaling,
and the Socially Adapted Mind

Summary

Recent work in behavioral economics has suggested that individuals derive utility
from the beliefs that they hold. More specifically, individuals are assumed to be
motivated to improve their self-image. In order to maintain a positive self-image,
their behavior needs to be consistent with their beliefs about themselves, which
leads to self-signaling. The objective of this chapter is to reevaluate the idea that (i)
individuals care about their self-image and (ii) individuals self-signal. I first argue
that the desired self-image is best seen as the desired reputation. Then, I defend the
idea that what appears to be self-signaling in the laboratory reflects the workings of
a psychology well-adapted to the social incentives of everyday life, which spills over
when individuals find themselves in new, contrived environments.
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1.1 Introduction

A growing literature in behavioral economics is advancing the idea that individ-
uals derive utility directly from the beliefs that they hold (Bénabou & Tirole 2016,
Loewenstein & Molnar 2018). This research program aims at explaining the system-
atic deviations from the predictions of standard economic models that we observe in
the laboratory or in the field (Molnar & Loewenstein 2021). For instance, the stan-
dard (Subjective Expected Utility—SEU) model predicts that individuals will want
their beliefs to be as accurate as possible since more accurate beliefs lead to better
decision-making. Another prediction of the standard model is that individuals will
always seek and welcome new information and rationally update their beliefs in ac-
cordance with the evidence since this is the best way to maximize expected utility.
Yet, in the laboratory and in the field, we tend to observe systematic and persistent
deviations from epistemic rationality, with individuals often updating their beliefs in
response to good but not to bad news, a phenomenon known as asymmetric updating
(Eil & Rao 2011). Moreover, individuals often avoid decision-relevant information,
especially when they expect the information to be painful, which appears to lead
to sub-optimal decision-making (Golman et al. 2017). According to the belief-based
utility (BBU) framework (Loewenstein & Molnar 2018), these systematic deviations
can be explained by the fact that individuals derive utility from what they believe,
which is something the SEU model does not take into account. Since beliefs enter the
utility function, the BBU framework predicts deviations from epistemic rationality
if such deviations can increase the overall welfare of the individual.

Central to the BBU framework is the idea that individuals care about their
self-image (Loewenstein & Molnar 2018), which implies that they derive ego-utility
(or pleasure) from thinking about themselves as competent, generous, honourable or
moral persons. This is in line with work from social psychology, according to which
individuals adopt positive views about themselves in order to improve their mental
health, promote their well-being and protect their self-esteem (Taylor & Brown
1988). Yet, according to BBU theorists, the self is not easily fooled: individuals can
not just decide to adopt positive beliefs about themselves, but have to behave in such
a way as to convince themselves that they are competent, generous, honourable, or
moral persons. Therefore, individuals are essentially assumed to play games with
themselves and to behave in such a way as to maintain and enhance their self-image
(Bénabou & Tirole 2011, Bodner & Prelec 2003, Grossman & Van der Weele 2017).
Such self-signaling is assumed to underlie a wide range of empirical observations
from the laboratory and the field (Bénabou 2015).
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The objective of this chapter is to reevaluate the idea that (i) individuals care
about their self-image and (ii) individuals self-signal. This will be done in several
steps. The first step involves an evolutionary argument against the idea that self-
image, or self-signaling, might be ends in themselves. Evolution has endowed us
with action- and outcome-oriented brains that ultimately “care” about survival and
reproductive outcomes. Feeling good about oneself, or trying to convince oneself
about something for its own sake, can not be objectives our minds are striving
to achieve. Moreover, emotions are functional states which have evolved to deal
with recurring environmental challenges that require an effective, adaptive response
(Adolphs & Anderson 2018). The reason why humans consciously experience (feel)
emotions is still a matter of debate (LeDoux 2012), but it is clear that emotional
mechanisms are closely tracking rewards and punishments (and changes therein) in
the individual’s environment (Rolls 1999). Therefore, emotional mechanisms are
useful only to the extent that they motivate us to behave in adaptive ways, which
requires that we act on the world, and not play games with(in) ourselves.

The second step involves a discussion of the meaning of self. The self, while
not an illusion, is best seen as a trick played by our minds, which creates unity
out of our experiences, desires, beliefs, and sensations (Baggini 2011, Seth 2021).
That is, rather than being a thing or an entity which has all the experiences of life,
the self actually is the collection of all theses experiences. The self is therefore a
process, constantly evolving (Baggini 2011, Baumeister 2022). This suggests that
there is in fact no entity which represents the “True” self (Baumeister 2019). Rather,
the “True” self appears to be an ideal, a guiding idea towards which we strive and
which mainly responds to what society values (Baumeister 2022). The self-image
can therefore fruitfully be seen as the social image, or desired reputation. This shift
in emphasis, from inside the individual (self) to outside (social), is consistent with
the idea that our brains are action- and outcome-oriented, so that individuals are
ultimately motivated to improve their reputation and to be valued by others.

The third step involves a discussion of the learning processes underlying behav-
ior. More specifically, the discussion will revolve around the reinforcement learning
(RL) and social learning (SL) frameworks. Both the RL and the SL frameworks
predict spillovers from everyday life to the laboratory if (i) behavior is controlled by
the model-free (habitual) system and/or (ii) if codes of conduct have become inter-
nalized. The fourth and last step describes how, more than just behavior, learning
processes tracking rewards and punishments also shape our beliefs, preferences, and
intuitions (Hoffman & Yoeli 2022). The existing empirical evidence is in line with
the idea that behavior in the laboratory reflects patterns of behavior in everyday
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life, such that individuals bring in the laboratory strategies (heuristics) that have
proved useful outside the laboratory.

The final part of the chapter reviews the self-signaling framework in light of
the arguments exposed in the chapter. Self-signaling interpretations require that
we accept that (i) individuals at times know their true preferences, but at other
times can not sufficiently introspect, that (ii) they (the decision-maker self) can
manufacture “diagnostic” signals which they (the observer self) then interpret as
impartial, and that (iii) a positive self-image is a fundamental motive which war-
rants such mind games. I argue that the claim that laboratory experiments tap into
a psychology well-adapted to the social incentives of everyday life is more parsimo-
nious. For instance, the lack of an audience in laboratory experiments has been
taken as evidence that ignorance of information about the social impact of one’s
action serves to obfuscate (in the eyes of the observer) the choice the individual
(decision-maker) would have made, had they received the information (Grossman
& Van der Weele 2017). Yet, if willful avoidance of information allows individuals
to maintain plausible deniability outside the laboratory and individuals learn this
through reinforcement or observation, then we can expect individuals to adopt the
same strategy in the laboratory, even though they are by themselves.

The chapter concludes by discussing the practical and policy relevance of this
changing perspective, from the self to the social. Rather than appeals to self-image,
the development of institutions and organizations incentivizing cooperation is re-
quired in order to promote individually-costly prosocial behavior and tackle society’s
most pressing issues.

1.2 Evolution only cares about outcomes

Social psychologists have long defended the idea that individuals adopt positive be-
liefs about themselves in order to improve their psychological well-being (Taylor &
Brown 1988). Recent work in behavioral economics is following that insight. Accord-
ing to the belief-based utility (BBU) framework, individuals derive utility directly
from the beliefs that they hold, such that “people will have an incentive to hold
beliefs that make them feel good” (Loewenstein & Molnar 2018, p.167). Central
to this framework is the idea that individuals care about how they see themselves
(Bénabou & Tirole 2016, Loewenstein & Molnar 2018, Molnar & Loewenstein 2021).
For instance, Bénabou & Tirole (2016, p.146) write that “seeing oneself as smart,
attractive, and good is intrinsically more satisfying than the reverse”, while Loewen-
stein & Molnar (2018, p.166) suggest that “what people really care about is their
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self-image: they want to view themselves as generous, honourable people”. The
main idea is that feelings become incentives (or rewards) in and of themselves, in
the sense that they causally influence instrumental behavior specifically aimed at
experiencing more or less of the specific feeling.

The objective of this section is twofold. First, I want to argue against the idea
that improving one’s self-image, or self-signal, can be ends in themselves. Second, I
want to argue against the idea that feelings (typically) are incentives.

1.2.1 Brains are action-oriented

The idea that individuals ultimately care about their self-image, or might signal to
themselves, seems intuitively plausible but does not appear to stand upon further
scrutiny. Our brains have evolved in order to “(1) allow us to identify things in
the world; (2) tell us what attitudes and goals to have with respect to them; and
(3) move our bodies about in ways that are appropriate to those goals” (Barrett
2014, p.17). In fact, brains are fundamentally action-oriented: the principal role
of the nervous system is to allow organisms to remain within a range of desirable
states, notably by controlling behavior (Cisek 2019). It follows that to evolve in the
population, brain mechanisms must necessarily cause (i) a better regulation of the
organism’s internal milieu (through metabolism) and/or (ii) a greater probability of
survival or reproduction (Sterling & Laughlin 2015). This suggests that improving
one’s self-image to feel better about oneself, or self-signal to convince oneself of
something, can not be objectives our minds are striving to achieve since neither
contributes to a better regulation of the internal milieu or a greater probability of
survival or reproduction.1 For such mental adaptations to evolve, they would need
to have an effect outside the body, onto the world, since how the mind feels about
itself is invisible to the process of evolution by natural selection.

In any case, designing an organism capable of choosing what to believe in order
to feel better about itself is an evolutionary dead-end. Marvin Minsky (cited in
Kurzban 2012) accurately summarizes this point when he writes:

If we could deliberately seize control of our pleasure systems, we could
reproduce the pleasure of success without the need for any actual ac-
complishment. And that would be the end of everything. (Minsky 1988,
p.68)

1While some researchers have argued that positively biased beliefs can improve health outcomes
and therefore contribute to a better regulation of the internal milieu (McKay & Dennett 2009),
the empirical literature has failed to find such positive outcomes (Coyne & Tennen 2010, Sedikides
2022).
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What this argument suggests is that the feeling of wanting to improve one’s self-
image, or the feeling of wanting to convince oneself of something, must necessarily
have an influence on how we behave, on how we act on the world. We (our selves)
can not be the ultimate targets of our mind games.

1.2.2 Feelings are (typically) not incentives

The argument in this section requires that we differentiate feelings from the under-
lying emotions (or survival circuits) that contribute to their emergence. Emotions
are highly conserved across species (Adolphs & Anderson 2018), and include at min-
imum circuits involved in defense, maintenance of energy and nutritional supplies,
fluid balance, thermoregulation, and reproduction (LeDoux 2012). For instance, the
defense circuit evolved in order to detect threats in the environment and coordinate
behavioral and physiological responses. In humans, social emotions such as shame,
guilt, pride, gratitude or compassion are similarly assumed to solve adaptive prob-
lems related to cooperative social living (Beltran et al. 2022). These circuits are
tuned to and activated by “emotional” stimuli, which are either innate (e.g., the
innate aversion to spiders or looming shadows) or learned (e.g., the value placed on
social partners). An important aspect of emotional states is that they are valenced,
namely, that they specify whether the stimuli are to be approached or avoided (Rolls
1999). “Emotional” stimuli can, therefore, usefully be defined as incentives, which
motivate (approach or withdrawal) instrumental behavior (LeDoux 2012).

Feelings are defined as the conscious experience of an emotion. The reason
why humans consciously feel emotions is still a matter of debate, and this debate
is deeply tied to the question of the origins of consciousness (Adolphs & Anderson
2018, Chapter 10). What matters for the purposes of this discussion is that emo-
tions have essentially evolved in order to solve adaptive problems. In fact, leading
theorists have suggested that (i) feelings are cognitively constructed, when body
feedback is integrated with environmental stimuli, memories and expectations (Bar-
rett 2017, LeDoux & Brown 2017), that (ii) subjective experiences constitute a “post
hoc ’commentary’ on the sensory representation itself” (Everitt & Robbins 2005,
p.1483), or that (iii) feelings “are the subjective aspects of predictions about the
causes of interoceptive signals” (Seth 2021, p.209). According to this view, what
we experience as feelings either reflects, or constitutes a prediction of the body’s
physiological condition.

Functional accounts of the role of feelings, on the other hand, suggest that (i)
hedonic experiences assign values to stimuli on the basis of the experienced affect,
with the nature of affect (or feelings) determined by the workings of a mechanistic
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Stimulus-Response (S/R) psychology which places “positive” and “negative” value
to biologically important reinforcers (Dickinson & Balleine 2010),2 or that (ii) feel-
ings signal needs (prediction errors) which subsequently motivate voluntary behavior
directed at resolving the need (Solms 2021).3 This work suggests that instead of
being incentives (or rewards), feelings reflect the underlying workings of emotional
mechanisms which track rewards and punishments in the individual’s environment.
In this view, the feelings that we experience are neither things towards which we
work nor rewards in themselves, but rather signals about (i) our current condition
and/or (ii) the need to “do work”—that is, maintain or improve our current state.
Therefore, if something (e.g., a belief) feels good, a thorough explanation requires
that we specify why (in terms of tangible benefits and costs for the individual) that
something feels good. Taking the feeling itself as an explanation for the behav-
ior leaves unanswered the question of why underlying emotional mechanisms have
placed “positive” or “negative” value on such a state.

This observation, of course, does not imply that individuals never behave in
such a way as to feel a certain way. For instance, individuals watch horror movies to
feel afraid, listen to sad songs to feel nostalgic, watch magicians to feel surprised, or
delay rewards to experience the feeling of anticipation (Loewenstein 1987). In such
instances, feelings are incentives and rewards, given that the prospect of experiencing
the feeling itself drives behavior, and the behavior is maintained solely due to the
ensuing feeling experience. Yet, there is a case to be made that this class of behavior
is not as fitness-relevant as, for instance, one’s belief—and subsequent behavior—
about one’s own health, one’s mating value, or one’s skills and competence. People
typically know that they are safe in a movie theater, that the magician’s deception
will not hurt them, or that delaying a small reward will not make a huge difference.
However, when it comes to one’s health, mating prospects or skills, it would be
sub-optimal, as described in Section 1.2.1, to let the sole prospect of experiencing a
given feeling drive behavior.

1.3 What is the self ?

The self features prominently in everyday discussions as well as in academic debates.
Concepts such as self -awareness, self -esteem, self -regulation, self -actualization or

2This is in line with the fact that reinforcement happens at the molecular and cellular levels,
and that feelings are not necessary for reinforcement to occur (LeDoux 2015, Chapter 4).

3According to Solms (2021), since feelings signal need, the ideal state is actually the state
in which organisms do feel nothing, since this is a state of certainty where all needs are met
automatically (unconsciously).
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self -presentation are routinely used in scientific papers (Leary 2004). But what
exactly does the self represent? Defining the self has been (and remains) a daunting
task for psychologists and philosophers, but a common view is that the self is a
“thing”, a stable core, which has all the experiences of life (Baggini 2011). This
view is reflected in the common idea of a “True” self, a supposed entity which
represents who individuals really are and towards which individuals strive.

The objective of this section is twofold. First, I want to argue against the idea
that the self is a “thing”. Second, I want to propose that self -image is best viewed
as social image, or desired reputation.

1.3.1 The self is not a thing

Individuals typically experience life in the first-person view with a strong sense of
psychological unity and continuity. This creates the intuition that there must exist
something which has all these experiences. That something is typically thought to
be us, ourselves. This strong intuition gave birth to the idea of the self, an entity,
a core, or an essence which experiences life. In this view, the self has thoughts, the
self has desires, and the self has worries; it is a stable entity that remains relatively
unchanged throughout life. This intuition underlies the need to self-actualize (realize
our true potential) or the need to be authentic, true to ourselves. It also underlies
the idea that there exists a “True” self, an entity which really is us.

But if the self is a “thing” or an entity, then where does it reside? In The Ego
Trick, Baggini (2011) persuasively argues against the idea that the self can be found
in our body, in our brain, in our memories or in our dispositions. There is no single
part that contains our inner self. For instance, there is no center in the brain where
“it all comes together”, where the self might reside. Rather, our bodies, brains,
memories and dispositions all contribute to the self. In fact, according to Baggini
(2011), the unity of the self is a trick played by our minds, which he calls the Ego
Trick:

The trick is to create something which has a strong sense of unity and
singleness from what is actually a messy, fragmented sequence of expe-
riences and memories, in a brain which has no control centre. (Baggini
2011, p.119)

Similarly, in Being You, Seth (2021) writes that:

The self is not an immutable entity that lurks behind the windows of
the eyes, looking out into the world and controlling the body as a pi-
lot controls a plane. The experience of being me, or of being you, is
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a perception itself—or better, a collection of perceptions. (Seth 2021,
p.181)

Therefore, instead of being a thing or an entity which underlies all the experi-
ences of life, the self actually is the collection of all these experiences. There is no
unified core; the self is a bundle-like system, a collection of thoughts, memories and
desires which are integrated in the mind and which constantly evolves. It is therefore
a feature of selves that they evolve throughout life as new memories and experiences
are created and yet that we still feel that we are the same person over time. This
view helps explain why damage to one part (e.g., to the body following an accident,
to the brain following brain damage, or to memories following a neurodegenerative
disease) does not completely destroy the self, except in the most extreme cases.

This view is also shared by Roy Baumeister, a leading researcher on the self.
In The Self Explained, he writes:

[T]he self is something the brain does rather than something that is
(exists) inside it. It’s a process rather than a thing, not unlike life itself.
(Baumeister 2022, p.45)

The view of the self as a process challenges the idea that there exists some
entity which remains relatively stable throughout life, which really is us, and which
might be different from how we think or behave. Summarizing the large literature
on authenticity, Baumeister (2019, p.143) concludes that “[t]he idea of a true self
different from one’s actual actions, roles, and experiences is probably indefensible”.
But if there is no core, no entity representing the self, then what does the self -image
represent?

1.3.2 Self -image as social image

If the self is the collection of actions, desires, thoughts, memories and experiences—
all integrated in the mind—then being self-aware implies that thoughts are directed
towards the self. One’s self -image therefore represents how one perceives one’s ac-
tions, desires, memories and experiences. Individuals seem to greatly value their
self-image, often trying to enhance their perceptions of themselves. Yet, as de-
scribed in Section 1.2.1, caring about how one perceives oneself can not be an end
in itself; the energy spent caring about and trying to improve one’s self-image must
necessarily lead to outcomes in the world (e.g., a change in behavior). Moreover,
since there is no point to perception without action, our perception of ourselves
must necessarily be in the service of control and regulation of behavior (Seth 2021).
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This suggests that caring about one’s self-image ultimately implies caring about
one’s social image (or reputation), since one’s image in the eyes of others actually
has important consequences on how they value and treat us. Improving our social
image is a plausible objective our minds would be designed to achieve and would
justify our constant worry about how we perceive ourselves. In this view, the need to
improve one’s self-image is driven by the need to improve one’s image in the eyes of
others, with the desired self-image representing the desired reputation (Baumeister
2019, 2022). In line with this idea, some research has shown that individuals feel
most authentic (true to themselves) when they behave in accordance with what
society values (Fleeson & Wilt 2010, Sheldon et al. 1997).4

This shift in emphasis, from inside the individual (the self) to outside the
individual (the social) is therefore in line with the argument exposed in Section
1.2 and in line with an influential theory called the sociometer theory, which aims at
explaining the function of self-esteem (Leary et al. 1995). A great deal of research
has shown that individuals strive to feel good about themselves (i.e., achieve high
self-esteem), yet high self-esteem does not seem to cause any benefits (Baumeister
et al. 2003). Instead, according to the sociometer theory, self-esteem is a result
of how much the individual is valued by others. Self-esteem therefore works as a
kind of gauge, with high self-esteem reflecting high relational value and low self-
esteem reflecting lack of social valuation. Experimental and longitudinal studies
have provided support to the predictions of the sociometer theory (Anthony et al.
2007, Denissen et al. 2008). Therefore, rather than being an end in itself, the quest
for high self-esteem ultimately represents a quest for social valuation. Analogously,
the quest for a positive self-image can be interpreted as the quest for a positive
social image.

Viewing the desired self-image as the desired reputation helps explain the cross-
cultural variability in self-conceptions. There exist significant cross-cultural differ-
ences in how the self is constructed, the most documented of which is the difference
between East Asian and North American selves (Heine 2001). North American
culture is notoriously individualistic, with a strong emphasis placed on individual
attributes and achievements as well as the respect of abstract, impartial rules. East
Asian culture, on the other hand, is more collectivist, with a strong emphasis on per-
sonal relationships, inherited social roles and obligations. North Americans therefore

4Not everyone seeks to behave in accordance with what society values. In fact, individuals often
actively seek to separate from the “majority” (Brewer 1991). Yet, as described by Smaldino (2019),
the expression of an “unorthodox” social identity often has the function of finding similar others
with whom to efficiently coordinate and cooperate. Therefore, these individual’s ideal selves will
be different from what (majority) society values and “designed” to their specific target audience.
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face incentives to develop specific skills and abilities to be valuable as friends or part-
ners; they also need to respect abstract, impartial rules and principles, in order to
cultivate their reputation as trustworthy individuals (Henrich 2020). East Asians,
on the other hand, face incentives to conform to in-group members, to favor the
in-group over the out-group, to respect tradition and to defer to authorities (Heine
2001). It is therefore not surprising that self-enhancement, the motive to view one-
self positively, is observed in North American but not in East Asian cultures (Heine
& Hamamura 2007). North American selves are incentivized to enhance their skills
and abilities, since this helps to appear as valuable and attract friends and partners.
On the other hand, East Asians selves are more interdependent, focusing on their
position in their social networks and the roles and obligations they need to fulfill
(Heine 2001). The motive to improve one’s self-image is therefore culture-specific.
Moreover, given the strong emphasis on the cultivation of traits that identify individ-
uals across contexts and relationships, North American selves seek self-consistency
and abhor “cognitive dissonance”. East Asian selves, on the other hand, are at ease
with inconsistencies in behavior across contexts and relationships, if such inconsis-
tency is expected from the specific roles and obligations that they need to fulfill in
different situations (Heine 2001). The motive to remain self-consistent is therefore
also culture-specific. It appears that North American and East Asian selves are
tuned to their particular social environments; the ideal selves toward which indi-
viduals in North America and East Asia strive are a direct function of the specific
cultural incentives that they face.

1.4 Learning and spillovers

A common argument, observed in a variety of scientific papers, is that the lack of
an audience in laboratory experiments necessarily implies that individuals really
care about their self-image when they, for instance, behave prosocially while anony-
mous. In their theoretical and experimental investigation of willful ignorance of
information, Grossman & Van der Weele (2017) write that:

Models that rely on concerns for reputation or social image cannot ex-
plain the decision to ignore information [...], as the experimental decisions
were one-shot, anonymous and no participant observed whether or not
the decision maker actually chose to be ignorant. (Grossman & Van der
Weele 2017, p. 174)

Based on this argument, researchers have developed a variety of theoretical
models (which will be discussed in Section 1.6) aimed at explaining behavior in lab-
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oratory experiments, often referring to a self to which individuals must be signaling
(Bodner & Prelec 2003, Bénabou & Tirole 2011, Grossman & Van der Weele 2017).
Yet, another view, which will be introduced in this section, is that individuals learn
(through reinforcement or social learning) what behaviors are optimal in their social
environment, and these behaviors spill over when they find themselves in unusual
and contrived environments, such as the laboratory.

The objective of this section is twofold. First, I want to describe the rein-
forcement learning and social learning frameworks and discuss why spillovers (or
over-generalization) can be expected. Second, I want to provide evidence that such
spillovers are real and widely documented.

1.4.1 How do we learn?

Humans are endowed with powerful learning mechanisms which allow them to adapt
quickly to changing environments. Reinforcement learning (RL) problems capture
situations in which learning occurs without the learner being told how to behave; the
learner has to figure out what to do—through interaction with the environment—
in order to maximize its future rewards (Sutton & Barto 2018). Social learning
(SL), on the other hand, captures situations in which individuals learn from others,
either by observing them, hearing about them, or through explicit teaching. Our SL
capabilities have been said to underlie our extraordinary adaptation to very diverse
environments (Boyd et al. 2011). Both types of learning work in concert so that
individuals can adopt functional behaviors adapted to their environments.

In RL, two types of learning systems are distinguished. In model-free RL, the
agent aims to find an optimal policy (i.e., an optimal action in each possible state)
without learning a causal model of the environment. Rather, the agent updates
the state-action values based on temporal difference errors: if the reward following a
specific action in a specific state is higher than expected, then the value of that state-
action is increased; conversely, if the reward is lower than expected, then the value
is decreased.5 This is computationally efficient, since the value of state-action pairs
is updated locally based only on temporal difference errors. Nevertheless, model-free
RL is inherently inflexible (it is thought to give rise to habits) and constantly requires
trial-and-error learning in order to update the action-reward associations. In model-
based RL, the agent aims to find an optimal policy by learning a causal model
of the environment (i.e., by learning the transition and rewards functions of the
Markov Decision Process). The knowledge of the causal model of the environment

5Model-free RL is therefore a form of Thorndike’s Law of Effect, according to which actions
that lead to rewards are more likely to be repeated (Thorndike 1927).
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allows the agent to plan ahead (e.g., by dynamic programming) and to react flexibly
to changes in the environment. Model-based RL therefore has the potential to be
more accurate than model-free RL, but it is computationally expensive. Both RL
systems compete (and cooperate) in control of behavior (Kool et al. 2018). In fact,
there appears to be an intrinsic cost associated with exerting cognitive control, such
that individuals tend to follow the “law of least mental effort” (Kool et al. 2010,
Kool & Botvinick 2018). Yet, there also is evidence that individuals flexibly use
both control systems as a function of the task at hand, and that the greater the
incentives (expected reward) associated with the task, the greater the use of model-
based control (Kool et al. 2017, Westbrook et al. 2013). Therefore, if the perceived
stakes are low (which is typically the case in online or laboratory experiments), we
might expect the (habitual) model-free system to control behavior.

As described above, individuals do not always have to rely on their own ex-
perience in order to learn from their environment. Humans are also endowed with
powerful SL mechanisms which allow them to pick useful information from others.
These mechanisms appear to be sensitive to a variety of factors, such as the number,
confidence and competence of others, the task difficulty, the reliability of one’s own
information, or the cost of individual learning, suggesting that SL mechanisms are
governed by adaptive rules (Morgan et al. 2012, Toelch et al. 2014). Research with
young infants has shown that these adaptive learning mechanisms develop early on
(Birch et al. 2008, Corriveau & Harris 2009), with infants already discriminating
between competent and incompetent informants. Yet, while our SL mechanisms
appear to be finely tuned and context-sensitive, researchers have also documented
cases of overimitation, which refers to the copying of arbitrary and unnecessary ac-
tions (McGuigan et al. 2011). While seemingly inefficient, researchers have argued
that overimitation might be a feature, rather than a bug: given the intensive reliance
on cultural information for survival and given the often causally opaque nature of
such information, overimitation might be a fast and adaptive way of acquiring useful
skills or knowledge (Boyd et al. 2011, McGuigan et al. 2011). Similarly, given our
history of living in groups governed by social norms (shared and enforced behavioral
standards), researchers have argued that we are endowed with a norm-psychology, a
set of psychological mechanisms suited for acquiring and internalizing social norms
(Chudek & Henrich 2011). The internalization of social norms is thought to prevent
defection and—as a consequence—help preserve one’s reputation. Therefore, while
our SL mechanisms appear sophisticated, fine-tuned, and task- and context-specific,
SL theorists also argue that the complexity of cultural information, associated with
the importance of recognizing and adopting social norms, might have led to the evo-
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lution of mechanisms whose function is to acquire rapidly—and internalize—certain
kinds of information.

Consequently, both model-free (habitual) control of behavior and internalization
predict spillovers in the laboratory. The next section will be dedicated at rapidly
reviewing the large literature documenting such spillovers.6

1.4.2 Documented spillovers

Cross-cultural variation in cooperative behavior

The first evidence for spillovers from everyday life to the laboratory comes from
cross-cultural studies of behavior in economic experiments, such as the dictator,
ultimatum and public good games. In their seminal paper, Henrich et al. (2001) have
shown that there exist large cross-cultural variations in how individuals behave when
playing such games in the laboratory. Importantly, this cross-cultural variability
can be traced directly to differences in economic organization and degree of market
integration across societies: “the higher the degree of market integration and the
higher the payoffs to cooperation, the greater the level of cooperation in experimental
games” (Henrich et al. 2001, p.74). This team of researchers has concluded their
cross-cultural study by noting that behavior in the laboratory is consistent with
patterns of behavior in everyday life. In a telling excerpt, they write:

The Machiguenga show the lowest cooperation rates in public-good
games, reflecting ethnographic descriptions of Machiguenga life, which
report little cooperation, exchange, or sharing beyond the family unit.
By contrast, Orma experimental subjects quickly dubbed the public-
goods experiment a harambee game, referring to the widespread insti-
tution of village-level voluntary contributions for public-goods projects
such as schools or roads. Not surprisingly, they contributed generously
(58 percent of the stake), somewhat higher than most U.S. subjects con-
tribute in similar experiments. (Henrich et al. 2001, p.76)

Since then, other researchers have undertaken the task of comparing behavior in
economic experiments across societies and the results support the idea that behavior
in the laboratory reflects learned behavior outside the laboratory (Gächter et al.
2010, Herrmann et al. 2008).

6See the Appendix for further evidence of such spillovers in the context of Classroom Experi-
ments with students.
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Social heuristics

According to the Social Heuristics Hypothesis (SHH), “people internalize strategies
that are typically advantageous and successful in their daily social interactions”
(Rand, Peysakhovich, Kraft-Todd, Newman, Wurzbacher, Nowak & Greene 2014,
p.2), and they bring these strategies (as heuristics) in the laboratory. If true, then we
expect that cooperation would be intuitive only for those individuals who have coop-
erative relationships outside the laboratory. This is, in fact, what researchers have
found: it is only for individuals who report having cooperative relationships outside
the laboratory that cooperation is intuitive (Rand et al. 2012, Rand, Peysakhovich,
Kraft-Todd, Newman, Wurzbacher, Nowak & Greene 2014). Interestingly, when in-
tuitive cooperators have time to deliberate (i.e., have time to think about the novel
settings) cooperation is reduced, suggesting a transition from model-free to model-
based control of behavior (Rand et al. 2012, Rand & Kraft-Todd 2014). Moreover, by
experimentally exposing individuals to environments in which cooperation is either
favored or not, Peysakhovich & Rand (2016) are able to show that individuals that
are exposed to environments supportive of cooperation are more likely to become
intuitive cooperators in subsequent one-shot interactions. Similarly, Stagnaro et al.
(2017) experimentally show that the quality of institutions causally influences sub-
sequent behavior in one-shot interactions, with institutions promoting cooperation
leading to increased prosociality in one-shot games. This reliance on intuitive coop-
eration in one-shot interactions, when individuals usually have repeated cooperative
relationships and deliberation is costly, has been shown to emerge at equilibrium in
evolutionary game-theoretic models of the evolution of cooperation (Bear & Rand
2016). This work therefore provides additional evidence that subjects in experimen-
tally induced one-shot interactions use heuristics that they have internalized from
everyday interactions outside the laboratory.

Learning and reasoning in games

If spillovers from everyday interactions underlie behavior in the laboratory, then we
expect individuals to update their behavior once they get accustomed to the new,
contrived experimental settings. In fact, there is considerable evidence that sub-
jects used to playing games in laboratory settings converge over time to the optimal
strategy. For instance, Conte et al. (2019) show that contributions in the public
goods game decrease with experience of the game, suggesting that individuals have
learned the payoff-maximizing strategy. Similarly, McAuliffe et al. (2018) show that
individuals in economic games become less cooperative over time when cooperation
can not promote self-interest; yet, subjects continue cooperating when cooperation
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is payoff-maximizing, reflecting their learning of the optimal strategy. In a meta-
analysis of the public goods game literature, Burton-Chellew & West (2021) conclude
that payoff-based learning underlies the decline in cooperation over time, since de-
creased cooperation is faster when individuals have more influence over their payoffs,
thereby facilitating learning. Finally, greater reliance on the model-based system also
reduces cooperation in economic games. For instance, Burton-Chellew et al. (2016)
show that subjects who have a better grasp of the rules of the game cooperate less,
while Barreda-Tarrazona et al. (2017) show that reasoning ability is associated with
a decreased probability of playing cooperatively.

1.5 Game-theoretic intuitions

Before reviewing the self-signaling framework in light of the arguments exposed in
this chapter, I will show in this section that more than just behavior, learning pro-
cesses tracking rewards and punishments can also shape our beliefs, preferences and
intuitions. To illustrate this, I will discuss three examples, the omission-commission
distinction, ineffective altruism and our sense of rights, and describe how fine-tuned
to social incentives our proximate mechanisms can be.7

1.5.1 The omission-commission distinction

People usually feel (or intuit) that engaging in moral violations by omission is more
acceptable than by commission, even though the end result is typically the same.
Similarly, observers tend to judge acts of omission less harshly than acts of com-
mission. For instance, Spranca et al. (1991) show that subjects judge that willingly
poisoning someone (an act of commission) is typically worse than withholding infor-
mation about the presence of poison (an act of omission), even though both actions
lead to the same outcome. While we might think of this distinction as a simple
bias, DeScioli et al. (2011) have proposed that the preference for omissions is strate-
gic: people choose omissions in order to avoid being punished (morally condemned)
by others. They provide evidence for this claim by showing that the frequency of
omission increases when punishment by third-parties is possible. Yet, why might
omissions, compared to commissions, remain unpunished? Moral punishment is typ-
ically coordinated, so that third-parties would like to punish a moral violation only
if they expect others to punish too (DeScioli & Kurzban 2013). In a game-theoretic

7An extensive treatment of how game-theoretical tools can help us better understand the beliefs
and preferences that individuals adopt can be found in Hoffman et al. (2016) and Hoffman & Yoeli
(2022).
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analysis of coordinated enforcement, Hoffman et al. (2018) show that third-party
coordination is easiest when transgressions are sufficiently observable (the signal is
public) and shared (the signal is correlated). Commissions (actions) are typically
observable and can therefore trigger coordinated punishment. On the other hand,
omissions (intentions) are not easily observable since they typically leave room for
plausible deniability.8 The argument is therefore that people feel that omissions are
more acceptable than commissions since they typically remain unpunished, while
third-parties judge omissions less harshly since they do not generate enough com-
mon knowledge of transgression among observers.

1.5.2 Ineffective altruism

People are motivated to give, but not to give effectively. This failure to take efficacy
into account has often been interpreted as stemming from cognitive or emotional
limitations. Yet, the ineffectiveness of giving is predicted by taking a closer look
at evolutionary game-theory models of cooperation. As described by Burum et al.
(2020):

In all such models, the following criteria are crucial for maintaining good
behaviour: what counts as good must be (1) well defined and (2) easy to
observe, and (3) different people’s assessments must be correlated with
each other or easily communicated—that is, they must create common
knowledge. (Burum et al. 2020, p.1245)

The issue with the effectiveness of giving is that effectiveness is not easily defined
nor easily measured. This implies that third-parties might not be able to reward
cooperators based on the efficacy of their act. However, the act of cooperating (or
giving) is usually well defined and easily communicated to others. In support of this
account of ineffective giving, Burum et al. (2020) show in a series of experiments
that individuals are capable of taking efficacy into account when making savings
(but not charitable-giving) decisions, or when giving to a kin instead of a stranger,
suggesting that cognitive limitations are not the root cause of ineffective altruism.
Additionally, they show that third-parties typically reward others on the basis of
their giving but not on the effectiveness of the gift. Since social rewards depend
on whether or not we give but not on the effectiveness of our gifts, we have no
incentive to take efficacy into account. Our proximate mechanisms are well-attuned

8In the above example, the person withholding information about the presence of poison can
always argue that she did not know about the presence of poison, while the act of poisoning leaves
little room for doubt.
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to such incentives. For instance, when observability is increased, contributions tend
to increase dramatically (Alpizar et al. 2008, Funk 2010, Yoeli et al. 2013). On the
other hand, individuals go to great lengths to avoid situations in which they might
be asked to contribute and contribute only if they have no excuse not to (Andreoni
et al. 2017). What Andreoni (1990) describes as the warm-glow of giving therefore
appears to be context-specific, and most importantly, responsive to social incentives.

1.5.3 Sense of rights

Individuals have strong intuitions about property. For instance, first possession
strongly influences judgments of ownership in adults and infants (Friedman 2008,
Friedman & Neary 2008), while investment of creative labor in a property is typically
judged as transferring ownership to the person making the investment (Kanngiesser
et al. 2010). In a virtual environment in which subjects could contest for berry
patches (later convertible to cash), DeScioli & Wilson (2011) show that who arrived
first at the patch determined the outcome of the contest more often than fighting
ability. Arriving first (or first possessing the object) does not alter the payoffs of the
game nor the probability of success in fighting, so why do we condition our sense of
ownership and property on such seemingly arbitrary features?

In an extension of the classic Hawk-Dove game, Maynard Smith (1982) has
shown that the Bourgeois strategy, which plays Hawk when owner but Dove when
intruder, is the only evolutionary stable strategy of the game. That is, conditioning
play in the contest for a resource on an uncorrelated asymmetry—here, who arrived
first—is a central prediction of the extended Hawk-Dove game. Uncorrelated asym-
metries set expectations about the behavior of the other player and can thus allow
players to avoid the costs of fighting, particularly when such costs are large (rela-
tive to the value of the resource) and when fighting ability is roughly equal among
players (Gintis 2007).

Animal studies have provided support to the predictions of the extended H-D
game, since the “prior-residence effect” has been observed in a variety of species
(Kokko et al. 2006). Another testable prediction of the extended H-D game is that
disagreement about ownership is likely to occur when the players do not agree about
which uncorrelated asymmetry to condition on. In a series of vignette experiments
based on classical property law cases, DeScioli & Karpoff (2015) show that disagree-
ment about ownership among subjects is highest when two uncorrelated asymmetries
conflict, such as whether an object belongs to the finder (“finders, keepers”) or to
the person owning the land on which the object was found.

Therefore, it appears that our (and other animals) intuitions about ownership
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and property follow the logic of the extended H-D game, in the sense that our
beliefs about who owns what are shaped by strategic considerations related to the
acquisition of valuable resources and the avoidance of costly fighting.

1.6 Self-signaling revisited

According to the self-signaling framework, individuals are uncertain about their
true type (or their dispositions), such as whether they are intrinsically good, moral,
honest, healthy, or clever, but they can learn about their type from their behavior
(Bodner & Prelec 2003, Bénabou & Tirole 2004, 2011). More specifically, individuals
in self-signaling models are typically divided in two: there is the decision-making self
and the observer self. The decision-making self is assumed to know their true type
and acts accordingly. The observer self lacks introspective knowledge of their type
and can only infer their type from the behavior of the decision-making self. The
inference individuals (observers) make about their type from their own behavior
provides them with diagnostic utility (Bodner & Prelec 2003), which can be inter-
preted as benefits from a positive self-image. Since they derive (diagnostic) utility
from thinking highly about themselves, the main idea is that individuals (decision-
makers) will behave in such a way as to signal to themselves (observers) that they
are high types, in the sense that the decision-making self will manufacture “diag-
nostic” signals about their type which will then be interpreted impartially by the
observer self (Bénabou 2015).

The typical decision-making environment, taken from Bodner & Prelec (2003),
is as follows. Let X represent the set of possible actions, with x ∈ X denoting a
specific action. Let θ represent the individual’s type and f(θ) the individual’s prior
belief (distribution) about their type. Finally, V (θ) is a meta-utility function which
represents the individual’s preferences over their type. The total utility U of an
individual choosing x ∈ X is written as follows:

U(x, X, θ) = u(x, θ) +
∑

θ

f(θ|x, X)V (θ).

The first term of the total utility, u(x, θ), represents the material utility of
choosing x when the type is θ. The material utility depends on θ, not its expectation,
given that the decision-making self is supposed to know their type. The second term,∑

θ f(θ|x, X)V (θ), represents the diagnostic utility, with f(θ|x, X) the interpretation
function updating the self-image in light of the chosen action. Since V (θ) is typically
increasing with θ, individuals are motivated to interpret their behavior in such a way
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as high values of θ have a high probability.
The inference individuals can make about their type from their own behavior is

not without constraints, however. It is typically assumed that (observer) interpre-
tations about the individual’s type need to be rational, updated using Bayes’ Rule
(Bodner & Prelec 2003, Bénabou & Tirole 2011, Grossman & Van der Weele 2017).
Therefore, individuals can not just fool themselves into believing that they are the
highest possible type. Their beliefs must be consistent with the way they behave.
According to the self-signaling framework, this consistency constraint underlies puz-
zling behavior in the laboratory, such as ignorance of information about the social
impact of one’s action, when such ignorance can serve to obfuscate (in the eyes of
the observer) the choice the individual (decision-maker) would have made had they
received the information (Grossman & Van der Weele 2017).

Self-signaling interpretations therefore require that we accept that (i) individ-
uals at times know their true preferences but at other times can not sufficiently
introspect, that (ii) they can manufacture “diagnostic” signals which they then in-
terpret as impartial, and that (iii) a positive self-image is a fundamental motive
which warrants such mind games. Given the arguments developed in this chapter,
I believe that the claim that laboratory experiments tap into a psychology well-
adapted to the social incentives of everyday life is more parsimonious. In fact,
Grossman & Van der Weele (2017, p.177) note that self- and social-signaling models
are “technically equivalent”, yet they reject the social-signaling interpretation since
interactions in the laboratory are one-shot and anonymous. Given the evidence
reviewed in Section 1.4 and Section 1.5, this argument appears to lose its bite.

As a matter of example, lying aversion—the fact that individuals do not al-
ways lie in the laboratory when it is in their self-interest to do so—has often been
interpreted through the lens of the self-signaling model. Researchers have argued
that, since subjects are anonymous and interact one-shot, the prevalence of lying
aversion must stem from psychological costs associated with lying or from a disutil-
ity from thinking of oneself as a bad person. Yet, lying aversion, just as cooperative
behavior reviewed in Section 1.4.2, likely stems from everyday life useful heuristics
spilling over in the laboratory. Lying can be costly if spotted, since the liar might
not be trusted anymore (Vullioud et al. 2017). In environments in which lies are
punished and honesty is the norm, we therefore expect individuals to display an
“intrinsic” aversion to lying. In a cross-cultural study from 23 countries, Gächter
& Schulz (2016) show that “intrinsic” honesty, measured in anonymous die-rolling
experiments, closely tracks an index of society-wide prevalence of rule violations.
As expected, the greater the prevalence of rule violations in a society (which cor-
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relates with a lack of enforcement of rules and norms), the smallest the “intrinsic”
honesty that individuals display in the laboratory. That is, when dishonesty is the
norm outside the laboratory, individuals do not tend to display an “intrinsic” aver-
sion to lie in the laboratory. Additionally, if lying aversion is a learned strategy
to avoid punishment and reputational damage, we expect individuals to modulate
their aversion to lie as a function of the probability of being caught. Several recent
experiments have in fact shown that subjects lie less, the greater the observabil-
ity of their lie (Fries et al. 2021, Gneezy et al. 2018), or the smaller the plausible
deniability (Shalvi et al. 2011). A final piece of evidence against a self-signaling
motive in lying aversion comes from Bašić & Quercia (2022), who show that manip-
ulating self-awareness in the laboratory has no effect on overreporting in die-rolling
experiments. On the other hand, manipulating the social image of subjects (with
respect to the experimenter) significantly reduces lying, in line with the idea that
individuals are motivated to maintain their reputation as honest and trustworthy.

1.7 Implications

Self-signaling models suggest that individuals are primarily motivated to appear
good to themselves and that they behave in such a way as to convince themselves
that they are, in fact, good, fair or honest. This is a fundamentally individualistic
perspective that is at odds with a social-signaling perspective. In fact, the self-
signaling perspective does not provide any clear guidelines into how policymakers
might promote individually-costly prosocial behavior, such as contribution to public
goods or honesty. One might think that policymakers could promote prosocial be-
havior by framing the decision-problem so as to appeal to an individual’s self-image
or self-signaling concerns. But since self-signaling is fundamentally individualistic,
any individual might—a priori—have their own particular idea of what is good,
fair or honest. The particular framing chosen by the policymaker is therefore un-
likely to be aligned with the preferences of the population and, therefore, unlikely
to appeal to the population’s self-image or self-signaling concerns. As a matter of
fact, the observation that individual values (what is good, fair, honest, etc.) are
highly correlated among individuals belonging to the same group/culture/society
strongly suggests that such values are socially influenced/enforced (Henrich 2020),
which provides additional support to the social-signaling perspective defended in
this chapter.

According to the arguments developed in this chapter, individuals are not (ulti-
mately) motivated to self-signal or improve their self-image. Instead, what matters
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is their social image (or reputation), since how others perceive them has important
material and social consequences. Individuals therefore develop a variety of strate-
gies to navigate their social environments and maintain their reputation. These
strategies then tend to spill over when they find themselves in anonymous or private
settings. It is actually a central prediction of evolutionary theory that behavior
(and therefore proximate psychological mechanisms more generally) will be adapted
only to the environment(s) in which it was selected for (West et al. 2011). The
cross-cultural studies reviewed in this chapter provide strong support for such a
perspective. Everywhere around the world, individuals adapt their behavior (and
proximate psychological mechanisms) to the particular social environment in which
they find themselves. Depending on variables such as market integration (Henrich
et al. 2010), prevalence of rule violation (Gächter & Schulz 2016), state centraliza-
tion (Lowes et al. 2017) or kinship intensity (Schulz et al. 2019), which all modify
the incentives that individuals face in their everyday lives, significant behavioral
differences in the laboratory are being recorded. More than just behavior, our pref-
erences (Billing & Sherman 1998), beliefs (Henrich & Henrich 2010) or thinking
styles (Nisbett et al. 2001) also become adapted to our social environments (see also
Section 1.5).

These observations point to the crucial role of the social environment in shap-
ing our behavior and psychology. This suggests that to promote individually-costly
prosocial behavior, systemic-level interventions are needed (Chater & Loewenstein
2022). Given the importance of formal and informal institutions (social norms) in
regulating social interactions and defining the payoffs for different behaviors (Pow-
ers et al. 2016), policymakers should primarily aim at developing and stabilizing
institutions and organizations incentivizing prosocial behavior. Experimental work
has already shown that exposure to structures incentivizing cooperation improves
cooperative outcomes, even in subsequent one-shot interactions (Peysakhovich &
Rand 2016, Stagnaro et al. 2017). The argument is that repeated exposure to such
institutions (or incentives to cooperate) will make cooperation “intuitive” and “the
right thing to do” through the adaptation of proximate psychological mechanisms
(beliefs, preferences, intuitions) to the social environment.

1.8 Conclusion

This chapter has been concerned with reevaluating the idea that (i) individuals
(ultimately) care about improving their self -image and (ii) individuals self -signal.
This has been done in several steps. First, evolution only cares about outcomes,
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which is why improving one’s self-image or convincing oneself of something for its
own sake, can not be goals our minds are designed to achieve. Our mind games
must necessarily have an effect outside our bodies. Moreover, rather than being
incentives or rewards, feelings typically constitute reflections about (i) our current
condition and/or (ii) the need to maintain or improve our current state.

Second, the self is not a “thing” which has all the experiences of life. There is
no entity that is us, different from what we do, say or think. Rather, the self is the
collection of all experiences of life (our thoughts, memories, desires and sensations)
all integrated and unified in the mind. Being self-aware therefore implies turning
one’s attention and thoughts to one’s actions, desires, memories and experiences.
Since wanting to improve one’s self-image can not be an end in itself, the desired
self-image is best seen as the desired reputation: individuals will feel good about
how they see themselves (i.e., their self-image) when their behavior is in accordance
with how they want to be known by others (i.e., their desired reputation).

Third, both the reinforcement learning and the social learning frameworks pre-
dict spillovers from everyday life to the laboratory if (i) behavior is controlled by
the model-free (habitual) system and/or (ii) codes of conduct have become inter-
nalized. The existing empirical evidence is in line with the idea that behavior in
the laboratory reflects patterns of behavior in everyday life, such that individuals
bring in the laboratory strategies (heuristics) that have proved useful outside the
laboratory. Further evidence for the importance of spillovers is that experience with
experimental settings lead individuals to converge to the optimal strategy over time.

Fourth, more than just behavior, learning processes tracking rewards and pun-
ishments also shape our beliefs, preferences and intuitions. Given these arguments,
the claim is the following: what appears to be self-signaling in the laboratory re-
flects the workings of a psychology well-tuned to the social incentives of everyday
life, which spills over when individuals find themselves in unfamiliar environments,
such as the laboratory. This claim is more parsimonious than the self-signaling in-
terpretation, which requires that we accept that (i) individuals at times know their
true preferences but at other times do not, (ii) they behave in such a way as to con-
vince themselves and then interpret their behavior as impartial, and (iii) a positive
self-image is a fundamental motive.

This changing perspective, from the self to the social, has important practical
and policy relevance. The cross-cultural studies discussed in this chapter show that
the way individuals behave anonymously tends to reflect the way they behave in
their everyday lives. Similarly, the intuitions individuals develop when interacting
with others tend to spillover in the laboratory, even if they are by themselves. This
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is apparent in findings that lying tends to be reduced, the greater the observability
(i.e., the greater the probability of being caught) of the lie. If the objective is to
promote individually-costly prosocial behavior, then appeals to self-image are likely
to be insufficient. Rather, the development of institutions and organizations that
incentivize cooperative behavior—either by rewarding cooperation or punishing self-
ish behavior—is needed, since repeated interactions with such structures have been
shown to promote cooperative behavior even in one-shot (anonymous) interactions.

1.9 Appendix: Classroom experiments

This section will further illustrate the argument that individuals bring into the
laboratory heuristics (or intuitions) that they have developed outside the labora-
tory. To that effect, I will analyze data collected from Classroom Experiments by
Gisèle Umbhauer in September and October 2022. The games were played by Un-
dergraduate (third-year) students at the Faculty of Economics and Management of
Strasbourg (France) enrolled in Gisèle Umbhauer’s “Games and Strategies” course.
The games were played in the classroom during lecture hours and students had
to make their decision individually on an online platform. The instructions were
publicly explained before each game. Students were free to decide not the play the
games and they were invited to explain their choices in writing. Students were not
monetarily incentivized but were told that participating in the experiments could
improve their final grade.

1.9.1 Gift-Exchange game with “employer-employee” con-
text

The first game played was a “gift-exchange” (or “employer-employee”) game (see
Figure 1.1). The term “gift-exchange” was not used to describe the game so as to
avoid students being nudged towards one specific way of playing. The game was
played by 240 students. P1 is considered to be the employer who has to decide
which wage she will offer to the employee P2. She has to decide between three wages
WS, WM and WL, with WS < WM < WL. Once the employer has decided which
wage to offer, the employee (P2) has to decide which level of effort to exert between
ES, EM or EL, with ES < EM < EL. The employer’s payoffs are displayed first in
the list. The payoffs are such that:

— The greater W is, the greater the employee (P2)’s payoff is: for a given amount
of effort, his payoff increases with the wage offered.
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— The greater E is, the lower the employee (P2)’s payoff is: for a given wage, his
utility decreases with the amount of effort exerted.

— The greater W is, the lower the employer (P1)’s payoff is: for a given amount
of employee effort, her payoff decreases with the amount of wage offered.

— The greater E is, the greater the employer (P1)’s payoff is: for a given amount
of wage offered, her payoff increases with the amount of effort exerted.

P1

P2

(5, 5)

ES

(8, 4)

EM

(11, 3)

EL

WS

P2

(3, 8)

ES

(6, 7)

EM

(9, 6)

EL

WM

P2

(1, 11)

ES

(4, 10)

EM

(7, 9)

EL

WL

Figure 1.1 – Gift-Exchange game with “employer-employee” context.

Students were in the role of the employee (P2) and their only decision was,
therefore, to choose their effort level (E) for every wage offered. The game was
played only once. The employee’s best response is to play ES (that is, provide the
least effort) for every wage offered by the employer. The only Subgame-Perfect Nash
Equilibrium of this game is therefore {WS, ES} at which the employer (P1) offers
the lowest wage and the employee (P2) exerts minimum effort.

The results of this game are shown in Figure 1.2, together with the results
of Pearson’s Chi-squared test of independence between the wage offered and the
effort exerted. One can see that when students face a low wage offer WS, almost
all of them (around 92%) play the best response ES, exerting minimal effort. Yet,
the greater the offered wage, the smaller the fraction of students playing the best
response ES. When the employer offers the medium wage WM , only around 69%
of the students decide to play ES, with around 27% of students deciding to exert
medium effort EM . When the employer offers the highest possible wage WL, only
around 63% of students play ES, with around 20% of them exerting maximal effort,
even though EL generates the smallest payoff for employees. The p-value of the
Chi-squared test of independence being strictly lower than 0.01 (p=1.78e-20), we
can reject the null hypothesis that both the wage offered and the effort exerted
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are independent variables. Interestingly, we can observe from the students’ written
transcripts that those that exert a medium or high effort often do not look at the
employer’s payoff. Rather, they justify their decision by using maxims such as
“effort must be proportional to the offered wage” or “one must behave honestly
towards one’s employer”. This suggests that (i) (some) students have in some way
“internalized” a reciprocity norm which specifies that favours or “gifts” (here, a
medium or high wage offer) need to be returned (here, by exerting medium or high
effort) and/or (ii) (some) students judge that exerting low effort after having been
proposed a medium or high wage would be considered “cheating” and therefore
refrain from doing so.

Figure 1.2 – Game “employer-employee” results.

1.9.2 Gift-Exchange game without context

Students also played a variant of the gift-exchange game in which the “employer-
employee” context has been stripped away. More specifically, they played the ab-
stract games G1 (Figure 1.3) and G2 (Figure 1.4). Game G1 and Game G2 were
played by 190 students and were played one week after the “employer-employee”
game so as to prevent (as far as possible) students from linking the G1 and G2
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games with the “employer-employee” game.

Figure 1.3 – Game G1. Figure 1.4 – Game G2.

G1 and G2 are variants of the gift-exchange game in that A1 can be considered
as Player 1 (P1)’s “subgame-perfect” strategy (since one week before around 92%
of students exerted minimal effort after being offered a low wage WS), while B1 in
game G1 can be considered as the medium wage (WM) offer and B1 in game G2

the high wage (WL) offer. The payoffs have been multiplied by 20 compared to
the “employer-employee” game, but the incentive-structure, of course, remains the
same. In both games, students were in the role of Player 2 (P2) and were asked to
decide what to play (A2, B2 or C2, which can be considered as effort levels) at their
decision node. As in the gift-exchange game with the “employer-employee” context,
P2’s best response is always to play A2 (which can be considered as exerting the
lowest effort).

The results are shown in Figure 1.5 (note that we have kept the previous action
names in order to facilitate comparison). We can observe that when the context is
stripped away, almost all students (90% in G1 and around 87% in G2) play the best
response A2. The p-value of the Chi-squared test of independence between G1 and
G2 is exactly equal to 0.05, suggesting that the game played did not significantly
influence the actions students decided to play. Conversely, the Chi-squared test
of independence between the WM and WL treatments in the “employer-employee”
context generates a p-value equal to 3.60e-07 (see Figure 1.7), confirming that the
context has a significant influence on how the students decide to play the game.
Therefore, we can conclude that when the “employer-employee” context is removed,
the “internalized” reciprocity norm is not activated and almost all students choose
to maximize their own payoff.
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Figure 1.5 – Games G1 and G2 results.

1.9.3 Gift-Exchange game without context but with com-
munication

In the last variant, 190 students played the games G1 (Figure 1.3) and G2 (Figure
1.4) but this time with a communication round before the game started. More
specifically, before choosing their action at their decision node, students received
the following message from Player 1 (P1):

I could have played A1, giving you a payoff of 100 and ensuring myself a
payoff of 100. By playing B1, I allow both of us to have a payoff strictly
greater than 100, provided that you play a certain way. It’s your turn
to play.

Therefore, while the “employer-employee” context is still stripped away, the
abstract G1 and G2 games gain meaning once communication is possible. By em-
phasizing that playing B1 can allow both players to earn a greater payoff and by
trusting P2 to “do the right thing”, P1’s message certainly taps into intuitions or
heuristics that students have learned or acquired in everyday life. For one, P1 ex-
plicitly emphasizes her expectation of reciprocity from the part of P2. Second, by
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stressing that both players can have a greater payoff, P1’s message generates some
kind of shared goal. Finally, by trusting P2 not to play selfishly, P1’s message without
a doubt taps into internalized norms of justice and/or fairness.

The results are shown in Figure 1.6. As expected, the communication round
had a significant influence on the students’ decisions. In G1, only around 24% of
students played the best response A2, while around 71% of them “reciprocated” the
favour by choosing the action B2 that increases both players’ payoffs (compared to
A1) and minimizes the payoff difference between both players. In G2, only around
22% of students decided to play A2, while around 71% of them played C2, which is
the only action that increases both players’ payoff. The p-value of the Chi-squared
test of independence being strictly lower than 0.01 (p=8.58e-46), we can reject the
null hypothesis of independence between the G1 and G2 games with communication.

Figure 1.6 – Games G1 and G2 results (with communication).

1.9.4 Discussion

Figure 1.7 presents the statistic and p-value of Pearson’s Chi-Square test of inde-
pendence across the relevant treatments (G1 vs WM , G2 vs WL, G1(com) vs WM ,
G2(com) vs WL, G1 vs G1(com) and G2 vs G2(com)). We can observe that the
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Treatment G1 G1(com) G2 G2(com) WM WL

G1 - 168.6 6.05 - 27.2 -
(p-value) - (2.45e-37) (0.05) - (1.24e-06) -
G1(com) 168.6 - - - 88.04 -
(p-value) (2.45e-37) - - - (7.59e-20) -
G2 6.05 - - 176.88 - 31.86
(p-value) (0.05) - - (3.89e-39) - (1.20e-07)
G2(com) - - 176.88 - - 115.18
(p-value) - - (3.89e-39) - - (9.73e-26)
WM 27.2 88.04 - - - 29.67
(p-value) (1.24e-06) (7.59e-20) - - - (3.60e-07)
WL - - 31.86 115.18 29.67 -
(p-value) - - (1.20e-07) (9.73e-26) (3.60e-07) -

Figure 1.7 – Statistic and p-value of Pearson’s Chi-Square test of independence across
treatments.

students’ choices were significantly different across all treatments (except G1 vs G2

as discussed above), meaning that the difference in context significantly influenced
their way of playing.

The results suggest that the game’s framing has important implications about
how students decide to behave. Across all treatments, the incentive-structure re-
mains constant and yet we can observe significant differences in how students choose
between their three actions. The argument is that this “framing effect” arises from
useful heuristics/intuitions (reciprocity, justice, fairness, etc.) developed in everyday
life, influencing how students decide in the classroom.
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Chapter 2

An Evolutionary Perspective on
Social Preferences

Summary

In this chapter, I argue that the theory of social evolution has the necessary scope
and power to provide a useful theoretical framework for human social preferences.
Social evolution theory applies to any social interaction and makes sharp predictions
about the kinds of social traits that can be observed in the population. It illumi-
nates the function of our social emotions, which are context-dependent, endogenous
mechanisms that modulate our social relationships with others. I discuss two mech-
anisms that underlie the wide variation in the expression of social preferences: social
norms (or institutions) and local ecology. The wealth of findings on human social
preferences supports their context-dependent nature and prompts us to investigate
the incentives underlying their expression.
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2.1 Introduction

The recent decades have observed a surge in findings describing how human
behavior consistently differs from the predictions of traditional game theory and
standard economic theory. These findings have led to the emergence of a new re-
search program—known as behavioral game theory—which “aims to replace descrip-
tively inaccurate modelling principles with more psychologically reasonable ones”
(Camerer 1997, p.185). In this chapter, I will concentrate on the finding that, con-
trary to what has been suggested by the traditional view, humans are not solely
self-interested but are endowed with other-regarding (or social) preferences.

Starting in the eighties, simple games have been used to test the predictions
of traditional game theory. A common finding from these experiments is that sub-
jects in the laboratory fail to play according to traditional equilibrium predictions.
Instead, individuals appear to be concerned with fairness (Güth et al. 1982) or
inequity-aversion (Fehr & Schmidt 1999), envy (Kirchsteiger 1994), trust and reci-
procity (Berg et al. 1995), or altruism and spitefulness (Andreoni & Miller 1993,
Levine 1998); in other words, humans appear to have social preferences. In an
effort to upgrade game-theoretic models in light of this new wave of evidence, re-
searchers have started to incorporate social preferences into individual utility func-
tions. For instance, Andreoni (1990)’s model integrates altruism (or warm-glow),
Rabin (1993)’s model integrates a taste for fairness, Fehr & Schmidt (1999)’s model
integrates aversion to inequality, while Charness & Rabin (2002)’s model synthe-
sizes previous models by embedding distinct social preferences into a single utility
function. Several other papers follow this approach by integrating a variety of so-
cial preferences in an individual’s utility function. The purported objective of this
(more psychologically realistic) endeavor is to try to fit the behavior of experimental
subjects: as noted by DellaVigna (2009, p.336, emphasis added), these models have
been proposed to “rationalize the behavior in these experiments”. In a recent re-
view of behavioral game-theoretic modeling, Camerer & Ho (2015, p.560) add that
“the hope is that a reasonable utility specification will emerge so that data can be
reasonably explained by standard analysis given that new type of utility”.

Most of these models do fit experimental or field behavior, but very often in
rather limited settings. Rabin (2013, p.622) laments that “once one steps outside of
very circumscribed settings, facets of these models clearly correspond to parameter
values that fit worse than the baseline self-interested model they aim to replace”.
Nevertheless, when experimental behavior is inconsistent with a given model, re-
searchers tend to call upon another to rationalize it. If a behavior can not, for
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instance, be explained by aversion to unequal outcomes, then one can rely on a
different model with a different utility function (Camerer & Ho 2015, p.563). As a
result, researchers have at their disposition a collection of models they can use to
describe several facets of human social behavior. While this approach is descrip-
tively powerful, allowing researchers to rationalize a large collection of behavior, its
predictive power remains very limited.

The central issue is that the existence of social preferences has been inferred
post-hoc from the behavior of subjects in the laboratory, and different models with
different variables and parameters have been constructed to try to make intuitive
sense of observed deviations from the predictions of the standard model. The worry
is that this post-hoc rationalization is not grounded in any theoretical framework.
Arguably, without an understanding of why humans might have social preferences
and what mechanisms might be giving rise to them, our understanding of human
social behavior is unlikely to improve. In fact, Fudenberg (2006, p.699, emphasis
added) has already noted that modelers “should devote more effort to synthesizing
existing models and developing more general ones, and less effort to modeling yet
another particular behavioral observation”.

What might a general theory of human social behavior (and human social pref-
erences in particular) look like? According to Rabin (2013), useful theories need to
have power (i.e., they should tell us what not to expect and make sharp predictions
that distinguish them from competing theories) and scope (i.e., they should apply
to a broad set of situations). In this chapter, I argue that the theory of social evo-
lution has the necessary scope and power to provide a useful theoretical framework
for human social preferences. Social evolution theory applies to any social inter-
action and it makes sharp predictions about the kinds of social traits that can be
observed in the population. Importantly, it predicts the context-dependent nature
of social preferences, given that individuals are expected to respond to the (appro-
priately defined) benefits and costs of cooperative acts. Since social preferences are
context-dependent, social evolution theory can not predict the exact content of so-
cial behavior in every situation. Rather, we need to take into account the (social)
environment in which individuals find themselves. Therefore, I argue that to better
understand the wide variation in the expression of social preferences recorded in the
laboratory and in the field, social evolution theory needs to be complemented with
insights from cultural (and institutional) evolution and behavioral ecology. Cultural
and institutional evolution predict that social preferences will be sensitive to the
content of rules that regulate social interactions, while behavioral ecology predicts
that social preferences will be sensitive to variables influencing the costs and benefits
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of cooperation in different environments. I propose that these two complementary
mechanisms can go a long way in helping us predict the variable expression of human
social preferences.

2.2 Social evolution and social emotions

According to Fehr & Fischbacher (2002, p.2), “[A] person exhibits social prefer-
ences if the person not only cares about the material resources allocated to her
but also cares about the material resources allocated to relevant reference agents”.
The theory of social evolution provides a framework—grounded in the theory of
evolution—for thinking about the logic governing social interactions. It is a useful
starting point in that it makes clear the conditions under which we should expect
organisms, including humans, to engage in behaviors that have consequences not
just for themselves but also for others. As such, it helps to better understand the
conditions under which humans would exhibit social preferences. Moreover, such a
perspective illuminates the function of the emotions underlying social preferences,
such as fairness, gratitude, shame or sympathy. This section is, therefore, divided
in two parts. The first part describes the logic of social evolution, while the second
part describes how this logic illuminates the function of social emotions.

2.2.1 The logic of social evolution

The observation that every organism appears to be designed to do something leads
to two important questions: What exactly is this something (what is the purpose)?
Who, or What is the designer (what is the underlying process)? Darwin’s theory
of evolution (Darwin 1871) parsimoniously addresses both of these questions. The
purpose is to maximize the individual’s reproductive success; as such, organisms will
appear as adapted (or designed) in order to maximize this quantity. The process by
which adaptation occurs is natural selection: genes (and traits) that are associated
with greater individual reproductive success are expected to increase in frequency
in the population; that is, “natural selection acts to increase the mean fitness of
individuals in a population” (West et al. 2011, p.232).

Since Darwin published his pioneering book in 1871, there has been only one
fundamental change in our understanding of the process of evolution. This funda-
mental change has arisen from the work of Hamilton (1964). Darwin had trouble
explaining a lot of cooperative—and sometimes even sacrificial—acts observed in
nature (e.g., worker bees or ants that never reproduce) through the lens of individ-
ual fitness maximization. How could the theory of evolution by natural selection
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explain all of design, if it led organisms to postpone their own reproduction in order
to favor others? This apparent paradox derived from the fact that Darwin did not
consider indirect fitness benefits. Darwin’s theory was based on individual reproduc-
tive success: as such, he only considered how an organism could maximize its own
direct fitness. What Hamilton (1964) has shown is that if one takes the gene-eye’s
view—that is, the perspective of a single gene (Dawkins 1976)—then it is possible
for a gene to perpetuate itself not only directly (by influencing traits that increase
the host’s direct fitness) but also indirectly (by influencing traits that lead the host
to help other organisms which share the same gene). This is known as inclusive
fitness theory: the genes (and traits) favored by natural selection will be those that
maximize an organism’s inclusive fitness (the sum of its direct and indirect fitness
benefits). The most obvious case in which an organism can increase its fitness indi-
rectly is by helping a kin.1 As such, through the lens of inclusive fitness theory, the
reproductive sacrifice of a worker bee or ant is not surprising. Bees and ants live in
colonies in which relatedness is very high;2 hence, if workers sacrifice for their sis-
ters or their queen, then their genes are unlikely to be wiped-out of the population.
Importantly, inclusive fitness theory is not a substitute to the Darwinian theory of
evolution. Rather, it “is our modern interpretation of Darwinian fitness in its most
general form, explaining both the process and purpose of adaptation” (West et al.
2011, p.233). It follows from this discussion that organisms should behave as if they
were maximizing their inclusive fitness (West & Gardner 2013).

With this in mind, we can now discuss social traits from an evolutionary per-
spective. Social traits affect at least one individual other than the bearer of that
trait. A useful typology of social traits is provided by West et al. (2007). So-
cial traits can be selfish, altruistic, mutually beneficial, or spiteful. These traits
are defined with respect to the benefits and costs they entail for the actor and the
recipient. Importantly, in evolutionary biology, benefits and costs are defined on
the basis of the lifetime fitness consequences of a behavior (Hamilton 1964). That
is, a trait needs to be judged based on its average consequences (relative to other
traits) over a lifetime. Therefore, while rational choice theory expects organisms
to maximize (subject to constraints) in every real-time situation, evolutionary the-
ory emphasizes that a trait should be judged with respect to its average fitness
consequences over a lifetime. This contrast is also at the core of Aumann (2019)’s

1This is why inclusive fitness theory is also often termed kin selection (Smith 1964). Yet, kin
discrimination is only one mechanism by which altruistic traits can evolve (limited dispersal being
another potentially important mechanism).

2The coefficient of relatedness, noted r, is a statistical construct describing the probability
(relative to the population average) that two organisms carry the same copy of a gene (allele). For
sister bees, for instance, r = 3

4 . For human siblings, r = 1
2 .
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distinction between act-rationality (maximization of utility in every situation) and
rule-rationality (adoption of behavioral rules that are adaptive in commonly occur-
ring situations). Consequently, a trait is expected to be “rational”, or adaptive, only
in those circumstances in which it was selected for.

Selfish traits are traits that benefit the actor at the expense of the recipient
(+/-). These traits are favored by natural selection at the individual level as long as
they are not directed towards closely related (high r) individuals. Altruistic traits
are traits that cost the actor at the benefit of the recipient (-/+). These traits are
therefore selected against (at the individual level) by natural selection. Famously,
they can evolve only if they respect Hamilton’s rule. Hamilton’s rule states that an
altruistic allele will be favorably selected if and only if the following relation holds:

br > c, (2.1)

where b represents the lifetime fitness benefits for the recipient, r represents the
coefficient of relatedness between the actor and the recipient, and c represents the
lifetime fitness cost for the actor. That is, altruism can evolve if and only if the
cost (c) to the actor is lower than the benefit (b) to the recipient times the degree
of relatedness (r). As a consequence, altruistic acts are almost always mediated by
kinship (cases in which r is high). Mutually beneficial traits are defined as traits
that benefit both the actor and the recipient (+/+). These are the traits principally
studied by economists, often described as reciprocal traits (“You scratch my back,
I scratch yours”; Trivers 1971). Spiteful traits are traits that cost both the actor
and the recipient (-/-). These traits are unlikely to be common in humans (West &
Gardner 2010).

Selfish traits are not a source of surprise for economists, given that humans
were supposed to be endowed with only such traits. As such, in this chapter, we
will mainly consider cooperative traits, which are traits that provide benefits to
others; they, therefore, encompass altruistic (-/+) and mutually beneficial (+/+)
traits. These traits have concerned economists since they have brought humans
into the laboratory. By definition, cooperative acts are not necessarily altruistic
(in the biological sense). In fact, according to Hamilton’s rule, truly altruistic acts
are expected to be directed almost exclusively toward close relatives. This is so
because they otherwise would not be able to evolve in the population (Dawkins
1979, Hamilton 1964). Therefore, costly behavior towards genetically unrelated
individuals is expected to be repaid one way or another (or at least to be incentivized
in some way; see Section 2.4) (Kurzban et al. 2015).

These important insights stem from the mathematics underlying the theory of
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social evolution. Yet, it is one thing to describe what the logic of evolution leads
us to expect but another to describe how organisms might implement strategies
that respect this logic. The next section describes how social emotions regulate our
behavior in such a way as to implement (evolutionary) successful strategies in the
social domain.

2.2.2 The logic of social emotions

As described in the Introduction, when economists have brought humans into the
laboratory, they found that they tend to exhibit a wide range of emotions that
regulate their interactions with others, such as fairness, guilt, shame, anger, warm-
glow or empathy. That is, humans appear to be concerned about the welfare of
others (Fehr & Fischbacher 2002). These emotions influence whether individuals
will be motivated to help, contribute to public goods, and more generally, cooperate
with others, or alternatively, punish, or free-ride.

Evolutionary theory illuminates the function of our social emotions. While
emotions are part of our everyday language, defining them remains a challenge. In
this chapter, we will use the following definition, which emphasizes their evolutionary
roots:

[Emotions] are sensory-motor integrative devices that serve specific adap-
tive purposes. They are tuned to detect information relevant to partic-
ular kinds of environmental challenges and opportunities, and they use
this information to control behavioral responses and internal physiolog-
ical adjustment that help bring closure to the situation. (LeDoux 2012,
p.655)

Hence, emotions are proximate mechanisms regulating our behavior and they
respond to sets of cues from the environment. As a matter of example, the emo-
tion of fear responds to cues of immediate danger in the environment and triggers
a set of mechanisms that influence the organism’s attention, motivation, physiology
and behavioral decision rules. Importantly, emotions are tuned to and activated by
stimuli which are either innate or learned. As such, emotional mechanisms track
rewards and punishments (incentives) in our environment and modulate (approach
or withdrawal) instrumental behavior (LeDoux 2012). Yet, instead of treating emo-
tions as context-dependent regulatory mechanisms, economists have often treated
them as individual traits, an assumption implicitly made when one, for instance,
introduces warm-glow directly into an individual’s utility function (suggesting that
individuals have a preference for altruism).
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We can now connect the logic of social evolution to the logic of social emo-
tions. Social emotions represent “a subset of emotions designed to solve adaptive
problems of sociality” (Sznycer & Lukaszewski 2019, p.396). The mathematics of
social evolution tell us, for instance, that altruistic behavior (in the biological sense)
should be directed only towards close relatives, thereby contributing to the inclusive
fitness of the actor. How could natural selection design organisms such that they
would implement such a strategy? One way would be to provide organisms with
(i) a mechanism for recognizing kin and (ii) a mechanism for motivating individuals
to help kin preferentially. There is abundant evidence that such mechanisms exist
in humans (Lieberman et al. 2007, Lieberman & Lobel 2012, Sznycer, De Smet,
Billingsley & Lieberman 2016) and non-human animals (Krakauer 2005, Sherman
1977). Therefore, cues from the environment (e.g., that one interacts with a kin)
trigger mechanisms (emotions, such as affection or kindness) designed to motivate
individuals to behave cooperatively. In fact, there is compelling evidence that human
interactions with kin tend to be more cooperative (Alvard 2009, Kurland & Gaulin
2005). As such, by understanding the logic of social evolution, one can better under-
stand the often powerful emotions mediating our relationship with kin and predict
that they will tend to apply only in restricted circumstances (when interacting with
kin).

What about interactions with genetically unrelated individuals, which usually
comprise the great majority of our relationships? The theory of social evolution
predicts that individuals should engage in cooperative acts only if they are repaid
in some way or another (or, more generally, only if they are incentivized to). Again,
how could natural selection shape organisms such that they would behave in accor-
dance with such a constraint? It would need to provide organisms with mechanisms
that (i) give preference to partners both able and willing to provide benefits, (ii)
build and maintain long-lasting relationships with valuable partners and (iii) termi-
nate relationships that are no longer beneficial (Beltran et al. 2022). It is widely
believed that the social emotions that have been documented by economists have
evolved to manage the challenges of regulating, facilitating and maintaining coopera-
tive relationships (Baumard et al. 2013, Beltran et al. 2022, Sznycer & Lukaszewski
2019). For instance, compassion or empathy can be seen as motivating individu-
als to help those in need in order to initiate a potential chain of reciprocal favors
(Kurzban et al. 2015, Sznycer et al. 2019); the emotion of anger can be seen as
motivating individuals to bargain for a better treatment, incentivizing others not to
take advantage of the actor (Sell et al. 2017); the emotion of gratitude can be seen as
motivating individuals to reciprocate favors, thereby sustaining relationships (Smith
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et al. 2017); the emotion of guilt can be seen as motivating individuals to amend
wrongdoings and repair existing valuable relationships (Hopfensitz & Reuben 2009,
Sznycer & Lukaszewski 2019); finally, the emotion of shame can be seen as incen-
tivizing individuals to restore their public image (Sznycer, Tooby, Cosmides, Porat,
Shalvi & Halperin 2016).

The previous discussion should make clear that social emotions (or social prefer-
ences) are neither traits nor individual characteristics. Instead, they are endogenous,
context-dependent, and function of the cues present in the environment. While the
architecture regulating social emotions is universally shared among humans, the
exact conditions that trigger these emotions will differ according to the social envi-
ronment in which individuals find themselves (Henrich 2020, Sznycer & Lukaszewski
2019). This probably explains the wide variation detected in experiments measuring
individual social preferences (Gächter et al. 2010, Henrich et al. 2001). In fact, it is
not enough to understand the function of social emotions to predict exactly when
they will be triggered. A detailed understanding of the social norms (or institu-
tions) regulating interactions within a given society, as well as the characteristics of
the local ecology, are also necessary to make sense of the cross-cultural variation in
human cooperative behavior, to which we will return in Section 2.4.

2.3 Is human social behavior outside the scope of
inclusive fitness theory?

Economists have argued that human social behavior (and social preferences in par-
ticular) can not be explained by standard evolutionary theory. It has been said that
“there is more at work in sustaining human cooperation than is suggested by [tradi-
tional evolutionary] theories” (Fehr & Fischbacher 2002, p.139), that “current gene-
based evolutionary theories cannot explain important patterns of human altruism”
(Fehr & Fischbacher 2003, p.785), or that human pro-social behavior is “fundamen-
tally incompatible with the economist’s model of the self-interested actor and the
biologists’ model of the self-regarding reciprocal altruist” (Gintis et al. 2003, p.169).
This group of researchers has developed their own theory of human cooperation and
altruism, named strong reciprocity. Gintis (2000, p.169) writes that “[a] strong re-
ciprocator is predisposed to cooperate with others and punish non-cooperators, even
when this behavior cannot be justified in terms of self-interest, extended kinship,
or reciprocal altruism”. Strong reciprocators therefore cooperate and punish “even
though as a result they receive lower payoffs than other group members” (Bowles
& Gintis 2004, p.17). While it appears that natural selection should not favor such
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types, theoretical models have been developed that support such results (Boyd et al.
2003, Bowles & Gintis 2004, Gintis 2000). Additionally, this group of researchers
argues that intergroup competition in our evolutionary past has shaped the evolu-
tion of cooperation in humans, such that a process of group selection—distinct from
individual-level selection—explains the distinctive characteristics of human altruism
(Bowles 2006, Bowles & Gintis 2004, Boyd et al. 2003, Gintis 2000). As noted by
Burnham & Johnson (2005, p.114), this group of researchers “advocate[s] a ’gen-
uine’ altruistic force [...] in human cooperation”, one that is not compatible with
inclusive fitness theory, in which cooperative acts must necessarily be repaid one
way or another (be it directly or indirectly).

So, why does this group of researchers depart from traditional evolutionary the-
ory and what makes them believe that the evolution of cooperation and altruism in
humans might not follow the same rules and logic as it does for other organisms? The
motivation for their theory stems from observed human behavior in the laboratory
(Fehr & Fischbacher 2003). As described in the Introduction of this chapter, when
economists have started to test the predictions of traditional theories in economics
and game theory, they have discovered that humans are not self-interested and do
not play according to traditional equilibrium predictions. Rather, humans take the
welfare of (genetically dissimilar) others into consideration, even in conditions of
complete anonymity and without any prospect of future encounter. Human cooper-
ation can be explained when there are prospects for repeated encounters (Axelrod
& Hamilton 1981) or when reputation is at stake (Nowak & Sigmund 1998). But
even when such incentives are removed in the laboratory, subjects still contribute to
public goods, punish altruistically (Fehr & Gächter 2002) or cooperate even when
such cooperation can not be rationalized with self-interest. How, then, can human
social behavior be explained with traditional evolutionary theories, if humans be-
have altruistically towards individuals they are not genetically related to, that they
will never meet again, and that can not influence their reputation? These observa-
tions, coupled with the mathematical models alluded to above, have led this group
of researchers to argue that an alternative to inclusive fitness theory was needed to
explain human cooperation and altruism (and social preferences more generally).

The remainder of this section will be dedicated at arguing that human social
behavior falls well within the scope of inclusive fitness theory and that human social
behavior in the laboratory does not require a thorough rethinking of social evolu-
tionary theory.
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2.3.1 Strong reciprocity, group selection and inclusive fit-
ness theory

As described by West et al. (2007) and West et al. (2011), mathematical models on
the evolution of strong reciprocity do not show that genuine altruism can emerge;
rather, in these models, cooperation provides direct benefits to individuals (through
the increased survival of the group to which they belong—a phenomenon known as
group augmentation (Kokko et al. 2001)) as well as indirect benefits (because these
models assume limited dispersal and, therefore, an increased r among individuals
inside a group). The discrepancy between what the models show and the conclusions
this group of researchers draws from them stems from the particular definition of
altruism that they use. In fact, their models show that a “weak” version of altruism
can evolve. “Weak” altruism is a behavior that is individually costly within the
social group but benefits all group members (including the actor). Therefore, this
“weak” altruistic act can provide direct benefits to the actor (through increased
group productivity or reduced group extinction) and can evolve even in a population
of self-interested individuals. Since the “weak altruistic” act provides direct benefits
to the actor, the behavior is considered mutually beneficial—not altruistic—using
inclusive fitness theory terminology. Hence, contrary to what has been argued,
strong reciprocity models are not incompatible with inclusive fitness theory but are
well within its scope (Kay et al. 2020).

Similarly, claims that group (or multi-level) selection can explain human al-
truistic acts that inclusive fitness theory can not predict appear unfounded, since
group selection and inclusive fitness theory are mathematically equivalent frame-
works (Birch & Okasha 2015, Marshall 2011). Both approaches are just different
perspectives on the same underlying process. To see this, we can start with the
Price Equation (Price 1970), which is a general method for describing evolution-
ary change from generation to generation. Assume, for simplicity, a population of
haploid individuals interacting inside groups of the same size. Let wi represent in-
dividual fitness (or total number of surviving offspring in the next generation) and
zi represent individual i’s “genic value” for the altruistic trait, with zi = 1 for al-
truistic individuals and zi = 0 for selfish individuals. The Price Equation, assuming
unbiased transmission of traits, can then be written:

w̄∆z̄ = Cov(wi, zi), (2.2)

where w̄ represents the average fitness of individuals in the population, ∆z̄ describes
the average change of the trait from one generation to the next, and Cov(wi, zi)
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the covariance between the trait and individual fitness. The Price Equation tells us
that the average frequency of the altruistic trait will increase in the population (from
one generation to the next) as long as the covariance between the altruistic trait
and individual fitness is positive. The main difference between the inclusive fitness
and the multi-level selection approaches is that they decompose the covariance term
differently. The multi-level selection approach decomposes the covariance term into
between-group and within-group selection components, such that the Price Equation
can be rewritten:

w̄∆z̄ = Cov(wi, zi) = Cov(Wk, Zk) + Ek[Cov(wjk, zjk)], (2.3)

where Wk represents the average fitness of the kth group, Zk represents the average
altruistic trait value of the kth group, wjk represents the individual fitness of the jth
individual in the kth group, zjk represents the “genic” value of the jth individual
in the kth group and Ek represents the expectation. Therefore, according to this
approach:

∆z̄ > 0 ⇐⇒ Cov(Wk, Zk) > −Ek[Cov(wjk, zjk)]. (2.4)

Since altruism is selected against inside groups, multi-level selection predicts
that altruism can evolve (∆z̄ > 0) only if between-group selection (for the trait)
is stronger than within-group selection (against the trait). The inclusive fitness
approach, on the other hand, rewrites the individual fitness wi as a regression equa-
tion,3 such that the Price Equation can be rewritten:

w̄∆z̄ = (−c)V ar(zi) + (rb)V ar(zi), (2.5)

where −c represents the lifetime fitness costs of the altruistic act, r represents the
coefficient of relatedness between partners, b represents the lifetime fitness benefits
for the recipient of the altruistic act and V ar(zi) represents the variance of the trait
in the population. The first term is the direct effect of the altruistic act, while the
second term is the indirect effect of the altruistic act. Therefore, according to the
inclusive fitness approach:

∆z̄ > 0 ⇐⇒ rb > c, (2.6)

which is Hamilton’s Rule. This condition states that for altruism to evolve in the
population, it must preferentially be directed towards relatives (see Section 2.2.1).

3For details, see Birch & Okasha (2015), Lehtonen (2016), Smith (2020).
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To see why the two approaches are equivalent, note that between-group selection (for
the trait) is stronger than within-group selection (against the trait) when the within-
group disadvantage is suppressed and all the selection happens at the between-
group level. This happens only if the variance in the trait is low inside groups and
high between groups; in other words, it happens only if individuals within groups
are related and highly likely to share the same trait. Therefore, what ultimately
matters for the evolution of altruism is positive assortment (altruists preferentially
interacting with each other) (Birch & Okasha 2015), and both inclusive fitness theory
and multi-level selection capture that insight.

2.3.2 How, then, can we explain human social behavior in
the laboratory?

If, after all, human social behavior is compatible with the logic of inclusive fitness
theory, how can we explain the apparent systematic deviations from its predictions
in laboratory experiments? There are several ways one can explain behavior in
experimental settings without invoking the need to rethink social evolutionary the-
ory. I will review two arguments for why human behavior in the laboratory departs
from standard evolutionary predictions. Importantly, rather than being mutually
exclusive, these arguments are complementary.

2.3.2.A Confusion

Subjects might be confused by the experimental environment and/or the rules of the
game and might cooperate more than expected as a result of playing imperfectly. For
instance, it has been shown that when full cooperation in public goods games is the
dominant strategy, subjects do not contribute 100% of their endowment, suggesting
that they either did not understand the game or that they did not place positive
value on the welfare of others (Burton-Chellew & West 2013, Kümmerli et al. 2010);
alternatively, when no cooperation is the dominant strategy, subjects contribute
positive amounts (Burton-Chellew & West 2013). Moreover, when subjects are
given information about how their cooperation positively affects other members,
they cooperate less compared to a situation in which they do not know their choices
affect others (Burton-Chellew & West 2013, Burton-Chellew et al. 2015). This is
difficult to reconcile with the idea that individuals have an intrinsic disposition to
be fair or care about the welfare of others. In fact, subject types (whether they are
categorized as free-riders or fair cooperators) have been shown to depend on the level
of understanding of the game, not on an intrinsic predisposition (Burton-Chellew
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et al. 2016). These results suggest that higher-than-expected cooperation in the
laboratory might result from the imperfect behavior of subjects trying to maximize
their own payoffs (Burton-Chellew & West 2021, McAuliffe et al. 2019).

2.3.2.B Spillovers

Evolutionary theory predicts that behavior will be adapted to the environment in
which it was selected for. Since humans spend most of their time outside the labora-
tory, they might bring inside the laboratory patterns of behavior that are adapted to
their everyday lives. According to this hypothesis, individuals learn what behaviors
are optimal in their social environment and these behaviors spill over when they find
themselves in unusual and contrived environments. Given that cooperation usually
pays off in everyday life and that reputation is generally at stake, humans might
develop intuitions which are then brought inside the laboratory and which might
explain higher-than-expected cooperation (Aumann 2019, Rand et al. 2012, Rand,
Peysakhovich, Kraft-Todd, Newman, Wurzbacher, Nowak & Greene 2014). In fact,
cooperation is intuitive only for those individuals who have cooperative relationships
outside the laboratory (Rand et al. 2012, Rand, Peysakhovich, Kraft-Todd, New-
man, Wurzbacher, Nowak & Greene 2014).4 Moreover, individuals experimentally
exposed to environments supportive of cooperation are more likely to become intu-
itive cooperators in subsequent one-shot interactions (Peysakhovich & Rand 2016,
Stagnaro et al. 2017). As a matter of fact, the spillover hypothesis predicts cross-
cultural variations in behavior inside the laboratory (Gächter et al. 2010, Henrich
et al. 2001): depending on the content of norms outside the laboratory (are there
strong or weak norms of civic cooperation?), individuals in experimental settings
will tend to behave more or less cooperatively. Finally, if spillovers from everyday
interactions influence behavior in the laboratory, then we can expect individuals to
update their behavior once they get familiar with the experimental settings. In fact,
there is considerable evidence that subjects used to playing games in laboratory
settings converge over time to the optimal strategy (Burton-Chellew & West 2021,
Conte et al. 2019, McAuliffe et al. 2018, Rand, Peysakhovich, Kraft-Todd, Newman,
Wurzbacher, Nowak & Greene 2014).

Therefore, there are a variety of reasons why humans in laboratory settings
might cooperate more than can be expected from the predictions of standard evolu-

4While one might retort that non-cooperative types might be more likely to have non-
cooperative relationships, it has been shown that when intuitive cooperators have time to deliberate
(i.e., have time to think about the novel settings), cooperation is reduced (Rand et al. 2012, Rand
& Kraft-Todd 2014).
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tionary models.5 Accumulating evidence supports these alternative views, running
counter the idea that a radical rethinking of social evolutionary theory is necessary
to understand human social behavior.

2.4 How can we explain the variability in the ex-
pression of social preferences?

Inclusive fitness theory is a theory of genetic evolution, providing a framework for
what kind of traits can be expected in the population. We have seen that if human
social behavior respects the logic of inclusive fitness theory, then costly cooper-
ative acts need to (probabilistically) be recovered in the long run, be it directly
or indirectly. Yet, while inclusive fitness theory constitutes a powerful organizing
framework for thinking about human social behavior, the actual content of social
behavior can not be specified à priori. In fact, the wide variation in human social
behavior within and across societies speaks volumes regarding the importance of
the particular social environment in which individuals find themselves (Nettle 2015,
Henrich 2020). This section will discuss how ideas from cultural (and institutional)
evolution and behavioral ecology need to be integrated to get a fuller understanding
of the variability in human social behavior.

2.4.1 Variability in social norms and institutions

A characteristic of humans is that they cooperate extensively in large groups of
unrelated individuals. While reciprocity can sustain cooperation at small scales, it
is unlikely to underlie the large-scale cooperation that is characteristic of contem-
porary societies. This is so because reciprocity is unlikely to evolve when group
size increases (Boyd & Richerson 1988) and because reciprocal strategies in large
groups can lead to universal defection if errors or mistakes are common (Boyd 2017).
Rather, strategies involving punishment (or withdrawal of benefits) have been shown
to be evolutionarily stable and can sustain cooperation in sizable groups (Boyd &
Richerson 1992, Panchanathan & Boyd 2004). The advantage of punishment is that
it can get directed towards the defector without punishing other cooperators. For
such strategies to be effective, reputations need to flow freely among group mem-
bers, so that individuals can condition their behavior on the reputation of their
partner. This suggests that individuals will be particularly concerned with their

5For a discussion on other potential mechanisms leading to cooperation in one-shot interactions,
see Raihani & Bshary (2015).
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own and others’ reputation (Fehr 2004). Yet, these models do not specify what
counts as cooperation, nor what counts as defection. To better understand cross-
cultural variation in cooperative behavior, it is a useful starting point to consider
the content of norms (or institutions) that regulate social interactions.

The emergence and evolution of institutions are thought to have shaped the
last major evolutionary transition from small-scale societies characterized by kinship
and personal exchange to large-scale societies characterized mainly by impersonal
exchange (Powers et al. 2016). Institutions are packages of rules, some of which
bear exclusively on the regulation of social life:

These rules are necessarily recognised and followed by many individuals,
and violations are enforced by coordinated sanctioning. [Institutions]
define what is normative, and they change the rules of the social game
by changing the mapping between individual strategies and the corre-
sponding outcomes, i.e. the payoff matrix. (Powers et al. 2016, p.5)

Social norms can be defined as informal institutions that establish normative
behavioral standards (Chudek & Henrich 2011). The norms shared inside a commu-
nity therefore specify what the theoretical models do not: they describe what counts
as cooperation, what counts as defection and what kind of punishment is appropri-
ate. Importantly, in this framework, following norms and rules is not altruistic.
As noted by Boyd (2017, p.188), “[n]orms are maintained by rewards and punish-
ments that make it beneficial to follow the norms”. Therefore, individuals cooperate
(e.g., contribute to public goods) because they are incentivized to, thereby avoiding
punishment, shunning or ostracization, potentially even accumulating reputational
benefits.6 Hence, to understand cooperation in large groups, it is important to un-
derstand the rules that govern such interactions; i.e., it is important to understand
the nature of social norms and institutions governing social interactions.

There is considerable evidence that social norms influence human social behav-
ior, already early in development (Rakoczy & Schmidt 2013, Schmidt & Tomasello
2012). Cross-cultural studies have shown that from middle childhood, children start
to become sensitive to the specific local norms surrounding costly cooperative behav-
ior, thereby driving and sustaining the observed cross-cultural diversity in human
social behavior (House et al. 2013, 2020). Some researchers have argued that, given
the essential role social norms have played in sustaining group cooperation through-
out our species’ evolution, humans are endowed with a norm psychology which facil-

6This framework therefore fits within the logic of inclusive fitness theory. Recall that the theory
predicts that costly cooperative acts need to be incentivized. The avoidance of punishment can be
a strong incentive to cooperate, while reputational benefits can be recovered in the long run.
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itates their acquisition (Chudek & Henrich 2011). Such a psychology would explain
the early (universal) ontogeny of social norms and would facilitate their acquisition
and internalization, thereby potentially explaining why learned rules of behavior
spillover when individuals are studied in the laboratory.

If the costly cooperative acts—such as contributions to public goods—that we
observe in everyday life mainly result from an adherence to local social norms (and
not from altruism towards strangers), then several predictions follow: individuals
would want to avoid contributing if possible; individuals would not be sensitive to
the impact of their contribution; individuals would condition their contribution on
that of others; cooperation should increase when observability is greater. Several
studies have confirmed these predictions. For one thing, individuals seem to “avoid
the ask”, that is, avoid situations in which they might be asked to contribute, either
in real-life (Andreoni et al. 2017, DellaVigna et al. 2012, Schwartz et al. 2019) or
in the laboratory (Dana et al. 2006). Moreover, they tend to systematically make
use of features in the design of experiments to find excuses for not contributing
(Exley 2016, Exley & Kessler 2019). Individuals also appear to be insensitive to the
impact of their contribution (Burum et al. 2020, Karlan & List 2007, Null 2011).
Further, individuals tend to contribute only when it is made clear that contribution
is expected from them (Ayres et al. 2013, Goldstein et al. 2008). Finally, when
observability is increased and individuals can, as a result, reap the reputational
benefits of contributing (or avoid being punished for not contributing), contributions
tend to increase significantly (Alpizar et al. 2008, Funk 2010, Rogers et al. 2016, Yoeli
et al. 2013). These findings are difficult to reconcile with the idea that humans have
an intrinsic predisposition to act altruistically. Instead, it seems that individuals
strategically adapt their cooperative behavior to reap reputational benefits or avoid
coordinated punishment, which is in line with the theoretical framework outlined in
Section 2.2, since cooperation provides direct benefits.

If differences in social norms lead to differences in cooperative behavior, then
an important avenue for future research is to understand how social norms and in-
stitutions evolve and how to better harness our concern for reputation in order to
meaningfully create environments in which cooperation can be individually advanta-
geous. Some have argued that prosocial norms evolve through a process of cultural
group selection (Richerson et al. 2016), while others argue that norms and rules are
the end-result of a bargaining process among competing parties (Powers et al. 2016,
Singh et al. 2017). In any case, a deeper understanding of the interaction between
individual psychology and social institutions is necessary in order to improve our
understanding of human social behavior (Henrich 2015, 2020).
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2.4.2 Variability in the local ecology

Differences in the expression of social preferences can also arise due to differences in
the local ecology, that is, in the immediate physical and social environment in which
individuals find themselves. While social norms tend to be culturally transmitted,
the immediate environment can also be a source of variation in behavior without
anyone explicitly or intentionally transmitting information. The idea, which defines
the field of behavioral ecology (Nettle et al. 2013), is that individuals are endowed
with conditional behavioral rules that have evolved to be sensitive to environmental
variations (also known as adaptive phenotypic plasticity). The logic is detailed in
the following quote:

If in different environments some behaviors are more biologically adap-
tive than others, and organisms have regularly encountered varying envi-
ronments (across time or location) in their ancestral history, then natural
selection should favor the evolution of environmentally sensitive flexibil-
ities. (Sng et al. 2018, p.715, emphasis in original)

In this framework, individuals with similar genotypes might nevertheless be-
have differently if confronted with different environmental cues, such as population
density, resource availability and unpredictability, extrinsic mortality, etc. (Nettle
2015, Sng et al. 2018). The behavioral rules underlying behavioral variation need
not be implemented consciously: all that is necessary is that the organism adapts
its behavior to the cues present in the immediate environment.

The relevance of such a perspective is nicely illustrated by Nettle (2015). In
a quantitative ethnography of two similar neighborhoods in the same city, Nettle
and co-authors have provided convincing evidence that the particular environment
in which individuals find themselves causally influences the expression of so-called
social preferences. In their study, one neighborhood is characterized by historical
economic deprivation while the other can be described as relatively wealthy. It has
been shown, through a series of surveys and experiments, that material or social cues
from the environment directly influence trust levels, willingness to give in dictator
games or willingness to punish third parties (Nettle et al. 2011, 2014, Schroeder
et al. 2014). Importantly, this work shows that what can be described as norms of
cheating may actually stem from feedback mechanisms responding to initial isolated
events.7

7For instance, if one observes littering, theft or violence, one might automatically infer that the
environment is not safe, therefore influencing one’s level of social trust or willingness to cooperate
and punish, ultimately influencing the inferences and subsequent behavior of others, and so on,
creating a downward spiral that might lead to a stable equilibrium.
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The powerful effects of such subtle cues have also been documented by Keizer
et al. (2008): by experimentally inducing disorder in a natural environment (e.g., by
introducing graffiti), they have shown that people subsequently modify their behav-
ior in accordance (e.g., by littering more or breaking commonly held social rules).
Further evidence that individuals calibrate their social behavior to the local ecology
comes from Lamba & Mace (2011). By studying subgroups from one small-scale
society, they show that there exist variations in cooperative behavior that can be
traced to demographic and ecological variations between groups. This work provides
conclusive evidence that individuals regulate their social behavior as a function of
the cues present in their environment, confirming the idea that viewing humans
as having stable prosocial dispositions (or preferences) is not supported by the ev-
idence. This work also creates a link between material/ecological conditions and
social norms, thereby potentially casting a light on the process of norm emergence
and the particular form they take (Sng et al. 2018).

Key to the behavioral ecology approach to human behavior is the idea of in-
ternal regulatory variables (Tooby et al. 2008). As described by Nettle (2015, p.99),
“[i]nternal regulatory variables are running mental meters of some aspect of the en-
vironment or your own state”. The idea is that these variables are being fed with
informational inputs coming from the environment and adjusted as a consequence.
For instance, an individual’s social trust level can be seen through this lens: if there
are enough cues in the local ecology that others can be trusted, then the variable
might be calibrated upwards (and conversely). Analogously, one might decide to
behave cooperatively only if there are enough cues that one’s cooperation might be
rewarded. This perspective, therefore, emphasizes the context-dependent nature of
human social behavior as well as the need to integrate individual studies into their
broader environmental and social context. Conclusive evidence for the existence
of such regulatory variables comes from cross-cultural studies in the expression of
emotions (Sznycer et al. 2017, 2018, Sznycer & Lukaszewski 2019). This group of
researchers has shown that human emotions such as shame, pride or gratitude are
universal, yet their specific expression depends on the values shared inside differ-
ent communities. For instance, Sznycer & Lukaszewski (2019) have shown that the
greater the social valuation for a given trait or act, the greater the associated elic-
itation of a social emotion associated with that trait or act (e.g., if in culture A
trustworthiness is more valued than in culture B, then engaging in an untrustwor-
thy act in culture A leads to a greater elicitation of shame—to avoid devaluation
by others—than it does in culture B). This suggests that the expression of social
emotions mediating human social behavior is responsive to cues in the local environ-
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ment, including the content of shared norms of behavior, allowing humans to adapt
to and successfully navigate their social world.

2.5 Theoretical application: understanding moral
wiggle room

This section will be dedicated at illustrating the ideas developed in this chapter with
the help of a simple theoretical model. The objective will be to link a quirky feature
of social preferences to benefits and costs (incentives) in the social environment.

More specifically, the model will apply to what has been termed “moral wiggle
room” (Dana et al. 2007). Moral wiggle room describes the individual tendency to
exploit features of the environment in order to avoid behaving prosocially. More
precisely, when researchers introduce noise in their experimental settings, rendering
the relationship between individual actions and outcomes less transparent, subjects
tend to take advantage of this, reducing their contributions compared to a baseline
in which ambiguity is removed (Dana et al. 2007, Di Tella et al. 2015, Grossman &
Van der Weele 2017). That is, individuals tend to take advantage of situational am-
biguities to behave selfishly while simultaneously maintaining enough plausibility to
avoid being seen as selfish. These results have challenged the idea that individuals
have stable prosocial dispositions, since individuals endowed with other-regarding
preferences are not expected to take advantage of features of the experimental design
to avoid donating to others. Nevertheless, researchers have not yet tied “moral wiggle
room” to incentives in the individual’s social environment. Rather, researchers usu-
ally assume that the tendency to take advantage of situational ambiguities to avoid
behaving prosocially reflects a preference for a positive self-image or self-signaling
(Grossman & Van der Weele 2017).

I want to describe here, based on work by Panchanathan & Boyd (2004) and
Hoffman et al. (2018), that the tendency to take advantage of situational ambi-
guities can be expected if prosocial behavior is socially enforced and enforcement
is coordinated (see Section 2.4.1). Panchanathan & Boyd (2004) have shown that
prosocial behavior (modeled as a contribution to a public good) can be sustained in
settings in which contributions are socially incentivized, that is, in settings in which
non-contributions are punished by third-parties upholding a norm. In their model,
individuals behave prosocially by fear of being in bad standing (and therefore, having
help from others withdrawn) and punishment of non-contributions is incentivized
by the fear of higher-order punishment. Punishment is therefore coordinated, with
each player punishing non-contributions because they expect others to punish them

87



Chapter 2

if they do not. While Panchanathan & Boyd (2004) introduce potential errors in
their model (e.g., a cooperator might mistakenly fail to help a contributor in good
standing), they do not consider situations in which it is unclear whether individuals
have contributed or not. That is, contributions and non-contributions are publicly
observed and common knowledge. This assumption is crucial, since punishing play-
ers are expected to exclusively punish non-contributions, at the risk of losing good
standing if they punish a player who has contributed. One might ask, what are the
predictions of the model in situations in which player contributions are not common
knowledge?

Hoffman et al. (2018) have investigated the conditions under which coordinated
punishment can be stable (can be a Nash equilibrium). They model coordinated
punishment as a coordination game between two players. Both players would want
to punish if and only if they expect the other player to be sufficiently likely to punish
himself (formally, the other player needs to punish with probability greater than p̄,
with p̄ the risk-dominance of the coordination game). Importantly, before deciding
whether to punish or not, both players receive signals on which they can condition
their decision. Hoffman et al. (2018) formally describe the signal structure that
allows punishment to be triggered. They show that for players to be motivated to
punish, the signals need to be dually p̄-evident. In other words, punishment can be
incentive-compatible if signals are sufficiently correlated and/or observable. As a
result, public signals are particularly effective at triggering sanctions, while private,
uncorrelated signals tend to prevent coordination (and therefore punishment).

The following model merges these two approaches so as to investigate the condi-
tions under which contributions to a public good can be stable, when contributions
might not be common knowledge among the players.

2.5.1 Outline of the model

The game is played between one agent and two enforcers (Enforcer 1 and Enforcer
2):

1. The agent takes an action a ∈ {C, C̄}, with C being interpreted as contribut-
ing (or behaving prosocially), and C̄ being interpreted as not contributing (or
behaving selfishly). Playing C costs the agent an amount c > 0, while playing
C̄ does not cost anything.

2. The agent’s decision influences the state of the world. Let Ω = {C, C̄}, with
the state of the world C being interpreted as the agent has contributed, and
state of the world C̄ being interpreted as the agent has not contributed. The
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agent knows the state of the world. Enforcers have common prior beliefs
µ : Ω → R over the set of states of the world, with µ(C) = µC and µ(C̄) = µC̄ ,
and µC + µC̄ = 1.

3. The enforcers have to infer the state of the world ω ∈ Ω from signals. The
set of possible signals is S = {C, C̄}. Receiving signal C has to be interpreted
as the enforcer believing state C has realized, while receiving signal C̄ has to
be interpreted as the enforcer believing state C̄ has realized. It is assumed
that there are no false negatives: when ω = C, enforcers can not receive a
signal of C̄. That is, if the agent has contributed (played C), then enforcers
can not possibly believe the agent has not contributed. The interpretation is
that contributions are readily and publicly observed. Therefore, it is assumed
that P (si = C|ω = C) = 1, with i = {1, 2}. However, there might be false
positives: when ω = C̄, enforcers can potentially receive a signal of C. That
is, when the agent has not contributed, enforcers might not be certain that she
has not. The interpretation is that even if the agent has not contributed, she
might plausibly argue—and convince enforcers—that she actually has, or that
she did not in fact had the opportunity to contribute. It is therefore assumed
that P (si = C̄|ω = C̄) = 1 − ϵ, with i = {1, 2}, which can be interpreted as
the observability (or verifiability) of the state of the world C̄. The frequency
of false negatives is therefore ϵ, and we write P (si = C|ω = C̄) = ϵ, with
i = {1, 2}. The smaller ϵ, the greater the state of the world C̄ can be said
to be observable and the less likely it is for the agent to be able plausibly
defend her non-contribution; conversely, the greater ϵ, the less observable the
state of the world C̄ is and the more likely the agent can plausibly defend her
non-contribution. Finally, we assume that signals are independently drawn,
such that P (si = C̄|s−i = C̄, ω = C̄) = 1 − ϵ, with i = {1, 2}.

4. Enforcers then play a coordination game. Based on the signals that they have
received, they can decide whether to punish the agent (play X) or not punish
the agent (play Y ). The interpretation is that both enforcers would like to
punish the agent only if they expect the other enforcer to punish too, and
conversely (Boyd et al. 2010, Molleman et al. 2019, Panchanathan & Boyd
2004). The payoff matrix of the coordination game is the following:
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Enforcer 2

X Y

Enforcer 1
X (x, x) (m, n)

Y (n, m) (y, y)

For it to be a coordination game, we need to set x > n and y > m. The
risk-dominance of the coordination game is written p̄ = y−m

(y−m)+(x−n) . The
interpretation is that for Enforcer 1 to be willing to play X (punish) in the
coordination game, she must expect Enforcer 2 to play X (punish) with a
probability greater or equal to p̄, and conversely. It is assumed that if both
enforcers decide to punish the agent (play X), then the agent incurs a cost
z > 0. If only one enforcer decides to punish the agent, then the agent incurs
a cost v, with 0 < v < z. If both enforcers decide not to punish the agent (play
Y), then the agent incurs no cost. Note that the only incentive for Enforcers is
to coordinate their decisions, independently of the agent’s strategy. Therefore,
their payoffs are state-independent.8

2.5.2 Equilibrium specification

A strategy for the agent is a choice of action a ∈ {C, C̄}. A strategy for the enforcers
is a choice of action (X or Y ) as a function of the signal received. Therefore,
σi : S → {X, Y } represents enforcer i’s strategy, with i = {1, 2}. For simplicity, we
consider only pure strategies.

The main question of interest is the following: under what conditions can the
agent be incentivized to contribute (play C)? It is already apparent that the agent
will be willing to contribute only if she expects enforcers to punish her if she does
not; otherwise, there would be no incentives to pay the costs of contributing c.
Therefore, this amounts to asking under what conditions can the strategy profile
{C, σ∗

1(s1), σ∗
2(s2)}, with σ∗

i (si) = X if and only if si = C̄, for i = {1, 2}, be a
Bayesian Nash Equilibrium (BNE) of the game.

Proposition 2.5.1. The strategy profile {C, σ∗
1(s1), σ∗

2(s2)}, with σ∗
i (si) = X if and

only if si = C̄, for i = {1, 2}, is a Bayesian Nash Equilibrium of this game if and
only if the following conditions are satisfied:

8This assumption might appear extreme, since we can expect Enforcers to prefer “punish
when I believe the agent has not contributed” compared to “punish when I believe the agent has
contributed”. This admittedly simplifying assumption is made so as to concentrate the analysis on
the Enforcers’ incentive to coordinate their response.
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1. 1 − ϵ ≥ p̄,

2. p̄ ≥ (1−µC)ϵ(1−ϵ)
µC+ϵ(1−µC) ,

3. c ≤ (1 − ϵ)[(1 − ϵ)z + 2ϵv].

Proof. In the Appendix.

Conditions (1) and (2) are analogous to Conditions (5) and (6) from Hoffman
et al. (2018)’s Proposition 2, respectively. The principal idea is that enforcers will
be willing to play according to their equilibrium strategy (Punish (play X) when
receiving s = C̄ and refrain from Punishing (play Y ) when receiving s = C) if and
only if signals are not too noisy. Signal noisiness can arise if the state of the world
ω = C̄ is not sufficiently observable or verifiable. In such cases, when ϵ is relatively
high, coordination between enforcers can be prevented because both enforcers are
not sufficiently confident that the other has received the same signal. If coordination
is prevented due to the noisiness of signals, then punishment can not be sustained
at equilibrium.

Condition (3) is unique to our setting. This condition needs to be satisfied
for the agent to be willing to contribute at equilibrium. We can observe that if
ϵ → 1 the condition is difficult to be satisfied. In fact, when ϵ → 1, we need c → 0
for the condition to remain satisfied, implying that when the observability of the
state of the world ω = C̄ is low (when ϵ is high), the cost of contributing must be
negligible for the agent to be incentivized to contribute (play C). Conversely, when
ϵ → 0, that is, when the observability of ω = C̄ is high, the condition is more easily
satisfied, therefore suggesting that incentivizing contribution from the part of the
agent is more easily achieved when observability is high or when non-contribution
is easily verifiable by the enforcers.

The model predicts that individuals will be incentivized to contribute (behave
prosocially) only when non-contributions are sufficiently observable by others, that
is, only when there can be no ambiguity about the individuals’ decision not to
contribute. When ambiguity is high enough, that is, when non-contributions are
not sufficiently observable, individuals can plausibly justify their non-contribution
or argue that they did not actually have the opportunity to contribute, thereby
preventing coordinated punishment by third-parties. This, it is argued, underlies
phenomena such as “moral wiggle room” (Dana et al. 2007), where individuals take
advantage of situational ambiguities to avoid behaving prosocially.
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2.6 Conclusion

This chapter presents an answer to recent calls from behavioral economists and
game theorists to synthesize recent findings from the field and the laboratory into
an overarching theoretical framework. Specifically, this chapter aims at providing
theoretical underpinnings to what have been called social preferences. Social pref-
erences have been attributed to humans once it has been discovered that they tend
to take the welfare of others into account when making decisions in social dilem-
mas. Yet, the existence of social preferences has been posited post-hoc, by trying to
rationalize existing findings that individuals do not play as predicted by standard
models. This has proved problematic, giving rise to a wealth of data without any
theoretical framework to make sense of it.

In this chapter, I argue that the theory of social evolution constitutes a useful
framework for thinking about human social behavior and human social preferences
in particular. I believe that it has the necessary scope (applying to any type of
social interaction), and power (clarifying what can and what can not be expected)
to unify disparate findings, allow better inferences from existing data and gener-
ate useful predictions. The theory of social evolution illuminates the function of
our social emotions, which instead of being individual traits (or preferences) are
context-dependent, endogenous mechanisms, which have evolved to allow humans
to regulate their social relationships with others. The endogeneity of these mecha-
nisms underlies the wide variation in the expression of social preferences documented
cross-culturally.

The endogenous nature of social emotions requires us to investigate the cues
that individuals use to regulate their social behavior. I have discussed two important
factors which have been shown to matter in the expression of social preferences:
social norms and social ecology. A wealth of evidence describes how human social
behavior is conditional on the cues present in the local environment, be they socially
transmitted or not. As such, rather than considering humans as possessing social
preferences, which have often been described as individual traits which the individual
either is endowed with or not, a better route for improving our understanding of
human social behavior would be to acknowledge its context-dependent nature and
to identify the incentives underlying its expression.
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2.7 Appendix

Proof of Proposition 2.5.1. (1) For enforcers to be willing to play X when receiving
the signal si = C̄, they must believe that the other enforcer has also received this
signal (i.e., that the other enforcer will also play X) with probability greater than
p̄. Therefore, we need:

P (s−i = C̄|si = C̄) ≥ p̄

P (s−i = C̄, si = C̄)
P (si = C̄)

≥ p̄

(1 − µC)P (s−i = C̄, si = C̄|ω = C̄)
(1 − µC)P (si = C̄|ω = C̄)

≥ p̄

P (s−i = C̄, si = C̄|ω = C̄)
(1 − ϵ) ≥ p̄

P (s−i = C̄|ω = C̄)P (si = C̄|s−i = C̄, ω = C̄)
(1 − ϵ) ≥ p̄

(1 − ϵ)(1 − ϵ)
(1 − ϵ) ≥ p̄

1 − ϵ ≥ p̄.

(Note that in line 3, we take advantage of the fact that P (s−i = C̄, si = C̄|ω =
C) = 0 and P (si = C̄|ω = C) = 0).

(2) For enforcers to be incentivized to play Y when receiving signal si = C,
they must believe that the other enforcer will play Y with sufficiently high likelihood.
More precisely, enforcers need to believe that the other enforcer will play X with
probability lower than p̄, or, alternatively, that the other enforcer’s probability to
receive the signal si = C̄, given that we have received si = C, is lower than p̄.
Therefore, we need:

P (s−i = C̄|si = C) ≤ p̄

P (s−i = C̄, si = C)
P (si = C) ≤ p̄

(1 − µC)P (s−i = C̄, si = C|ω = C̄)
µCP (si = C|ω = C) + (1 − µC)P (si = C|ω = C̄)

≤ p̄

(1 − µC)P (s−i = C̄, si = C|ω = C̄)
µC + (1 − µC)ϵ ≤ p̄

(1 − µC)P (s−i = C̄, si = C|ω = C̄)
µC + (1 − µC)ϵ ≤ p̄
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(1 − µC)[(1 − ϵ) − P (s−i = C̄, si = C̄|ω = C̄)]
µC + (1 − µC)ϵ ≤ p̄

(1 − µC)[(1 − ϵ) − P (s−i = C̄|si = C̄)(1 − ϵ)]
µC + (1 − µC)ϵ ≤ p̄

(1 − µC)[(1 − ϵ) − (1 − ϵ)(1 − ϵ)]
µC + (1 − µC)ϵ ≤ p̄

(1 − µC)[(1 − ϵ) − (1 − ϵ)2]
µC + (1 − µC)ϵ ≤ p̄

(1 − µC)ϵ(1 − ϵ)
µC + (1 − µC)ϵ ≤ p̄.

(Note that at line 6, we take advantage of the fact that P (s−i = C̄, si = C̄|ω =
C̄) + P (s−i = C̄, si = C|ω = C̄) = P (s−i = C̄|ω = C̄) = 1 − ϵ, so that P (s−i =
C̄, si = C|ω = C̄) = (1 − ϵ) − P (s−i = C̄, si = C̄|ω = C̄)).

(3) For the agent to be incentivized to play C given the equilibrium strategy of
the enforcers, her expected payoff of playing C (E(πC)) must be greater than her
expected payoff of deviating to C̄ (E(πC̄)). If she plays C, then enforcers observe
C with certainty, and her expected payoff is −c. If she plays C̄, then: (i) with
probability (1 − ϵ)2 both enforcers observe C̄ and she gets −z, (ii) with probability
ϵ2 both enforcers observe C and she gets 0, and (iii) with probability 2(1 − ϵ)ϵ, only
one enforcer observes C̄ and she gets −v. Therefore, it must be that:

E(πC) ≥ E(πC̄)

−c ≥ (1 − ϵ)2(−z) + 2(1 − ϵ)ϵ(−v)

c ≤ (1 − ϵ)2(z) + 2(1 − ϵ)ϵ(v)

c ≤ (1 − ϵ)[(1 − ϵ)z + 2ϵv].

■
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The Signaling Value of Social Identity in
Polarized Environments1

Summary

This chapter proposes a theory of social identity adoption and expression, which
ties the choice of social identity to material and social benefits present in an individ-
ual’s social environment. I argue that in an environment in which receivers aim at
uncovering the sender’s motives and commitments, the beliefs and values adopted
by an individual can serve as a signal of trustworthiness. In such an environment,
individuals are expected to adopt the social identity which will provide them with
the greatest amount of (social) benefits. I formalize this choice in a game-theoretic
framework, embedded in a broader niche selection structure. I argue that the main
predictions of the model help illuminate several empirical findings, such as the mal-
leability of beliefs and values, the resistance of beliefs and values to evidence, and
the existing correlation between beliefs and values and individual-level traits such
as personality.

1Another version of this chapter has appeared as BETA Working Paper: Wolff, A. (2022), ’The
Signaling Value of Social Identity’, BETA Working Paper, N° 2022-15.
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3.1 Introduction

Social identity—defined as the set of beliefs and values that categorize in-
dividuals in some subset (or group) of individuals—can be puzzling. First, social
identity can be highly malleable and highly responsive to changes in beliefs and
values among members of our social groups and social networks. Second, changing
social environments often precede changes in social identity. Third, social identity
appears to accommodate positive information but seems resistant to conflicting ev-
idence. Fourth, while there appears to be no à priori reason for why this would be
the case, social identity is correlated with genes and individual-level traits such as
personality.

These four puzzles have not been adequately addressed by existing theoretical
work on social identity (Charness & Chen 2020, Shayo 2020). For instance, Akerlof
& Kranton (2000) assume that different social groups have different norms about
how to behave and that individuals suffer disutility (psychological costs) when they
deviate from these prescriptions. But why do individuals suffer psychological costs
from deviating from group prescriptions? In another influential paper, Shayo (2009)
assumes that individuals derive utility from the social status of their own group but
that they also suffer psychological costs from their perceived distance from other
group members. Individuals are therefore assumed to seek similarity with other
group members, but it is unclear why they would have such a preference. In fact,
the existing theoretical work tends to focus on the psychological benefits and costs
associated with social identity without necessarily addressing where these benefits
and costs come from.

What I propose in this chapter is that (i) viewing social identity as a signal of
trustworthiness (or intention to cooperate) and (ii) viewing individuals as adopting
the social identity that provides them with the greatest amount of (social) benefits
can help explain the puzzles of social identity. So, the argument is that (i) indi-
viduals will adopt the beliefs and values that signal their intention to cooperate to
others members of their community and (ii) they will choose to cooperate with the
community that can bring them the greatest amount of (social) benefits.

The question immediately arises as to how social identity can become a signal
of trustworthiness. Building on Loury (1994)’s work, I argue that the choice of a
social identity often reveals information about an individual’s willingness to cooper-
ate. In an environment in which receivers aim at uncovering the sender’s not readily
observable motives and commitments and in which different social groups have as-
sociated different beliefs, values and ideologies that are in conflict with one another
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(i.e., in a polarized environment), the beliefs and values adopted by the sender are
evaluated against beliefs and values adopted by other senders whose motives and
commitments may already be known. In such a context, by adopting specific beliefs
and values, senders pool (respectively separate) from others who adopted similar
(respectively dissimilar) beliefs and values and whose motives and commitments are
publicly known. The choice of a social identity then essentially signals to others the
sender’s social commitments. Yet, this tells us nothing about which social identity
individuals will decide to adopt. Taking as given the fact that social identity can
signal trustworthiness, the theoretical part of this chapter aims at describing which
social identity individuals are expected to adopt.

In order to highlight the trade-off in the choice of social identity, I formalize this
choice by having a sender play two repeated Sequential Prisoner’s Dilemma (SPD),
each with a specific receiver (defined as a group of individuals having adopted a
given social identity), with both games being preceded by a signaling stage in which
the sender has to choose which social identity to adopt. This strategic interaction
is embedded in a broader niche selection structure (Smaldino et al. 2019) so as to
add an assortment stage which underlies the trade-off in the choice of social identity.
Following Loury (1994)’s insight, receivers condition their strategy in the repeated
SPD on the sender’s decision in the signaling stage, and they never cooperate with a
sender that adopts of conflicting identity. In order to solve for the equilibrium choice
of social identity, I assume that (i) the value of the sender’s continuation probability
across both repeated SPD is a function of the benefits that the sender might reap
from cooperating with each receiver and (ii) the sender will decide to cooperate with
the receiver that can provide her with the greatest amount of benefits. I show that
by adopting a given social identity in the signaling stage, the sender can signal high
continuation probability in the repeated SPD, therefore reassuring the receiver that
she will be around in the future to reciprocate favors.

The theory developed in this chapter makes several predictions which can help
explain the puzzles of social identity. First, individuals will be eager to adopt the
same social identity as others in their community, so as to appear as trustworthy.
This can explain the malleability of social identity, since if the beliefs and values of
other members of the community change and you still want to appear on their side,
then you are expected to change your beliefs and values too. Second, individuals
will trade-off the benefits from cooperating with different audiences when deciding
which social identity to adopt. This can explain changes in beliefs and values when
individuals join a new community, since new community members likely become the
people with which individuals now interact the most and on which they now rely
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the most. Third, if social identity signals trustworthiness, then there is no incentive
to change it when receiving new information, particularly so if other members of the
community do not modify theirs. This can explain the resistance of social identity to
conflicting evidence. Finally, in the proposed model, individuals with similar traits
join the same social niches. If some beliefs and values are more or less enforced
in different social niches—which appears to be the case—then this can explain the
existing correlation between social identity and genes and personality.

3.2 The puzzles of social identity

This section describes the four puzzles of social identity that have motivated the
present work. The focus will be on political and moral beliefs and values since these
are the aspects of social identity for which the best empirical evidence exists.

3.2.1 Social identity can be highly malleable

The first puzzle is that social identity can be highly malleable, meaning that it can
be highly responsive to changes in the beliefs and values of other members of our
social group or social networks. For instance, in the U.S., when legislators send their
constituents a letter that contains their position on salient and controversial issues,
constituents are significantly more likely to adopt that same position—even if the
position conflicts with their previous position and even if no particular justification
is provided by the legislators (Broockman & Butler 2017). Similarly, during Don-
ald Trump’s presidency, some Republicans and self-defined conservatives reacted to
Trump by just following his opinions—whether those opinions were conservative or
liberal (Barber & Pope 2019). So, a cue from their party leader was sufficient to com-
pletely shift their policy positions on the minimum wage, tax policy or immigration.
This, of course, is not restricted to the U.S. political context. Researchers have found
the same result in Denmark, with some Danish citizens completely switching their
policy positions on sensible issues when their party switched theirs—even though
their new policy position conflicted with their previous one (Slothuus & Bisgaard
2021). Importantly, for the purposes of the argument developed in this chapter,
the automatic influence of the stance taken by other members of our social group
on our own beliefs and values appears to be strongest in polarized environments
(Druckman et al. 2013).

Furthermore, Gould & Klor (2019) have shown, using a long-run panel study,
that changes in individual political beliefs and values closely track changes in the
core tenets of the political party individuals identify with. Even supposedly stable
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aspects of social identity are subject to these influences. For instance, Egan (2020)
has shown that Republicans and Democrats shift their ethnic, religious and sexual
identities following congruent shifts among other members of their political coali-
tions. Similarly, Agadjanian & Lacy (2021) show that individual racial identities
converge towards the identity enforced in their political party.

3.2.2 Social identity is environment-dependent

The second puzzle is that social identity is environment-dependent, meaning that
it seems to be a function of which social identity others in our social environment
have adopted. In a longitudinal study that corrects for self-selection into networks,
Lazer et al. (2010) have shown that the political views of college students shift
over time towards the ones prevalent in their friendship networks. So, the more
conservative one’s social network is, the more conservative one tends to become over
time. Similarly, the more liberal one’s social network is, the more liberal one tends
to become over time. This is also the case for religious beliefs. Mayrl & Uecker
(2011) have shown that the best predictor of changes in religious beliefs among
college students is their social network composition—whether or not others are also
religious. This, of course, is not confined to college students. Martin & Webster
(2020) have shown that when individuals move to new neighborhoods, they similarly
tend to adopt the political preferences of their new peers and neighbors. Moreover,
in her extensive study of the role of social and political networks in influencing
patterns of political behavior, Sinclair (2012) finds that an individual’s choice of,
e.g., a party identification, is strongly influenced by her immediate social network,
which has not been formed based on political preferences.

Laboratory experiments similarly show that individual political values tend to
respond to social cues, with individuals often modifying their expressed identities
when interacting with others holding dissimilar views, when encountering an ideolog-
ically homogeneous audience or when receiving information about peer preferences
and values (Connors 2020, Klar 2014, Levitan & Verhulst 2016, Toff & Suhay 2019,
Visser & Mirabile 2004).

3.2.3 Social identity can be resistant to conflicting evidence

While individuals are usually eager to update their social identity following changes
in beliefs and values among members of their social groups or social networks, they
are not so eager—even resistant—to modify their social identity when confronted
with conflicting evidence. For instance, Nyhan & Reifler (2010) have shown that

100



The Signaling Value of Social Identity in Polarized Environments

when you provide evidence that their political views are mistaken, individuals often
do not take that evidence into account and actively try to counter-argue. In fact,
the correction can strengthen their pre-existing views—a phenomenon known as the
backfire effect. Even more telling are findings that individuals do not reduce their
support for a party candidate after learning (and accepting) that they have been
told lies (Nyhan et al. 2019, Swire-Thompson et al. 2020).

In their paper on French attitudes towards the Carbon Tax, Douenne & Fabre
(2022) show that individuals that are supportive of the reform correctly update their
beliefs when receiving information about the benefits of the tax, while those that
oppose the tax (predominantly Yellow Vests supporters) tend to discard such in-
formation, unless it goes against the tax. Similarly, Schaffner & Roche (2016) take
advantage of the salient release of a jobs report—announcing a notable decrease
in the unemployment rate—during the 2012 presidential campaign in the U.S. in
order to analyze how Democrats and Republicans reacted to the news. They find
that Democrats correctly updated their beliefs about the unemployment rate down-
wards, while Republicans appeared to counter-argue the news, updating their beliefs
upwards.

3.2.4 Social identity is correlated with genes and personality
traits

The last puzzle is that social identity is correlated with genes and individual-level
traits such as personality. While there appears to be no à priori reason for why
beliefs and values might be correlated with genes, research using twin studies has
shown that around 40% of the variation in political ideology can be attributed to
differences in genetic endowment (Dawes & Weinschenk 2020). Similarly, Gerber
et al. (2010) have shown that personality traits are correlated with political atti-
tudes. In particular, Openness to Experience is correlated with liberalism, while
Conscientiousness is correlated with conservatism.

3.3 Discussion of the main argument

The argument advanced in this chapter is that (i) viewing social identity as a signal
of trustworthiness and (ii) viewing individuals as adopting the social identity that
provides them with the greatest amount of (social) benefits can help address the
four puzzles of social identity listed above. The idea is that individuals will—in
polarized environments—strategically adopt the beliefs, ideologies and values (the
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social identities) that signal their cooperative intent to others in the communities
or networks in which they find themselves. According to the argument presented in
this chapter, individual values (or preferences) do not shape the choice of a social
identity. Rather, it is the existing incentives in the individual’s social environment
that influence which social identity she will express and adopt.

The question immediately arises as to how social identity might signal trust-
worthiness. After all, beliefs and values are internal states that can not be observed
by others. My focus in this chapter is on social identity as outwardly expressed and
I will therefore consider as a signal the expression of one’s beliefs and values. Yet,
this view need not be inconsistent with the idea that these beliefs and values are
internally (deeply) felt (Brewer 1991) since one can expect individuals to internalize
those beliefs and values that they are incentivized to hold and express (Melnikoff &
Strohminger 2020, Schwardmann et al. 2022).

While the argument in this chapter is that the public expression of one’s beliefs
and values can signal trustworthiness, this need not necessarily be so. We might
actually think of a world in which beliefs and values are completely uncorrelated
with intentions to cooperate, where people freely exchange ideas, debate, and argue
without making any inferences about their interlocutor’s trustworthiness. Yet, this
undoubtedly is not an equilibrium of Loury (1994)’s “expression game”, which is a
game played between senders and receivers. Senders want to persuade (or inform)
receivers about the state of the world, while receivers want to form an accurate
opinion about that state without being manipulated or deceived by the sender. The
problem, of course, is that senders have private information about their motives
and commitments, which implies that receivers can not directly observe whether
the sender can be trusted to be honest or not. The receivers therefore need to find
a way to infer the motives and commitments of the sender from the messages that
she sends.

One way to do that is to evaluate the messages sent by senders against mes-
sages sent by other senders whose motives and commitments are already known,
from historical precedent, for instance. So, if known proponents of the status quo or
anti-progressives regularly make a certain argument, then a sender sending a sim-
ilar message will be categorized as sharing the same motives and commitments—
irrespective of her true motives and commitments. If this process of inference is
common knowledge among the players, then, by sending specific messages, senders
will pool with others who sent similar messages (and whose motives and commit-
ments are known) and separate from others sending dissimilar messages. This, in
fact, constitutes an equilibrium pattern of expression and inference and can be seen
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as a kind of social convention governing how senders and receivers are expected to
behave.2 In fact, it appears that we find ourselves at such an equilibrium, since
Pietraszewski et al. (2015) have shown that people ascribe specific motives and
commitments to others following their agreement or disagreement with politicized
statements. Therefore, individuals do not just passively accept that others have
certain opinions; they also actively try to infer their motives and commitments from
their beliefs and their expressions.

So, the argument is the following: in our (polarized) society, different social
groups have associated different beliefs, ideologies and values that are often in con-
flict with those of other groups, such as when one group favors immigration while
the other acts to prevent it, when one group strives to extend rights to disadvan-
taged minorities while the other favors the status quo, or when one group favors
free speech while the other expects speech restrictions on sensitive matters. That
is, individuals belonging to different social groups often have worldviews that are
at variance, beliefs and values that would lead to different policies and moral views
prioritizing different issues (Jacoby 2014, Van Bavel & Pereira 2018). Given the
commonly known receiver inference process describes above, a sender who decides
to adopt and express the beliefs and values of a given social group will (i) associate
with others having adopted similar beliefs and values and (ii) dissociate from oth-
ers having adopted different beliefs and values. This choice will have the effect of
increasing the trust that others having adopted the same beliefs and values confer
to the sender (since the sender has burned bridges with other groups and they can
therefore expect her to cooperate with them), and decrease the trust that others
having adopted different beliefs and values confer to the sender.

So, it is in that sense that beliefs and values (and therefore social identity)
can signal trustworthiness. Yet, this tells us nothing about which social identity
individuals will decide to adopt in such a polarized environment. The theoretical
part of this chapter formalizes the process of social identity adoption—taking as
given the fact that social identity can signal trustworthiness—and aims at describing
which social identity individuals are expected to adopt.

2The reason why truthful expression, coupled with “naive” inference, can not be an equilibrium
of this game is that if receivers take messages at face value, then (malevolent) senders are incen-
tivized to deviate so as to manipulate/deceive receivers, and so receivers are similarly incentivized
to deviate from their “naive” pattern of inference.
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3.4 Game-theoretic analysis of the choice of social
identity

This section contains a game-theoretic analysis of the choice of social identity, aimed
at describing the main incentives underlying the adoption of social identity. The
games (repeated Sequential Prisoner’s Dilemmas) are played between a sender and
two receivers (audiences). The games are embedded in a broader niche selection
structure that adds an assortment stage that generates the trade-off in the choice
of social identity.

3.4.1 Model setup

3.4.1.A Niche selection

Society is characterized by a set N of individuals, a set J of social niches, and a set G

of social groups. Social groups are just collections of individuals that share some
core beliefs, values, ideologies and/or norms of conduct. Therefore, throughout the
chapter, I will use the term social group (or group) quite generally to refer to ideo-
logically, socially or culturally defined groups, such as “Liberals”, “Conservatives”,
“Animal Activists”, “Christians”, “Climate Deniers”, “Flat Earthers”, etc.

In this chapter, I follow Smaldino et al. (2019) in defining social niches as
particular ways of extracting resources from the environment and/or from other
individuals. Importantly, each social niche defines an incentive structure for doing
certain things or behaving in certain ways. A typical example is a professional
occupation: it allows individuals to extract resources (salary, status, prestige, etc.)
from their environment, but different professions have different incentive structures.
For instance, if you are a scientist, you can be rewarded for spending all day reading
and writing, but not so much if you are an operator or a craftsman. Other examples
of social niches include sporting (coach, educator or team player), artistic (band
member or independent artist), political (activist, candidate or party member), or
social (volunteer) activities, each with its own incentive structure. What is crucial
is that different social niches create different payoffs for different personality and
cognitive profiles. For instance, a highly introverted person might be more fit to do
scientific research than to become a lawyer, a musically gifted person will probably
stand out in an orchestra, while a natural analytical thinker might excel at chess.
Therefore, different types of individuals are more or less at ease in different social
niches.

To formalize this idea, every social niche j ∈ J has an associated ideal trait
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profile γj, that is, an associated vector of (personality and cognitive) traits such
that an individual endowed with this exact trait profile would be optimally suited
for this niche (Smaldino et al. 2019). Therefore, let γj = (γj1 , γj2 , ..., γjp), with each
γjp being a bounded random variable whose value represents niche j’s ideal value
for the pth trait. The ideal trait profile γj that characterizes each social niche j can
then be thought of as a description of the incentives faced by individuals in different
niches, insofar as individuals will be incentivized to join (respectively depart) niches
whose ideal trait profile is similar (respectively dissimilar) to their own trait profile.
Each social niche j is populated by a set Nj ⊂ N of individuals. For simplicity, we
assume that all members of a given social niche j belong to social group gj ∈ G.

In this chapter, we take the perspective of a focal individual, the sender s,
who starts the game embedded in a community, subsequently called the sender’s
home community m. Members of m are assumed to belong to the social group gm,
with associated beliefs, ideologies, and values, which have been transmitted to the
sender. Therefore, the sender starts the game belonging to the social group gm ∈ G,
hence with a given social identity Igm . The natural interpretation is to consider the
sender as having learned the beliefs, ideologies and values (associated with gm) of
the members of the community in which she has grown and developed, with the
game being first played while the sender still finds herself in her home community.
More generally, this model is expected to apply to any situation in which the sender
faces the choice of moving from one (home) community to another, for reasons that
are independent of the sender’s beliefs and values. Members of the sender’s home
community constitute the first type of audience (or receiver), rm.

In the first stage, the sender, being embedded in her home community, chooses
which social niche j ∈ J she wants to join. The sender s has an associated trait
profile θs, which can be characterized as a vector of P individual behavioral and
cognitive characteristics. These together can be said to represent the individual’s
cognitive ability and personality.3 Therefore, let θs = (θs1 , θs2 , ..., θsp), with each θsp

being a bounded random variable whose value represents individual s’s endowment
for the pth trait. Importantly, in this first stage, the sender does not choose a social
group. This first stage assortment is expected to be a function of the intrinsic
characteristics of the individual and of those of the social niche and is, therefore,

3An individual’s personality represents her traits and behavior that are relatively stable across
time and contexts. They are largely innate, in the sense that they are likely “built up from variation
in a large number of [...] basal decision-making parameters. Variations in neuromodulatory systems
may underlie the differential tuning of these parameters across individuals” (Mitchell 2020, p.124).
For an in-depth and insightful discussion about how individuals—in industrialized societies—select
and shape their own environments as a function of their innate tendencies, see Mitchell (2020,
chapter 5).
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not based in any way on individual beliefs or values, which are expected to emerge
endogenously from the mechanisms in the model.

3.4.1.B Strategic interaction

The second stage is a signaling stage. Once s has decided to join her preferred
social niche j, she starts to interact with other individuals (the set Nj ⊂ N) who
themselves decided to join that niche (e.g., the sender might decide to join an or-
chestra which is filled with other music players; she might decide to join a doctoral
program in which she interacts with other students; or, alternatively, she might
decide to join a law firm in which she interacts with other lawyers). As described
above, these other niche members are assumed to belong to the same social group gj.
This simplifying assumption stems from Bonica (2014)’s observation that there exist
significant differences in ideological distributions across industries and professional
occupations (i.e., social niches), with occupations such as academia, entertainment
or media being skewed to the left, while occupations such as banking and finance,
building and construction or agriculture being skewed to the right.4 Other niche
members constitute the second type of audience (or receiver), rj. At this stage, the
sender has to decide (i) whether to hold on the beliefs, ideologies and values that she
has learned in her home community (i.e., whether to hold on her identity Igm) or (ii)
whether to adopt the beliefs, ideologies and values that prevail among the members
of the social niche she has decided to join (i.e., whether to adopt a new identity Igj

).
There are, of course, cases in which the social group that is most represented in the
home community is the same as in the social niche the sender has decided to join, in
which case this model does not bring interesting insights. We will, in this chapter,
focus on cases in which Igm differs from (or conflicts with) Igj

(we can imagine Igm

as representing a Democrat identity, and Igj
as representing a Republican identity).

In the third, partner choice stage, the sender s plays a repeated Sequential
Prisoner’s Dilemma (SPD) with both receivers, rm and rj. She therefore plays two
games: game m with rm, and game j with rj. In the first round of their respective
games, receivers decide whether to Cooperate (C) in the PD, which implies accepting
the sender, or Defect (D), which implies rejecting the sender. Accepting the sender

4Audiences (rm and rj) are therefore assumed to be homogeneous in terms of beliefs, ideolo-
gies and values. In reality, disagreement exists in individual social networks and individuals are
therefore unlikely to encounter ideologically homogeneous audiences (Huckfeldt et al. 2013). One
way to interpret this assumption is to consider that there is a social group predominantly rep-
resented among both audiences (receivers) and that the associated beliefs, ideologies and values
are enforced by community members. Yet, adding different social groups, more or less equally
represented among members of one’s community, while potentially closer to reality, is not expected
to alter the model’s main predictions.
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amounts to invest in the relationship with the sender, providing her with a benefit
ki with i ∈ {m, j} at a cost c, with ki − c > 0, while rejecting the sender amounts
to refuse to invest in a relationship with her. If the sender is rejected, the game
ends, with both players earning payoffs equal to 0. If the sender is accepted, we
move on to the second round with probability δi, at which point the sender decides
whether to Cooperate (C) or to Defect (D). Reciprocating (cooperating) also costs c

to the sender and provides benefit b to the receiver, with b − c > 0, while defecting
amounts to bestowing no benefit to the receiver (and paying no cost).

Probability δi is meant to capture the idea that the sender might not be there
to reciprocate the favor bestowed by the receiver. Hence, δi captures the continua-
tion probability of the sender, which is fixed throughout the game.5 For simplicity,
we assume that the sender s can either have a high (h) or low (l) continuation
probability, with 0 < δl

i < δh
i < 1. Importantly, for our purposes, δi need not be

the same across both games (i.e., it need not be the case that δm = δj). While
δi can be thought of as exogenously given, it can also be seen as describing the
incentives faced by the sender (Jordan et al. 2016, Jordan & Rand 2017): a low
continuation probability can realize due to insufficient exposure to mechanisms in-
centivizing cooperation (e.g., direct or indirect reciprocity, institutions, etc.), while
a high continuation probability can stem from high enough exposure to such mech-
anisms. We will, in this chapter, take this latter perspective, by endogenizing the
value of δi across both games (see Section 3.4.2.B). Both games are repeated until
the relationship between the receiver and the sender is terminated, either because
one of the players has defected (played D), or because the sender is not around
anymore (i.e., (1 − δi) realizes). That is, we assume that defection from either ri

or s effectively terminates the interaction, reflecting the idea that the other player
can not be trusted to cooperate in the future. Finally, if the sender decides not to
cooperate with any receiver i, she gets benefit ω̄ = 0, which can be considered as
the value of her outside option (normalized to zero for simplicity). The structure of
the repeated SPD between s and receiver ri is shown in Figure 3.1. H represents
Nature (or chance), and the payoffs are such that ri’s payoff is noted first and s’s
payoff is noted second.

5We assume that the continuation probability of the receivers is 1, such that receivers are
always guaranteed to be there for another round.
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Figure 3.1 – Repeated Sequential Prisoner’s Dilemma in the Partner Choice stage.

3.4.2 Model resolution

3.4.2.A Partner choice game

We start by seeking Subgame-Perfect Nash Equilibria (SPNE) of the repeated SPD.
Can cooperation (both players playing C throughout the game) be a SPNE of

the game? We start by investigating whether it can be beneficial for ri to play C

when s plays C throughout the game. If ri decides to play C at all of his decision
nodes (a strategy we will call ALLCri

) given that s always plays C (plays ALLCs),
then his expected payoff E[ALLCri

|ALLCs] is:

E[ALLCri
|ALLCs] = (1 − δi)(−c) + δi(1 − δi)(b − 2c) + δ2

i (1 − δi)(2b − 3c)

+ δ3
i (1 − δi)(3b − 4c) + ...

E[ALLCri
|ALLCs] = −c(1 − δi)(1 + 2δi + 3δi

2 + ...) + bδi(1 − δi)(1 + 2δi + 3δi
2 + ...)

E[ALLCri
|ALLCs] = −c(1 − δi)

(1 − δi)2 + bδi(1 − δi)
(1 − δi)2

E[ALLCri
|ALLCs] = (−c + bδi)

(1 − δi)
.

If ri decides to play D at the first node, then his payoff will be equal to 0.
Therefore, for ri to be willing to play ALLCri

when s plays ALLCs, it needs to be
the case that:

(−c + bδi)
(1 − δi)

≥ 0

δi ≥ c

b
.

It follows that as long as δi ≥ c
b
, then ri is incentivized to play ALLCri

when s

also plays ALLCs. Importantly, if condition δi ≥ c
b

holds, then ri is incentivized to
play C in every subgame of the game (as long as s also cooperates).

We now investigate the conditions under which s would be willing to play
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ALLCs from her first decision node on, when ri plays ALLCri
. If s decides to always

play ALLCs when ri plays ALLCri
, then her expected payoff E[ALLCs|ALLCri

] is:

E[ALLCs|ALLCri
] = (1 − δi)(2ki − c) + δi(1 − δi)(3ki − 2c) + δ2

i (1 − δi)(4ki − 3c) + ...

E[ALLCs|ALLCri
] = ki(1 − δi)(1 + δi + δ2

i + ...) + (−c + ki)(1 − δi)(1 + 2δi + 3δ2
i + ...)

E[ALLCs|ALLCri
] = ki(1 − δi)

(1 − δi)
+ (−c + ki)(1 − δi)

(1 − δi)2

E[ALLCs|ALLCri
] = ki + (−c + ki)

(1 − δi)
.

If s instead decides to play D at her first decision node, then her payoff will be
equal to ki. For s to be willing to play ALLCs when ri plays ALLCri

, then it needs
to be the case that:

ki + (−c + ki)
(1 − δ) ≥ ki

ki ≥ c.

It follows that as long as ki ≥ c is satisfied, then s is willing to play ALLCs

from her first decision node on, as long as ri plays ALLCri
. As before, if ki ≥ c

holds, then s is incentivized to play C in every subgame of the game (as long as ri

also cooperates). We can conclude that as long as δi ≥ c
b

and ki ≥ c are satisfied,
then both players playing C at every decision node is a SPNE of the game. On the
contrary, if δi ≥ c

b
and/or ki ≥ c do not realize, then the only SPNE of the game is

for both players to play D at all their decision nodes (a strategy we will call ALLD).
This result comes from the fact that if the above conditions are not simultaneously
satisfied, then at least one player will never play C. But if one player always plays
D, then the other is never incentivized to play C, given that they would pay the
costs of cooperation c without receiving any future benefits.

Proposition 3.4.1. There are only two SPNE of the repeated SPD: either (i) both
players play D at all their decision nodes or (ii) both players play C at all their
decision nodes, when δi ≥ c

b
and ki ≥ c both realize.

The proof can be found in Appendix 2. The results of our analysis show that
cooperation can be sustained at equilibrium if and only if the receiver is sufficiently
confident that the sender will be there in the future to reciprocate the favor (i.e., if
and only if δi is sufficiently large). Yet, how can the receiver be confident that the
sender will be around in the future? Alternatively, how can the sender convince the
receiver that she will be around in the future? The key idea is that receivers can

109



Chapter 3

condition their strategy in the partner choice stage to the sender’s strategy in the
signaling stage. Following our discussion in Section 3.3, we assume that receivers
never cooperate with the sender if she has adopted a conflicting social identity.
That is, we take as given the fact that social identity can signal trustworthiness
and concentrate on which social identity the sender will decide to adopt in such a
polarized environment.

3.4.2.B Signaling stage

This section will be dedicated at determining the optimal choice of social identity for
the sender. This requires a description of how the values of the sender’s continuation
probabilities are set across both games.

In the present context, the sender’s strategy in the signaling stage ultimately
amounts to choose one receiver with whom to cooperate over another, given that
her choice of identity Igi

will either attract or alienate some receiver. In particular,
if s adopts Igm , then she knows that only rm might be willing to cooperate with
her. Alternatively, if s adopts Igj

, then she knows that only rj might be willing to
cooperate with her.6 Hence, if the sender’s continuation probability δi captures her
likelihood of staying around in the future, then the sender’s choice of identity in the
signaling stage can be seen as analogous to signaling her continuation probability δi

across both games.
In this chapter, we assume that the sender’s continuation probability across

both games is a function of the benefits that she might reap from cooperating with
rm and/or rj. In particular, if the sender is not incentivized to cooperate, then we
set δi = δl

i < c
b

and cooperation can not stabilize. On the other hand, if the sender
is incentivized to cooperate, then we set δi = δh

i > c
b

and cooperation can stabilize.
Now, what determines whether δi = δl

i or δh
i ? The answer, it is assumed, lies in the

differential benefits that the sender might reap from cooperating with rm and/or rj.
To determine the value of the sender’s continuation probability δi across both

games, we start by assuming that δi = δh
m = δh

j . That is, we assume that it is
equally likely that the sender might be around in both games, reflecting her choice
to cooperate with rm and/or rj. If δi = δh

m = δh
j , we know that the sender is expected

to hold on the beliefs, ideologies and values of her home community (hold on Igm)
if the benefits generated from cooperating exclusively with rm are (i) greater than
her benefits from cooperating with rj and (ii) greater than the value of her outside
option. This leads to the following two conditions:

1) km ≥ kj,
6I implicitly assume that receivers can observe the sender’s choice across both games.
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2) km ≥ δic.

Condition 1) simply requires that the benefits that she reaps from cooperating
with her home community members are greater than the benefits that she reaps from
cooperating with other social niche members. Condition 2) is necessarily satisfied
at a cooperative equilibrium, which requires km ≥ c. Therefore, if conditions 1) and
2) are satisfied, we set δm = δh

m > δj = δl
j, given that the benefits from cooperating

exclusively with rm are greater than the benefits from cooperating with rj. The
sender is then incentivized to cooperate exclusively with rm, which translates into a
higher continuation probability in her game with rm, which she can signal by holding
on the identity Igm .

Second, by again assuming δi = δh
m = δh

j , we know that the sender is expected
to adopt the identity Igj

associated with other social niche members if the benefits
generated from cooperating exclusively with rj are (i) greater than her benefits from
cooperating with rm and (ii) greater than the value of her outside option. This leads
to the following two conditions:

3) kj ≥ km,

4) kj ≥ δic.

Condition 3) realizes if the benefit that the sender reaps from cooperating with
social niche members is greater than the benefits that she reaps from cooperating
with home community members. Condition 4) necessarily realizes at a cooperative
equilibrium. Therefore, if conditions 3) and 4) are satisfied, we set δj = δh

j > δm =
δl

m, given that the benefits from cooperating exclusively with rj are greater than the
benefits from cooperating with rm. By the same reasoning as before, the greater
incentives to cooperate with rj translate into a higher continuation probability in
game j, which she can signal by adopting the identity Igj

.7

To summarize, if the benefits from cooperating with rm are greater than the
benefits from cooperating with rj, the sender s is expected to adopt the social
identity Igm which (truthfully) signals high continuation probability in her repeated
interaction with rm, and therefore can stabilize cooperation between the two play-
ers. On the contrary, if the benefits from cooperating with rj are greater than the
benefits from cooperating with rm, the sender s is expected to adopt the social
identity Igj

which similarly (truthfully) signals a high continuation probability in
7δm = δl

m and δj = δl
j can not be simultaneously realized since we have assumed that the

sender can always decide to cooperate either with rm or rj , without constraints. This assumption
implies that the gains from cooperating with rm or rj can always realize, and these gains are always
greater than the gains from defecting. Adopting a social identity Igi is, therefore, always a truthful
signal of high continuation probability in the present setup.
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her repeated interaction with rj. In the present framework, adopting a given social
identity therefore signals a high continuation probability in the repeated SPD and
can convince receivers to cooperate with the sender.

3.4.2.C Niche selection

In the first stage, the sender s is expected to choose the social niche whose ideal trait
profile is the closest (in terms of distance) from her trait profile.8 This first choice
is therefore devoid of any strategic consideration. One can write the (Euclidean)
distance dsn between the sender s’s trait profile and niche j’s ideal trait profile in
the following way:

dsj =

√√√√ P∑
p=1

(θsp − γjp)2

Let v̄ : J → R+ be a function which gives, for each niche j ∈ J , a value
v̄(j) ∈ R+ to the sender. More specifically, let v̄(j) = 1

dsj
.9 That is, the smaller

the distance between the sender’s trait profile and the niche j’s ideal trait profile,
the greater the benefits the sender can reap from deciding to join j. This value is
independent of the benefits that the sender might reap from cooperating with other
social members and depends solely on the fit between her trait profile and the niche’s
ideal trait profile. Given that the distance dsj between the sender’s trait profile and
the niche’s ideal trait profile is fixed and given, the sender is expected, ex ante, to
choose the niche j∗ which satisfies j∗ ∈ argmax

j∈J
v̄(j).10

3.4.3 Equilibrium specification

The following Propositions describe the conditions underlying our two main equilib-
rium strategy profiles of interest, which characterize the circumstances under which
the sender s will be willing to adopt social identity Igm (Proposition 3.4.2) or Igj

(Proposition 3.4.3).
The sender s is considered to be Player 1, the receiver rm Player 2, and the

8In reality, individuals belong to different social niches and are therefore exposed to a potentially
wide variety of audiences. For example, individuals can simultaneously belong to a professional
occupation, a book club, a sports club, a musical band and/or an online gaming community. While
formalizing this more realistic state of affairs (with n receivers instead of two) adds complexity, I
expect the model’s main predictions to remain the same.

9We assume that dsj never takes a value of 0.
10For evidence that personality traits influence occupational choice, see Cobb-Clark & Tan

(2011), De Fruyt & Mervielde (1999), Wells et al. (2016); for evidence that personality traits
influence the activities that individuals indulge in, see Carlo et al. (2005) or Ickes et al. (1997).
For evidence that a fit between individual traits and the niche’s ideal trait profile is beneficial, see
Denissen et al. (2018).
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receiver rj Player 3. A strategy for the sender in this game must specify (i) which
social niche j she decides to join, (ii) which signal to send (or, alternatively, which
social identity to adopt) in the signaling stage (either Igm or Igj

) and (iii) whether to
play ALLC or ALLD in her game with rm and rj (e.g., ALLCmALLDj, implying
that the sender plays ALLC with rm but ALLD with rj, and written CmDj for con-
venience). An example of a strategy profile for the sender would be {j∗, Igm , CmDj},
where the sender would choose the social niche j∗, adopt the identity Igm , and coop-
erate with rm but defect with rj. A strategy for ri in this game must specify whether
to play ALLC or ALLD as a function of the sender’s decision in the signaling stage.
An example of a strategy for the receiver would be ALLDmALLDj (written DmDj

for convenience), where the sender would defect no matter what signal has been sent
by the sender.

Proposition 3.4.2. The strategy profile {{j∗, Igm , CmDj}, CmDj, DmCj} is a SPNE
of the game if the following conditions are satisfied:

1. j∗ ∈ argmax
j∈J

v̄(j),

2. km ≥ kj,

3. km ≥ c,

4. δh
m ≥ c

b
.

At this equilibrium strategy profile, the sender adopts the identity Igm of re-
ceiver rm and plays ALLC (cooperates) only with rm. Receiver m cooperates with
the sender s if and only if the sender adopts Igm , while receiver j refuses to invest
in a relationship with the sender if the sender adopts Igm .

Proposition 3.4.3. The strategy profile {{j∗, Igj
, DmCj}, CmDj, DmCj} is a SPNE

of this game if the following conditions are satisfied:

1. j∗ ∈ argmax
j∈J

v̄(j),

2. kj ≥ km,

3. kj ≥ c,

4. δh
j ≥ c

b
.
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At this equilibrium strategy profile, the sender adopts the identity Igj
of receiver

rj and plays ALLC (cooperates) only with rj. Receiver j cooperates with the
sender s if and only if the sender adopts Igj

, while receiver m refuses to invest in a
relationship with the sender if the sender adopts Igj

.

3.5 Discussion

This section revisits the puzzles of social identity through the lens of the predictions
made by the theory developed in this chapter. I argue that (i) viewing social identity
as a signal of trustworthiness and (ii) viewing individuals as adopting the social
identity that can provide them with the greatest amount of (social) benefits, helps
explain the puzzles of social identity.11

3.5.1 Puzzle 1: Social identity can be highly malleable

One prediction of the model developed in Section 3.4 is that since social identity
signals trustworthiness in polarized environments, it will principally respond to social
incentives. The argument exposed in this chapter is that social incentives principally
take the form of long-term mutually beneficial relationships with other members of
an individual’s community. Therefore, if (i) an individual’s community remains
stable across time and (ii) the beliefs, ideologies and values adopted by community
members remain stable, then the individual’s social identity is expected to remain
stable too. On the contrary, if (i) an individual’s community changes, and/or (ii)
the beliefs, ideologies and values adopted by community members change, then the
individual’s social identity is expected to change too.

I argue that the malleability of social identity stems from its signaling function
in polarized environments. If the beliefs and values of other members of our social
group or social networks change and we still want to appear on their side (trust-
worthy member of the community), then our social identity is expected to change
too.

3.5.2 Puzzle 2: Social identity is environment-dependent

A second prediction of the theory is that individuals are expected to trade-off the
benefits from cooperating with different audiences (or communities) when deciding
which social identity to adopt. Formally, if km, the benefits that home community

11See Appendix 1 for a case study of religious beliefs among academic scientists which further
illustrates the ideas developed in this chapter.
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members can provide to the sender, are large relative to kj, the benefits that the
sender might receive from cooperating with members outside of one’s home com-
munity, then it is expected that the sender will hold on her home community social
identity and conversely if kj is large relative to km.

I argue that the differential benefits from cooperating with different communi-
ties underlie the environment-dependency of social identity. When individuals join
college (Lazer et al. 2010, Mayrl & Uecker 2011), a new workplace (Mutz & Mondak
2006) or a new neighborhood (Martin & Webster 2020, Sinclair 2012), other stu-
dents, co-workers or neighbors can become the people with which they now interact
the most and on which they now rely the most. These changes in social environ-
ment can shift the ratio of benefits that different audiences can provide and therefore
modify the existing social incentives that individuals face.

3.5.3 Puzzle 3: Social identity can be resistant to conflicting
evidence

A third prediction from the theory is that individuals will often want to hold on,
and defend their social identity. Given that social identity serves as a signal of
trustworthiness (or intention to cooperate) in polarized environments, individuals
will be eager to make their social commitments public in order not to alienate other
members of their community, especially in contexts in which the relevant aspects of
social identity become particularly salient. In fact, if some beliefs and values have
been adopted solely for their signaling value, then one does not expect individuals
to modify their social identity when new (potentially conflicting) evidence arrives.
Modifying their social identity in an environment in which it is common knowledge
that social identity signals underlying social commitments ultimately amounts, in
the eyes of receivers, to modifying their social commitments. This argument can
explain why social identity accommodates positive information but appears resistant
to conflicting evidence. Tellingly, Frimer et al. (2017) find that subjects consciously
decide to avoid hearing non-congruent opinions by fear of undermining valuable
relationships, which is exactly what the proposed theory predicts.

3.5.4 Puzzle 4: Social identity is correlated with genes and
personality traits

A fourth prediction of the model developed in Section 3.4 is that individual-level
traits (personality and cognition) can become correlated with specific beliefs and
values. To see this, assume that there is only one relevant individual trait in the
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sender’s trait profile θs, p. That is, let θs = (p), with p taking one of two values:
either p =

¯
p, meaning that the sender has a low value for trait p, or p = p̄, indicating

that the sender has a high value for trait p. Moreover, assume that there are only
two social niches to join, q and t. Social niche q’s ideal trait profile is γq = (γqp) and
social niche t’s ideal trait profile is γt = (γtp). Assume that γqp =

¯
p and γtp = p̄. Let

the social group gq be primarily represented among the members of q, while let the
social group gt be primarily represented among the members of t. The sender s with
trait profile θs will choose the niche j providing her with the highest prospective
value v̄(j), which is, by definition, the niche j∗ that satisfies j∗ ∈ argmax

j∈J
v̄(j).

Therefore, if s is endowed with θs =
¯
p, then s will choose to join q. Alternatively,

if s is endowed with θs = p̄, then s will choose to join t. Given that members
of q have primarily adopted the identity Igq , while members of t have primarily
adopted Igt , a correlation endogenously arises between individual traits (here, p)
and social identities, defined as packages of beliefs and values (here, Igq and Igt).
At the aggregate level, we can then expect to observe a correlation between specific
individual-level traits (e.g., personality traits) and specific beliefs and values. Since
personality traits are highly heritable (Mitchell 2020), a correlation between genes
and beliefs and values is also predicted.

While researchers usually assume that individuals endowed with different traits
(or different psychologies or genes) respond differently to different beliefs or ide-
ologies (Funk et al. 2013), the model outlined in this chapter predicts that the
relationship between individual-level traits (personality, psychology or genes) and
social identities is purely correlational. As such, the model helps explain some em-
pirical findings that are not easily reconcilable with the idea that dispositional traits
causally influence the adoption of specific beliefs and values. For instance, it helps
to explain the finding that “genetic influence [on political attitudes] is manifest only
after moving away from the parental home” (Hatemi et al. 2009, p.1153), meaning
that the observed statistical relationship between genes/personality and beliefs and
values only emerges once individuals leave their home community (Hatemi et al.
2009, Hufer et al. 2020). This is predicted by the model developed in this chap-
ter. During development, psychologically and genetically dissimilar individuals are
embedded into families and communities that strongly influence their beliefs and
values. This will translate into the shared environment explaining most of the vari-
ance in beliefs and values before entering into adulthood. But once individuals have
left their home, they usually need not hold on the beliefs of their parents, family or
previous community anymore. Depending on the environment (social niche) they
decide to join, they will congregate with genetically and psychologically similar oth-
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ers and come to adopt new beliefs and values that are associated with the social
groups other social niche members belong to, therefore explaining the finding that
the correlation between genes and political attitudes only emerges once individuals
have left their home.

3.6 Conclusion

This chapter has been motivated by the observation that social identity presents puz-
zles. It can be highly malleable but also resistant to information. It is environment-
dependent but also correlated with genes and individual-level traits such as per-
sonality. In order to tackle these puzzles, I proposed to (i) view social identity as
a signal of trustworthiness (or intention to cooperate) and (ii) view individuals as
adopting the social identity that provides them with the greatest amount of (social)
benefits.

The theory developed in this chapter makes several predictions, which can help
explain the puzzles of social identity. First, if social identity signals trustworthiness
in polarized environments, then individuals will be eager to adopt the same beliefs
and values as others in their social group or social networks, so as to appear as
trustworthy. This can explain the malleability of social identity. Second, individ-
uals will have to trade off the benefits from cooperating with different individuals
when deciding which social identity to adopt. This can explain changes in social
identity when individuals join a new social environment, such as a new college, a
new workplace or a new neighborhood. Third, if social identity is a signal of trust-
worthiness, then individuals might want to hold on and defend their social identity,
so as to make their social commitments public. This can explain the resistance of
social identity to conflicting evidence. Finally, in our theoretical model, individuals
with similar traits join the same social niches. Research has shown that different
beliefs and values (social identities) are more or less prevalent in different niches
(Bonica 2014). I argue that the assortment of similar individuals in similar niches in
which different beliefs and values are more or less enforced can explain the existing
correlation between social identity and genes and personality.

3.7 Appendix 1: Case study on religious beliefs
among academic scientists

A vibrant scientific movement has sought to understand the natural and cultural
origins of religious thought (Barrett 2000, Norenzayan 2013). Some researchers have
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argued that humans are cognitively pre-equipped for religious thought (Boyer 2001),
while others have argued that the cultural transmission of religious thought and be-
havior was essential in sustaining large-scale cooperation (Norenzayan et al. 2016).
Regardless of the origins of religious thought, religious and scientific beliefs are often
pitted against each other, with religious beliefs being described as the quintessen-
tial opposite of scientific thought, sometimes even called delusions (Dawkins 2006).
Even though the latter view is an extreme one, not shared by the vast majority of
scientists, there is this sense, at least in Western society, that religious and scientific
beliefs can not be mutually compatible—how can one believe without any evidence?
I argue here that there appears to be a paradox only if one does not consider one of
the main function of religious belief, which is of signaling trustworthiness.

Ecklund and colleagues have done extensive work on religious belief among
academic scientists in the U.S. (Ecklund & Park 2009, Ecklund & Scheitle 2007)
and cross-country (Bolger et al. 2019, Ecklund et al. 2016). I believe that their
findings give credence to the view that religious belief can serve signaling purposes.
First, their findings argue against the secularizing force of scientific training; that
is, academics do not automatically abandon their religious beliefs once they have
been scientifically trained. They find, for instance, that in India, 94% of scientists
identify with a religious tradition, compared to only 30% in France (Ecklund et al.
2016, p.3). Moreover, in India, Hong-Kong and Taiwan, compared to the local pop-
ulation, a higher proportion of scientists “participate regularly in religious services”
(Ecklund et al. 2016, p.4). This observation suggests that religious beliefs do not
respond to scientific training; in other words, they do not respond to evidence (or
lack thereof). It follows that when we observe relatively low levels of religious affili-
ation among academics in Western countries, we must wonder what, if not scientific
training, is driving this pattern. I believe that the answer lies in the specific form
academic norms have taken in Western countries.12 Academics in Western countries
are more likely to observe a conflict between religious and scientific beliefs, com-
pared to countries like India or Taiwan (Ecklund et al. 2016, p.6).13 As such, if
they expect their colleagues to shun them because they hold beliefs incompatible
with their scientific activity, academic newcomers in Western countries face more
pressure to abandon their religious beliefs. In fact, Ecklund & Park (2009) conclude
their study by noting that peer attitudes towards religion are a significant predictor
of whether or not scientists see religion and science in conflict. This is in line with

12Ecklund & Scheitle (2007) also note that there is an important role for selection, in the sense
that, at least in the U.S., non-religious disproportionately self-select into academia.

13Ecklund & Park (2009) find that, in the U.S., only 23% of academics believe that their
colleagues have a positive view of religion.
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Mayrl & Uecker (2011, p.181)’s finding that “[c]hange in religious beliefs appears [...]
to be more strongly associated with network effects” among college students. This
suggests that the maintenance or abandonment of religious beliefs is a direct func-
tion of the social environment in which individuals are embedded. Hence, religious
beliefs seem to respond to social incentives, the incentive being smooth integration
and cooperation with other members of the community one has decided to join.

Second, the findings of this group of researchers concerning academics who hold
on to their religious beliefs are also instructive. By far the strongest predictor of
religious affiliation among academics is religiosity in the home as a child. Ecklund
& Scheitle (2007, p.301) find that, in the U.S., academics for whom religion was
important in their family when growing up are “less likely to say that they currently
do not see truth in religion”, while Bolger et al. (2019, p.16) write that “religiosity
at 16 was the single strongest predictor of current religiosity” in India, Italy and the
United States. Can it be the case that, because they have been raised in religious
families, these academics know more about religion, therefore explaining why they
hold on their beliefs? We know from above that this can not be the case, because
religious belief does not respond to facts or (lack of) evidence. I want to suggest here,
in line with the theory developed in this chapter, that because they have been raised
in an environment in which religion was important, these academics might still rely
on a network (family, friends, previous community members) that is predominantly
religious, therefore weakening the incentives of abandoning religious beliefs (km is
high). This argument is consistent with the finding that academics raised in homes
in which religion was not important are more likely to observe a conflict between
religious and scientific beliefs (Ecklund & Park 2009). It is also consistent with
findings that stress the primordial role of exposure to religious displays in religious
belief acquisition (Gervais et al. 2021, Lanman 2012, Willard & Cingl 2017). Gervais
et al. (2021, p.1374) found that “witnessing fewer credible displays of faith proved to
be by far the most powerful predictor of religious disbelief”. This suggests that when
no one in your family, or among your friends and community members, displays a
religious affiliation, you are unlikely to display one yourself. This is fully consistent
with the idea that one will develop (or hold on) religious beliefs not because of their
veracity or truth-value but because others in one’s direct social environment have
developed or have held on them. This argument, again, suggests that religious beliefs
mainly respond to social incentives and can be used as a badge of trustworthiness
(McCullough et al. 2016).
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3.8 Appendix 2

Proof of Proposition 3.4.1. To see why combinations of C and D can not be part of
a SPNE of the game, first note that this possibility could only happen when δi ≥ c

b

and ki ≥ c both realize, given that we have determined that the only SPNE of the
game when δi ≥ c

b
and/or ki ≥ c do not realize is for both players to play ALLD.

Assume that s plays D at one of her decision node x. The logic of SPNE therefore
requires that ri also plays D at his (x − 2) decision node, otherwise he will pay the
costs of cooperation c without any further benefits. Similarly, if ri plays D at one of
his decision node x (which is not the initial node), then the logic of SPNE requires
s to play D at her (x − 1) decision node. Therefore, if a player plays D at a decision
node x, then both players necessarily play D until this decision node is attained at a
SPNE of the game. Now, assume that s plays C at one of her decision node y. Given
that δi ≥ c

b
holds, then ri will also play C at his (y − 2) decision node. Similarly, if

ri plays C at one of his decision node y (which is not the initial node), then s will
also play C at her (y − 1) node, given that ki ≥ c holds. Therefore, if a player plays
C at a decision node y, then both players necessarily play C until this decision node
is attained at a SPNE of the game, when δi ≥ c

b
and ki ≥ c both realize. It follows

that at a SPNE of the game, either players play ALLD, or they play ALLC (when
δi ≥ c

b
and ki ≥ c both hold). ■
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The Persuasive Function
of Positive Illusions

Summary

The objective of this chapter is to investigate whether positive illusions can persuade
at equilibrium. In a two-player “Partner Choice” game, I show that “Low” types can
pool with “High” types by adopting positive illusions. The equilibrium size of the
illusion is predicted to be sensitive to the reputational costs of lying and the degree
of observability of the Sender’s underlying quality. In a three-player “Community”
game, I show that positive illusions can remain stable provided that the equilibrium
size of the lie is small enough, providing enough plausible deniability to the Sender.
In both models, positive illusions are stable at equilibrium even though Receivers
correctly anticipate the average value of the Sender’s type. The empirical literature
on positive illusions appears to support the main predictions of both models.
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Classification

JEL Classification: C72, D82, D83
Keywords: Lying, Observability, Persuasion, Positive Illusions, Signaling
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4.1 Introduction

A large literature has revealed that individuals often hold enhanced views
(hereafter positive illusions) about themselves in a wide variety of domains. As
described by McKay & Dennett (2009, p.505), “[s]uch illusions include unrealistically
positive self-evaluations, exaggerated perceptions of personal control or mastery, and
unrealistic optimism about the future”. These tendencies often reflect themselves in
individuals believing that they are better than average—particularly so on desirable
traits—a phenomenon called the better-than-average effect (BTAE) (Guenther &
Alicke 2010). These tendencies also reflect themselves in individuals often being
overconfident about their abilities (Moore & Healy 2008). The commonality of such
inaccurate perceptions has been a puzzle for researchers given the potentially high
costs individuals might incur as a result of having inaccurate perceptions about
themselves (Barber & Odean 2001, Baumeister et al. 1993, Bénabou & Tirole 2002,
Fenton-O’Creevy et al. 2003).

Three main arguments have been developed to explain the stability of posi-
tive illusions. The first argument is that positive illusions provide individuals with
psychological and health benefits (Taylor & Brown 1988). The idea is that holding ac-
curate representations about oneself can be detrimental to psychological well-being,
and that positive illusions can therefore help individuals cope with reality. The sec-
ond argument is that positive illusions result from cognitive or informational biases
(Moore & Healy 2008). Here, the main idea is that overly positive views about
oneself result from individuals processing information in a non-motivated biased
manner. In this view, positive illusions are therefore just errors individuals make
in forming beliefs about themselves. The third argument, which is the subject of
this chapter, is that individuals adopt positive illusions mainly to persuade others
about their abilities (Kurzban & Aktipis 2007). The principal idea is that individu-
als might be better able to convince others of their (enhanced) abilities by holding
enhanced beliefs about themselves.

Now, while this last argument is gaining traction, a severe flaw remains. If indi-
viduals adopt positive illusions to persuade others about their (enhanced) abilities,
then why would others pay attention to this signal? In other words, if individuals
expect others to enhance their representations of themselves, how can the signal
(i.e., the positive illusion) still be informative? For a signaling system to remain
stable, it must be honest on average (Johnstone & Grafen 1993); receivers can not
be systematically fooled by senders, otherwise they will refrain from considering the
signal (Frey & Voland 2011, Marshall et al. 2013). This necessary implies that for
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the signaling system to remain stable, it must be beneficial (on average) for the
receivers to adjust their behavior as a function of the signal. This point indicates
that the signal must be at least partly informative. But how can the signal be
informative if all senders send an enhanced signal about their abilities?

The main objective of this chapter is to investigate whether positive illusions can
effectively persuade at equilibrium in a strategic communication game, embedded in
a “Partner Choice” setting. That is, in a setting in which a Receiver (R) accepts a
Sender (S) only if S is of higher quality, can S persuade R to accept her by adopting
positive illusions (i.e., enhanced beliefs) about her type even though her type is lower
than R’s? I first show that when the payoffs of the interaction are deterministic,
positive illusions can not persuade at equilibrium for the simple reason that when
payoffs are deterministic, lies are immediately spotted by R. In such a context,
if the reputational costs of lying are high enough, then all S types will send an
honest signal about their quality at equilibrium; if the reputational costs of lying
are too low, then S’s signal becomes uninformative at equilibrium. If, however, the
payoffs of the interaction are non-deterministic, then R can not infer with certainty
S’s true type from the payoffs. I show that this uncertainty allows “Low” types
to pool with “High” types by presenting themselves as better than they are (by
adopting positive illusions). Yet, R is not fooled and correctly infers the expected
value of S’s type. This implies that positive illusions can persuade, but not fool
R at equilibrium. I also show that the range of “Low” types which can pool with
“High” types at equilibrium is constrained by the reputational costs of lying and the
degree of observability of S’s type. Therefore, the “maximum size” of the illusion at
equilibrium will decrease, the greater the reputational costs of lying and the greater
the degree of observability of S’s type.

In a second model, I investigate the stability of positive illusions in a group
setting, with one Sender (S) and two Receivers (R1 and R2). The objective is to go
beyond a two-player setting in order to analyze the conditions under which positive
illusions can remain stable when an audience whose objective is to coordinate its
response receives a signal about S’s type. In this setting, S’s objective is to be seen
as better than she is and both Rs have to decide whether to punish S (or not) after
observing the result of a task undertaken by S which depends on her true type. Both
Rs want to punish S if and only if they expect the other to punish too. I show that
in such settings, uncertainty about the other R’s “punishment threshold” can allow
positive illusions to remain stable at equilibrium provided that the size of the lie
is sufficiently small. Therefore, “small lies” can remain unpunished since they can
prevent coordinated punishment by the audience. This result suggests that when S
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can plausibly deny having sending a lie, punishment can fail to be triggered, thereby
stabilizing positive illusions at equilibrium.

The results of the theoretical analysis suggest that positive illusions will be
sensitive to the degree of observability of the underlying quality, the reputational
costs of lying and the ease with which individuals can plausibly deny having lied.
In the last section of the chapter, I review the large literature on positive illusions
through the lens of our theoretical analysis and try to contrast our predictions with
those of alternative accounts. Specifically, I will contrast the persuasive account of
positive illusions with the two main alternative models that have been proposed,
namely positive illusions as helping individuals to cope with reality and positive
illusions as cognitive biases. The first model predicts that positive illusions should
not be sensitive to the degree of observability of the underlying quality, while the
latter model predicts that positive illusions should be sensitive to neither the degree
of observability nor the desirability of the underlying quality. By contrast, the
theoretical analysis undertaken in this chapter predicts that positive illusions will
be sensitive to both the desirability and the degree of observability of the underlying
quality. I argue that the empirical evidence is consistent with the predictions of
the persuasive account of positive illusions in the sense that positive illusions seem
to be sensitive to the (social) desirability of the trait, the ease with which others
can verify whether we are endowed with the advertised level of the trait and the
ease with which individuals can plausibly deny having self-enhanced. Therefore,
the persuasive account of positive illusions appears to be theoretically sound and
empirically supported.

4.2 The disputed origins of positive illusions

This section will be dedicated to rapidly reviewing the three main arguments that
have been developed to explain the stability of positive illusions and to outline their
respective predictions.

4.2.1 Positive illusions and well-being

In their seminal paper, Taylor & Brown (1988) argue that positive illusions promote
mental health. They reject the view that illusions reflect failures in information
processing and rather defend the idea that positive illusions are individually adaptive
under a variety of circumstances. More specifically, they argue the following:

The individual who responds to negative, ambiguous, or unsupportive
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feedback with a positive sense of self, a belief in personal efficacy, and
an optimistic sense of the future will, we maintain, be happier, more
caring, and more productive than the individual who perceives this same
information accurately and integrates it into his or her view of the self,
the world, and the future. (Taylor & Brown 1988, p.205)

The argument is that having accurate representations about themselves will
make individuals worse-off (in terms of well-being) and that they should, as a con-
sequence, develop and maintain positive illusions in order to cope with reality. This
argument is also supported by Baumeister (1989, p.188), who writes that “[i]t is
depressing and maladaptive to see oneself too accurately” and by Greenberg et al.
(1986, p.206), who write that “self-esteem gives people a basic sense of security that
is needed very badly”. This argument has also recently been defended by behavioral
economists. For instance, Bénabou & Tirole (2016, p.146) write that “seeing oneself
as smart, attractive, and good is intrinsically more satisfying than the reverse” while
Loewenstein & Molnar (2018, p.1) note that some “beliefs are, in and of themselves,
pleasurable to their holder”. According to this line of thought, individuals adopt
positive illusions as a way to improve their mental health, promote their well-being,
protect their self-esteem and cope with the hardships of everyday life.

Evidence suggests that there exists a positive relationship between positive
illusions and physical and mental health (Segerstrom et al. 1998, Taylor et al. 2000,
2003). For instance, Taylor et al. (2003, p.605) found that “high self-enhancers
had lower cardiovascular responses to stress, more rapid cardiovascular recovery,
and lower baseline cortisol levels”. Furthermore, McKay & Dennett (2009) review
a range of studies demonstrating the positive health effects of maintaining positive
illusions, arguing that positive illusions are evolved misbeliefs. Now, while the link
between positive illusions and mental and physical health exists, it is not clear
whether this relationship is causal (Aspinwall & Tedeschi 2010).

While we might expect positive illusions to be upwardly unbounded to maxi-
mize psychological health, Baumeister (1989) has argued that there exists an optimal
margin of illusion, beyond which illusions start to be harmful to the individual (in
terms of costs due to bad decisions taken, based on the illusion). Therefore, we
should expect individuals to hold enhanced beliefs about themselves but not un-
boundedly so, which is what we tend to observe (Sedikides & Gregg 2008). Now,
the perspective that positive illusions are adopted solely to improve psychological
health is, at its heart, individualistic. That is, standard explanations for why indi-
viduals adopt positive illusions focus primarily on the individual (Williams 2020).
This implies that, from this perspective, we do not expect positive illusions to be

126



The Persuasive Function of Positive Illusions

affected by variables such as the observability of the trait being enhanced, which de-
scribes the ease with which others can verify whether we are effectively endowed with
the advertised level of the trait. This prediction will be confronted with empirical
data in Section 4.8.

4.2.2 Positive illusions and cognitive and information-
processing biases

A second argument that has been advanced in the literature on positive illusions is
that the latter stem principally from cognitive and information-processing biases.
That is, the argument is that positive illusions are not sustained by individual
motivations to view oneself positively but rather result from individuals processing
information in a biased manner. Summarizing the argument, Brown (2012) writes:

[I]t has been suggested that informational differences (i.e., a tendency to
know more about oneself than others), focalism (i.e., a tendency to focus
on oneself when making comparative judgments), naive realism (i.e., a
tendency to assume one’s view of the world is a passive reflection of the
world as it actually is), and egocentrism (i.e., a tendency to give undue
weight to one’s own perspective) produce a [BTAE] effect in the absence
of any motivated need. (Brown 2012, p.210)

For instance, according to Kruger (1999), the BTAE effect stems from the fact
that when people compare their abilities with those of others, their own level of abil-
ity serves as a judgmental anchor which is not sufficiently adjusted when evaluating
the skills of others, ultimately generating an upward bias in comparisons. Chambers
& Windschitl (2004, p.829), in a review of the literature, defend the idea that “there
are numerous ways in which mechanisms that are not biased by self-enhancing mo-
tivations can nonetheless yield above-average and comparative-optimism effects”,
among which egocentrism, focalism and anchoring figure prominently. Moreover,
Moore & Healy (2008) describe how phenomena such as overconfidence might arise
due to the lack of information individuals have about their own performances, but
especially about the performance of others. This lack of information, coupled with
biases in inference, can lead subjects to overestimate their performance relative to
the performance of others.

From this perspective, individual motivations are irrelevant in explaining pos-
itive illusions. The latter solely arise from individual cognitive and information-
processing biases. It follows that the main prediction is that the trait or domain
under consideration should be irrelevant to the nature and form of positive illusions.
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That is, if individual motivations do not play a role in sustaining positive illusions,
then the particular form that positive illusions take (direction, size, etc.) should
be independent from the desirability of the trait under consideration (Brown 2012).
Additionally, just as for the psychological account described above, the observability
of the trait is predicted to have no influence on the nature of the positive illusion.
These predictions will also be confronted with empirical data in Section 4.8.

4.2.3 Positive illusions and persuasion

The last argument reviewed here, which is the main focus of this chapter, is that
individuals principally adopt positive illusions in order to influence the beliefs (and
behavior) of others. More specifically, the argument is that by holding enhanced
beliefs about themselves, individuals might be able to convince others of their (en-
hanced) abilities, ultimately influencing how others behave towards them. This
argument is summarized by Kurzban & Aktipis (2007):

If others can be made to believe that one is healthy, in control, and has
a bright future, then one gains in value as a potential mate, exchange
partner, and ally because of one’s ability to generate positive reciprocal
benefits in the future ... To the extent that there has been a history of
competition for filling these social roles ... selection would have favored
mechanisms that caused one to be convincing—without straining oth-
ers’ credulity—about being a good candidate to fill them. (Kurzban &
Aktipis 2007, p.137)

Therefore, according to this argument, the stability of positive illusions stems
from their interpersonal effects. If, by adopting positive illusions, individuals are
better able to convince others to behave favorably towards them (e.g., accept as
partners/allies/friends, attribute status, show deference, etc.), then individuals are
better off compared to a situation in which they display accurate assessments of
their abilities. This argument has been most famously defended by Von Hippel &
Trivers (2011) in their theory of self-deception, writing that believing that one is
better than one really is “can help us convince others that we are better (e.g., more
moral, stronger, smarter) than we really are” (Von Hippel & Trivers 2011, p.4).

Empirical evidence for the persuasive effects of positive illusions has recently
begun to emerge. For instance, Anderson et al. (2012, p.730) have shown, in their
study, that “overconfident individuals were perceived by others as more competent
and, in turn, afforded higher status”, while Lamba & Nityananda (2014, p.4) describe
how “[o]verconfident individuals were overrated and underconfident individuals were
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underrated”, suggesting that displaying overconfidence improves our image in the
eyes of others. Recent experimental studies have also shown that subjects tend to
(unconsciously) become overconfident when placed in contexts in which the objective
is to persuade others about some trait, and this tends to be individually beneficial,
given that other subjects attend to this level of confidence when deciding how to
behave (Charness et al. 2018, Schwardmann & Van der Weele 2019, Schwardmann
et al. 2022, Solda et al. 2019). These studies therefore suggest that in social inter-
actions, it can be beneficial for individuals to enhance their views about themselves
due to the persuasive effects that this might have on others.

As discussed in the Introduction, while this argument is gaining traction, it is
unclear how positive illusions can persuade at equilibrium. If the persuasive account
of positive illusions is right, then what keeps positive illusions informative? What
are the mechanisms that might contribute to the stability of positive illusions? In
Section 4.5 and Section 4.6, I will present two models in which I try to answer
these questions. The main objective of the first, “Partner Choice” model, will be to
investigate whether positive illusions can effectively persuade at equilibrium; that is,
whether a Sender (S) can persuade a Receiver (R) to accept her as a partner even
though she is of lower quality. This would give credence to the argument exposed
above. If such an equilibrium exists, a second objective will be to precisely outline
its nature and characteristics in order to make predictions about the conditions
under which it might be observed. The main objective of the second, three-player
“Community” game, with one Sender (S) and two Receivers (R1 and R2), will be
to investigate the stability of positive illusions in group settings. More specifically,
we will analyze the role of plausible deniability (i.e., “small” lies) in preventing
coordinated punishment. Before delving into the detailed description of the models,
we will first survey the literature on which we build the present theoretical analysis
and then discuss how the models need to be interpreted.

4.3 Relevant theoretical literature

We build on the large literature on games of strategic communication, which are
games in which a Sender (S) has private information about the state of the world
and can send messages in order to convey information to an uninformed Receiver
(R). In their seminal “cheap-talk” paper, Crawford & Sobel (1982) have shown that
the smaller the conflict of interest between S and R, the more information can be
transmitted at equilibrium. At the extreme, when the conflict of interest is largest,
messages become completely uninformative. Their paper has therefore highlighted
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the need for some mechanism—here, shared interests or shared preferences—to keep
messages informative at equilibrium. Another mechanism, which is the topic of
this chapter, is the (reputational) cost of lying about the true state of the world.
Reputational costs of lying are ubiquitous in humans and other animals and they
have been shown to help stabilize signaling systems, keeping messages informative at
equilibrium (Lachmann et al. 2001, Webster et al. 2018). Evolutionary models have
in fact confirmed that repeated interactions can, via reputation, maintain honesty
at equilibrium (Rich & Zollman 2016, Silk et al. 2000). Yet, while these models are
informative about the conditions under which honesty can evolve, they tend (for
tractability) to severely restrict the range of strategies that players can use.

Closest to our setting, costs of lying (defined as misrepresentation of private
information) have been incorporated in a strategic communication setting by Kartik
(2009), whose paper blends the literature on cheap talk, costly signaling and verifi-
able disclosure. In his paper, an upwardly biased Sender (S) has private information
about her type and sends a message about her type to an uninformed Receiver (R)
who has to take an action. S’s objective is to persuade R that her type is higher
than it actually is. Kartik (2009) assumes that S incurs an exogenous cost of lying
which increases with the size of the lie. He shows that inflated language naturally
arises at equilibrium when lying costs are not too high, with (almost) all S types
claiming to be of higher type than they actually are. While R recognizes that S is
using inflated language at equilibrium, it is still in S’s interest to send an enhanced
signal about her quality, exactly because R expects this: sending an honest signal
would make R infer that S’s type is in fact lower than it actually is. In this im-
portant paper, Kartik (2009) therefore shows that inflated messages—which can be
interpreted as positive illusions—are expected at equilibrium when the underlying
quality is private information, when lying is moderately costly and Senders wish
to persuade Receivers that they are of higher quality than they actually are. Yet,
this paper does not answer the question which is the subject of the present chapter:
can positive illusions persuade R to accept S at equilibrium? In order to answer
this question, we will integrate the strategic communication game in a “Partner
Choice” setting in Section 4.5. Additionally, while Kartik (2009) does not consider
the observability of the Sender’s type, this parameter will play a crucial role in our
model.

Another point of departure from Kartik (2009)’s paper concerns the way we are
going to formalize lying costs. While Kartik (2009) assumes that lies are costly, with
the cost increasing with the size of the lie, we will follow Dziuda & Salas (2018) and
Balbuzanov (2019)’s approach in assuming that lies are costless, but that greater
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lies increase the probability of being caught lying and therefore the probability of
incurring reputational costs. Yet, these papers assume an exogenous probability of
lie detection, while we assume in this chapter that the probability of detection is a
function of the size of the lie and the degree of observability of the Sender’s type.

Finally, building on Khalmetski & Sliwka (2019)’s work, Fries et al. (2021)
introduce (intrinsic and extrinsic) lying costs as well as a degree of observability of
the lie in a cheating game. They show that the greater the degree of observability
of the lie, the smaller the likelihood that agents will lie at equilibrium. While they
formalize observability as the Sender’s belief that the Receiver knows the true state
of the world, we will in the present chapter distinguish between the ex ante and ex
post degree of observability of the state of the world (i.e., the Sender’s type). The
ex ante degree of observability of the S’s type will describe the ease with which R
can infer S’s type prior to the interaction. The ex post degree of observability of S’s
type will describe the ease with which R can infer S’s type after the interaction upon
observing the payoffs. We will show that this distinction has important ramifications
for the stability of positive illusions in a “Partner Choice” setting and helps us better
understand the empirical evidence surveyed in Section 4.8.

4.4 A note on the interpretation of the models

Although positive illusions are defined as enhanced beliefs about one’s type, the
following models do not formalize the process of belief formation about the sender’s
type. In fact, the models do not explicitly formalize the beliefs the sender has
about her type. Rather, the models are static, the sender is assumed to know her
underlying type and has to decide what signal (or message) to send about her type.
The signal she sends is assumed to represent the beliefs she has about her type. A
signal greater than her true type is interpreted as a positive illusion (an enhanced
belief about her type). But if the sender is assumed to know her true type, then
how can she simultaneously adopt positive illusions about her type? Moreover, can
we reasonably say that she truly believes the signals that she sends about her type?

The way the models need to be interpreted is as follows. While the analysis is
static, the equilibrium strategy profiles have to be considered as the end-products
of a process of learning or evolution (Fudenberg & Levine 1998). The assumption
that the sender knows her true type is not essential and meant only to facilitate
the theoretical analysis. The sender might start the process having accurate beliefs
about her type, but her beliefs will converge over time (through learning or evolution)
towards the ones that maximize her payoffs in her strategic interactions with the
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receiver(s). The equilibrium belief will usually be a function of the sender’s true
type; what ultimately is of interest is the connection between the sender’s true type
and her equilibrium belief. This process of learning or evolution of course happens
subconsciously (the sender is not consciously deciding which beliefs she adopts about
herself).1 Therefore, the sender’s equilibrium strategy, which describes the signal
that she sends (hence the beliefs that she holds about herself) needs to be understood
as the end result of a dynamic process converging towards optimality.

Yet, can we say that the sender really believes the signal that she sends? Can
she not publicly pretend to be of higher type, while privately having accurate beliefs
about her true type? Here, the argument is that the sender will internalize the beliefs
that she is incentivized to adopt. Again, this process surely happens subconsciously
and automatically. For instance, Melnikoff & Strohminger (2020) have shown that
even lawyers, who are trained to prevent advocacy to bias their judgments, bias
their beliefs when advocating for a cause. Therefore, if adopting enhanced beliefs
(i.e., adopting positive illusions) about her type is payoff-maximizing and facilitates
persuasion, then the sender can be expected to truly adopt such beliefs. This is the
perspective I am taking in this chapter.

4.5 Two-player “Partner Choice” game

4.5.1 Model with deterministic payoffs

4.5.1.A Model setup

There are two players, a Sender (S) and a Receiver (R). The Receiver has underlying
quality θR > 0, which is known to R and perfectly observable by S.2 The Sender has
private information about her underlying quality θS, with θS uniformly distributed
on ΘS = [θR − γ, θR + γ], with γ > 0. The interpretation is the following: upon
interacting with S, R is unsure about whether S is of higher or lower quality, and the
higher the value of γ, the wider the range of qualities deemed plausible by R. While
strictly speaking the cardinality of the set ΘS is the same for all values of γ > 0,
decreasing γ can be interpreted as decreasing R’s uncertainty about the value of θS.
Therefore, we interpret γ as representing the ex ante degree of observability of θS,
with higher values of γ implying that θS is ex ante less observable (or verifiable) by

1For an illuminating discussion about how evolution and learning processes shape our beliefs
and preferences, see Hoffman & Yoeli (2022, Chapter 2).

2Given that this chapter primarily focuses on S’s presentation to R, this assumption is meant
only to facilitate the ensuing analysis.
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R upon interacting with S.3

In this chapter, we focus our analysis on S’s presentation to R. More specifically,
we assume that upon interacting with R, S sends a cost-free signal about θS, mθS

.
The signal mθS

can take any value in ΘS = [θR − γ, θR + γ]. This signal is meant to
represent the way S presents herself to R. If mθS

= θS, then S honestly represents
her quality to R. However, if mθS

> θS, then S presents herself as better than she
is. A signal mθS

> θS will be called a positive illusion. This signal is assumed to be
cost-free given that its production costs are negligible.

S’s objective is to be accepted by R. If R accepts S, then both players engage
in a joint project which generates payoffs πi, with i ∈ {S, R}. If R denies S, then
the game ends and both players have payoffs equal to ϕi, which is player i’s outside
option, with i ∈ {S, R}. On the one hand, we assume that S’s payoff from interacting
with R is strictly increasing with θR and (for simplicity) independent from θS, such
that πS(θS, θR) = ϕS +βθR, with β > 0. On the other hand, R wants to interact with
S only if S has higher quality. That is, R wants to interact with S only if θS > θR.
This assumption is translated in the following payoffs for R from interacting with S:
πR(θS, θR) = ϕR + α(θS − θR), with α > 0. The payoffs for R are such that: (i) R is
indifferent between denying and accepting S if S has the same quality (if θS = θR),4

(ii) R prefers to deny rather than to accept S if S has lower quality (if θS < θR) and
(iii) R prefers to accept rather than to deny S if S has higher quality (if θS > θR).

When deciding whether to accept or deny S, R has to rely on his prior about θS

as well as on S’s signal mθS
. We assume that upon receiving mθS

, R forms an expecta-
tion E[θS|mθS

] about S’s underlying quality, θS. This expectation translates into an
expected payoff from interacting with S, namely: EθS

[πR] = ϕR +α(E[θS|mθS
]−θR).

We assume that S suffers reputational costs if S is caught lying about her
underlying quality θS. Therefore, while the production costs of the signal mθS

are
zero, a lie can be costly if spotted. As a consequence, while the game is formalized
as being played only between S and R, we must interpret the present game as
being embedded in a broader social setting (in which reputations are at stake), with
strategies in this game potentially influencing individual payoffs in another (larger)
game. Therefore, this interaction is not isolated. More precisely, we assume the
following:

a. If R accepts S after receiving signal mθS
and the realized payoff is greater or

equal than the expected payoff (i.e., if πR(θS, θR) ≥ EθS
[πR]), then the game

3This interpretation will be useful when we contrast the main predictions of the model with
empirical evidence in Section 4.8.

4We assume that if θS = θR, then R decides to deny S.
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ends after payoffs are realized.5

b. If R accepts S after receiving signal mθS
, and the realized payoff is strictly

lower than the expected payoff (i.e., if πR(θS, θR) < EθS
[πR]), then the game

ends after payoffs are realized and S suffers a cost c due to R’s inference that
S has lied about θS.

To summarize, the timing of the game is as follows:

1. Upon meeting, S sends a cost-free signal mθS
∈ ΘS about θS and R forms an

expectation E[θS|mθS
] about S’s underlying quality, θS, which translates into

an expected payoff from interacting with S, EθS
[πR], as described above.

2. R decides whether to Accept (A) or Deny (D) the Sender. If R denies S, then
the game ends and both players receive payoffs πi = ϕi, with i ∈ {S, R}. If R
accepts S, then both players engage in a joint project which results in payoffs
πi(θS, θR), with i ∈ {S, R}, as described above. If R’s realized payoff is lower
than the expected payoff (i.e., if πR(θS, θR) < EθS

[πR]), then S also suffers a
cost c.

4.5.1.B Player strategies

In this game, S has to decide what cost-free signal mθS
to send given her underlying

quality θS. Therefore, let m : ΘS → ΘS represent S’s strategy. R has to decide
whether to accept or deny S as a function of the signal mθS

. Therefore, let σ : ΘS →
{A, D} represent R’s strategy.

4.5.1.C Equilibrium concept

We solve for Perfect Bayesian Equilibrium (PBE) of the game, which requires that
all S types best-respond to the strategy played by other types and to the strategy
played by R, that R plays a best-response to S given his beliefs about θS and that
R’s beliefs are updated using Bayes’ Rule on the equilibrium path.

Given the strategic setting (see Figure 4.1), we focus on semi-separating equi-
libria, which are equilibria with a cutoff value θ∗

S ∈ [θR −γ, θR +γ] such that all types
θS < θ∗

S send ml
θS

= θ∗
S and are denied by R and all types θS ≥ θ∗

S send mh
θS

= θR +γ

and are accepted by R. We furthermore require that θ∗
S < θR at equilibrium, given

that if θ∗
S ≥ θR, then positive illusions can not persuade. Therefore, we wonder

whether “Low” types can pool with “High” types at equilibrium and by so doing be
accepted by R.

5This assumption implies that R does not punish S if S sends mθS
< θS .
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(θR − γ) θR (θR + γ)

“Low” types “High” types

Figure 4.1 – Set ΘS of S types. This set can be divided in two parts, with “Low” types
being S types that R would want to deny and “High” types being S types that R would
want to accept.

4.5.1.D Model resolution

In the present setting, can S persuade R to accept her by sending a signal mθS
> θR

(a positive illusion), even though θS < θR? Proposition 4.5.1 describes our first
result. All proofs can be found in the Appendix.

Proposition 4.5.1. When payoffs are deterministic, positive illusions can not per-
suade at equilibrium.

The intuition behind Proposition 4.5.1 is very simple: if payoffs are determin-
istic, then any lie mθS

=/ θS will be spotted by R with certainty. If the reputational
costs of lying are high enough (c ≥ βθR), then S will refrain from sending a lie at
equilibrium and there exists a separating equilibrium at which S sends m∗

θS
= θS

for all θS ∈ ΘS, and R accepts S if and only if m∗
θS

> θR. If, on the contrary, the
reputational costs of lying are too small (c < βθR), then the signal mθS

becomes
uninformative given that R can expect all S types to send the highest possible signal.
In such a case, there exists a babbling equilibrium at which S sends m∗

θS
= θR + γ,

for all θS ∈ ΘS, and R always denies S.
Therefore, when payoffs are deterministic, S can not take advantage of R’s

uncertainty about θS to present herself as better than she is and convince R to
accept her. The prediction is that we should observe individuals having rather
accurate beliefs about their underlying quality when (i) their underlying quality is
easily observable (γ → 0) and (ii) the outcome of tasks is easily predicted by the
individual’s underlying quality and the reputational costs of lying are high enough.

Now, we have been assuming that there exists a one-to-one correspondence
between S’s quality (θS) and R’s payoff from interacting with S (πR(θS, θR)). This
assumption probably does not capture most situations of everyday life. More often
than not, payoffs from joint projects, tasks or interactions are noisy, implying that
R’s payoff πR(θS, θR) might have been generated by a range of qualities θS. In
such situations, observing πR(θS, θR) does not immediately allow R to infer θS with
certainty. In the next section, we introduce noise in the payoffs from the joint
project and investigate how this new element might affect the persuasiveness of
positive illusions at equilibrium.
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4.5.2 Model with non-deterministic payoffs

4.5.2.A Model setup

Let us assume that the timing of the game between S and R is the same as in
Section 4.5.1.A. The only difference lies in the value of R’s payoff from interacting
with S (πR(θS, θR)). More specifically, we assume that πS(θS, θR) = ϕS + βθR,
with β > 0 as before. However, we now set πR(θS, θR) = ϕR + α(θS − θR) + Z,
with α > 0 and Z uniformly distributed on [−z, z], independent of θS. It follows
that upon interacting with S with underlying quality θS, payoffs in the interval
ΠR = [ϕR + α(θS − θR) − z, ϕR + α(θS − θR) + z] are ex ante equally likely for
R. Therefore, higher values of z imply that it is more difficult for R to infer the
underlying quality θS from the value of the payoffs. We will therefore interpret z as
the ex post degree of observability of the underlying quality θS, with higher values
of z implying that θS is ex post less observable (or verifiable) by R.6

As before, upon receiving mθS
, R forms an expectation E[θS|mθS

] about S’s
underlying quality, θS. This expectation translates into an expected payoff from
interacting with S, EθS

[πR] = ϕR + α(E[θS|mθS
] − θR) given that E(Z) = 0.

As before, we assume that S incurs a reputational cost c if she is caught lying
about her underlying quality θS. More precisely, we assume the following:

a. If R accepts S after receiving signal mθS
, and the realized payoff is greater or

equal than the lower bound of ΠR (greater or equal than ϕR +α(mθS
−θR)−z),

then the game ends after payoffs are realized.

b. If R accepts S after receiving signal mθS
, and the realized payoff is strictly

lower than the lower bound of ΠR (strictly lower than ϕR + α(mθS
− θR) − z),

then the game ends after payoffs are realized and S suffers a cost c due to R’s
inference that S has lied about θS.

4.5.2.B Player strategies and equilibrium concept

As before, let m : ΘS → ΘS represent S’s strategy and let σ : ΘS → {A, D}
represent R’s strategy. We solve for (semi-separating) Perfect Bayesian Equilibrium
(PBE) of the game.

6While the parameter z is interpreted as the variability in the payoffs from the joint project,
z can also be seen as the degree to which S can plausibly argue that the realized payoff, if lower
than expected, actually stems from a higher (than warranted) quality. For instance, if S can
plausibly argue that a low result on an IQ test derives from external factors (e.g., that the test
was inadequate, that intelligence can not be measured via IQ tests, etc.), then S might avoid the
reputational costs of being caught lying. That is, z can also be interpreted as the extent to which S
can have recourse to auxiliary hypotheses (Gershman 2019) to justify lower than expected payoffs.
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4.5.2.C Model resolution

Can noisy payoffs help positive illusions persuade? Proposition 4.5.2 describes the
equilibrium cutoff value of θ∗

S, which represents the S type that is indifferent between
sending θ∗

S (and being denied by R) and sending θR + γ (and being accepted by R).

Proposition 4.5.2. For any semi-separating equilibrium, the cutoff value is given
by θ∗

S = (θR + γ) − 4zβθR

αc
.

One can see that the higher the value of z, the lower the value of θ∗
S at equi-

librium, which suggests that reducing the (ex post) observability of θS can increase
the range of S types which can send an enhanced signal about their quality at
equilibrium. Alternatively, the higher the value of c, the higher the value of θ∗

S at
equilibrium, suggesting that increasing the reputational costs of lying reduces the
range of S types which can send an enhanced signal about their quality at equilib-
rium.

Note also that increasing θR increases the value of θ∗
S at equilibrium only if

c > 4zβ
α

. This suggests that if the reputational costs of lying c are not high enough
(particularly with respect to z) then increasing R’s underlying quality θR will in-
crease the range of S types which are willing to send an enhanced signal about their
underlying quality at equilibrium. Finally, increasing the value of γ mechanically
increases the value of θ∗

S at equilibrium.
Proposition 4.5.3 describes the range of values of c for which θ∗

S ∈ (θR − γ, θR)
at equilibrium.

Proposition 4.5.3. If 2θRzβ
αγ

< c < 4θRzβ
αγ

, then at equilibrium, θ∗
S ∈ (θR − γ, θR).

On the one hand, if c ≤ 2θRzβ
αγ

, then the reputational costs of lying are too low
to prevent all S types to send the highest possible signal θR + γ. On the other hand,
if c ≥ 4θRzβ

αγ
, then the reputational costs of lying are too high for S to be willing to

send an enhanced signal about her quality at equilibrium, when θS < θR. Therefore,
c must be neither too high nor too low for positive illusions to remain stable at
equilibrium, and the higher the cost c, the smaller the range of θS willing to send
an enhanced signal about their underlying quality.

We can also see that the smaller the (ex post) degree of observability of θS

(the higher z is), the greater c needs to be at equilibrium. This result hints at
the important role of reputational costs of lying when the underlying quality is not
easily inferred from payoffs of joint projects, interactions, etc. Alternatively, this
result suggests that reputational costs play a lesser role when z is low, that is, when
the value of θS can easily be inferred (or verified) by R.
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Let ml
θS

= θ∗
S+(θR−γ)

2 = “Low” and mh
θS

= θ∗
S+(θR+γ)

2 = “High”. Proposition
4.5.4 describes our main equilibrium of interest.

Proposition 4.5.4. There exists a semi-separating Perfect Bayesian Equilibrium
of the game with cutoff value θ∗

S = [(θR + γ) − 4zβθR

αc
] ∈ (θR − γ, θR), at which all

types θS < θ∗
S send ml∗

θS
= “Low” and are denied by R, and all types θS ≥ θ∗

S send
mh∗

θS
= “High” and are accepted by R, as long as 2θRzβ

αγ
< c < 4θRzβ

αγ
is satisfied.

At the above-described equilibrium, some S types with θS < θR can pool with
high-quality types by sending the signal mh∗

θS
and, by doing so, can convince R

to accept them (see Figure 4.2). One might conclude that positive illusions can
in fact persuade at equilibrium. While it is true that R will accept some S with
θS < θR, R correctly anticipates the average value of θS when receiving mh∗

θS
at the

above-described equilibrium. Therefore R is not fooled by S and in fact necessarily
benefits (on average) from accepting S when receiving mh∗

θS
.

(θR − γ) θ∗
S θR (θR + γ)

ml∗
θS

mh∗
θS

Figure 4.2 – Graphical representation of the equilibrium described in Proposition 4.5.4,
with θ∗

S ∈ (θR − γ, θR).

4.5.2.D Discussion

The above analysis shows that when payoffs are non-deterministic, which implies
here that R can not infer S’s underlying quality θS with certainty upon observing the
payoffs of the joint project, “Low” types can pool with “High” types by presenting
themselves as better than they are (by adopting positive illusions). Therefore, some
“Low” types can take advantage of the inherent uncertainty stemming from the lack
of observability (high γ) and the difficulty in inferring (high z) S’s underlying quality
θS to pool with “High” types at equilibrium.

Adopting positive illusions can therefore help persuade, even though R can not
be fooled at equilibrium. Given the threat of reputational costs of lying for S, R
can be confident that he will benefit (on average) from accepting S when receiving
the “High” type signal mh∗

θS
. This is due to the fact that the reputational costs of

lying c prevent extremely “Low” types to pool with “High” types at equilibrium by
making it too risky for them (in expectation) to send the “High” type signal, and
the higher the value of c, the smaller the range of “Low” types able to pool with
“High” types at equilibrium.
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If we interpret the equilibrium distance between θ∗
S and θR as the maximum size

of the lie (the positive illusion), then increasing the value of c will result in decreasing
the maximum size of the lie at equilibrium. On the other hand, increasing z will
(ceteris paribus) have the opposite effect by allowing a greater range of “Low” types
to pool with “High” types. Our analysis therefore underlines the important role
of the (ex post) degree of observability of θS (z) as well as the reputational costs
of lying (c) in the persuasiveness of positive illusions at equilibrium. We expect
positive illusions to be greater, the smaller the reputational costs of lying c and the
greater the noise in payoffs z.

Finally, a note about the interpretation of the two-player “Partner Choice”
game: although the strategic interaction has been modeled as R deciding whether
or not to accept S to undertake a joint project generating payoffs for both players as
a function of their underlying quality, we can interpret the results in a more general
way. Any situation in which observers (receivers) try to infer the underlying quality
of a sender in order to decide how to behave towards them and receive noisy signals
about this quality based on their impressions and results from a test, task, project,
interaction, etc., can be interpreted through the lens of this model, and the main
results are expected to extend to such situations. That is, the main predictions
of the model are expected to apply to any context in which S benefits from being
seen (overly) positively by R and R has to decide how to behave with respect to S
(e.g., attribute status, accept in a group, compete with, gossip, etc.) based on noisy
signals and feedback about the underlying quality θS.

4.6 Three-player “Community” game

The “Partner Choice” game in Section 4.5 has analyzed the stability of positive
illusions in a two-player game. What about contexts in which a Sender interacts
with an audience composed of several Receivers? Such settings are very common:
at work, in a sports team, at a party, etc. Very often, audience members want to
coordinate their responses, meaning they would want to punish S for self-enhancing
if and only if they expect others to punish too (Boyd et al. 2010, Molleman et al.
2019, Panchanathan & Boyd 2004, Wiessner 2005). This necessarily implies that
beliefs about what others believe (higher-order beliefs) are important in such settings
(Hoffman et al. 2018).

The present setting is meant to highlight the role that Receivers’ higher-order
beliefs might play in contributing to the stability of positive illusions. In this new
setting, assume that there is one sender (S) and an audience composed (for sim-
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plicity) of two receivers (R1 and R2). Assume that both R1 and R2 share the same
underlying quality, with θR1 = θR2 = θR. As before, S has underlying quality θS

which is uniformly distributed on [θR − γ, θR + γ].
The timing of the game is as follows:

1. At the start of the interaction, S sends a cost-free signal about her underlying
quality, mθS

∈ ΘS = [θR − γ, θR + γ]. After receiving mθS
, both receivers

form an expectation Ei[θS|mθS
], with i ∈ {1, 2}, about S’s underlying quality

θS. Given that both receivers have the same information, we assume that
E1[θS|mθS

] = E2[θS|mθS
].

2. S engages in a task (which can be a test, a project, an interaction, etc.) gener-
ating results as a function of θS. We assume, for the purposes of this demon-
stration, that the task result is deterministic, such that the result of the task
undertaken by S with quality θS is determined by πθS

= θS. While both R1

and R2 know the payoff function, we assume, without loss of generality, that
R1 is unsure about R2’s belief about πθS

(while R2 knows that R1 knows πθS
).

That is, the only uncertainty lies in R1’s belief about R2’s belief about πθS
.

More specifically, we assume that R1 believes that, for R2, upon interacting
with S with quality θS, any task result in πθS

= [θS −z, θS +z] is ex ante equally
likely, with z a random variable uniformly distributed on [0, δ], independent of
θS. We assume that δ < γ, meaning that R1’s uncertainty about R2’s beliefs
about πθS

is bounded by the (ex ante) observability of θS. Therefore, R1 be-
lieves that R2 believes that a wider range of qualities might generate a given
payoff πθS

. It is clear that for both receivers, the expected payoff of interacting
with S with quality θS is equal to ΠRi

= πθS
= θS, i ∈ {1, 2}, although R1

believes that for R2, ΠR2 = πθS
= [θS − z, θS + z], with z a random variable

uniformly distributed on [0, δ].

3. Upon observing the result of the task, both receivers play a coordination game.
They can decide whether to punish S (play P ) or not punish S (play P̄ ). That
is, both receivers would like to punish S if and only if they expect the other
receiver to punish too. The payoff matrix of the coordination game is the
following:

R2

P P̄

R1
P (x, x) (m, n)

P̄ (n, m) (y, y)
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For it to be a coordination game, we need to set x > n and y > m. The
risk-dominance of the coordination game is written q̄ = y−m

(y−m)+(x−n) . The
interpretation is that for R1 to be willing to play P in the coordination game,
he must expect R2 to play P with a probability greater than q̄, and conversely.
It is assumed that if both receivers decide to punish S (play P ) then S incurs
a cost c > 0. If only one receiver decides to punish S then S incurs a cost v,
with 0 < v < c. If both receivers decide not to punish S (play P̄ ) then S incurs
no cost.

4. Payoffs are realized after both receivers play the coordination game. If both
receivers play P , then S’s payoff is equal to πS = mθS

− c. If both receivers
play P̄ , then S’s payoff is equal to πS = mθS

. Finally, if only one receiver plays
P , then S’s payoff is equal to πS = mθS

− v.

As before, we assume that both receivers are inclined to punish S if the result
of the task is strictly lower than the lower bound of ΠRi

. From the setting described
above, it is clear that both receivers would be inclined to punish S as long as πθS

=
θS < mθS

. This can be called Ri’s “punishment threshold”. What differentiates this
setting from the one studied in Section 4.5 is that Ri will be willing to punish S
only if he is sufficiently confident that the other receiver will punish too (he must
be sufficiently confident that the other receiver has received a similar signal).

In this game, as in the two-player game, S has to decide what cost-free signal
mθS

to send given her underlying quality θS. Therefore, let m : ΘS → ΘS represent
S’s strategy. Both R1 and R2 have to decide whether to play P or P̄ as a function
of the signal mθS

. Therefore, let σi : ΘS → {P, P̄} represent Ri’s strategy, with i ∈
{1, 2}. We restrict ourselves to pure strategies and seek Perfect Bayesian Equilibria
(PBE) of the game.

Here, we wonder whether positive illusions (mθS
> θS) can be stabilized in

this new setting. Can the uncertainty receivers face about each other’s “punishment
threshold” sustain positive illusions at equilibrium? Proposition 4.6.1 shows that for
small enough lies, punishment can not be triggered due to R1’s uncertainty about
R2’s “punishment threshold”.

Proposition 4.6.1. If c > 0, then at equilibrium: (i) m∗
θS

= min {θS + λ̄, θR + γ},
with λ̄ = δq̄, (ii) σi(m∗

θS
) = P̄ and (iii) Ei[θS|m∗

θS
] = θS, for i ∈ {1, 2}.

Proposition 4.6.1 shows that under certain conditions, even though both re-
ceivers know that S is sending a lie, they will refrain from punishing S due to R1’s
uncertainty about R2’s “punishment threshold”. For R1 to be willing to punish
S upon observing a deceptive signal, he must believe that R2 will punish S with a
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probability greater than q̄ (see above). Now, if the lie λ is sufficiently small (λ̄ ≤ δq̄),
even though R1 knows that S has sent a deceptive signal, R1 will refrain from pun-
ishing S given that he is not confident enough that R2 will punish too. Knowing
that, even though R2 also observes a lie, he will refrain from punishing, given that
he expects R1 not to punish. Therefore, in situations in which receivers want to
coordinate their responses (e.g., punish if and only if others punish), shared knowl-
edge about a transgression does not necessarily translate into common knowledge
of a transgression, and lies can remain unpunished due to the uncertainty receivers
have about each others’ “punishment threshold”. For big enough lies (λ̄ > δq̄), both
receivers will be sufficiently confident that both have observed a transgression and
punishment will be triggered. This underlines the important role that plausibility
(small enough lies that can prevent coordination) and higher-order beliefs (beliefs
about what others believe) might have in sustaining positive illusions at equilibrium.
Finally, one can see that the smaller the uncertainty (the smaller δ), the smaller the
lie λ needs to be at equilibrium. Similarly, the smaller q̄, which is the minimum
level of confidence needed for the receivers to be willing to play P , the smaller the
lie λ has to be.

The analysis in this section leads us to conclude that when punishment is co-
ordinated, small lies (small positive illusions) can remain unpunished due to the
uncertainty audience members have about others’ “punishment threshold”. This
uncertainty therefore constitutes another mechanism which can stabilize positive
illusions at equilibrium.

4.7 Main predictions

The models described above make several predictions. The main predictions will be
listed in this section and will be confronted with empirical data in Section 4.8.

1. Positive illusions will tend to be higher (respectively lower), the lower (respec-
tively higher) the (ex ante) degree of observability of the underlying quality
θS.

— As we have seen in the “Partner Choice” model, the degree of observabil-
ity γ of the sender’s underlying quality θS restricts the range of messages
that she can send. The greater the (ex ante) observability of θS (the
smaller γ), the smaller the range of messages that S can send. As a re-
sult, we expect positive illusions to be smaller, the greater the (ex ante)
observability of θS.
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2. Positive illusions will tend to be higher (respectively lower), the lower (respec-
tively higher) the (ex post) degree of observability of the underlying quality
θS.

— Another prediction from the “Partner Choice” model is that positive il-
lusions can not stabilize when the payoffs of joint projects, interactions,
etc., are perfectly determined by the sender’s underlying quality θS, that
is, when θS is (ex post) perfectly observable. In such settings, a lie is
immediately spotted by the receiver. In fact, noise in the payoffs (z > 0)
is a necessary condition for positive illusions to persuade at equilibrium.
Therefore, we expect positive illusions to be smaller, the greater the (ex
post) observability of θS.

3. Positive illusions will tend to be lower (respectively higher), the higher (respec-
tively lower) the reputational costs of lying.

— The last prediction of our “Partner Choice” model is that the set of “Low”
types that can pool with “High” types at equilibrium will be smaller, the
greater the reputational costs of lying c. Therefore, we expect positive
illusions to be smaller in settings in which S’s reputation can suffer from
being caught lying.

4. Lies will tend to remain unpunished in contexts in which senders have sufficient
plausible deniability.

— The main prediction of our “Community” game is that when lies (positive
illusions) are small enough, then coordinated punishment by the receivers
can fail to be triggered due to the inherent uncertainty about the other
receivers’ “punishment threshold”. We therefore expect positive illusions
to remain unpunished—and as a result to be stable—in contexts in which
senders have sufficient plausible deniability.

4.8 Empirical evidence

This section will be dedicated at reviewing the existing literature in light of the pre-
dictions made in the above models. As discussed in Section 4.2, if positive illusions
are mainly sustained by the need to promote psychological health, then we do not
expect positive illusions to be affected by the observability of the trait. If, on the
contrary, positive illusions are mainly sustained by information-processing or cogni-
tive biases, then we do not expect positive illusions to be affected by the desirability
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nor the observability of the trait. By contrast, the model developed in Section 4.5
suggests that if positive illusions are maintained by the effects they have on others,
then the observability and desirability of the trait will be important moderators.
Furthermore, the model in Section 4.6 predicts that plausible deniability can be
an important factor stabilizing positive illusions. In this section, we therefore ask
whether desirability, observability and plausible deniability have been observed to
influence the nature of positive illusions.

4.8.1 Are positive illusions influenced by the desirability of
the trait?

As described in Section 4.2.2, several researchers have argued that individual mo-
tivation is unnecessary to stabilize positive illusions. This argument is based on
laboratory experiments showing that cognitive biases can account for why individu-
als think better about themselves than the evidence suggests. Yet, a large literature
shows that trait desirability moderates the extent to which individuals self-enhance.

In a seminal paper, Weinstein (1980) has shown that individuals are more op-
timistically biased when it comes to desirable events. That is, individuals tend to
believe that positive and desirable events are significantly more likely to happen to
themselves relative to others. Similarly, Alicke (1985) has shown that the BTAE
effect is larger for desirable traits (such as being kind, cooperative, bright, friendly,
clever, creative or sincere), writing that “[s]ubjects perceived various traits to be
more characteristic of themselves than the average college student as those traits in-
creased in desirability” (Alicke 1985, p.1626).7 A series of papers also describes how
individuals tend to overestimate their likelihood of engaging in socially desirable be-
haviors, such as donating blood or contributing to charity, although they accurately
estimate the propensity of others to engage in such acts (Epley & Dunning 2000,
Messick et al. 1985). Moreover, Brown (2012) has shown, in a series of experiments,
that the BTAE effect is significantly stronger for traits that individuals judge im-
portant for themselves (relative to unimportant traits). Finally, Tappin & McKay
(2017) describe how the magnitude of positive illusions is significantly greater when
judging moral qualities, such as being honest, trustworthy or fair.

Evidence suggests that the positive correlation between self-enhancement and
trait desirability also appears in cross-cultural studies, particularly so in comparisons
between Asians and Americans. Although some authors argue that Asians do not
self-enhance (Heine et al. 1999, Heine & Hamamura 2007), others have provided

7This finding has been replicated by Pedregon et al. (2012) and Ziano et al. (2021).
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evidence that Asians tend to self-enhance on culturally desirable traits, which are
interdependent or collectivist (rather than individualistic) traits, such as loyalty
(Kobayashi & Brown 2003, Sedikides et al. 2003, 2005, 2007).

Given the above-described results, why did some researchers downplay the role
of individual motivation in sustaining positive illusions and rather stressed the role
of non-motivational factors, such as cognitive biases? According to Brown (2012),
researchers have highlighted the role of non-motivational factors especially because
they have tended to study non-important traits. For instance, Kruger (1999) as-
sessed subjects on traits such as juggling, riding a bicycle or programming a com-
puter, while Chambers et al. (2003) asked subjects about their relative likelihood
of observing a comet in the sky or being hugged by a celebrity. Similarly, Moore &
Healy (2008) assess subject responses to trivia quizzes. Overall, these results suggest
that the role of non-motivational factors, such as cognitive or informational biases,
is most easily observed when evaluating subject on traits of little relevance to them.
Moreover, in a recent meta-analysis of the BTAE literature, Zell et al. (2020) show
that the BTAE effect remains robust even after controlling for the eventual role
cognitive biases might play, suggesting that such biases are not sufficient to explain
the stability of positive illusions.

Together, these findings suggest that the desirability of the trait is an essential
moderator when it comes to the nature of positive illusions, with individuals being
particularly inclined to hold enhanced views about themselves on (socially) desirable
traits.

4.8.2 Are positive illusions influenced by the observability
of the trait?

The studies reviewed in the previous section have stressed the important role of
trait desirability, in line with the idea that individuals will self-enhance particularly
on those traits which are socially desirable. In this section, we wonder whether the
observability of the trait similarly moderates the nature of positive illusions.

Early findings in the literature have stressed the role of trait ambiguity as
moderating the effect of the BTAE. A trait or ability is judged as ambiguous if there
is room for idiosyncratic and self-serving definitions of that trait or ability (Dunning
et al. 1989). This definition can be linked to the parameters γ and z in the model
in Section 4.5, which described the ex ante and ex post degree of observability of
the underlying trait. A highly ambiguous trait can be defined as a trait which is
not readily verifiable since there is no clear agreed-upon metric upon which to judge
that trait, whereas a non-ambiguous trait, which has an objective measure, can be

145



Chapter 4

defined as a verifiable trait. Alternatively, the greater the ambiguity of the trait, the
easier it is for individuals to plausibly argue that they are endowed with such a trait.
As a rule, abilities, such as intelligence, are judged less ambiguous than personality
traits, such as being generous or fair. As described by Allison et al. (1989):

When a person performs a behavior that requires ability, one can infer
that the person possesses the ability. When a person performs a behavior
such as being fair that does not require an ability component, it is less
easy to make a corresponding inference. Thus a smart behavior requires
intelligence, but a moral behavior does not necessarily require morality.
This tighter correspondence between intelligent acts and inferences of
intelligence permits less interpretational ambiguity than is possible with
moral judgments. (Allison et al. 1989, p.277, emphasis added)

As predicted by their framework, and in line with the model developed in Sec-
tion 4.5, Allison et al. (1989) show that individuals tend to self-enhance more on
moral rather than intelligent dimensions, concluding that “people do not exaggerate
their positions on dimensions that are public, specific, and more or less objective”
(Allison et al. 1989, p.290). This can be translated in the following way: when γ

and/or z are close to zero (i.e., when the degree of observability is high), individuals
tend to have rather accurate representations of their underlying quality, which is one
of the main prediction of our model. This finding has been replicated by Van Lange
& Sedikides (1998), who demonstrate that subjects are more likely to self-enhance
on traits that are more desirable and less verifiable. Dunning et al. (1989) simi-
larly stress the important role of trait ambiguity as moderating the extent to which
individuals hold enhanced views about themselves, noting that “as traits became
more ambiguous, subjects were more likely to provide a favorable comparison of
themselves relative to their peers” (Dunning et al. 1989, p.1088). In line with the
above-described studies, a recent meta-analysis of the BTAE literature demonstrates
that the BTAE is larger for personality traits, compared to abilities (Zell et al. 2020).
Finally, in a recent article aiming at downplaying the role of individual motivation
in sustaining positive illusions, Logg et al. (2018) actually provide results in line
with the model outlined in Section 4.5 and in line with the above-described studies.
They show that when traits are given specific and precise definitions (when ambigu-
ity low), individuals do not necessarily self-enhance. Rather, the authors find that
the BTAE effect is strongest for ambiguous traits. This, again, is in line with the
idea that the greater the observability of the trait, the easier it is for observers to
verify the subject’s claims and the less room there is for self-enhancement.

Other studies provide support for the idea that observability moderates the
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nature of positive illusions in a more indirect way. For instance, Alicke et al. (1995)
describe how the BTAE is reduced when individuals have to compare themselves
to a specific person rather than an abstract (ambiguous) entity, such as the aver-
age college student. This result presumably stems from the fact that comparisons
among pairs of individuals are more easily observable and verifiable than compar-
isons with an abstract entity such as the average person. Similarly, Tice et al. (1995)
have shown that self-enhancement is reduced when individuals interact with their
friends compared to strangers, presumably because friends have more information
about the target individual’s underlying traits, thereby diminishing the opportunity
to self-enhance without being caught lying. Furthermore, Sedikides et al. (2002) de-
scribe how self-enhancement is curtailed when individuals are expected to explain,
justify and defend their self-evaluations to another person. Having to explain and
justify their self-evaluation forces individuals to provide evidence for their claims,
which automatically reduces the extent to which they can self-enhance without be-
ing caught lying. Together, these results suggest that when individuals are expected
to provide evidence for their claims, they tend to have accurate representations of
their traits and abilities.

Finally, the literature in experimental economics studying biased updating also
adds support for the moderating role of observability. In a recent paper, Drobner
(2022) attempts to reconcile conflicting results coming out of the laboratory, with
some authors finding that subjects tend to update their beliefs about ego-relevant
information optimistically (Eil & Rao 2011), while others fail to find such optimistic
updating (Coutts 2019, Ertac 2011). Drobner (2022) finds that the heterogeneity
in the results arises from differences in the methodologies used in the different pa-
pers. In particular, he argues—and experimentally demonstrates—that subjects in
the laboratory update their beliefs optimistically only if they fail to receive imme-
diate feedback about their performance and if the experimenter is unaware about
the realized state of the world (the subject’s true performance). When subjects are
told that their true performance will be revealed at the end of the experiment (to
themselves and the experimenter), they fail to update optimistically (their beliefs
are close to the Bayesian benchmark). This result is consistent with findings that
positive illusions tend to fade when feedback draws near (Sweeny & Krizan 2013,
Taylor & Shepperd 1998). These results can be interpreted in light of the model de-
veloped in Section 4.5: when subjects expect their underlying quality to be revealed
to others (when the ex post observability of θS is high), they will tend to have rather
accurate representations about their traits and abilities since there is no room for
self-enhancement.
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Overall, the studies reviewed in this section stress the important role of ob-
servability as moderating the nature of positive illusions, thereby providing more
support to the ideas developed in Section 4.5.

4.8.3 Can plausible deniability prevent punishment?

This last section will be dedicated at investigating whether there is any empirical
evidence for the claim (made in Section 4.5) that receivers punish senders when a
lie is detected, and that plausible deniability might prevent punishment and hence
contribute to the stability of positive illusions (a claim made in Section 4.6).

To investigate whether receivers punish senders when they learn that senders
have made exaggerated claims, it is convenient to turn to the rich literature that
has explored whether expressions of confidence from the part of the sender had any
influence over the way in which receivers interpret a message and how receivers react
after receiving feedback about the accuracy (or lack thereof) of the message. Early
findings have noted the existence of a confidence heuristic, whereby individuals tend
to trust confident senders more, supposedly inferring that their confidence must stem
from greater knowledge, competence or correctness (Price & Stone 2004, Tenney
et al. 2007, 2008). An alternative interpretation for why confident individuals are
initially believed more—and in line with the model developed in Section 4.5—is
that confidence can be seen as an expression of commitment to the claim from the
part of the sender, and that by expressing confidence, the sender signals that she
is ready to incur reputational costs if the claim turns out to be wrong (Vullioud
et al. 2017). According to this latter argument, receivers initially trust confident
individuals given that they expect confident individuals to suffer reputational costs
if their claim turns out to be misguided. The findings in the above-cited papers
suggest that receivers take expressions of confidence as informative signals, and not
just cheap-talk, indicating that there must exist mechanisms that keep signals honest
(on average).

Is there any evidence that expressions of confidence are informative due to
the fact that senders tend to suffer greater costs (relative to non confident senders)
when their claims appear to be misguided? Early findings have suggested that this is
indeed the case. Tenney, MacCoun, Spellman & Hastie (2007, p.46) have shown that
“errors in testimony damage the overall credibility of witnesses who were confident
about the erroneous testimony more than that of witnesses who were not confident
about it”, indicating that expressions of confidence—while initially endowing the
sender with greater persuasive power—lead to greater costs if the confidence appears
to be unjustified. Similarly, Tenney et al. (2008) describe how those individuals who
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show greater confidence in their claims tend to be trusted less when their claims
turn out to be unwarranted. Further evidence comes from Vullioud et al. (2017),
who presented subjects with confident and non confident senders. At first, subjects
trusted the confident sender more (in line with the confidence heuristic), but once
the confident sender’s advice was revealed to be misguided, the subjects tended to
adjust their trust such that the non confident sender was now trusted more. These
findings suggest that receivers monitor the sender’s claims together with their degree
of confidence in these claims, and that once feedback indicates that the claim appears
to be misguided, those senders who express the highest degree of confidence in their
claims tend to suffer the greatest reputational costs. This provides support for the
assumption made in the model presented in Section 4.5 that receivers are expected
to impose reputational costs to senders who appear to have made overblown claims
about their quality (or abilities).

Yet, other findings suggest that this conclusion might be rather premature. A
collection of studies has shown that confident but wrong senders do not suffer high
reputational costs, implying that lies might not always get punished (Kennedy et al.
2013, Sah et al. 2013). Can these findings be reconciled with the evidence reviewed
above? A recent paper indicates that they can. Puzzled by the conflicting evi-
dence, Tenney et al. (2019) set out to investigate whether the channel of confidence
expression plays a role in determining whether overconfidence, when revealed to re-
ceivers, is punished or not. They note that papers that find overconfidence being
punished by receivers have senders express their confidence verbally, while papers
that fail to find such punishment have senders express their confidence nonverbally.
As a consequence, Tenney et al. (2019) explore whether receivers react differently
when confidence is expressed verbally or nonverbally. Their argument, which they
call the plausible deniability hypothesis, is that “nonverbal modes of confidence ex-
pression provide plausible deniability because, typically, these expressions are not
as clearly tied to specific levels of confidence about performance as are verbal ex-
pressions” (Tenney et al. 2019, p.398). In other words, the argument is that verbal
expressions of confidence are harder-to-deny than nonverbal expressions of overcon-
fidence. Their prediction is therefore that senders who express confidence verbally
will be more likely to be punished, if receivers obtain evidence that the sender’s
claim is unwarranted, compared to senders who express their confidence nonver-
bally, exactly because the latter have more room to plausibly deny that they have
self-enhanced. Through a series of experiments, Tenney et al. (2019) find support
for their hypothesis, noting, among other things, that those senders who express
confidence verbally incur higher reputational costs (compared to senders who ex-
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press their confidence nonverbally) when their performance is shown to be lower
than their stated level of confidence, and that a denial of overconfidence from the
part of senders who expresses overconfidence nonverbally is judged more plausible
by the receivers (compared to senders who deny having expressed overconfidence
verbally).

These findings therefore indicate that plausible deniability can prevent pun-
ishment. Although the authors suggest that plausible deniability prevents punish-
ment because of psychological factors (such as memory or dispositions towards the
sender), the model developed in Section 4.6 predicts that plausible deniability can
prevent punishment because it potentially hampers coordinated punishment among
receivers. The argument is that when senders can plausibly deny that they self-
enhanced (or that they have been overconfident), this creates uncertainty among
receivers which can prevent coordinated action—even though each receiver might
be inclined to punish. This argument is analogous to what has been described as
the omission strategy. According to DeScioli et al. (2011, p.445), “people choose
omissions to avoid third-party condemnation and punishment”, given that omis-
sions have been shown to be less likely to be punished than commissions (Spranca
et al. 1991), presumably because omissions do not generate the same degree of com-
mon knowledge among observers than commissions do (Hoffman et al. 2018). The
idea is therefore that individuals judge omissions to be “less bad” than commis-
sions, with their judgment presumably reflecting equilibrium play. I argue that the
same mechanism explains why overconfidence remains unpunished—and judged less
harshly—when expressed nonverbally.

4.9 Conclusion

This chapter has been concerned with the origins and stability of positive illusions,
defined as overly positive beliefs about oneself. In a two-player “Partner Choice”
setting, I have investigated whether a Sender (S) can persuade a Receiver (R) to
accept her as a partner by adopting positive illusions. That is, the focus has been on
whether positive illusions can effectively persuade at equilibrium. In a three-player
“Community” game, I have investigated whether positive illusions can remain stable
in a setting in which a Sender, whose objective is to appear as better than she is,
faces two Receivers (an audience) who have to decide whether or not to punish S

after observing the results of a task undertaken by S. Given that Receivers want to
coordinate their response, the focus of this model has been on whether small enough
lies—which might confer S enough plausible deniability—can prevent coordinated
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punishment.
The results of the “Partner Choice” game show that when payoffs of the inter-

action are deterministic, then positive illusions can not persuade, given that lies are
immediately spotted by R. On the other hand, when payoffs are non-deterministic
(when R can not infer with certainty S’s underlying quality from the payoffs of the
interaction), “Low” types can pool with “High” types by adopting positive illusions
at equilibrium. Adopting positive illusions can therefore persuade R to accept S,
even though R is not fooled at equilibrium and correctly anticipates the average
value of S’s type. Importantly, the analysis predicts that positive illusions will be
sensitive to the reputational costs of lying and to the (ex ante and ex post) degree
of observability of S’s underlying quality. The results of the “Community” game
confirm that small enough lies can prevent coordinated punishment of S by the Re-
ceivers. That is, in settings in which Receivers want to punish a self-enhancing S if
and only if they expect other Receivers to punish too, “small lies” (small illusions)
can generate enough uncertainty among the Receivers about each other’s “punish-
ment threshold”, which ultimately prevents coordination. The prediction is that
the size of the illusion will be sensitive to the ease with which Senders can plausibly
deny having lied.

The empirical literature on positive illusions appears to be in line with the
predictions of the “Partner Choice” and the “Community” games, in the sense that
positive illusions seem to be sensitive to the desirability and the degree of observ-
ability of the trait, as well as to the reputational costs of lying. Moreover, there is
some evidence that Senders remain unpunished when they have enough plausible
deniability about having self-enhanced. Interestingly, alternative theories about the
origins of positive illusions do not make such predictions. This suggests that posi-
tive illusions may have a persuasive function, and may thereby be sustained by their
interpersonal effects.

4.10 Appendix

Proof of Proposition 4.5.1. (i) Assume that E[θS|mθS
] = mθS

, and assume, WLOG,
that θS < θR. If S sends mθS

∈ (θR, θR + γ], then R accepts to interact with
S. S would derive benefits equal to βθR > 0 from her deception. Now, if payoffs
are deterministic, then when πR(θS, θR) (strictly inferior to E[πR(mθS

, θR)]) realizes,
R infers that S’s underlying quality must necessarily be θS < mθS

. S therefore
incurs cost c. It follows that as long as c ≥ βθR, S will not find it profitable to
send enhanced signals about her quality. In fact, if c ≥ βθR, then there exists a
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separating equilibrium at which m∗
θS

= θS for all θS ∈ ΘS, and R accepts S if and
only if m∗

θS
> θR. To see why this is an equilibrium, consider first R’s strategy. If

S truthfully reveals her underlying quality θS at equilibrium, then R’s equilibrium
expectation is E∗[θS|m∗

θS
] = θS and R’s payoff-maximizing strategy is to accept any

S such that m∗
θS

> θR. Now, consider a deviation m
′
θS

for S with type θS. Given
R’s equilibrium strategy, it can never be profitable for S to send m

′
θS

< θS. Sending
m

′
θS

> θS might only be profitable if m
′
θS

> θR, and θS < θR. Nevertheless, if S
with underlying quality θS < θR sends m

′
θS

> θS > θR, then R accepts S (given
his equilibrium beliefs), providing benefits βθR > 0 to S but also generating costs c

due to the lie being spotted. Therefore, as long as c ≥ βθR, sending m
′
θS

> θS can
never be profitable for S. It follows that when c ≥ βθR, there exists a fully truthful
equilibrium.

(ii) If 0 ≤ c < βθR, then R knows that he can not prevent S from lying
about θS by threatening to damage her reputation. R must then expect that S will
send an enhanced signal about her underlying quality θS (θR ≤ mθS

≤ θR + γ)
in order to try to convince R to accept her. The signal mθS

therefore becomes
uninformative. In fact, there exists a babbling equilibrium at which S sends m∗

θS
=

θR + γ, for all θS ∈ ΘS and R always denies S. To see that this is an equilibrium,
consider first R’s equilibrium beliefs. Given S’s equilibrium strategy, R relies only
on his prior when deciding whether to accept or deny S. Since R’s prior is uniformly
distributed over ΘS, then upon receiving S’s signal m∗

θS
= θR + γ, R’s equilibrium

expectation E∗[θS|m∗
θS

] has to be equal to θR. R’s expected payoff is therefore
EθS

[πR] = ϕR + α(θR − θR) = ϕR, which is equal to his outside option. R therefore
decides to deny S (see Footnote 2). If R receives a signal m

′
θS

< θR + γ, then we can
assume that E∗[θS|m′

θS
] = θR−γ. Given R’s equilibrium beliefs, S is not incentivized

to deviate from her equilibrium strategy m∗
θS

= θR + γ, for all θS ∈ ΘS. Again, a
deviation m

′
θS

< θR + γ can not be profitable for S with type θS, while a deviation
m

′
θS

> θR + γ is not feasible. Therefore, when 0 ≤ c < βθR, the signal m∗
θS

is
uninformative at equilibrium. ■

Proof of Proposition 4.5.2. At any semi-separating equilibria with cutoff value θ∗
S ∈

[θR − γ, θR + γ], such that all types θS < θ∗
S send ml∗

θS
= θ∗

S+(θR−γ)
2 = ”Low” and are

denied by R, and all types θS ≥ θ∗
S send mh∗

θS
= θ∗

S+(θR+γ)
2 = ”High” and are accepted

by R, R’s equilibrium expectation must be E∗[θS|ml∗
θS

] = θ∗
S+(θR−γ)

2 when receiving
the signal ml∗

θS
, and E∗[θS|mh∗

θS
] = θ∗

S+(θR+γ)
2 when receiving the signal mh∗

θS
. It follows

that if the cutoff type θ∗
S decides to send an enhanced signal about her underlying

quality, then the probability that she is caught lying is equal to α[θR+γ−θ∗
S ]

4z
. This

is due to the fact that R’s payoff when interacting with the cutoff type θ∗
S will
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necessarily fall inside the interval I = [ϕR +α(θ∗
S − θR)− z, ϕR +α(θ∗

S − θR)+ z], but
if the cutoff type θ∗

S sends mh∗
θS

= θ∗
S+(θR+γ)

2 = ”High”, then R will expect to observe
a payoff in the interval I ′ = [ϕR + α( θ∗

S+(θR+γ)
2 − θR) − z, ϕR + α( θ∗

S+(θR+γ)
2 − θR) + z].

The probability that the realized payoff in I will be lower than the lower bound of

I ′ is equal to [α(
θR+γ+θ∗

S
2 )−αθ∗

S ]
2z

= α[θR+γ−θ∗
S ]

4z
.

At equilibrium, the cutoff type θ∗
S must be indifferent between sending ml∗

θS
and

be denied by R, and sending mh∗
θS

and be accepted by R. The following equality must
therefore necessarily hold:

ϕS = α[θR + γ − θ∗
S]

4z
[ϕS + βθR − c] + [1 − α[θR + γ − θ∗

S]
4z

][ϕS + βθR]

θ∗
S = (θR + γ) − 4zβθR

αc
.

■

Proof of Proposition 4.5.3. In order to have θ∗
S ∈ (θR − γ, θR) at equilibrium, we

need:

1.

θ∗
S > θR − γ

(θR + γ) − 4zβθR

αc
> θR − γ

2γ >
4θRzβ

αc

c >
2θRzβ

αγ
.

2.

θ∗
S < θR

(θR + γ) − 4zβθR

αc
< θR

γ <
4θRzβ

αc

c <
4θRzβ

αγ
.

■

Proof of Proposition 4.5.4. We know from Proposition 4.5.2 and Proposition 4.5.3
that at any semi-separating equilibrium with cutoff value θ∗

S ∈ [θR − γ, θR + γ], such
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that all types θS < θ∗
S send ml∗

θS
= θ∗

S+(θR−γ)
2 = ”Low” and are denied by R, and all

types θS ≥ θ∗
S send mh∗

θS
= θ∗

S+(θR+γ)
2 = ”High” and are accepted by R, the cutoff

type is given by θ∗
S = (θR + γ) − 4zβθR

αc
, and we need 2θRzβ

αγ
< c < 4θRzβ

αγ
to hold for

θ∗
S ∈ (θR − γ, θR) to be satisfied.

For all θS, the extra gain of choosing to send mh∗
θS

instead of ml∗
θS

is equal
to ∆πS

(θS) = −c[α[θR+γ−θS ]
4z

] + βθR. The derivative of ∆πS
(θS) with respect to

θS is positive, which implies that if type θS prefers to send mh∗
θS

, then all types
θ

′
S > θS prefer to send mh∗

θS
. Therefore, if type θ∗

S is indifferent between sending
ml∗

θS
and mh∗

θS
, then all types θS < θ∗

S are incentivized to send ml∗
θS

at equilibrium,
and all types θS > θ∗

S are incentivized to send mh∗
θS

. Moreover, R is incentivized to
deny S when receiving ml∗

θS
, given that his expected payoff is equal to EθS

[πR] =
ϕR +α( θ∗

S+(θR−γ)
2 −θR) < ϕR, while R is incentivized to accept S when receiving mh∗

θS
,

given that his expected payoff is equal to EθS
[πR] = ϕR + α( θ∗

S+(θR+γ)
2 − θR) > ϕR.

If R receives a signal m
′
θS

̸= mh∗
θS

or m
′
θS

̸= ml∗
θS

, then we can simply assume
that E∗[θS|m′

θS
] = θR − γ.

■

Proof of Proposition 4.6.1. Given that we have assumed that the only uncertainty
lies in R1’s beliefs about R2’s beliefs about πθS

, all that matters for the purpose of
this proof is to understand the conditions under which R1 is willing to play P or
P̄ . We know that R1 will be willing to play P as long as he expects R2 to play P

with probability (strictly) greater than q̄.8 This implies that upon observing a lie
(i.e., mθS

= θS + λ > ΠR1 = θS), R1 must believe that R2 has observed a lie with
probability greater than q̄. In fact, for R1 to be sufficiently confident that R2 will
spot mθS

= θS + λ as lie, it needs to be the case that the proportion of values of
z ∈ [0, δ] such that if R2 were endowed with such a value of z, he would be willing
to play P upon observing mθS

= θS + λ, needs to be greater than q̄. Upon receiving
mθS

= θS + λ, the proportion of values of z such that if R2 were endowed with such
a value of z, he would be willing to play P , is written (θS+λ)−θS

(θS+δ)−θS
= λ

δ
. For R1 to

be willing to play P , it therefore needs to be the case that λ
δ

> q̄, or that λ > δq̄.
This implies that for all values of λ strictly greater than δq̄, R1 would be sufficiently
confident that R2 has spotted mθS

= θS + λ as a lie too, and R1 would therefore be
willing to play P . Expecting this, R2 is therefore willing to play P if and only if
λ > δq̄. It follows that as long as S sends a signal mθS

= θS +λ, with λ ≤ δq̄, R1 will
not be sufficiently confident that R2 considers this as a lie, and will therefore refrain
from playing P . Expecting this, R2 also refrains from playing P when λ ≤ δq̄. S’s

8The assumption that R1 is willing to play P only if the probability that R2 plays P is strictly
greater than q̄ is made to ensure the existence of an equilibrium.
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payoff maximizing strategy is therefore to send m∗
θS

= θS + λ̄, with λ̄ = δq̄, given
that λ̄ is the greatest lie that goes unpunished. By playing m∗

θS
= θS + λ̄, S receives

payoffs equal to θS + λ̄. Sending a signal m
′
θS

> θS + λ̄ would trigger coordinated
punishment from the part of the receivers, and S would incur a cost c. As long as
c > 0, S would want to refrain from sending m

′
θS

> θS + λ̄. Therefore, if γ > 0 and
c > 0, S will send m∗

θS
= θS + λ̄, with λ̄ = δq̄. Now, given that both R1 and R2

observe m∗
θS

= θS + λ̄, they both know that S has sent a lie. Moreover, since they
both know the (deterministic) payoff function, their equilibrium expectation will be
E1[θS|m∗

θS
] = E2[θS|m∗

θS
] = θS. It follows that even though both receivers know that

S has lied about her underlying quality θS, they will refrain from playing P due to
R1’s uncertainty about R2’s willingness to punish S.

What happens if s sends a different message at equilibrium? If θS + λ̄ < θR +γ,
with λ̄ = δq̄, then:

— If s sends m
′
θS

> θS + λ̄ ≤ θR + γ, then σi(m
′
θS

) = P and Ei[θS|m′
θS

] = θS, for
i ∈ {1, 2} and s can increase her equilibrium payoff by sending m∗

θS
= θS + λ̄.

— If s sends m
′′
θS

< θS + λ̄ ≥ θR − γ, then σi(m
′′
θS

) = P̄ and Ei[θS|m′′
θS

] = θS, for
i ∈ {1, 2} and s can increase her equilibrium payoff by sending m∗

θS
= θS + λ̄.

On the other hand, if θS + λ̄ ≥ θR + γ, with λ̄ = δq̄, then:

— s can not send m
′
θS

> θR + γ.

— If s sends m
′′
θS

< θR + γ ≥ θR − γ, then σi(m
′′
θS

) = P̄ and Ei[θS|m′′
θS

] = θS, for
i ∈ {1, 2} and s can increase her equilibrium payoff by sending m∗

θS
= θR + γ.

■
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Chapter 5

Distance in Beliefs and Individually-
Consistent Sequential Equilibrium1

(co-authored with Gisèle Umbhauer)

Summary

The concept of Individually-Consistent Sequential-Equilibrium broadens the concept
of Sequential Equilibrium by allowing players to have different beliefs on potential
deviations. This heterogeneity spontaneously gives rise to a notion of distance be-
tween beliefs. Yet, studying the distance between beliefs in a strategic context
reveals to be intricate. Announced beliefs may be different from revealed beliefs
and the meaning of distance depends on the role assigned to beliefs. If out-of-
equilibrium beliefs help getting a larger payoff at equilibrium, then we might need
to reconsider the traditional definition of sequential rationality: more than just re-
quiring that players behave optimally at every information set given their beliefs
and the strategies played by other players, we might additionally require that there
does not exist another perturbation scheme that is individually-consistent and which
provides higher payoffs to the players.

1Another version of this chapter has appeared as BETA Working Paper: Umbhauer, G. & Wolff,
A. (2019), ’Individually-Consistent Sequential Equilibrium’, BETA Working Paper, N° 2019-39.
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Distance in Beliefs and Individually-Sequential Equilibrium

5.1 Introduction

In this chapter, we extend the concept of Individually-Consistent Sequential Equilib-
rium (ICSE, Umbhauer & Wolff 2019), which builds on the Sequential Equilibrium
(SE, Kreps & Wilson 1982), a solution concept commonly used to solve extensive-
form games. The SE requires consistency of beliefs at all information sets, even
at those that find themselves out of the equilibrium strategy path. This implies
that players are required to share the same beliefs at out-of-equilibrium information
sets, even about the numerical values of mathematical artifacts used to generate
perturbations of strategy profiles, which are arbitrary by nature. Since there is no
a priori basis for requiring players to agree on the probabilities of other players’
possible mistakes (or deviations), the ICSE accepts different perturbation systems
for different players.

This chapter focuses on games with n ≥ 3 players since these are the games in
which the ICSE solution concept can differ from the SE. In particular, we focus on
games in which some players might belong to a same social group or a same com-
munity. Therefore, although out-of-equilibrium beliefs are never directly confronted
to reality (so that players can in some sense agree to disagree), players that belong
to a same social group may feel ill at ease when adopting different beliefs. In fact,
research in political science has shown that individuals are often motivated to shift
their beliefs towards the ones associated with the social groups they belong to (Bar-
ber & Pope 2019, Gould & Klor 2019, Slothuus & Bisgaard 2021). Therefore, rather
than being completely arbitrary, beliefs at out-of-equilibrium information sets might
be correlated among players. This leads us to develop a notion of distance between
the beliefs of different players as well as the idea of maximally allowed heterogeneity
between the players’ beliefs.

The notion of distance between beliefs introduced in this chapter can not be
properly studied without further delving into the function of beliefs and their intrin-
sic link to actions. For instance, a player may publicly declare to hold some beliefs
but his actions contradict the proclaimed beliefs. That is to say, the revealed beliefs
of the player are different from the announced beliefs. The question then arises as to
whether we should measure the distance between the player’s announced beliefs or
between their revealed beliefs. Furthermore, in a game as in real life, the purpose of
out-of-equilibrium beliefs may be to help a player maximize his own payoffs. In this
sense, beliefs become strategic and they may in some way belong to the strategy
set of the players. For instance, it might be in Player 1 and Player 2’s interests to
have similar (or different) beliefs so as to incentivize Player 3 to adopt a strategy
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that maximizes their own payoffs. In this context, players build their beliefs with a
strategic purpose and the distance between their beliefs becomes irrelevant. These
considerations lead us to revisit the notion of sequential rationality in dynamic games
of incomplete information. More than just requiring that players behave optimally
at every information set given their beliefs and the strategies played by other players,
we might additionally require that there does not exist another perturbation scheme
that is individually-consistent and which provides higher payoffs to the players.

The chapter is organized as follows. In Section 2, we describe the concept of
ICSE and discuss the way it introduces heterogeneity in beliefs at out-of-equilibrium
information sets. In Section 3, we compare our concept with other often-used solu-
tion concepts such as PBE or AGM-consistency. In Section 4, we turn to the notion
of distance between beliefs. We present two ways of measuring distance. The first is
an order relation on beliefs, while the second is an Euclidean notion of distance, in
that we measure the minimal payoff perturbations necessary to ensure convergence
in beliefs. Yet, the main difficulties remain elsewhere. In Section 5, we introduce
the distinction between revealed and announced beliefs and discuss the strategic
function of beliefs. Section 6 discusses the findings of this chapter by revisiting the
definition of sequential rationality. The last section concludes.

5.2 Individually-Consistent Sequential Equilib-
rium

In this chapter, we consider finite extensive-form games and focus on games with
n ≥ 3 players. Let N represent the finite set of players (with typical element n ∈ N),
X the set of non-terminal decision nodes (with typical element x ∈ X) and H the
set of all possible information sets (with h ∈ H a specific information set). Let
Hi ⊆ H denote the set of all possible information sets at which Player i might be
called upon to play. We call i(h) the player playing at h and for every h ∈ Hi, we
note Ah the set of actions available to player i at information set h.

A behavioral strategy for player i, noted πi, is a probability distribution over
her possible actions at each of her information sets. That is, a behavioral strategy
for player i is a member of "h∈Hi

∆(Ah). The set of behavioral-strategy profiles is
therefore "i∈N "h∈Hi

∆(Ah), with typical element π = (πi)i∈N . A system of beliefs is
a function µ : X → [0, 1] such that ∀h ∈ H, Σx∈hµ(x) = 1.

The Sequential Equilibrium (SE) requires consistency of beliefs at all informa-
tion sets, even at those that find themselves out of the equilibrium strategy path. To
generate beliefs that are consistent at every information set, Kreps & Wilson (1982)
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require that the belief vector µ be the limit of a sequence of belief vectors derived
from Bayes’ rule applied to a sequence of fully mixed strategy profiles (strategy pro-
files that put positive probability to every action in every information set). Let us
denote by "h∈H ∆0(Ah) the set of all fully mixed behavioral strategies. Formally, a
pair (µ, π) is consistent if and only if there exists some sequence (µ̂k, π̂k)∞

k=1 such
that:

1. π̂k ∈ "h∈H ∆0(Ah), ∀k ∈ {1, 2, 3, ...},

2. µ̂k
h(x) = P (x|π̂k)

Σ
y∈h

P (y|π̂k) , ∀h ∈ H, ∀x ∈ h, ∀k ∈ {1, 2, 3, ...},2

3. πi(h)(ah) = lim
k→∞

π̂k(ah), ∀i ∈ N, ∀h ∈ H, ∀ah ∈ Ah,

4. µh(x) = lim
k→∞

µ̂k
h(x), ∀h ∈ H, ∀x ∈ h.

A SE is defined to be any pair (µ, π) that is consistent and sequentially rational
(Kreps & Wilson 1982, p.872).

What is crucial in the concept of SE is that the players are required to im-
plicitly agree on the value of the ϵ used to generate perturbations of the strategy
profiles. That is, while the ϵ are arbitrary in nature (they only represent mathe-
matical artifacts), players still need to share the same beliefs about their numerical
values. In some way, it is as if an external player shakes the strategies for every-
body. In Umbhauer & Wolff (2019), we argue that this requirement is too strong.
Indeed, we argue that there is no a priori basis for requiring that players agree on
the probabilities of other players’ possible mistakes (or deviations).

Formally, what distinguishes our Individually-Consistent Sequential Equilib-
rium (ICSE) concept from the SE is that we do not require the existence of only one
sequence of perturbed strategy profiles on which all players need to agree but allow
for different perturbation systems for different players. In other words, each player j

introduces his own perturbations on the actions at each information set h ∈ H. So,
π̂k

j,i(h)(ah) is the value player j assigns to the probability with which player i(h) plays
ah at his information set h, while π̂k

j is player j’s profile of perturbed strategies in the
whole game. Of course, for consistency, we require that πi(h)(ah) = lim

k→∞
π̂k

j,i(h)(ah)
for all j ∈ N , so that each player j’s perturbed strategy profile has to fit with the
played actions in the game.

Therefore, a pair (µ, π) is individually-consistent if and only if there exist some
sequences (µ̂k

j , π̂k
j )∞

k=1, for all j ∈ N , such that:

1. π̂k
j,i(h) ∈ "h∈H ∆0(Ah), ∀k ∈ {1, 2, 3, ...}, ∀j ∈ N ,

2With P (x|·) being computed using Bayes’ rule.
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2. µ̂k
i(h)(x) = P (x|π̂k

i(h))
Σ

y∈h
P (y|π̂k

i(h)) , ∀h ∈ H, ∀x ∈ h, ∀k ∈ {1, 2, 3, ...},

3. πi(h)(ah) = lim
k→∞

π̂k
j,i(h)(ah), ∀h ∈ H, ∀ah ∈ Ah, ∀j ∈ N ,

4. µi(h)(x) = lim
k→∞

µ̂k
i(h)(x), ∀h ∈ H, ∀x ∈ h.

An Individually-Consistent Sequential Equilibrium (ICSE) is any pair (µ, π)
that is both individually-consistent and sequentially rational.

Let us illustrate the consequences of such a concept. In the game in Figure 5.1,
there does not exist any SE leading Player 1 to play C1 (see Appendix 1), so the
players can not reach the Pareto optimal payoffs (5.99, 10, 10). As a matter of fact,
to sustain B2, Player 2 has to believe that Player 1 trembles toward B1 at least 4
times more often than toward A1 (µ(x2) ≤ 1

5), whereas to be willing to play B3,
Player 3 has to believe that Player 1 trembles toward B1 at most 3 times more often
than toward A2 (µ(y2) ≥ 1

4 , hence µ(x2) ≥ 1
4). This is not possible in a SE, in that

all the players shake the strategies in the same way. Yet this becomes possible with
the ICSE.

Player 1
x1

5.99
10
10



C1

x3

y4

0
6
0



B3

6
3
1



A3

B2

y3

0
5
3



B3

1
4
4



A3

A2

B1

x2

y2

1
0
4



B3

0
1
1



A3

B2

y1

6
4
2



B3

6
2
3



A3

A2

A1

Player 2 (h)

Player 3 (h’)

Figure 5.1 – An example of the distinction between ICSE and SE.

What is new, in comparison with the SE, is the fact that players can have
different beliefs at the same out-of-equilibrium information set. So, in the above
example, we can set: µ2(x2) = 0.1, µ2(x3) = 0.9 for Player 2, and µ3(y1) = 0,
µ3(y2) = 0.3, µ3(y3) = 0 and µ3(y4) = 0.7 for Player 3. This implicitly means that
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Player 3 assigns the belief 0.3 to x2 and the belief 0.7 to x3, given that Bayes’ Rule
requires that Player 3’s beliefs are consistent: µ(y2) = µ(x2) and µ(y4) = µ(x3).
This is due to the fact that each player shakes the strategies in the way he wants.
So, for example, Player 2 may have in mind the perturbed strategy profile {(1−ϵk −
9ϵk)C1 +9ϵkB1 +ϵkA1, (1−ϵk)B2 +ϵkA2, (1−ϵk)B3 +ϵkA3}, while Player 3 may have
in mind {(1 − 3ϵk − 7ϵk)C1 + 7ϵkB1 + 3ϵkA1, (1 − ϵk)B2 + ϵkA2, (1 − ϵk)B3 + ϵkA3}.3

Heterogeneous beliefs at out-of-equilibrium information sets can therefore sustain
the Pareto optimal payoffs at equilibrium in this strategic context.

5.3 Connections between ICSE and other solu-
tion concepts

5.3.1 Links between ICSE, SE, SPNE, PBE and SCE

Few solution concepts support the idea that people may share different beliefs at out-
of-equilibrium information sets.4 In fact, researchers tend to require that “players
can not agree to disagree”, the logical result stemming from Aumann (1976)’s paper.
Yet, in our context, there is no true state to discover since the beliefs are about
deviations that will never occur at equilibrium. So Player 2 (respectively Player 3)
can durably think that, if they should face a deviation, then surely Player 1 played
A1 with a probability lower than 1/5 (respectively with a probability larger than
1/4). Nothing will contradict their beliefs given that Player 1 never deviates.

In the following Proposition, we enumerate the existing links between our ICSE
solution concept and other well-known and often-used solution concepts, such as
Subgame-Perfect Nash Equilibrium (SPNE), Sequential Equilibrium (SE), Perfect
Bayesian Equilibrium (PBE) and Self-Confirming Equilibrium (SCE).

Proposition 5.3.1. 1. The set of ICSE is included in the set of Subgame-Perfect
Nash Equilibria (SPNE).

2. By construction, the set of SE is included in the set of ICSE, so the existence
of an ICSE in a finite extensive-form game follows from the existence of a SE
in a finite extensive-form game.

3. The set of ICSE is equal to the set of SE in a two-player game.

3Player 1’s perturbations have no impact on the game, so we can suppose that he has the same
profile of perturbed strategies as Player 2 for example.

4We thank Giacomo Bonanno for informing us that Greenberg et al. (2009) developed a similar
idea in their MACA concept.
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4. There is no inclusion relation between the set of Perfect Bayesian Equilibria
(Fudenberg & Tirole 1991) and the set of ICSE.

5. The set of ICSE is included in the set of Self-Confirming Equilibria (Fudenberg
& Levine 1993).

Proof. In Appendix 2. ■

5.3.2 Links between ICSE and AGM-consistency

The ICSE also shares some links with the concept of AGM-consistency (Bonanno
2013, 2016). AGM-consistency introduces a plausibility order on stories of actions
and belief revision is based on this plausibility. This plausibility concept grants a
large degree of freedom to the way beliefs are computed after deviations; this liberty
differs from heterogeneous perturbation systems but it shares a partial link with the
ICSE. The following Proposition describes these links.

Proposition 5.3.2. i) The set of ICSE beliefs is almost included in the set of AGM-
consistent beliefs.

ii) There is no inclusion relationship between the set of ICSE beliefs and Bo-
nanno’s Perfect Bayesian Equilibrium beliefs.

Proof. In Appendix 2. ■

We come back to Bonanno’s concept when studying the notion of distance, so we
illustrate this concept on the game in Figure 5.1. Consider the ICSE with µ2(x2) =
0.1, µ2(x3) = 0.9, µ3(y1) = 0, µ3(y2) = 0.3, µ3(y3) = 0 and µ3(y4) = 0.7. These
probabilities are compatible with AGM-consistency since they give positive weight
to the actions (stories) A1 and B1 and to the stories A1B2 and B1B2. Therefore,
they respect the plausibility-preserving action B2. AGM-consistency is a qualitative
notion, so the values of the beliefs are not important. What matters is that if the
support of the beliefs are the stories A1 and B1, then the support of the stories
reaching h′ are the stories A1B2 and B1B2. So, every ICSE, which by definition
lead to µ2(x2) ≤ 1

5 , µ2(x3) = 1 − µ2(x2), and µ3(y1) = 0, µ3(y2) ≥ 1
4 , µ3(y3) = 0,

µ3(y4) = 1 − µ3(y2) respect AGM-consistency, except for the assessment that puts
a 0 on µ(x2) or a 1 on µ(y2).

As a matter of fact, let us consider the “extreme” ICSE with µ2(x2) = 0,
µ2(x3) = 1, µ3(y1) = 0, µ3(y2) = 1, µ3(y3) = 0 and µ3(y4) = 0. According to
AGM-consistency, plausible histories can not sustain these beliefs, given that if
µ(B1) (the probability assigned to story B1) is equal to 1 (because µ(x2) = 0 and
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µ(x3) = 1), then µ(B1B2) (the probability assigned to story B1B2) is also 1, since
B2 is played with probability 1 (it is the plausibility-preserving action); so the story
B1B2 is as plausible as the story B1. Given that A1 is a less plausible story (in fact
µ(A1) = 0) and given that µ(A1) = µ(A1B2), we get µ(A1B2) = µ(y2) < µ(B1B2) =
µ(y4), so µ(y2) can not be equal to 1. With AGM-consistency, all happens as if
an external observer deals with the possible beliefs of every player, upholding the
planned equilibrium actions (as in the SE and in the ICSE) but possibly changing
his view on an earlier out-of-equilibrium way of playing each time he faces a new
deviation. So, if by observing that Player 1 does not play C1, he becomes convinced
that he plays B1 (µ(x3) = 1), then, given that Player 2 plays B2 at equilibrium, he
necessarily assigns belief 1 to y4.

We now consider Bonnano’s PBE concept. The above ICSE, with µ(x2) = 0.1,
µ(x3) = 0.9, µ(y1) = 0, µ(y2) = 0.3, µ(y3) = 0, and µ(y4) = 0.7 is not a PBE
(Bonnano’s version) in that, via Bayes’ Rule, µ(x2) = 0.1 and µ(x3) = 0.9 lead to
µ(y1) = 0, µ(y2) = 0.1, µ(y3) = 0 and µ(y4) = 0.9.

We finally show that, conversely, many AGM-consistent stories, and even Bo-
nanno’s PBE consistent stories, are not compatible with the concept of ICSE. So
consider the game in Figure 5.2. Assume that the planned actions are the bold lines
(in red) and that the beliefs (in blue) are given by µ(x2) ≥ 0.7, µ(x3) = 1 − µ(x2),
µ(y1) = µ(x2), µ(y2) = 1 − µ(x2), µ(y3) = µ(y4) = 0.5.

1
x1

C1

x31 − µ(x2)

y40.5

b3 a3

B2

y2 1 − µ(x2)

B3 A3

A2

B1

x2 µ(x2) ≥ 0.7

y30.5

b3 a3

B2

y1 µ(x2)

B3 A3

A2

A1

2h

3h” 3h’

Figure 5.2 – An example illustrating the difference between ICSE and AGM-consistency.

These beliefs are AGM-consistent and they check Bonanno’s PBE consistency.
This is due to the fact that Bayes’ Rule applies when switching from h to h′ but it
does not apply when switching from h to h′′, since B2 is not a plausibility-preserving
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action (by contrast to A2). An external observer, when observing the unexpected
action B2, may completely reconsider the stories of the game. At h, he believes
that Player 1 more often deviates to A1 than to B1, but after observing the new
deviation B2, he changes his mind and thinks that Player 1 deviates to B1 as often
as to A1. This is not possible in an ICSE because the same player, Player 3, plays at
h′ and h′′. Regardless of Player 3’s perturbations on Player 1 and Player 2’s actions,
we necessarily have µ3(y1) = µ3(y3) and µ3(y2) = µ3(y4), because Player 2 plays
A2 with the same probability at x2 and x3 and B2 with the same probability at
x2 and x3. Therefore, AGM-consistency allows an external player to have different
evolving beliefs at a same information set (before Player 2’s deviation, the external
player sets µ(x2) ≥ 0.7, but after Player 2’s deviation he sets µ(x2) = 0.5), whereas
the ICSE does not allow evolving beliefs at a same information set. Rather, it only
allows different beliefs among the players (so µ3(y1) = µ3(y3) = µ(x2) because these
three probabilities express the way Player 3 evaluates the deviation from Player 1
towards A1 and B1 (before and after Player 2’s choice of action), but Player 3’s way
of evaluating Player 1’s deviations may be different from Player 2’s way of evaluating
these deviations, that is to say µ2(x2) can be different from Player 3’s beliefs on x2).

5.4 A physical distance between beliefs

While we defend the point of view that there is no logical reason that constrains
people to have the same beliefs with respect to out-of-equilibrium actions, social
groups often (implicitly, if not explicitly) require their members to have rather sim-
ilar beliefs (Barber & Pope 2019, Gould & Klor 2019, Slothuus & Bisgaard 2021),
so the pressure to modify one’s beliefs is increasing in the difference between the
player’s beliefs and the beliefs of the group they belong to. Therefore, if all the
players in a game belong to a same community, it makes sense for them to seek to
reduce the distance between beliefs.

To approach the distance between beliefs, we start with a first observation. In
a game, very often, the equilibrium payoffs are sustained by sets of beliefs. For
example, the ICSE equilibrium payoffs (5.99, 10, 10) in the game in Figure 5.1 are
sustained by Player 2’s beliefs µ2(x2) ≤ 1

5 and Player 3’s beliefs µ3(y2) ≥ 1
4 . So

Player 2 has to assign a probability lower than 1
5 to Player 1’s deviating action A1

whereas Player 3 has to assign a probability larger than 1
4 to this deviation, a fact

we reproduce in Figure 5.3, in which we highlight Player 2 and Player 3’s sustaining
beliefs (SB) on the action A1.

We are concerned with the closest possible beliefs sustaining an ICSE, here 1
5
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0 1
5

1
4

1
2

1

P2’s SB P3’s SB

Figure 5.3 – Player 2 and Player 3’s sustaining beliefs.

and 1
4 . Figure 5.3 illustrates three facts:

1. First, if Player 2’s and Player 3’s sustaining beliefs have a non-empty inter-
section, then common beliefs can sustain the ICSE payoffs and there exists
a sequential equilibrium with these payoffs. So the minimum distance would
reduce to 0.

2. Second, Player 2’s and Player 3’s sustaining beliefs have an empty intersection,
but both sets are close (1

4 -1
5 is small in comparison to 1), so that few changes

in the game may lead both sets to have a non-empty intersection.

3. Third, we observe that both players can assign a probability lower than 1
2 to

A1 to sustain the ICSE outcome (red probabilities for Player 2 and Player 3).

5.4.1 Ordered ICSE

Our first way to consider distance starts with the third observation. Imagine that
Player 2 and Player 3 meet and discuss together: they can easily agree on the fact
that both think that Player 1 deviates more often to B1 than to A1 (red probabilities
lower than 1

2). Player 2 is sure that Player 1 deviates at least 4 times more often
to B1 than to A1. Player 3 can agree that Player 1 deviates more often to B1 than
to A1 but at most 3 times more often. So there is a possible consensus between
Player 2 and Player 3 despite the fact that they can not have the same beliefs. This
consensus is on the way they order the deviations: both players believe that Player
1 more often deviates to B1 than to A1, yet only the “intensity” of this deviation is
not shared among them.

It derives from this observation that a soft notion of proximity between beliefs
consists in requiring that all the players order the perturbed strategies at each
information set in the same way.

Definition 1. An ordered ICSE is an ICSE that checks the additional condition:
v) ∀h ∈ H, ∀a, a′ ∈ Ah, ∀j, j′ ∈ N, π̂k

j,i(h)(a) ≥ π̂k
j,i(h)(a′) ⇒ π̂k

j′,i(h)(a) ≥
π̂k

j′,i(h)(a′).

In the game in Figure 5.1, it is easy to find an ordered ICSE that sustains
the equilibrium actions (C1, B2, B3) and that checks Definition 1. As a matter of
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example, with Player 2’s distribution (ϵ, 4ϵ, 1 − 5ϵ) on the actions A1, B1 and C1

and with Players 3’s distribution (ϵ, 3ϵ, 1 − 4ϵ) on the actions A1, B1 and C1, beliefs
converge to sustaining beliefs and ϵ = π̂k

2,1(x1)(A1) < 4ϵ = π̂k
2,1(x1)(B1) < 1 − 5ϵ =

π̂k
2,1(x1)(C1) and ϵ = π̂k

3,1(x1)(A1) < 3ϵ = π̂k
3,1(x1)(B1) < 1 − 4ϵ = π̂k

3,1(x1)(C1), for ϵ

close to 0+.
Yet, not every ICSE equilibrium actions can be sustained by probabilities that

check Definition 1. For example, if Player 3’s payoff 4 after A1B2B3 is replaced by the
payoff 1.9, then (C1, B2, B3) will still be an ICSE, but no ICSE checks the condition
in Definition 1. This is due to the fact that we necessarily have π̂k

2,1(x1)(A1) <

π̂k
2,1(x1)(B1) since we need µ2(x2) ≤ 1

5 < µ2(x3), and π̂k
3,1(x1)(A1) > π̂k

3,1(x1)(B1) since
we need µ3(y2) ≥ 1

1.9 > 1
2 > µ3(y4).

5.4.2 How to make ICSE beliefs SE-consistent?

Our second way to consider distance consists in exploiting the small size of the
interval between Player 2’s sustaining beliefs and Player 3’s sustaining beliefs (second
observation). Clearly, with respect to the game in Figure 5.1, the ICSE payoffs could
become SE payoffs (and so the minimum distance between beliefs could collapse) by
changing the game in a very smooth way. By replacing the payoff 1 after B1B2A3

by 0.87 and the payoff 6 after B1B2B3 by 6.17, it is possible to build an ICSE that
is also a SE. We get µ2(x2) = 4.5

20 , µ2(x3) = 15.5
20 , and µ3(y1) = 0, µ3(y2) = 4.5

20 ,
µ3(y3) = 0, µ3(y4) = 15.5

20 , that is to say Player 2 and Player 3 have the same beliefs
on Player 1’s deviations.

It follows from this observation that another way to study the proximity be-
tween beliefs consists in looking at how much we need to shake the payoffs in order
to get an ICSE that is also a SE; that is, how much we should shake payoffs to get
beliefs that are consistent in a SE way. In other terms, after observing that it is not
possible to get a SE with the equilibrium actions of a given ICSE, we can look if
small changes in payoffs can allow us to get a SE with the ICSE payoffs.

Definition 2. The ISCE beliefs are close if they can become SE-compatible with very
small changes in payoffs. In that sense, the distance in beliefs becomes the distance in
payoffs required to change the ICSE equilibrium payoffs into SE equilibrium payoffs.

The steps are the following ones. We start with ICSE equilibrium behavioral
strategies that can not be part of a SE. Then we introduce variables that express
changes in payoffs and we minimize the changes in payoffs under the constraint that
the ICSE actions and the associated beliefs become a SE.
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Let us illustrate the procedure for the game in Figure 5.1, which is represented
again in Figure 5.4. A first observation is that it is always possible to change the
payoffs in order to get a SE with the ICSE played actions. The optimization program
makes sense only if it leads to small payoff changes. In that case, we can say that the
ICSE beliefs are not much distant one from another. If so, players will not feel under
pressure to change them, namely because in real life there is always some incomplete
information on the exact payoffs, so the smoothly changed payoffs (needed to share
the same beliefs) belong to the set of possible payoffs.

Player 1
x1

5.99
10
10



C1

x3

y4

 0
6 + x4
0 + y4



B3

 6
3

1 + y3



A3

B2

y3

 0
5 + x3

3



B3

1
4
4



A3

A2

B1

x2

y2

 1
0 + x2
4 + y2



B3

 0
1

1 + y1



A3

B2

y1

 6
4 + x1

2



B3

6
2
3



A3

A2

A1

Player 2

Player 3

Figure 5.4 – Absolute changes in payoffs that can make ICSE beliefs SE-compatible.

A second observation is that there are only a limited number of changes to
introduce in that many payoffs have no role to play in the studied equilibrium. In
our game, the payoffs to work on are the ones underlined. What matters is that, for
(C1, B2, B3) to become a SE, the SE consistency requires that µ(x2) = µ(y2) = µ

and µ(x3) = µ(y4) = 1 − µ. So the program we solve is Program 1:

min
x1,x2,x3,x4,y1,y2,y3,y4,µ

x1
2 + x2

2 + x3
2 + x4

2 + y1
2 + y2

2 + y3
2 + y4

2

s.t. (0 + x2)µ + (6 + x4)(1 − µ) ≥ (4 + x1)µ + (5 + x3)(1 − µ) (1)

(4 + y2)µ + (0 + y4)(1µ) ≥ (1 + y1)µ + (1 + y3)(1 − µ) (2)

µ ≥ 0 (3)

1 − µ ≥ 0 (4)
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This objective function is one among the many possible ways to measure the
changes in payoffs, surely the easiest one. We will propose later a more proportional
one. Equations (1) and (2) are the necessary equations ensuring sequential ratio-
nality and SE consistency. Equation (1) ensures sequential rationality for Player 2,
Equation (2) ensures sequential rationality for Player 3 and sequential rationality for
Player 1 is ensured in that nothing has changed for himself with respect to Figure
5.1. What matters is that conditions (1) and (2) also ensure the SE consistency,
which requires that Player 2 and Player 3 put the same belief µ on x2 (and therefore
on y2), the same belief 1 − µ on x3 (and therefore on y4) and a null belief on y1 and
y3.

Given that the objective function goes to +∞ when ∥x∥ and/or ∥y∥ goes to
+∞, and given that the admissible set is closed and that µ is limited by 0 and
1, it is easy to adapt Weierstrass’ corollary to ensure that Program 1 has a global
minimum. The only solution (see Appendix 3) is:

x2 = −x1 ≃ 0.0158

x4 = −x3 ≃ 0.0564

y2 = −y1 ≃ 0.0206

y4 = −y3 ≃ 0.0736

µ ≃ 0.219

x1
2 + x2

2 + x3
2 + x4

2+y1
2 + y2

2 + y3
2 + y4

2 = 0.0185

The necessary errors are quite small, since the largest one does not exceed
0.074, which is quite small given that we work with integers ranging from 0 to 6. In
other terms, we can say that our ICSE payoffs are easily SE-compatible (because the
needed payoffs changes are very small). Observe that the SE belief µ(x2) becomes
0.219, which is between 1

5 and 1
4 .

If we switch to a more proportional way to see payoff adjustments, we can
choose to switch to Figure 5.5 and to the maximization Program 2:

min
x1,x2,x3,y1,y2,y3,µ

(x1

4 )2 + (x2

5 )2 + (x3

6 )2 + y1
2 + (y2

4 )2 + y3
2

s.t. (6 + x3)(1 − µ) ≥ (4 + x1)µ + (5 + x2)(1 − µ) (1)

(4 + y2)µ ≥ (1 + y1)µ + (1 + y3)(1 − µ) (2)

µ ≥ 0 (3)

1 − µ ≥ 0 (4)
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Player 1
x1
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10
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A3

B2

y3
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5 + x2
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B3

1
4
4



A3

A2

B1

x2

y2

 1
0

4 + y2



B3

 0
1

1 + y1



A3

B2

y1

 6
4 + x1

2



B3

6
2
3



A3

A2

A1

Player 2

Player 3

Figure 5.5 – Proportional changes in payoffs that can make ICSE beliefs SE-compatible.

The only solution (see Appendix 3) is: x1 = −0.0258, x2 = −0.1232, x3 =
0.1774, y1 = −0.0021, y2 = 0.0338, y3 = −0.0065 and µ = 0.2466.

We can observe that (x1
4 )2 + (x2

5 )2 + (x3
6 )2 + y1

2 + (y2
4 )2 + y3

2 = 0.0016, which
is again quite small, and that no term (perturbation/payoff) is larger than 0.00645.
The SE belief µ(x1) now becomes 0.247, which is again between 1

5 and 1
4 . Several

remarks have to be made.
This concept of distance is rather simple to employ given that the program is

easy to write (sequential rationality and the SE consistency give the set of constraints
and the objective is a function increasing in the introduced payoff perturbations).
But the interpretation of the result is necessarily a little subjective. For example,
in Program 2, what should we require in order to say that beliefs are close? What
is the threshold |dx

x
| we should accept (where dx is the variation of payoff and x the

payoff)? We can of course impose the constraint |dx
x

| ≤ 0.1 in order to prevent too
strong payoff changes, but this gives us no way to appreciate the optimal value of
the objective function. Also, should we introduce a fixed threshold on the objective
function and/or the ratios |dx

x
|? Or should the thresholds depend on the payoffs

that divergent beliefs allow to get at equilibrium? We think that, when opting for
a proportional approach (Program 2), rather than asking for |dx

x
| ≤ 0.1 or another

small value, we should ask for a threshold whose value rises with the benefit linked
to the ICSE. This way of doing is motivated by the following fact: when a player
earns a large payoff, he is less induced to change things (e.g., his beliefs) and he is
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less induced to ask that other persons change their beliefs.

5.4.3 Distance in ICSE beliefs and AGM-consistent beliefs

Another remark, which brings us back to Bonanno (2013, 2016)’s concept of AGM-
consistency, is that this notion of distance does not take into account the number
of deviations required to reach an information set. Let us consider the game in
Figure 5.6. Suppose that it is possible to build an ICSE (C1, A2, B3) with beliefs
checking µ2(x2) ≥ 0.6 and µ3(y1) ≤ 0.3. Of course, SE consistency requires that
µ2(x2) = µ3(y1), so that we potentially have to strongly shake the payoffs in order to
make the ICSE payoffs SE-compatible. In other terms, if we measure the distance
as in Program 1 or Program 2, we will surely conclude that Player 2 and Player 3’s
beliefs are distant from one another. But this conclusion does not take into account
a strong difference between h and h′: h needs one deviation to be reached (Player
1’s deviation) whereas h′ needs two deviations to be reached (Player 1’s deviation
and Player 2’s deviation).

1
x1

C1

x31 − µ(x2)

y21 − µ(y1)

B3 A3

B2 A2

B1

x2 µ(x2) ≥ 0.6

y1µ(y1) ≤ 0.3

B3 A3

B2 A2

A1

2h

3h’

Figure 5.6 – Revisiting the links between ICSE and AGM-consistency.

This fact explains that Player 2 and Player 3’s beliefs are AGM-consistent. As
a matter of fact, the story A1 is as plausible as the story A1A2 (because A2 is the
plausibility-preserving action), the story B1 is as plausible as the story B1A2 for the
same reason, and so an external observer can judge that the stories A1 and A1A2

are more plausible than the stories B1 and B1A2. Yet, he may also judge that the
story B1B2 is more plausible than the story A1A2 because B2 is a new deviation
that totally shakes his understanding of the game: at h, after Player 1’s deviation,
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he thinks that Player 1 probably deviated toward A1, so that Player 2 should play
A2, but after Player 2’s unexpected deviation toward B2 (at h′), he changes his mind
and finally thinks that Player 1 probably deviated to B1.

By contrast to Bonanno, we do not work with an external observer but only
with the players themselves. This amounts, in Figure 5.6, in translating Bonanno’s
switch in beliefs into the following question: can we reasonably require that some-
body who observes more deviations needs to share the same beliefs than somebody
who observes less deviations? Player 2 observes only one deviation (Player 1’s devia-
tion) whereas Player 3 observes two deviations (Player 1’s and Player 2’s deviations).
Facing more deviations may introduce more doubts and therefore allow for differ-
ent beliefs. To say it differently, the distance in beliefs might also depend on the
distance (in the number of deviations to reach it) between an information set and
the equilibrium path. This amounts to saying that players facing more deviations
can be expected to have more distant beliefs. In some way, if we note Player 2’s
payoff changes by dx, and Player 3’s payoff changes by dy, it could make sense, in
the game in Figure 5.6, to weight |dx

x
| more strongly than |dy

y
| in the distance func-

tion to minimize (for example 2(dx
x

)2 and (dy
y

)2). It would perhaps even make more
sense to change the power assigned to |dx

x
| and |dy

y
| given that the probability of

several deviations exponentially decreases with the number of deviations (we could
work with (dx

x
)2 and (dy

y
)4). In this way, given that |dx

x
| and |dy

y
| are lower than one,

Player 3 can afford more payoff changes without increasing too much the value of
the distance function: this amounts to saying that we do not judge his beliefs very
distant from the other players’, even if in fact they are very different.

5.5 Revealed beliefs and strategic beliefs

Taking into account the number of deviations to reach an out-of-equilibrium infor-
mation set puts into light a new problem when studying the notion of distance in
beliefs. What exactly is the link between beliefs and deviations? May there be a
difference between announced beliefs and the beliefs revealed through the players’
behavior?

Let us again consider the game in Figure 5.6. Are Player 3’s beliefs really
distant from Player 2’s revealed beliefs? A2 is optimal when µ(x2) ≥ 0.6. Yet, when
Player 3 is called on to play, Player 2 played B2 and not A2. Given that Player
2 plays B2 when his beliefs check µ(x2) < 0.6 (because the complementary beliefs
lead to the play of A2), we can say that if Player 3 is called on to play (if Player
2 played B2), then Player 2’s revealed beliefs contradict the beliefs announced at
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the information set h. And the revealed beliefs (µ(x2) < 0.6), are compatible with
Player 3’s beliefs, µ(y1) = µ(x2) ≤ 0.3. So Player 3’s beliefs are in reality compatible
with Player 2’s revealed beliefs. By the way, this might provide a logical reason for
the reversal of beliefs of Bonanno’s external observer at h′ in the game in Figure
5.6. Given that Player 2 does not play A2 (the action compatible with the observer’s
beliefs µ(x2) ≥ 0.6), Player 2 reveals to the observer that his beliefs are the reversed
ones, which induces the observer to change his beliefs.5

This way of coping with beliefs may seem attractive but it clearly leads to
difficulties. First, it is often incompatible with the ICSE beliefs. In the game in
Figure 5.2 for example, Player 3, with the ICSE concept, necessarily has the same
beliefs at h′ and h′′ (µ(y1) = µ(y3)), so his beliefs are not reversed at h′′ despite the
fact that he knows, at h′′, that Player 2 did not behave in conformity with his beliefs
at h (given that he did not play A2). In fact Player 3, at h′′, sees Player 2’s action
B2 as a trembling hand action that has no informative content and his beliefs only
follow from his own perturbations on Player 1’s actions A1 and B1. Secondly, AGM-
consistent beliefs in this game are compatible with the notion of revealed beliefs,
given that Player 3’s beliefs at h′′ take into account that Player 2, by playing B2,
revealed that his beliefs are such that µ(x2) ≤ 0.7. But AGM-consistent beliefs could
also assign probability 0.7 to y3 in that the external observer is in no way compelled
to change his view on Player 1’s played actions after an unexpected action from
Player 2.

Thirdly, taking into account revealed beliefs puts into question the measure
of the distance we proposed previously. If a player tries to be close to a previous
player’s beliefs, then the notion of revealed beliefs requires that his beliefs must be
different depending on whether the previous player played the planned action or not.
In Figure 5.2 for example, a SE requires µ(x2) = µ(y1) = µ(y3), so if an equilibrium
starts with µ(y1) ̸= µ(y3), the distance is necessarily strictly positive despite the
fact that revealed beliefs by definition require µ(y1) ̸= µ(y3). This suggests that
taking into account the number of deviations required to reach an information set
must change our measure of distance.

Finally, we should consider the notion of revealed beliefs with suspicion. Let
us consider the game in Figure 5.7.

In every sequential equilibrium, we have µ(x2) = µ(y1), and it follows that
Player 2 always plays B2 (because either µ(x2) = µ(y1) > 1

2 , Player 3 plays A3 and
therefore Player 2 plays B2 or µ(x2) = µ(y1) < 1

2 , Player 3 plays B3 and therefore

5But Bonanno (2013, 2016) does not require this reversal. AGM-consistent assessments also
allow beliefs such as µ(x2) = µ(y1) and µ(x3) = µ(y2).
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Figure 5.7 – Revealed and announced beliefs.

Player 2 plays B2, or µ(x2) = µ(y1) = 1
2 , Player 3 plays A3 with probability q

and therefore Player 2 plays B2). This implies that Player 1 plays A1 if µ(x2) =
µ(y1) > 1

2 , B1 if µ(x2) = µ(y1) < 1
2 , and A1 or B1 depending on the value of q if

µ(x2) = µ(y1) = 1
2 . Hence, both Players 1 and 3 get 6 at any sequential equilibrium

and Player 2 gets at best 4.6

Now consider the ICSE given in Figure 5.7, with the SE incompatible beliefs
µ(x2) ≤ 1

3 and µ(y1) ≥ 1
2 . This new profile of actions and beliefs checks AGM-

consistency (and Bonanno’s PBE consistency) and is conform to revealed beliefs.
As a matter of fact, given his beliefs and Player 3’s action A3, Player 2 should play
A2, which he does at equilibrium and which induces Player 1 to play C1. So, if
Player 3 is called on to play, this means that Player 2 played B2 which, according
to revealed beliefs, reveals that he does not believe that Player 1 played A1 with a
probability lower than 1

3 . Therefore, Player 3, if he wishes to share similar beliefs
to Player 2, can believe that Player 1 played A1 with a probability larger than 1

3

and possibly larger than 1
2 . These beliefs induce him to play A3. So revealed beliefs

sustain a profile of strategies where Players 1 and 3 only get 3 and Player 2 gets 6,
by leading Player 1 to play C1.

But let us look more closely at Player 2’s revealed beliefs. By playing B2

instead of the planned action A2, Player 2 sends the following message to Player 3:

6There also exists a SE where Player 1 plays A1 and B1 with probability 1
2 and Player 3 plays

A3 and B3 with probability 1
2 , so they both get 4 given that Player 2 plays B2.
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“Normally I play A2 because it is my best response to your action A3, since I believe
that Player 1 much more deviates to B1 than to A1; so, if you see me playing B2, this
means that I changed my opinion about Player 1’s deviation, so that you are right
in believing that he more often deviated to A1, and so you are right in playing A3.”
The problem is that this message is at best “cheap talk” because Player 2 has no
information to reveal to Player 3. Player 2 has no idea about the potential deviations
of Player 1, given that Player 1 does not deviate when he expects Player 2 to play
A2. One more time, by contrast to Aumann (1976), Geanakoplos & Polemarchakis
(1982), and Hart & Tauman (2004), the out-of-equilibrium actions played by the
players do not provide information on a true state to discover but on an action that
will never be observed at equilibrium. Player 1 does not deviate and so there is
nothing to learn about his deviation. If Player 3 “naively” believes that Player 2
can reveal something about Player 1’s deviations with his behavior, then he gives
Player 2 the power of manipulating Player 3’s beliefs to his advantage. As a matter
of fact, the beliefs in this ICSE clearly are advantaging Player 2 because they induce
Player 1 to play C1, so they lead to the payoff profile (3,6,3) which is exclusively in
advantage of Player 2.

5.6 Discussion

Our analysis suggests that out-of-equilibrium beliefs might be here to justify the
players’ behaviour at out-of-equilibrium information sets. Choosing them in a given
way may help to get a higher payoff, which means that they belong to the strategy
set. Let us recall that in a SE, everybody builds the beliefs on a same profile of
perturbations, so a player does not really choose his beliefs given that he applies
Bayes’ Rule to the same perturbations. So in a SE, out-of-equilibrium beliefs do not
belong to the player’s strategy set. By contrast, in an ICSE, each player chooses
his own profile of perturbations, which means that he chooses his own beliefs at
out-of-equilibrium sets. This degree of liberty can be exploited to build beliefs that
lead to interesting payoffs. In the game in Figure 5.7, it is good for Player 2 to
build beliefs (about Player 1’s deviation) that are strikingly different from those of
Player 3 in order to justify the action A2 that prevents Player 1 from deviating from
C1, the most interesting action for Player 2. By contrast, for Player 3, it is better
to have similar beliefs than Player 2, in order to lead Player 2 to play B2, which
ultimately leads to the payoffs (6,4,6). So we are tempted to say that, given that
each player chooses his set of perturbations, out-of-equilibrium beliefs belong to the
strategy set. This fact induces two consequences: we have to reconsider the notion
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of sequential rationality and we have to reconsider the notion of distance between
beliefs.

We start with the notion of distance by coming back to the game studied
in Figure 5.1. We already made the observation, in Section 3, when opting for a
proportional approach (Program 2), that rather than asking for |dx

x
| ≤ 0.1 or another

threshold, we should ask for a threshold whose value rises with the benefit linked to
the ICSE payoffs. As a matter of fact, if everybody benefits from the ICSE payoffs
then nobody cares about the distance between the beliefs necessary to sustain the
equilibrium. By contrast, in the game in Figure 5.7, Player 3 may require that Player
2 has beliefs that are close to his own beliefs (especially if Player 2 is a newcomer in
the community) because similar beliefs among Player 2 and Player 3 are necessary
for Player 3 to get the nice payoff 6. Conversely, if Player 3 is the newcomer in the
community, then Player 2 might not pressure Player 3 to adopt beliefs close to his
own. The (social) pressure to modify beliefs so as to be close to another player’s
beliefs must therefore be contrasted with the benefits (in terms of actions played)
of holding different beliefs.

Concerning sequential rationality, given that each player chooses his perturba-
tion scheme, these perturbation schemes belong to his strategy set, that is, each
player will build (in a consistent way) beliefs at his out-of-equilibrium information
sets to get a better payoff. This changes nothing with respect to the definition
of individual consistency, but this should lead us to reconsider Kreps & Wilson
(1982)’s notion of sequential rationality. In some way, we should add that, for each
player, given the strategies played by the other players, there does not exist a per-
turbation scheme that is sequentially rational (as defined by Kreps & Wilson 1982),
individually-consistent and that leads to a larger payoff for the player.

However, sequential rationality rests on unilateral deviations and this additional
condition might thus not always help. For example, the ICSE in Figure 5.7 would
resist such an additional condition despite the fact that Player 3 would like to
adapt his beliefs to Player 2’s beliefs to compel him to play B2. The problem is
that, as long as Player 2 plays A2 and Player 1 plays C1, Player 3’s beliefs and
actions have no impact on his equilibrium payoff. The idea is that each player
selects the perturbation scheme associated to the ICSE that leads him to his largest
equilibrium payoff. If so, in the game in Figure 5.7, Player 3 should opt for a
perturbation scheme (on Player 1’s actions) similar to Player 2’s, to push Player
1 and Player 2 to play A1 and B2 for example (he can choose the SE (A1, B2, A3)
with the beliefs µ(x2) = µ(y1) = 1). Yet, Player 2 would of course choose another
perturbation scheme, namely the one leading to the ICSE in Figure 5.7. So this
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additional condition, in the game in Figure 5.7, leads to the non-existence of a
system of perturbation schemes both selected by Player 2 and Player 3. In the game
in Figure 5.1, Player 2 and Player 3 can select the same perturbation scheme, namely
the one of an ICSE leading to the payoffs (5.99, 10,10). Player 1 can not counter
Player 2 and Player 3’s selection, in that if they play B2 and B3 he is constrained
to play C1. Yet, even in this game, Player 1 may opt for another equilibrium in
which he plays A1, therefore constraining Player 2 and Player 3 to play A2 and
A3. Therefore, there is no obvious way, even if we switch to coalitions of players,
to clearly formalize and express the wish to select payoff-optimizing perturbation
schemes. The only trivial configuration is a game such that one ICSE ensures the
best payoff to all the players, so that the grand coalition of all the players will be
incentivized to select it.

5.7 Conclusion

The chapter started with an obvious observation: there is no reason that leads every
player to build the perturbed strategies similarly. Each player has to respect the
probabilities assigned to actions that are in the support of the equilibrium, but,
given that there does not exist an external observer who can decide for the profiles
of ϵ-perturbations, each player is free to build the perturbations assigned to the
actions out of the support of the equilibrium. It follows that in an ICSE, players
can have different beliefs at out-of-equilibrium information sets.

This led us first to evaluate the distance between different beliefs, because play-
ers in the same community are often expected to share similar beliefs. We did this
in Section 3 in two ways: (i) an ordering of perturbations and (ii) the minimization
of changes in payoffs necessary to make the ICSE beliefs SE-compatible.

We then focused on the function held by beliefs at out-of-equilibrium sets.
Since players can build their beliefs at out-of-equilibrium sets, they might build
them strategically in order to improve their payoffs. This observation led us to
reconsider the traditional concept of sequential rationality, by further requiring that
there does not exist a perturbation profile that is individually-consistent and that
provides greater payoffs to the player, even though such an additional constraint is
not always easy to cope with.
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5.8 Appendix 1

We show that there are no sequential equilibria supporting the action C1 for player
1 (and therefore the socially optimal situation) in the game shown in Figure 5.1.

Case 1: Player 2 plays A2. Therefore player 1 plays A1.
Case 2: Player 2 plays B2.
(i): If player 3 plays A3, player 1 plays B1.
(ii): If player 3 plays B3, then player 1 might want to play C1, but we have

already shown that the beliefs that would support this equilibrium are not mutually
consistent.

(iii): If player 3 plays A3 and B3, then γ = 1
4 , and so necessarily α = 1

4 . But
then, player 2 would prefer to play A2. To show this, first let r be the probability
that player 3 plays A3. By playing A2, player 2’s expected payoff is 1

4(2r +4(1−r)+
3
4(4r + 5(1 − r)) = 1

4(14r + 19(1 − r)). By playing B2, player 2’s expected payoff is
1
4r + 3

4(3r + 6(1 − r)) = 1
4(10r + 18(1 − r)), which is strictly inferior to the expected

gain of playing A2.
Case 3: Player 2 plays A2 and B2.
(i): Player 3 plays A3. In this case, it would not be profitable for player 2 to

randomize, given that playing only A2 would allow her to always gain strictly more.
(ii): Player 3 plays B3. Given player 2’s indifference between A2 and B2, it

is necessary that α = 1
5 . To show that with these beliefs, player 3 would want to

deviate, first note q the probability that player 2 would play A2. Then by playing
A3, player 3’s expected gain would be 1

5(1+2q)+ 4
5(1+3q) = 1

5(5+14q). By playing
B3, player 3’s expected gain would be 1

5(4 − 2q) + 4
5(3q) = 1

5(4 + 10q), which is
strictly inferior to the expected gain player 3 would receive by playing A3.

(iii): Player 3 plays A3 and B3. Let r be the probability that player 3 plays
A3, and q the probability that player 2 plays A2. Let ϵ0 and ϵ1 be the perturbations
associated to A1 and B1 respectively. The expected gain of playing A2 for player 2
is ϵ0(2r + 4(1 − r)) + ϵ1(4r + 5(1 − r)) = ϵ0(4 − 2r) + ϵ1(5 − r). The expected gain of
playing B2 for player 2 is ϵ0r + ϵ1(3r + 6(1 − r)) = ϵ0r + ϵ1(6 − 3r). Equalizing these
expected gains yields ϵ0(4−2r)+ϵ1(5−r) = ϵ0r+ϵ1(6−3r), or ϵ0(4−3r) = ϵ1(1−2r).

The expected gain of playing A3 for player 3 is ϵ0(3q + (1 − q)) + ϵ1(4q + (1 −
q)) = ϵ0(1 + 2q) + ϵ1(1 + 3q). The expected gain of playing B3 for player 3 is
ϵ0(2q + 4(1 − q)) + ϵ13q = ϵ0(4 − 2q) + ϵ13q. Equalizing these expected gains yields
ϵ0(1 + 2q) + ϵ1(1 + 3q) = ϵ0(4 − 2q) + ϵ13q, or ϵ0(3 − 4q) = ϵ1. It follows that ϵ1 =
ϵ0(3 − 4q) = ϵ0

4−3r
1−2r

. Therefore, 3 − 4q = 4−3r
1−2r

, so 4q = 3 − 4−3r
1−2r

= 3−6r−4+3r
1−r

= −1−3r
1−r

,
which is strictly inferior to 0; an impossible event.
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5.9 Appendix 2

Proof of Proposition 5.3.1. 1. This follows from the fact that in an ICSE, all
strategies are sequentially rational and beliefs are obtained via Bayes’ Rule
applied to strategies close to the true ones (even if the perturbations are not
the same among players). In an ICSE, players agree on the planned actions,
even those at unreached subgames, so the ICSE induces a Nash equilibrium
in each subgame.

2. This follows directly from the definition of both concepts.

3. This follows from the fact that the perturbations required by Player 2 (to
build his beliefs) are about actions played by Player 1, and the perturbations
required by Player 1 are about actions played by Player 2. Both players do
not work with different perturbations about actions played by another (third)
player. So we can work with one set of perturbations for the game, which is
the same for both players (by taking Player 1’s perturbations (about Player
2’s actions) and Player 2’s perturbations (about Player 1’s actions)).

4. To show why an ICSE is not necessarily a PBE, we choose a game closer to the
games studied by Fudenberg & Tirole (1991), by changing our main example
in the following way. θ1 and θ

′
1 are Player 1’s two possible types, unknown to

Player 2 and to Player 3 (prior probabilities ρ and 1 − ρ). So we get the game
in Figure 5.8.

According to Fudenberg & Tirole (1991)’s PBE equilibrium concept, Player
2 and Player 3 share the same beliefs everywhere (Condition B(iv) p.332),
and these beliefs are build using the history of play whenever possible. So, if
µ(x4) = µ2(θ

′
1/h) = µ(θ′

1/h) = 1
5 , we get:

µ(y3) = µ(θ′
1/h)π2(B2)

µ(θ1/h)π2(B2) + µ(θ1/h)π2(A2) + µ(θ′
1/h)π2(B2) + µ(θ′

1/h)π2(A2)
= µ(θ′

1/h)

= 1
5 ,

(due to the Condition B(ii) p.332). Therefore, we can not get µ(y3) = 1
4 . Player

3’s beliefs are built like Player 2’s. Given that B2 is an expected action, and
given that the beliefs at h are not 0, the beliefs at y3 are necessarily the same
than the ones at x4.
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Figure 5.8 – Distinction between ICSE and PBE (1/3).

The ICSE concept takes into account that B2 is an expected action, but it
allows Player 3 not to share Player 2’s beliefs at h. Therefore, we keep Con-
dition B(ii) but not Condition B(iv), in that Player 2 (respectively Player 3)
assigns probability 1

5 (respectively 1
4) to θ

′ if h is reached.

Yet, all PBE are not necessarily ICSE. For example, consider Fudenberg &
Tirole (1991)’s example reproduced in Figure 5.9 and Figure 5.10 (Figure 8.9
p.346 in their book). The beliefs are in red. The beliefs assigned to the states
θ have been obtained by Bayesian inference from previous play. Player 1 is
the player who plays the actions a∗

1, a
′
1 and a

′′
1 , while ek, e

′
k are perturbations

going to 0.

Figure 5.9 – Distinction between ICSE and PBE (2/3).

Fudenberg & Tirole (1991) say that the beliefs (in red) at h and h′ belong
to a PBE because the PBE places no restrictions on the beliefs at h and h′,
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Figure 5.10 – Distinction between ICSE and PBE (3/3).

since both beliefs that lead to h and h′ are 0. The only condition is that these
beliefs have to be common to all players.

Yet the beliefs at h and h′ can not belong to an ICSE when the same player,
Player 2 in Figure 5.9, plays at h and h′. As a matter of fact, by calling ϵ

′k

and ϵ
′′k the probabilities to reach y1 and y2, respectively, which go to 0 given

the beliefs, we get µ2(x3) = lim
ϵ→0

( ϵ
′ke

′
k

ϵ′ke
′
k

+ϵ′′k(1−ek−ek
′)), which can go to 1 only

if ϵ
′′k(1−ek−ek

′)
ϵ′ke

′
k

goes to 0, which requires that ϵ
′′k

ϵ′k → 0. But then µ2(x2) =

lim
ϵ→0

( ϵ
′′kek

ϵ′′kek+ϵ′k(1−ek−ek
′)) → 0. So the PBE is not a ICSE.

By contrast, when there are two different players at h and h′′, like in Figure 5.10
(Player 2 and Player 3 respectively), the PBE is an ICSE, since we can take dif-
ferent perturbations leading to y1 and y2 for Player 2 (ϵ′k

2 and ϵ
′′k
2 ) and Player 3

(ϵ′k
3 and ϵ

′′k
3 ), respectively. Therefore, we get: µ3(x3) = lim

ϵ→0
( ϵ

′k
3 e

′
k

ϵ
′k
3 e

′
k

+ϵ
′′k
3 (1−ek−ek

′)),

which can go to 1 if ϵ
′′k
3

ϵ
′k
3 e

′
k

→ 0. And we get µ2(x2) = lim
ϵ→0

( ϵ
′′k
2 ek

ϵ
′′k
2 ek+ϵ

′k
2 (1−ek−ek

′)),

which can also go to 1 if ϵ
′k
2

ϵ
′′k
2 ek

→ 0. Given that the set of perturbations is
different for the two players, both conditions can be fulfilled and the PBE
becomes an ICSE.

5. To formally describe the concept of SCE, we need to introduce some more
notation. Let a mixed strategy profile be represented by σ = (σi)i∈N , while a
behavioral strategy profile will be denoted, as before, by π = (πi)i∈N . We refer
to information sets that are reached with positive probability under the mixed
strategy profile σ as H̄(σ), and write hi for a specific information set controlled
by player i. We write the behavioral representation of a mixed strategy σi as
π̂i(·|σi), such that π̂i(hi|σi) represents the probability distribution over actions
induced by the mixed strategy σi at information set hi. Furthermore, let
µi represent player i’s beliefs about their opponents’ play, such that µi is a
probability distribution over Π−i, the set of other players’ behavioral strategies,
with typical element π−i.
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A (mixed) strategy profile σ is a Self-Confirming Equilibrium (Fudenberg &
Levine 1993) if, ∀i ∈ N and ∀si ∈ support(σi), there exists beliefs µi such
that:

(a) si maximizes ui(·, µi), and

(b) µi[{π−i|πj(hj) = π̂j(hj|σj)}] = 1, ∀j ̸= i, ∀hj ∈ H̄(si, σ−i).

In words, every players’ subjective probability distribution needs to put prob-
ability 1 to strategy profiles that are compatible with observed play (reached
with positive probability). That is, players’ expectations need to be right on
the equilibrium path, but need not be right at information sets that are never
reached.

Importantly, since each player has to best respond only to the observed actions
of other players, the SCE only requires that players play a best response to
their beliefs about other player’s actions out of the equilibrium strategy path.
This implies that a SCE is not necessarily an ISCE, since the ICSE requires
that players play best responses to other player’s actions, even at informa-
tion sets that are out of the equilibrium strategy path. On the other hand, an
ICSE is always a SCE, since it is always possible to create a SCE in which play-
ers play best responses, and have accurate beliefs, even at out-of-equilibrium
information sets.

■

Proof of Proposition 5.3.2. 1. AGM-consistency works with plausibility orders
on stories. It is a qualitative notion that focuses on plausibility-preserving
actions, which are actions played with a positive probability in the game.
Given that the ICSE also respects the actions played with a positive probabil-
ity in the game, an ICSE is usually AGM-consistent, except if it leads to 0-1
assessments.

2. Bonanno’s PBE concept transforms the qualitative notion into a quantitative
one, by requiring that the beliefs respect Bayes’ Rule when it applies, i.e., in
presence of plausibility-preserving actions. Given that Bonanno’s concept only
introduces one probability distribution at each out-of-equilibrium information
set, it immediately follows that it cannot intersect with the ICSE concept,
which works with the Bayesian rule applied to several perturbation distribu-
tions, one for each player.

■
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5.10 Appendix 3

Program 1:

min
x1,x2,x3,x4,y1,y2,y3,y4,µ

x1
2 + x2

2 + x3
2 + x4

2 + y1
2 + y2

2 + y3
2 + y4

2

s.t. (0 + x2)µ + (6 + x4)(1 − µ) ≥ (4 + x1)µ + (5 + x3)(1 − µ) (1) λ1

(4 + y2)µ + (0 + y4)(1 − µ) ≥ (1 + y1)µ + (1 + y3)(1 − µ) (2) λ2

µ ≥ 0 (3) λ3

1 − µ ≥ 0 (4) λ4

Equations (1) and (2) can be rewritten:

1 − x3 + x4 − µ(5 + x1 − x2 − x3 + x4) ≥ 0 (1)

−1 − y3 + y4 − µ(−4 + y1 − y2 − y3 + y4) ≥ 0 (2)

The KT function becomes:

x1
2 + x2

2 + x3
2 + x4

2 + y1
2 + y2

2 + y3
2 + y4

2 − λ1(1 − x3 + x4 − µ(5 + x1 − x2 − x3 + x4))

− λ2(−1 − y3 + y4 − µ(−4 + y1 − y2 − y3 + y4)) − λ3µ − λ4(1 − µ).

The KT equations are:

2x1 + λ1µ = 0 (a)

2x2 − λ1µ = 0 (b)

2x3 + λ1(1 − µ) = 0 (c)

2x4 − λ1(1 − µ) = 0 (d)

2y1 + λ2µ = 0 (e)

2y2 − λ2µ = 0 (f)

2y3 + λ2(1 − µ) = 0 (g)

2y4 − λ2(1 − µ) = 0 (h)

λ1(5 + x1 − x2 − x3 + x4) + λ2(−4 + y1 − y2 − y3 + y4) − λ3 + λ4 = 0 (i)

It follows that x2 = −x1 ≥ 0, x4 = −x3 ≥ 0, y2 = −y1 ≥ 0, and y4 = −y3 ≥ 0,
due to the positivity of the KT multipliers.

Both Conditions (1) and (2) are necessarily checked with equality, because
λ1 = 0 leads to λ2(−4 − 2y2 + 2y4) = 0, hence y4 ≥ 2, which can clearly not
lead to a global minimum given our numerical introduction, and λ2 = 0 leads to
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λ1(5 − 2x2 + 2x4) = 0, hence x4 ≥ 2.5, which can not lead to a global minimum for
the same reason.

We seek a solution that checks 0 < µ < 1, and so λ3 = λ4 = 0. It follows that
λ1 = 2x2

µ
= 2x4

1−µ
, hence µ = x2

x2+x4
, and λ2 = 2y2

µ
= 2y4

1−µ
, hence µ = y2

y2+y4
. As a result:

x2y4 = y2x4 (j)

2(x2
2 + x2

4) = 4x2 − x4 (k)

2(y2
2 + y2

4) = −3y2 + y4 (l)

x2(1 + 2x4) + y2(−1 + 2y4) = 0 (m)

The only solution is:

x2 = −x1 = −53
√

29 − 290
290 ≃ 0.0158

x4 = −x3 = 33
√

29 − 145
580 ≃ 0.0564

y2 = −y1 = 83
√

29 − 435
580 ≃ 0.0206

y4 = −y3 = −19
√

29 − 145
580 ≃ 0.0736

µ = −106
√

29 + 580
435 − 73

√
29

≃ 0.219

λ1 = 435 − 73
√

29
290 ≃ 0.1444

λ2 = 64
√

29 − 290
290 ≃ 0.1885.

Program 2:

min
x1,x2,x3,y1,y2,y3,µ

(x1

4 )2 + (x2

5 )2 + (x3

6 )2 + y1
2 + (y2

4 )2 + y3
2

s.t. (6 + x3)(1 − µ) ≥ (4 + x1)µ + (5 + x2)(1 − µ) (1) λ1

(4 + y2)µ ≥ (1 + y1)µ + (1 + y3)(1 − µ) (2) λ2

µ ≥ 0 (3) λ3

1 − µ ≥ 0 (4) λ4

Equations (1) and (2) can be rewritten:

1 + x3 − x2 + µ(−5 − x1 + x2 − x3) ≥ 0 (1)

−1 − y3 + µ(4 − y1 + y2 + y3) ≥ 0 (2)
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The KT function becomes:

(x1

4 )2 + (x2

5 )2 + (x3

6 )2 + y1
2 + (y2

4 )2 + y3
2 − λ1(1 + x3 − x2 + µ(−5 − x1 + x2 − x3))

− λ2(−1 − y3 + µ(4 − y1 + y2 + y3)) − λ3µ − λ4(1 − µ).

The KT equations are:

2x1

16 + λ1µ = 0 (a)
2x2

25 + λ1(1 − µ) = 0 (b)
2x3

36 − λ1(1 − µ) = 0 (c)

2y1 + λ2µ = 0 (e)
2y2

16 − λ2µ = 0 (f)

2y3 + λ2(1 − µ) = 0 (g)

λ1(5 + x1 − x2 + x3) + λ2(−4 + y1 − y2 − y3) − λ3 + λ4 = 0 (i)

We look for a solution such that Conditions (1) and (2) are checked with
equality, and such that 0 < µ < 1 (so that λ3 = λ4 = 0. The only solution
gives: x1 = −0.0258, x2 = −0.1232, x3 = 0.1774, y1 = −0.0021, y2 = 0.0338,
y3 = −0.00645, λ1 = 0.01308, λ2 = 0.01712 and µ = 0.24657.
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The principal objective of this thesis has been to reevaluate the “behavioral” turn
in economics and game theory. This “behavioral” turn, inspired by research in psy-
chology, was motivated by the observation that individuals often do not behave in
accordance with the predictions of standard economics and game-theoretic models
based on self-interest maximization and Bayesian rationality. Rather, individuals
often adopt beliefs that are not justified by the evidence, take the welfare of others
into account in social dilemmas, and more generally seem to rely more on emotions
than “rationality” when making decisions. In this thesis, I proposed that the devia-
tions from the predictions of standard models can often be explained using standard
economic and game-theoretic tools, provided that researchers take into account the
social incentives that individuals face. The argument I tried to advance is that our
psychological and emotional mechanisms are not exogenously biasing our decisions
but that they themselves respond to incentives that may not be readily apparent.
Therefore, tools based on individual rationality and self-interest maximization can
be fruitfully applied in understanding how these mechanisms respond to incentives.

In Chapter 1, I argued that the feeling of wanting to improve one’s self-image
and the subsequent need to self-signal themselves require a more ultimate explana-
tion, since both—undertaken for their own sake—are purely inconsequential. Given
that learning and emotional mechanisms track rewards and punishments in our en-
vironment, the positive feeling associated with a positive self-image must necessarily
stem from material or social benefits associated with having a positive image. Alter-
natively, the negative feeling associated with behaving inconsistently or undertaking
a socially disapproved behavior must necessarily stem from material or social costs
associated with these behaviors. This led me to conclude that the desired self-image
must represent the desired social image, in the sense that individuals are ultimately
motivated to improve and maintain their reputation in the eyes of others. Similarly,
what appears to be self-signaling in private and anonymous settings must represent
the workings of a psychology well-adapted to the social incentives of everyday life,
in which individuals take advantage of plausible deniability to avoid contributing
to public goods, avoid being caught lying and more generally avoid being punished.
Overall, this chapter makes the case that our minds are—by necessity—socially
adapted and that observed behavior in private or anonymous settings often reflects
the workings of that socially adapted psychology, giving the false impression that
individuals are playing games with themselves. Since proximate psychological mech-
anisms (beliefs, preferences, etc.) adapt to the environment in which individuals find
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themselves, I concluded this chapter by emphasizing the need for systemic-level in-
terventions for promoting (incentivizing) costly prosocial behavior.

In Chapter 2, I similarly argued that our concern for others, which can mate-
rialize through feelings of warm-glow or a taste for fairness, itself requires further
investigation. In line with the perspective adopted in this thesis, I sought to uncover
the material and social rewards underlying the expression of our social preferences.
As such, I proposed that the theory of social evolution provides a useful theoretical
framework for understanding human social preferences. The theory of social evolu-
tion predicts that costly cooperative acts need to be (probabilistically) recovered,
such that cooperation is expected to provide direct and/or indirect benefits to in-
dividuals. Therefore, cooperation (and prosocial behavior, more generally) needs
to be incentivized and can be studied using standard economic and game-theoretic
tools. I proposed that social emotions such as empathy, anger, guilt, or shame do
not exogenously “bias” our decisions in social dilemmas. Instead, they are context-
dependent (endogenous) mechanisms that modulate our behavior so as to implement
successful strategies in the social domain. I also argued that some quirky features
of prosocial behavior, such as “avoiding the ask”, “ineffective altruism”, or “moral
wiggle room” can successfully be understood using this framework. Overall, this
chapter makes the case that our (social) preferences and emotions themselves re-
spond to incentives and that a better understanding of how these incentives operate
is necessary in order to improve our understanding of human social behavior.

In Chapter 3, I delved into the function of social identity, which I defined as
the set of beliefs and values that categorize individuals into some subset (or group)
of individuals. Individuals are often emotionally attached to their social identity
and eager to express it publicly. Researchers have noted that individuals derive
self-esteem from their group memberships but suffer psychological costs from their
perceived distance from other group members. Therefore, individuals seek similarity
(in terms of preferences, beliefs, etc.) with other group members, but existing re-
search on social identity has not adequately addressed why individuals would have
such a preference. In this chapter, I argued that social identity could serve as a
signal of trustworthiness in polarized environments. That is, in contexts in which
different social groups have associated different beliefs and values that are in conflict
with those of other groups, the beliefs and values that individuals decide to adopt
can become truthful signals of intention to cooperate with other group members.
The incentive to appear as trustworthy can therefore explain why individuals are
(emotionally) attached to their social identity and why they seek similarity with
other group members. Moreover, viewing social identity as a signal of trustworthi-
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ness in polarized environments helps explain several empirical puzzles, such as the
malleability and the environment-dependency of social identity or the resistance of
social identity to conflicting evidence. This chapter further demonstrates that valu-
able insights can be garnered by investigating the incentives underlying proximate
psychological mechanisms (here, beliefs and values).

In Chapter 4, I aimed to provide theoretical and empirical support to the per-
suasive account of positive illusions. Positive illusions are defined as enhanced beliefs
about oneself (one’s skills, health, intelligence, etc.) and a variety of theories have
been developed to explain how such biased beliefs can remain stable given their
potentially high costs. The leading theory, predominantly embraced by psycholo-
gists and behavioral economists, suggests that positive illusions provide individuals
with psychological benefits and improve well-being, counterbalancing the potential
costs deriving from sub-optimal decisions. Yet, such a perspective does not ex-
plain why adopting positive illusions might feel good. In line with the perspective
taken throughout this thesis, the persuasive account of positive illusions suggests
that they help individuals persuade others about their (enhanced) qualities, thereby
influencing how others behave towards us. Nevertheless, this theory lacks theoret-
ical and empirical support. In this chapter, I showed that the persuasive account
of positive illusions is theoretically sound and empirically supported. More specif-
ically, it uniquely predicts that positive illusions will be sensitive to the degree of
observability of the trait, the reputational costs of lying, and the ease with which
individuals can plausibly deny having self-enhanced. The large empirical literature
on positive illusions appears to support these predictions. Following our discussion
in Chapter 3, this chapter similarly demonstrates that investigating the function of
systematically biased beliefs can help us garner valuable insights into the incentives
underlying and maintaining the bias.

In Chapter 5, co-authored with Gisèle Umbhauer, we revisit the Sequential
Equilibrium, one of the central equilibrium solution concepts in dynamic games of
imperfect/incomplete information, by relaxing the restrictions placed on the play-
ers’ beliefs at out-of-equilibrium information sets. While the concept of Sequential
Equilibrium (SE) requires that all players share the same beliefs about the numerical
values of mathematical artifacts used to generate perturbations of strategy profiles,
our Individually-Consistent Sequential Equilibrium (ICSE) solution concept allows
different perturbation systems for different players. In line with the perspective
taken in the other chapters of this thesis, we investigate the strategic nature of be-
liefs at out-of-equilibrium strategy sets. First, as discussed in Chapter 3, different
players might want their beliefs to be as close as possible, particularly so if they be-
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long to the same community. This led us to discuss the notion of distance between
beliefs which can be computed in several ways. Second, the beliefs that the play-
ers reveal through their actions might be different from the ones they announce at
the start of the game. Third, players might build their beliefs at out-of-equilibrium
strategy sets to maximize their own payoffs. This suggests that it may be benefi-
cial for players to adopt different beliefs if holding different beliefs can improve their
payoffs. These observations led us to reconsider the traditional concept of sequential
rationality by additionally requiring that there does not exist unilateral beliefs devi-
ations that are individually-consistent and that can provide more significant payoffs
to the player.

Perspectives for Future Work

The work in this thesis sought to investigate the ultimate causes of some behavioral
biases documented by economists and psychologists in recent decades. This work
was motivated by the idea that behavioral biases do not arise exogenously but can
be successfully predicted by appropriately taking into account the social incentives
(trustworthiness, reputation, etc.) that individuals face. As such, the present work
positions itself in a growing research program that aims at deciphering the incentives
underlying our beliefs, preferences, and intuitions (Hoffman & Yoeli 2022). The cen-
tral insight stemming from this research program is that traditional game-theoretical
tools can be successfully applied to understand psychological quirks (or biases) such
as motivated reasoning, indirect speech, ineffective altruism, passions, or our sense
of justice. The promise is that a better understanding of the incentives shaping our
beliefs and preferences can help us better predict and influence behavior, therefore
helping overcome some of the most pressing societal issues.

This research program is still in its infancy and there inevitably remains a fer-
tile ground for research questions to be addressed. Concerning the work developed
in this thesis, I can see several avenues to extend and improve on it. In Chapter 1, I
suggested that feelings can become incentives (or rewards) only in fitness-irrelevant
domains, such as entertainment. The argument was that letting feelings dictate be-
havior in fitness-relevant domains, such as one’s health, skills, or mating prospects
would be too costly and, therefore, unlikely to be evolutionary stable. Yet, what
exactly distinguishes fitness-relevant from fitness-irrelevant domains? What are the
relevant benefits and costs that need to be taken into account to discriminate be-
tween both domains? More generally, under what conditions can feelings become
incentives? Additionally, more work is needed to better understand the functioning
of human learning mechanisms. I have suggested that the Reinforcement Leaning
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and Social Learning frameworks capture a large class of learning problems, but it
is not yet clear how fine-tuned these mechanisms are. Can we expect humans to
optimally adapt their behavior to every contingency they have encountered or are
learning mechanisms bound to respond to the “average” contingency? Finally, I
have suggested that the development of institutions that promote and incentivize
cooperation is crucial in order to tackle the most pressing societal issues. Yet, it is
unclear how such institutions might be “socially-engineered” from scratch. Recent
work has shown that “too strict” social norms can backfire, increasing rather than
decreasing rule-violations (Aycinena et al. 2022). Therefore, more work is required
to better understand how to successfully design institutions incentivizing prosocial
behavior.

In Chapter 2, I have suggested, based on the logic of evolutionary theory, that
a trait (or behavior) is expected to be adaptive only in those circumstances in which
it was selected for. This proposition predicts that behavior might not be adaptive
in unfamiliar environments such as the laboratory. I have argued that higher-than-
expected cooperation in the laboratory might result from such a mismatch, wherein
an adaptive behavior in one environment spillovers in another. Implicit in this ar-
gument is the idea that there must exist some cues in the laboratory that remind
individuals of out-of-the-laboratory (everyday life) settings. An important avenue
for future research would be to specify whether there exist aspects of the environ-
ment that can reliably predict whether a behavior will spill over from one setting to
another. That is, can we predict, based on certain similarities or differences between
environments, whether spillovers will occur from one setting to the other? This pre-
diction would provide solid theoretical foundations for spillover effects and would
undoubtedly improve our understanding of human behavior. Additionally, I have
suggested that cultural/institutional evolution and behavioral ecology are powerful
frameworks for understanding the wide variation in the expression of social pref-
erences. Yet, more research is needed to understand how these two mechanisms
interact. Are there circumstances under which we can expect one mechanism to
be more important than the other? Finally, by focusing on prosocial behavior as a
strategy, I have not considered research on personality traits such as agreeableness.
While stable exposure to mechanisms incentivizing cooperation might be confused
with a stable individual-level predisposition, future research could clarify to what
extent prosociality can be considered an individual-level (stable) trait.

In Chapter 3, I suggested that social identity can become a signal of trustworthi-
ness in polarized environments. Yet, the theoretical part of this paper takes this fact
as given. A natural extension of the present work would be to integrate the (verbal)
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argument that social identity can signal trustworthiness (based on Loury (1994)’s
work) with the formalization of the process of social identity adoption presented in
this paper. While Golman (2022) has started to work in that direction, he takes
individual values as given and is not concerned with trustworthiness. Following our
approach, social identity would endogenously become a signal of trustworthiness and
the choice of social identity would remain a function of social incentives (coopera-
tion opportunities). Future work could also more thoroughly describe the conditions
under which social identity can become a truthful signal of trustworthiness as well
as the conditions under which social identity might have other functions, such as
coordination with similar others (Smaldino 2019). Finally, more work is needed
to clearly delineate the role of information and psychology in understanding which
social identity individuals decide to adopt. Researchers have suggested that some
available empirical evidence is consistent with a Bayesian account of political be-
lief formation (Tappin et al. 2020) or that particular psychological mechanisms can
influence information-processing and bias the process of political belief formation
(Funk et al. 2013). Future work could assess the relative importance of these mech-
anisms with respect to the signaling account developed in this thesis and further
test the empirical significance of the signaling function of social identity.

In Chapter 4, while I assumed that all S types benefit in the same way from
interacting with R in the “Partner Choice” game, one might wonder how the equi-
librium results would change if “Lower” types benefited more than “Higher” types.
Might R be more prudent and less easily persuaded by positive illusions? Similarly,
how might the results change if the reputational costs of lying were type-dependent,
with, for instance, “Higher” types valuing their reputation more? Finally, while
dynamics have been left out of the present theoretical analysis, it would be inter-
esting to know how repeated play between S and R might affect the stability of
positive illusions. In the “Partner Choice” game, can repeated interactions (and
therefore repeated feedback about S’s type) still allow some room for positive il-
lusions to persuade at equilibrium? In the “Community” game, can repeated play
reduce the Receiver’s uncertainty about each other’s “punishment threshold” and
therefore improve coordination? If a lie is punished, could a different lie maintaining
plausible deniability replace it? Moreover, with respect to the collective punishment
of lying, several interesting questions are raised. Under what conditions is it ben-
eficial to punish a liar alone? Alternatively, when is it risky to punish if others do
not follow? What kind of information-structure favors common knowledge of lying
among different players? Answering these questions will undoubtedly improve our
understanding of positive illusions and might refine the arguments exposed in this
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chapter. More generally, one important question for future research would be to pre-
cisely determine the factors influencing plausible deniability. While I have suggested
that plausible deniability can prevent coordinated punishment and stabilize positive
illusions at equilibrium, future work should investigate what is plausibly deniable
and what is not. An extensive theoretical and empirical treatment of plausible de-
niability promises to illuminate a variety of phenomena, such as contributions to
public goods (see Chapter 2), ethical behavior, or political discourse.

In Chapter 5, we suggested that the Sequential Equilibrium (SE) requirement
that players share the same beliefs about out-of-equilibrium actions was too strong
and proposed to weaken this condition in our Individually-Consistent Sequential
Equilibrium (ICSE). We have shown that it can be advantageous for players to
hold different beliefs if such beliefs can allow them to obtain greater payoffs. An
avenue for future research would be to further investigate the conditions under which
heterogeneous beliefs might arise at equilibrium, and their relationship with the
payoff-structure. Also, how do opposing incentives influence the players’ equilibrium
beliefs? As a matter of example, how does the incentive to adopt beliefs close to the
ones adopted by other community members (to appear as trustworthy) relate to the
incentive to adopt accurate beliefs about the state of the world or to the incentive
to adopt different beliefs so as to influence other players’ decisions? More generally,
future research could explore in more detail the consequences of adding beliefs to
the players’ strategy set.

To conclude, I want to note that across all chapters of this thesis, I have implic-
itly (if not explicitly) assumed that there are no constraints preventing individuals to
behave optimally or preventing psychological proximate mechanisms (beliefs, pref-
erences, etc.) to adapt optimally to the incentives in the environment. I hope that
the present work has convinced the reader that such a perspective can bring in-
teresting insights and help us better understand human (social) behavior. Yet, in
reality, there certainly exist constraints that prevent individuals to behave optimally
in the circumstances in which they find themselves. An important avenue for future
research would be to clarify exactly what these constraints are and under what cir-
cumstances we can expect them to be binding. For instance, are there general limits
on learning that can prevent individuals from discriminating between contexts or
general computational limits that can prevent individuals from responding to rele-
vant incentives? How does the structure of social networks, individual rationality or
inertia influence the outcome of learning processes? Are there domains in which we
can expect “genuine cognitive biases” to persist? Are there fundamental constraints,
due to the way our brains have evolved, that might prevent individuals from success-
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fully adapting and responding to the contingencies which they face? Also, what are
the evaluation criteria that individuals make use of in order to determine whether a
trait (or behavior) is useful or not (Singh 2020) and how do these criteria respond
to real-world feedback? I believe that a greater understanding of how evolution
has shaped human psychological mechanisms—for what purposes and with what
constraints—is needed to better predict when human behavior can be expected to
be adapted to its environment.
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L’objectif principal de cette thèse a été de réévaluer le tournant “comportemental”
en économie et en théorie des jeux. Ce tournant “comportemental”, inspiré par
la recherche en psychologie, a été motivé par l’observation que les individus ne se
comportent souvent pas conformément aux prédictions des modèles économiques et
de théorie des jeux classique basés sur la maximisation de l’intérêt personnel et la
rationalité Bayésienne. Au contraire, les individus adoptent souvent des croyances
qui ne sont pas justifiées par l’évidence, prennent en compte le bien-être des autres
dans les dilemmes sociaux et, plus généralement, semblent se fier davantage aux
émotions qu’à la “rationalité” lorsqu’ils prennent des décisions. Dans cette thèse,
j’ai proposé que les déviations par rapport aux prédictions des modèles standards
peuvent souvent être expliquées à l’aide d’outils économiques et de la théorie des
jeux classique, à condition que les chercheurs tiennent compte des incitations so-
ciales auxquelles les individus sont confrontés. L’argument que j’ai essayé d’avancer
est que nos mécanismes psychologiques et émotionnels ne biaisent pas nos décisions
de manière exogène mais qu’ils répondent eux-mêmes à des incitations qui peuvent
ne pas être directement apparentes. Par conséquent, les outils basés sur la ratio-
nalité individuelle et la maximisation de l’intérêt personnel peuvent être appliqués
de manière fructueuse afin de comprendre comment ces mécanismes répondent aux
incitations.

Dans le Chapitre 1, j’ai soutenu l’idée que le sentiment de vouloir améliorer son
image de soi et le besoin subséquent de s’auto-signaler nécessitent eux-mêmes une ex-
plication plus ultime, puisque les deux (considérés individuellement) sont purement
inconséquents. Étant donné que les mécanismes d’apprentissage et les mécanismes
émotionnels répondent aux récompenses et aux punitions dans notre environnement,
le sentiment positif associé à une image positive de soi doit provenir de bénéfices
matériels ou sociaux associés à une image positive. À l’inverse, le sentiment négatif
associé à un comportement incohérent ou à un comportement socialement désap-
prouvé doit découler des coûts matériels ou sociaux associés à ces comportements.
Cela m’a amené à conclure que l’image de soi désirée doit représenter l’image so-
ciale désirée, dans le sens où les individus sont ultimement motivés à améliorer
et maintenir leur réputation aux yeux des autres. De même, ce qui semble être
un auto-signal dans des contextes privés et anonymes doit représenter le fonction-
nement d’une psychologie bien adaptée aux incitations sociales de la vie quotidienne,
dans laquelle les individus tirent parti de facteurs contextuels afin d’éviter de con-
tribuer aux biens publics, d’être pris en train de mentir et, plus généralement, d’être
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punis. Dans l’ensemble, ce chapitre montre que nos esprits sont—par nécessité—
socialement adaptés et que le comportement observé dans des contextes privés ou
anonymes reflète souvent le fonctionnement de cette psychologie socialement adap-
tée, donnant la fausse impression que les individus jouent à des jeux avec eux-mêmes.
Étant donné que les mécanismes psychologiques proximaux (croyances, préférences,
etc.) s’adaptent à l’environnement dans lequel les individus se trouvent, j’ai con-
clu ce chapitre en soulignant la nécessité d’interventions au niveau systémique pour
inciter (encourager) des comportements prosociaux coûteux.

Dans le Chapitre 2, j’ai également soutenu que notre souci pour le bien-être
des autres, qui peut se matérialiser par des sentiments de warm-glow ou un goût
pour l’équité, nécessite lui-même une analyse plus approfondie. Conformément à
la perspective adoptée dans cette thèse, j’ai cherché à découvrir les récompenses
matérielles et sociales sous-jacentes à l’expression de nos préférences sociales. À ce
titre, j’ai proposé que la théorie de l’évolution sociale fournit un cadre théorique utile
permettant de mieux comprendre les préférences sociales. La théorie de l’évolution
sociale prédit que les actes de coopération coûteux doivent être bénéfiques (de
manière probabiliste), de sorte que la coopération est censée apporter des béné-
fices directs et/ou indirects aux individus. Par conséquent, la coopération (et plus
généralement le comportement prosocial) doit être incitée et peut être étudiée à
l’aide d’outils économiques et de la théorie des jeux classique. J’ai proposé que les
émotions sociales telles que l’empathie, la colère, la culpabilité ou la honte ne “bi-
aisent” pas de manière exogène nos décisions dans les dilemmes sociaux. Il s’agit
plutôt de mécanismes (endogènes) dépendant du contexte qui modulent notre com-
portement de manière à mettre en œuvre des stratégies efficaces dans le domaine
social. J’ai également fait valoir que certaines caractéristiques étonnantes du com-
portement prosocial (comme l’altruisme inefficace) peuvent être comprises à travers
ce cadre théorique. Dans l’ensemble, ce chapitre montre que nos préférences sociales
et nos émotions répondent elles-mêmes à des incitations et qu’une meilleure com-
préhension du fonctionnement de ces incitations est nécessaire afin d’améliorer notre
compréhension du comportement social humain.

Dans le Chapitre 3, j’ai analysé la fonction de l’identité sociale que j’ai défini
comme représentant l’ensemble des croyances et des valeurs qui classent les indi-
vidus dans un certain sous-ensemble (ou groupe) d’individus. Les individus sont
souvent émotionnellement attachés à leur identité sociale et désireux de l’exprimer
publiquement. Les chercheurs ont remarqué que les individus retirent de l’estime de
soi de leur appartenance à un groupe mais souffrent de coûts psychologiques dûs à
leur distance perçue par rapport aux autres membres du groupe. Par conséquent,
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les individus recherchent la similarité (en termes de préférences, de croyances, etc.)
avec les autres membres du groupe, mais les recherches existantes sur l’identité so-
ciale n’ont pas abordé de manière adéquate les raisons pour lesquelles les individus
auraient une telle préférence. Dans ce chapitre, j’ai soutenu que l’identité sociale
peut servir de signal de fiabilité dans des environnements polarisés. En d’autres
termes, dans des contextes où différents groupes sociaux ont associé des croyances
et des valeurs qui sont en conflit avec celles d’autres groupes, les croyances et les
valeurs que les individus décident d’adopter peuvent devenir des signaux d’intention
de coopérer avec les autres membres de leur groupe. L’incitation à paraître comme
digne de confiance peut donc expliquer pourquoi les individus sont (émotionnelle-
ment) attachés à leur identité sociale et pourquoi ils recherchent la similarité avec les
autres membres du groupe. De plus, considérer l’identité sociale comme un signal
de fiabilité dans des environnements polarisés permet d’expliquer plusieurs puzzles
empiriques tels que la malléabilité de l’identité sociale et la dépendance de l’identité
sociale vis-à-vis de l’environnement ou la résistance de l’identité sociale aux infor-
mations contradictoires. Ce chapitre démontre que l’on peut obtenir une différente
perspective sur d’importants phénomènes individuels et sociaux en étudiant les in-
citations sous-jacentes aux mécanismes psychologiques proximaux (ici les croyances
et les valeurs).

Dans le Chapitre 4, j’ai cherché à apporter une base théorique et empirique à
l’approche “persuasive” des illusions positives. Les illusions positives sont définies
comme des croyances sur soi-même (ses compétences, sa santé, son intelligence, etc.)
positivement biaisées, et diverses théories ont été développées afin d’expliquer com-
ment de telles croyances biaisées peuvent rester stables compte tenu de leurs coûts
potentiellement élevés. La principale théorie, à laquelle adhèrent notamment les psy-
chologues et les économistes comportementaux, suggère que les illusions positives
procurent aux individus des bénéfices psychologiques et améliorent le bien-être, con-
trebalançant ainsi les coûts potentiels découlant de décisions sous-optimales. Cepen-
dant, une telle perspective n’explique pas pourquoi l’adoption d’illusions positives
peut procurer un sentiment de bien-être. Conformément à la perspective adoptée
dans le reste de cette thèse, l’approche “persuasive” des illusions positives suggère
que les illusions positives aident les individus à persuader les autres de leurs qualités
(améliorées), influençant ainsi le comportement des autres à leur égard. Néanmoins,
cette théorie manque de soutien théorique et empirique. Dans ce chapitre, j’ai
montré que l’approche “persuasive” des illusions positives est théoriquement solide
et empiriquement soutenue. Plus précisément, cette approche prédit de manière
unique que les illusions positives seront sensibles au degré d’observabilité du trait,
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aux coûts réputationnels liés au mensonge et à la facilité avec laquelle les individus
peuvent plausiblement nier avoir menti. L’importante littérature empirique sur les
illusions positives semble soutenir ces prédictions. Suite à notre discussion dans
le Chapitre 3, ce chapitre démontre également que l’étude de la fonction des croy-
ances systématiquement biaisées peut nous offrir une nouvelle perspective sur les
incitations qui sous-tendent et maintiennent le biais.

Dans le Chapitre 5, co-écrit avec Gisèle Umbhauer, nous revisitons l’équilibre
séquentiel, l’un des concepts d’équilibre centraux dans les jeux dynamiques
d’information imparfaite/incomplète, en réduisant les restrictions placées sur les
croyances des joueurs aux ensembles d’information hors équilibre. Alors que le con-
cept d’équilibre séquentiel (ES) exige que tous les joueurs partagent les mêmes croy-
ances sur les valeurs numériques d’artefacts mathématiques utilisés pour générer
des perturbations des profils de stratégies, notre concept de solution d’équilibre
séquentiel individuellement-cohérent (ESIC) permet différents systèmes de pertur-
bation pour différents joueurs. En accord avec la perspective adoptée dans les autres
chapitres de cette thèse, nous étudions la nature stratégique des croyances aux en-
sembles d’information hors équilibre. Tout d’abord, comme discuté dans le Chapitre
3, différents joueurs peuvent souhaiter que leurs croyances soient aussi proches que
possible, particulièrement s’ils appartiennent à une même communauté. Cela nous a
conduit à discuter une notion de distance entre les croyances qui peut être calculée de
plusieurs façons. Deuxièmement, les croyances que les joueurs révèlent par leurs ac-
tions peuvent être différentes de celles qu’ils annoncent au début du jeu. Troisième-
ment, les joueurs peuvent construire leurs croyances à des ensembles d’information
hors équilibre de telle sorte à maximiser leurs propres gains. Ceci suggère qu’il peut
être bénéfique pour les joueurs d’adopter des croyances différentes si celles-ci leur
permettent d’améliorer leurs gains. Ces observations nous ont amené à reconsidérer
le concept traditionnel de rationalité séquentielle, en exigeant en plus qu’il n’existe
pas de déviations unilatérales des croyances qui soient individuellement-cohérentes
et qui puissent fournir des gains plus importants au joueur.

Perspectives pour des recherches futures

Le travail de cette thèse a visé à étudier les causes ultimes de certains biais comporte-
mentaux documentés par les économistes et les psychologues au cours des dernières
décennies. Ce travail a été motivé par l’idée que les biais comportementaux ne survi-
ennent pas de façon exogène mais peuvent être prédits avec succès en prenant en
compte de manière appropriée les incitations sociales (fiabilité, réputation, coopéra-
tion, etc.) auxquelles les individus sont confrontés. En tant que tel, le présent
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travail se positionne dans un programme de recherche naissant qui vise à analyser
les incitations sous-jacentes à nos croyances, nos préférences et nos intuitions (Hoff-
man & Yoeli 2022). L’idée principale de ce programme de recherche est que les
outils traditionnels de la théorie des jeux peuvent être appliqués avec succès pour
comprendre les “biais” psychologiques tels que le raisonnement motivé, le discours
indirect, l’altruisme inefficace, les passions ou notre sens de la justice. La promesse
est qu’une meilleure compréhension des incitations qui façonnent nos croyances et
nos préférences peut nous aider à mieux prédire et influencer le comportement et
donc à surmonter certains des enjeux sociétaux les plus urgents.

Ce programme de recherche n’en est qu’à ses débuts et il reste inévitablement
un terrain fertile de questions de recherche à aborder. En ce qui concerne le tra-
vail développé dans cette thèse, je vois plusieurs pistes pour l’étendre et l’améliorer.
Dans le Chapitre 1, j’ai suggéré que les sentiments peuvent devenir des incitations
(ou des récompenses) uniquement dans des domaines inconséquents en termes de
survie et de reproduction, comme le divertissement. L’argument était que laisser
les sentiments dicter le comportement dans des domaines conséquents, tels que la
santé, serait trop coûteux et donc peu susceptible d’être stable sur le plan évolutif.
Néanmoins, que distingue exactement les domaines conséquents pour la survie et
la reproduction de ceux qui ne le sont pas ? Quels sont les bénéfices et les coûts
à prendre en compte afin de faire la distinction entre ces deux domaines ? Plus
généralement, sous quelles conditions les sentiments peuvent-ils devenir des incita-
tions ? En outre, des recherches supplémentaires sont nécessaires afin de mieux
comprendre le fonctionnement des mécanismes d’apprentissage humains. J’ai sug-
géré que l’apprentissage par renforcement et l’apprentissage social capturent une
grande classe de problèmes d’apprentissage, mais il n’est pas encore clair dans quelle
mesure ces mécanismes sont optimalement réglés. Peut-on s’attendre à ce que les
humains adaptent de façon optimale leur comportement à toutes les éventualités
qu’ils ont rencontrées ou est-ce que les mécanismes d’apprentissage sont-ils tenus
de répondre à l’éventualité “moyenne” ? Enfin, j’ai suggéré que le développement
d’institutions qui favorisent et encouragent la coopération est crucial pour s’attaquer
aux problèmes sociétaux les plus urgents. Pourtant, la manière dont de telles insti-
tutions peuvent être “socialement façonnées” n’est pas claire. Des travaux récents
ont montré que des normes sociales “trop strictes” peuvent être contre-productives,
augmentant plutôt que diminuant les violations des règles (Aycinena et al. 2022).
Par conséquent, des travaux supplémentaires sont nécessaires afin de mieux com-
prendre comment concevoir avec succès des institutions incitant le comportement
prosocial coûteux.
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Dans le Chapitre 2, j’ai suggéré, en me basant sur la logique de la théorie de
l’évolution, qu’un trait (ou un comportement) est censé être adaptatif uniquement
dans les circonstances dans lesquelles il a été sélectionné. Cela permet de prédire
qu’un comportement peut ne pas être adaptatif dans des environnements non fam-
iliers tels que le laboratoire. J’ai soutenu que la coopération plus importante que
prévu en laboratoire pourrait résulter d’une telle inadéquation, dans laquelle un
comportement adaptatif dans un environnement est “transféré” dans un autre envi-
ronnement. L’idée implicite dans cet argument est qu’il doit exister des indications
au sein du laboratoire qui rappellent aux individus certaines situations hors labora-
toire (de la vie quotidienne). Une importante piste de recherche future consisterait
à préciser s’il existe des aspects de l’environnement qui permettent de prédire de
manière fiable si un comportement va être “transféré” d’un environnement à un
autre. En d’autres termes, pouvons-nous prédire, sur la base de certaines simili-
tudes ou différences entre les environnements, si des “transferts” se produiront d’un
cadre à l’autre ? Cela fournirait des bases théoriques solides pour les effets de
“transfert” et améliorerait sans aucun doute notre compréhension du comportement
humain. En outre, j’ai suggéré que l’évolution culturelle/institutionnelle et l’écologie
comportementale sont des cadres théoriques importants pour comprendre la grande
variation dans l’expression des préférences sociales. Pourtant, des recherches sup-
plémentaires sont nécessaires afin de comprendre comment ces deux mécanismes
interagissent. Y a-t-il des circonstances dans lesquelles nous pouvons nous attendre
à ce qu’un mécanisme soit plus important que l’autre ? Enfin, en me concentrant
sur le comportement prosocial en tant que stratégie, je n’ai pas pris en compte les
recherches sur les traits de personnalité tels que l’agréabilité. Si une exposition
stable à des mécanismes incitant à la coopération peut être confondue avec une
prédisposition stable au niveau individuel, des recherches futures pourraient clari-
fier dans quelle mesure la prosocialité peut être considérée comme un trait (stable)
au niveau individuel ou une stratégie (comme suggéré dans cette thèse).

Dans le Chapitre 3, j’ai suggéré que l’identité sociale peut devenir un signal
de fiabilité dans les environnements polarisés. Pourtant, la partie théorique de cet
article prend ce fait pour acquis. Une extension naturelle du présent travail serait
d’intégrer l’argument (verbal) selon lequel l’identité sociale peut signaler la fiabilité
(basé sur le travail de Loury 1994) avec la formalisation du processus d’adoption de
l’identité sociale présenté dans ce chapitre. Bien que Golman (2022) ait commencé
à travailler dans cette direction, il prend les valeurs individuelles comme données
et ne s’intéresse pas à la confiance. En suivant notre approche, l’identité sociale
deviendrait de manière endogène un signal de fiabilité et le choix de l’identité so-
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ciale resterait une fonction des incitations sociales (opportunités de coopération).
Les travaux futurs pourraient également décrire plus en détail les conditions sous
lesquelles l’identité sociale peut devenir un signal de fiabilité, ainsi que les conditions
sous lesquelles l’identité sociale pourrait avoir d’autres fonctions, telles que la coor-
dination avec d’autres personnes similaires (Smaldino 2019). Enfin, des travaux sup-
plémentaires sont nécessaires pour délimiter clairement le rôle de l’information et de
la psychologie dans la compréhension de l’identité sociale que les individus décident
d’adopter. Des chercheurs ont suggéré que certains travaux empiriques existants sont
compatibles avec une approche Bayésienne de la formation des croyances politiques
(Tappin et al. 2020) ou que certains mécanismes psychologiques peuvent influencer
le traitement de l’information et biaiser le processus de formation des croyances
politiques (Funk et al. 2013). Des travaux futurs pourraient évaluer l’importance
relative de ces mécanismes par rapport à l’approche stratégique développée dans
cette thèse et tester davantage la signification empirique de la valeur de signal de
l’identité sociale.

Dans le Chapitre 4, bien que j’aie supposé que tous les différents types
d’émetteurs S bénéficient de la même manière de l’interaction avec le receveur R

dans le jeu du “choix du partenaire”, on peut se demander comment les résultats
à l’équilibre changeraient si les types “inférieurs” bénéficiaient davantage que les
types “supérieurs”. Est-ce que R serait plus prudent et moins facilement persuadé
par des illusions positives ? De même, comment les résultats pourraient-ils changer
si les coûts réputationnels du mensonge dépendaient du type, avec, par exemple,
des types “supérieurs” valorisant davantage leur réputation ? Enfin, bien que la
dynamique ait été laissée de côté dans la présente analyse théorique, il serait intéres-
sant de savoir comment des interactions répétées entre S et R pourraient affecter
la stabilité des illusions positives. Dans le jeu du “choix du partenaire”, les inter-
actions répétées permettent-elles aux illusions positives de continuer à persuader à
l’équilibre ? Dans le jeu de “communauté”, les interactions répétées peuvent-elles
réduire l’incertitude des receveurs quant au “seuil de punition” de l’autre receveur
et donc améliorer la coordination ? Si un mensonge est puni, un autre mensonge
permettant de maintenir le déni plausible pourrait-il le remplacer ? De plus, en ce
qui concerne la punition collective du mensonge, plusieurs questions intéressantes
sont soulevées. Sous quelles conditions est-il bénéfique de punir un menteur seul ?
Alternativement, quand est-il risqué de punir si les autres ne suivent pas ? Quel type
de structure d’information favorise une connaissance commune du mensonge parmi
les différents acteurs ? La réponse à ces questions améliorerait sans aucun doute
notre compréhension des illusions positives et pourrait affiner les arguments exposés
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dans ce chapitre. Plus généralement, une question importante pour les recherches
futures serait de déterminer précisément les facteurs influençant le déni plausible.
Bien que j’aie suggéré que le déni plausible peut empêcher la punition coordonnée
et donc stabiliser les illusions positives à l’équilibre, les travaux futurs devraient
étudier plus en détail ce qui est déniable de façon plausible et ce qui ne l’est pas.
Un traitement théorique et empirique approfondi du déni plausible promet d’éclairer
une variété de phénomènes tels que les contributions aux biens publics (voir Chapitre
2), le comportement éthique ou le discours politique.

Dans le Chapitre 5, nous avons suggéré que la condition de l’équilibre séquentiel
(ES) selon laquelle les joueurs doivent partager les mêmes croyances sur les actions
hors équilibre était trop forte, et nous avons proposé de modifié cette condition
dans notre équilibre séquentiel individuellement-cohérent (ESIC). Nous avons mon-
tré qu’il peut être avantageux pour les joueurs d’avoir des croyances différentes si
ces croyances peuvent leur permettre d’obtenir de meilleurs gains. Une piste de
recherche future consisterait à étudier plus avant les conditions sous lesquelles des
croyances hétérogènes peuvent apparaître à l’équilibre, et leur relation avec la struc-
ture des gains. De même, comment des incitations opposées influencent-elles les
croyances des joueurs à l’équilibre ? Par exemple, comment l’incitation à adopter
des croyances proches de celles adoptées par les autres membres de la communauté
(pour apparaître comme digne de confiance) est-elle liée à l’incitation à adopter des
croyances exactes sur l’état du monde ou à l’incitation à adopter des croyances dif-
férentes afin d’influencer les décisions des autres joueurs ? Plus généralement, les
recherches futures pourraient explorer plus en détail les conséquences de l’ajout des
croyances à l’ensemble des stratégies des joueurs.

Pour conclure, je tiens à noter que dans tous les chapitres de cette thèse, j’ai im-
plicitement (sinon explicitement) supposé qu’il n’y a pas de contraintes empêchant
les individus de se comporter de façon optimale ou empêchant les mécanismes psy-
chologiques proximaux (croyances, préférences, etc.) de s’adapter de façon optimale
aux incitations dans l’environnement. J’espère que le présent travail a convaincu le
lecteur qu’une telle perspective peut éclairer certains phénomènes et nous aider à
mieux comprendre le comportement (social) humain. Néanmoins, dans la réalité, il
existe certainement des contraintes qui empêchent les individus de se comporter de
façon optimale dans les circonstances dans lesquelles ils se trouvent. Une importante
piste de recherche future consisterait à clarifier la nature exacte de ces contraintes
et les circonstances dans lesquelles nous pouvons nous attendre à ce qu’elles soient
contraignantes. Par exemple, existe-t-il des limites générales à l’apprentissage qui
peuvent empêcher les individus de discriminer entre différents contextes ou des lim-
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ites générales de calcul ou de traitement de l’information qui peuvent empêcher les
individus de répondre aux incitations ? Comment la structure des réseaux sociaux,
la rationalité ou l’inertie influencent-elles le résultat des processus d’apprentissage ?
Existe-t-il des domaines dans lesquels nous pouvons nous attendre à ce que des “biais
cognitifs” persistent ? Existe-t-il des contraintes fondamentales, dues à l’évolution
de nos cerveaux, qui pourraient empêcher les individus de s’adapter et de répondre
avec succès aux contingences auxquelles ils sont confrontés ? Aussi, quels sont les
critères d’évaluation que les individus utilisent afin de déterminer si un trait (ou un
comportement) est utile ou non (Singh 2020) et comment ces critères réagissent-ils
au feedback du monde réel ? Je pense qu’une meilleure compréhension de la manière
dont l’évolution a façonné les mécanismes psychologiques humains—à quelles fins et
avec quelles contraintes—est nécessaire afin de mieux prédire les circonstances dans
lesquelles le comportement humain peut être adapté à son environnement.
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