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Introduction

At the beginning of the 20’s century, a new physics field has emerged, quantum mechanics,
which changed radically science and technology. It was the beginning of the first quantum
revolution that would lead to the invention of the laser, the transistor or atomic clocks. In the
1980s, new ideas were pioneered by physicists such as the 2022 Nobel Prize in Physics, Alain
Aspect, John Clauser, Anton Zeilinger and their historical experiment on entanglement and non-
locality of photons [1, 2], or Richard Feynman and his seminal paper "Simulating Physics with
Computers" [3], introducing the notion of a quantum computer. The progress of research and
technology allowed to isolate the first quantum systems [4]. This was the beginning of the second
quantum revolution, which created a new field, quantum technologies, aiming at exploiting the
properties of quantum mechanics to design and build innovative devices.

Quantum technologies

Among the quantum mechanics properties, there is the phenomenon of quantum entangle-
ment, which allows the state of two or more of quantum objects to share correlations, even
when these objects are far apart. It envisioned new applications in the field of quantum com-
munication, which aims at transmitting information over large distances in a secure manner. In
particular, new methods of quantum cryptography are being investigated to achieve in the long
term the safety of remote communications, in contrast to classical cryptography methods which
could be broken by mathematical progress or increase of computation power.

Applications using quantum entanglement are not limited to quantum communications. By
analogy to classical bits of information, a quantum bit (qubit) represents the smallest unit to
encode quantum information. It consists of a two-level quantum system whose state can be ini-
tialised, coherently manipulated and measured. Typical physical qubits are atoms, photons [5],
ions [6], superconducting microcircuits [7], quantum dots [8] or point defects in semiconduc-
tors [9, 10]. Quantum computing aims to develop large cluster of entangled qubits in order to
develop calculation methods that are exponentially more powerful than those used in conven-
tional computers. However, to benefit from this exponential advantage, an immense technolog-
ical leap would be necessary to move from the about a hundred of entangled qubits currently
available [7] to hundreds of thousands of physical qubits. Another application is quantum sens-
ing, which aims to measure physical quantities with unprecedented sensitivity and/or resolution.
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Quantum communications

Single photon generation:

Quantum communications aim to send qubits carrying quantum information over large dis-
tances. To do this, the preferred medium is the photon, which allows information to be encoded
on observables such as the polarisation, frequency or time-bin. Photonic qubits can be generated
by single emitters [10] or using non linear optical processes [11]. This is different from fibre-optic
telecommunication protocols, where classical information is carried by the modulation of laser
light containing several thousand photons. The specific needs of quantum communications have
stimulated the development of new optoelectronic components capable of emitting or detecting
a single photon almost perfectly. Ideal single photon sources must emit a photon at the chosen
time (on-demand), with high purity (no noise or multi-photon events) and efficiency. In addition,
one approach to generate a single photon is to exploit the spontaneous emission from an isolated
single atom. After the excitation of an atom from its ground state (GS) to its first excited state
(ES), for example using a laser pulse, it spontaneously relaxes back to its GS by emitting a
single photon. As it is difficult to manipulate individual atoms, a more practical solution is to
use solid ’artificial atoms’, which mimic their properties, such as individual fluorescent defects
embedded into a semiconductor, here silicon.

Quantum networks:

The construction of quantum networks, allowing the generation, distribution, manipulation,
storage and processing of quantum information, is also being developed with secure communica-
tions protocols using individual qubits or pairs of entangled qubits [12]. A secure link over 300
km of optical fibre was recently demonstrated in Geneva [13]. However, this method can cur-
rently only work over distances of a few hundred kilometres in the absence of secure repeaters.
To make quantum networks more efficient and to extend quantum communication distances, it
is necessary to design these devices, making it possible to teleport and store photonic entan-
gled states between two distant locations, and then to synchronise the re-emission of photons.
The nodes in the quantum network are either generation stations (sources of single photons or
entangled photons), measurement stations or information storage stations. More specifically,
quantum memories allow qubits to be stored without revealing or degrading the information
they carry, and ideally with very good write and read efficiency. These devices are usually based
on a material support, for example, crystals doped with ground-rare ions, atomic vapours at
room temperature, cold atoms or artificial atoms.

In the field of quantum communications, there are promising prospects for artificial atoms
based on fluorescent defects in semiconductors. The most advanced optically active defects for
quantum technologies are currently in diamond [14] and SiC [10]. In this manuscript, however,
we will explore these artificial atoms in the key material of microelectronics: silicon.
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Fluorescent defects in silicon for quantum technologies

Silicon is the dominant material in the semiconductor industry. It is the most widely used
semiconductor in microelectronics, mainly due to its nanoscale integration, doping control and
silicon crystal growth process. The latter has been developed so intensively that today many
manufacturers are able to produce very pure (over 99.99999999 %) single-crystal silicon wafers
on surfaces of 300 mm (and even up to 450 mm).

Silicon is an indirect bandgap semiconductor. In the near infrared, it absorbs visible light
efficiently resulting in the development of the silicon photovoltaic industry and also commercial
CCD cameras [15]. Silicon photonics is also well developed, with the creation of integrated pho-
tonic components, such as waveguides. Thus silicon benefits from advanced nano-manufacturing
processes in optoelectronic. Despite all these qualities, the use of silicon to emit light is limited
by the indirect nature of the silicon bandgap. However, artificial atoms embedded in the silicon
lattice can serve as light sources.

Point defects can be made of vacancies, impurities or interstitial atoms in the crystal lattice.
Among these defects, some are fluorescent with the ability to emit light upon appropriate ex-
citation. They are called colour centres and behave like artificial atoms. As stated previously,
individual optically active defects could be used as single photon source for applications in quan-
tum cryptography and quantum communications. In addition, some of these fluorescent defects
possess a non-zero electron spin whose magnetic resonance can be detected optically. This spin
degrees of freedom of the defect is an additional quantum resource that can be used to locally
encode, store and process quantum information [16].

Thesis outline

The aim of this thesis is to study individual fluorescent defects in silicon in the context of
quantum technologies and to examine their potential as single photon sources in silicon-based
devices. In particular, the G centre, an isovalent carbon-related impurity, is expected to be a
promising candidate for single photon emitters and spin qubit due to: (i) Its emission around
1.3 µm matching the telecommunication O-band spreading between 1260 to 1360 nm [17]. (ii) A
fast radiative recombination time of roughly 6 ns [18]. (iii) The presence of a metastable electron
spin triplet (S=1) evidenced by optically-detected magnetic resonance (ODMR) measurements
performed on ensembles [19,20] that could allow optical spin control. The analysis of this defect
led to the investigation of silicon- and carbon-implanted samples, which in turn led to the study
of multiple carbon-related centres and of an intrinsic defect, the W centre.

The first chapter will aim at presenting silicon in the context of quantum technologies. In this
chapter, we will look at several aspects. First, we will present the crystallographic, electronic
and phononic properties of the silicon crystal. Then we will introduce the notion of defects in
silicon and discuss the different use of the silicon substrate in the semiconductor industry. The
second part will address the different quantum qubits in the silicon platform. Lastly, fluorescent
defects in silicon with potential for quantum applications will be introduced.

The second chapter will cover the discovery of multiple near-infrared single emitters in
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carbon-implanted silicon. First, we will present the experimental setup: a low-temperature
confocal microscope optimised for the detection of single emitters in the near-infrared with opti-
cal excitation above the silicon bandgap. This set-up will allow the isolation of six unidentified
single photon emitters in silicon, that will be explored in the second part. Lastly, their spectral
properties, single photon emission properties and photodynamics will be analysed in the third
part.

The third chapter will focus on the creation and detection of single G centres. After an
introduction on the optical, microscopic and electronic properties of this carbon defect, the
creation of single G centres by ion implantation will be demonstrated in thin silicon-on-insulator
sample in the second part. In the third part, the photon emission of single G centres will be
investigated and will allow to demonstrate a reorientation of the defect under optical excitation.

The fourth chapter will focus on an intrinsic defect in silicon, the W centre, in a silicon
implanted sample. The optical, microscopic and electronic properties of this interstitial complex
will be presented in the first part. In the second part, the first optical isolation of the W
centre will be demonstrated in a silicon implanted sample. In addition to spectroscopic studies,
single W centre photostability and polarisation will be studied in the third part, with the latter
revealing insights on the microscopic structure of the defect. Lastly, the photodynamics and the
power dependence of this defect are investigated in the fourth part.
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Chapter

1 Silicon for quantum technolo-
gies

Contents
1.1 The Silicon crystal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1.1 Properties of intrinsic silicon . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.2 Defects in silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.3 Silicon industrial grade nanofabrication technologies . . . . . . . . . . . 12

1.2 The Silicon platform for quantum applications . . . . . . . . . . . . . 14
1.2.1 Electrical qubits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.2 Photonic qubits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3 Electron qubits with photonic interfaces . . . . . . . . . . . . . . . . 18

Silicon has enabled a technological revolution with the development of transistors and the
rise of the microelectronics industry. It is the dominant material in the semiconductor industry,
and is undoubtedly the most important material of our Information Society. In this thesis, we
explore a different approach to conventional technologies, and we study single fluorescent point
defects embedded within the silicon matrix to obtain quantum light sources.

In the first section, we will recall the intrinsic properties of silicon that have played an
important role in its use for classical applications, with an emphasis on point defects. Silicon
holds promises for quantum applications as a host for electron and photon qubits, which will be
discussed in the second section. Finally, in the last section, we review the promising fluorescent
defects in silicon for quantum applications.

1.1 The Silicon crystal

The presence of point defects in silicon has historically been detrimental to microelectronics,
due to their tendency to capture electrons, thereby reducing electrical conductivity. Their use as
light sources is a recent approach that is gaining interest, as evidenced by the first detection of
an individual fluorescent defect in silicon [21]. To understand how the presence of point defects
in the silicon crystal gives rise to near infrared quantum light sources, the intrinsic properties
of the silicon crystal will be described in the first section, followed by the electronic properties
of point defects in the silicon lattice in the second section, as well as fluorescent defects. Lastly,
the nanofabrication technologies (inherited from the semiconductor industry) that enable the
creation, scalability and optimisation of fluorescent defects in silicon, namely defect engineering
and integrated photonics, will be introduced in the third section.
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1. Silicon for quantum technologies

1.1.1 Properties of intrinsic silicon

In this section, we start by outlining the silicon crystal structure. Then the electronic
properties as well as the phononic properties, related to the photoluminescence (PL) in silicon,
will be described.

Crystal structure

Figure 1.1: Silicon crystal structure in real space. The blue spheres are silicon atoms and the
gray lines are the tetrahedral bonds. The black lines are guides to the eyes to display the two
cubic lattices.

The silicon atom is represented by the symbol Si and has the atomic number 14. Silicon atoms
in their neutral form possess four valence electrons. These four electrons form covalent bonding
with other nearby silicon atoms by sp3 hybridization, resulting in a tetrahedron geometry. This
atomic organization results in the silicon crystal possessing a diamond structure. This crystal
structure is displayed in figure 1.1 as two face-centered cubic lattices offset by a quarter of the
major diagonal from one another. In this configuration, the lattice parameter is equal to a =
5.43 Å, corresponding to a distance between two neighboring atoms of 2.35 Å. Thus the atomic
density of the silicon crystal is very close to 5 × 1022 atoms/cm3 [22].

By assuming a "hard-sphere" model for the silicon atoms, we find that the tetrahedral covalent
radius of the silicon atom is 1.18 Å. This means that around 34 % of the silicon lattice is occupied
by atoms, making the silicon lattice a loosely packed structure which allows incorporation of
impurities [22]. The role of these impurities (or defects) is central in the engineering of the
silicon crystal as a platform in classical applications (section 1.1.2) but also more recently in
quantum applications (sections 1.2 and 1.3).
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The Silicon crystal

Electron properties
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Figure 1.2: (a) Calculated electronic band structure of silicon adapted from [23]. VB: Valence
band (in red), CB: Conduction band (in blue). The zero energy is defined as the maximum of
the valence band. Inset: First Brillouin zone (FBZ) with the high symmetry points and lines
indicated in black and red respectively. (b) Silicon bandgap energy as a function of temperature
[24].

In a crystal, the accessible electronic energy levels are described by the band structure.
These bands result from the hybridization of the atomic orbitals of the atoms of the crystal.
Figure 1.2(a) displays the electron energy dispersion curves in silicon, that is the energy of an
electron as a function of its wavevector k limited to the FBZ (displayed in inset). The valence
band maximum corresponds to a wavevector k = 0 (Γ point), and for the same wavevector, it
is separated from the conduction band by a direct bandgap of 3.4 eV. However, the conduction
band minimum corresponds to kg at 85 % along the Γ-X high symmetry line, close to the X
valley, with a value kg = 4.1×109 m−1 [25]. Thus, silicon is an indirect bandgap semiconductor
of energy Eg = 1.12 eV at ambient temperature, corresponding to the difference between the
conduction band minimum and the valence band maximum.

This indirect bandgap evolves with temperature, as seen on figure 1.2(b). It decreases with
increasing temperature, from 1.17 eV at cryogenic temperature to reach a value of 1.12 eV at
room temperature (T = 300 K). The working temperature regime in this manuscript is below
T = 30 K, with most measurements being performed at T = 30 K, and for these temperatures
the value of the indirect bandgap can be considered constant.

In a direct bandgap material, PL is generated by the radiative recombination of a photo-
excited electron in the conduction band into the valence band. This transition produces a
photon with an energy close to the bandgap. In silicon, the bandgap is indirect with Eg =
1.12 eV as stated previously. PL generated by the direct electron-hole recombination is close to
nonexistent, as the direct bandgap is significantly higher than the indirect one, implying that
the electrons and holes relax to the conduction band minima and valence band maxima. The
PL in silicon is therefore generated, slightly below the indirect bandgap, by indirect transitions
assisted by phonons for wavevector conservation. The phonon-assisted recombination of a free-
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1. Silicon for quantum technologies

exciton occurs with a lifetime close to 200 µs (at T = 1.8 K [26]), much longer than non-radiative
electron-hole recombination processes. This is what makes pure silicon a poor light emitting
medium [27].

Phonon properties

(a) (b)
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rg
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m
e
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]
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Figure 1.3: (a) Phonon dispersion curve from [23]. Γ is the center of the FBZ and X, L and K
are at the edges of the zone. (b) Calculated phonon density of states at T = 300 K from [28].
The dashed line represents the maximum phonon energy at 62.7 meV.

The phonon dispersion curves at room temperature (T = 300 K) are plotted in figure 1.3(a).
From this dispersion relation, the associated phononic density of states (DOS) can be obtained
and is plotted in figure 1.3(b). We note the presence of two maxima located at energies of 20
meV and 60 meV which are respectively related to the TA (transverse acoustic) and TO/LO
(transverse/longitudinal optic) phonon modes.

For the PL emitted by defects embedded in the silicon lattice that will be studied in this
manuscript, phonons will participate in the PL process. Thus, the comparison of the density
of phonon states with the PL of these defects can give information on the symmetry of the de-
fects. In silicon, the maximum energy that a phonon can have is 62.7 meV (dotted line in figure
1.3(b)). Thus, the PL emitted by a defect above this energy may be related to local vibrational
modes (LVM), thus helping in the identification of specific defects. We add that LVMs can also
be present below the maximum phonon energy.

From this review of the intrinsic properties of silicon, the study and use of silicon as a platform
for optical emission applications seems unsuitable. The engineering of defects in silicon developed
in the semiconductor industry to control its conductivity opens new prospects in optoelectronics.
Indeed, the presence of defects in the silicon lattice can modify locally the electronic structure,
to allow a local direct electron-hole radiative recombination. The next section aims at presenting
these defects.
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The Silicon crystal

1.1.2 Defects in silicon

In the previous section, the impact of defects on the electronic and light-emission properties
of their host matrix was briefly discussed. However, the definition of a defect has not yet been
given. In this section, we discuss the structure of extended and point defects.

Extended defects

Figure 1.4: Two types of dislocations in a cubic lattice, the edge dislocation on the left and
screw dislocation on the right, from [29].

Extended defects are irregularities in a crystal lattice that abruptly change the arrangement
of atoms. They can be 3D, such as micropipes, 2D, such as grain boundaries or 1D such as line
defects or dislocations. In the growth of mono-crystals, the formation of these defects has to be
prevented to avoid semiconductor device failure.

The simplest extended defects in silicon crystal growth are dislocations. There are two main
dislocation geometries. The first one is edge dislocation which can be depicted as inserting an
additional extra row of atoms into the crystal structure (see figure 1.4(a)). The second one is
screw dislocation, which can be seen as one atomic plane getting mixed into two atomic ones
(see figure 1.4(b). Dislocations have a size of the order of a micrometer.

Point defects

Crystallographic structure:

In opposition to dislocations, which are defects spreading over multiple lattice sites, defects
can be spatially restricted to one or a few lattice sites. These defects are called point defects
and they can be either intrinsic or extrinsic. For a silicon lattice, the simplest intrinsic defect
corresponds either to the absence of a silicon atom, called a vacancy (figure 1.5(a)), or to the
presence of an additional silicon atom in an interstitial site, i.e. a self-interstitial defect (figure
1.5(b)). An extrinsic defect is made of at least one impurity atom that can be either on a
substitutional site (figure 1.5(c)) or on an interstitial site (figure 1.5(d)). Typical impurities can
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(a) (b) (c) (d)

Figure 1.5: Representation of the simplest point defects in silicon. The blue spheres are the
silicon atoms, and in black the impurities. The lattice in the background represents the sites
occupied by the silicon atoms. The different defects are in the order (a) vacancy, (b) self-
interstitial, (c) substitutional and (d) interstitial.

be for instance either boron or phosphorus when one wants to achieve p or n doping, respectively
(see next section), or any other atomic species such as carbon or oxygen.

All these elementary defects can form complexes. The number of possible combinations of
atoms to form these complexes is tremendously high, leading to a vast number and diversity of
centers. We can mention for example the G center, which is a complex made up of 2 substitu-
tional carbon atoms with an interstitial silicon atom, as well as the W center which is constituted
of 3 interstitial Si atoms. Both defects will be studied in this manuscript in chapter 3 and 4,
respectively.

VB

(a) (b)

CB

VB

CB

Eg Eg
Donor levels

Acceptor levels

Figure 1.6: Energy level scheme for extrinsic semiconductors: (a) n-type and (b) p-type.

Electronic structure:

Point defects impact locally the atomic structure of the crystal, thus inducing a local mod-
ification of the electronic wave functions. This results in the introduction of levels in the band
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structure, that can be localized inside the bandgap. This property is notably exploited for
doping (see section 1.1.3) to increase the electrical conductivity in semiconductors, with defects
introducing levels near the CB or VB.

For negative charge carriers, pentavalent impurities (i.e. Group V elements such as phospho-
rus, arsenic or antimony) are incorporated to have an excess of electrons, hence their name of
"donors". These donor impurities introduce new energy levels in the bandgap called donor levels
which are close to the conduction band minimum, as displayed in figure 1.6(a). These levels are
filled with electrons at low temperature, consequently favoring their excitation in the conduction
band by ionization at room temperature, and thus contributing to the extrinsic conductivity of
silicon.

In the case of positive charge carriers, trivalent impurities (i.e. Group III elements such as
boron and aluminum) are used, and we have in this case a lack of electrons (excess of holes).
Such defects are called "acceptors". Similarly, they introduce new energy levels close to the
maxima of the valence band, as displayed in figure 1.6(b), easing the creation of holes in the
valence band by exciting electrons out of the filled valence band into the new acceptor level.

Luminescent defects
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Figure 1.7: Energy level structure of a fluorescent defect in silicon. CB: Conduction band.
VB: Valence band. GS: Ground state. ES: Excited state. ΓR: Radiative transition rate. ΓNR:
Non-radiative transition rate. Dashed arrows represent non-radiative transitions.

A fluorescent point defect has the ability to emit light upon excitation by an optical transition
between localized electronic states whose energy levels lie predominantly inside the bandgap of
the semiconductor. In a simplified picture, the energy level structure of the defect can be
represented by an electronic ground state (GS) and an excited state (ES) inside the bandgap of
the semiconductor, as displayed in figure 1.7. Two excitation schemes can be distinguished. (i)
An above bandgap excitation consists of a laser delivering photons with energies greater than
the bandgap energy, resulting in a photo-excited electron in the conduction band and a vacant
state in the valence band, that then relax non-radiatively into the defect, as indicated in figure
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1.7. (ii) Resonant excitation directly excites the optical transition of the defect by matching the
laser energy to the one of the optical transition. In this manuscript, defects are excited above
bandgap by a 532 nm green laser. Once excited, the defect can relax to its stable ground state by
emitting a photon of energy close to the energy difference between the two states. The radiative
transition without emission of phonon is called the zero phonon line (ZPL), and is accompanied
by phonon-assisted emission, called the phonon sideband (PSB). A non-radiative transition can
also occur between the two isolated levels as indicated by the dashed arrow in figure 1.7.

1.1.3 Silicon industrial grade nanofabrication technologies

In the semiconductor industry, the complementary metal-oxide-semiconductor (CMOS) in-
tegrated circuit (IC) manufacturing process is the foundation of modern microprocessors. This
manufacturing process was enabled by the ability to create ultra pure mono-crystalline silicon
wafers with purity reaching 99.9999 %, and by controlled doping allowing a fine control of the
electronic properties to produce semiconductor devices. This doping consists in the intentional
introduction of impurities or defects into the semiconductor.

As the silicon wafers used in this manuscript are CMOS compatible, it is relevant to ex-
amine the defect engineering carried out in the semiconductor industry, looking first at the
ultrapure silicon wafers that are produced and then the doping process. Finally, we present
silicon integrated photonics, which exploits the optical properties of silicon in the near infrared,
using nanostructuring techniques to design integrated photonic devices operating at the optical
telecommunication wavelength compatible with optical fibre communications.

Defect engineering

Ultra pure mono-crystalline silicon wafer:

Figure 1.8: Silicon ingots and wafers, grown in a cylindrical shape (called boule) then sliced
to form standard wafers.

Before the 1950s, measurements of electrical conductivity or optical absorption on natural
semiconductor minerals gave non-reproducible results. The cause of this effect was the fluctu-
ation in the composition and purity of these minerals. The presence of defects and impurities
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break the periodicity of the crystal lattice and drastically change the properties of the semi-
conductors (in particular conductivity, free carrier mobility and carrier lifetime), even at the
parts per million or billion level [30]. In 1947, the discovery of the transistor motivated novel
preparation methods of crystals, with the aim of obtaining pure and structurally perfect crystals
to ensure the reproducibility of the intrinsic properties of semiconductors. Efficient and cheap
methods of purification and crystallization have been implemented, such as the Czochralski and
Float-zone methods. Additionally, methods such as the "Dash" process (or "necking") ensure
the growth of dislocation-free crystals. These techniques now enable the production of 300 mm
diameter wafers made of 99.99999999 % pure single crystal silicon, corresponding to residual
impurities concentration typically inferior to 1010 cm−3 [22].

Impurity doping:

Intrinsic silicon has a low electronic conductivity, as any pure semiconductor. For the purpose
of semiconductor device operation, impurities are incorporated in the crystal lattice (post-growth
doping), in order to control and enhance the electronic conductivity. The most popular method
is the implantation of ions into the Si crystal to incorporate the defects into the lattice (which
will also be used in this manuscript). Such semiconductors are called extrinsic semiconduc-
tors. Semiconductors with electrons as the dominant carriers are called n-type semiconductors.
Semiconductors with conduction through holes are called p-type semiconductors.

Typical doping levels for silicon devices range from 1013 to about 1018 dopant atoms per
cubic centimeter [22], or approximately one impurity atom per 1010 to about 105 host atoms.
The efficiency of this doping positions the silicon platform as an attractive material for electronic
defect engineering applications.

Silicon integrated photonics

Figure 1.9: Schematic of a silicon photonic integrated circuit (PIC). Light enters through a
waveguide and is routed to a photodiode where it is detected. A laser diode produces light that
is guided, modulated and coupled into an optical fibre for transmission, from [31].
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Silicon integrated photonics consist of photon generation, detection, and manipulation using
silicon as an optical medium. It has the benefit of lifting some of the limitations of microelec-
tronics, such as heat generation by the Joule effect. Photon generation is usually performed by
an external laser injected in the photonic circuit via optical components such as waveguides and
couplers or by a range of nonlinear optical phenomena, which produce probabilistic photons.
The optical properties of this material in the near infrared make it appropriate for integrated
photonic devices at the optical telecommunications wavelength. Silicon is optically transparent
above wavelengths ≈ 1.15 µm due to the bandgap value Eg ≈ 1.1 eV, allowing operation at
wavelengths commonly used for optical telecommunications (≈ 1.55 µm). Silicon also has a
high refractive index of n ≈ 3.5, well above the one of SiO2 (n ≈ 1.5).

Photonic circuits consist of silicon-on-insulator (SOI) wafers, with optical components (such
as waveguides, lasers, polarizers, and phase shifters) integrated on the top silicon layer by nano-
structuring (see figure 1.9). Typically, a 220 nm top layer of Si in SOI is used in Si photonics.
Such multilayer allows monomode efficient confinement of light in the planar top silicon layer,
due to the high vertical index contrast. Industrial grade nanofabrication facilities routinely pro-
vide high quality optical waveguides and cavities operating at telecom wavelength, that can be
integrated with superconducting nanowire single photon detectors [32].

Silicon is a monoatomic semiconductor and the maturity of its industry allows the pro-
duction of crystals of high purity. Moreover, doping and nanofabrication techniques are very
efficient on this indirect gap material. All these points are attractive for applications in quantum
technologies.

1.2 The Silicon platform for quantum applications

Over the past 30 years, interest in quantum technologies has been growing. The building
block of quantum technologies is a qubit, a two-level quantum system that can be initialized,
coherently manipulated and measured with high fidelity. Four fields of activity are commonly
distinguished in quantum technologies, namely sensing, simulation, computation and commu-
nication. (i) Quantum communications such as quantum key distribution aim at exchanging
information over large distances in a totally secure way thanks to the laws of quantum mechan-
ics and especially the non-cloning theorem. (ii) Quantum computing relies on a succession of
quantum logic gates that implement a quantum algorithm to solve problems untrackable on clas-
sical computers. (iii) Quantum simulation investigates the evolution of a quantum system that
mimics a complex problem to be solved. (iv) Quantum sensing aims to develop novel sensors to
measure physical quantities with unprecedented sensitivity and/or with spatial resolution down
to the nanometer-scale. Each of these four fields have different desired features.

Many directions have been chosen for the physical implementation of qubits, such as su-
perconducting quantum circuit or trapped ion systems, but our focus here will be solely on
silicon-based systems. Indeed, silicon is an attractive material for large-scale integration and for
access to isotopically enriched 28Si offering a low magnetic noise environment that has enabled
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very long spin coherence times for nuclear and electron spins [9, 33]. The aim is not to be ex-
haustive, but to present here the most advanced quantum systems currently available for the
development of silicon-based quantum technologies: electrical and photonic qubits.

1.2.1 Electrical qubits

Electrical qubits are qubits controlled by electrical means only. Realizations of such qubits
rely on the control of the charge or the spin of electrons or holes, to get the two quantum levels
needed to encode information. In silicon, there are two main realizations of electrical qubits,
in the form of individual shallow dopants and gate-patterned quantum dots (QD), that we will
now present.

Gate-defined quantum dots:

(a) (b)

Figure 1.10: (a) Simplified three-dimensional schematic of a silicon-on-insulator nanowire
field-effect transistor with two gates from [34]. (b) Schematic of a Si/SiGe double-quantum-dot
device, from [35].

Through electrostatic gating and confinement, it is possible to control the location of an indi-
vidual electron or hole in a quantum dot (QD). These semiconductor-based QDs can be measured
and used to encode a qubit (by either the charge or the spin degree of freedom) and the initial-
ization, manipulation and measurement are done by electrical means only. Many architectures
exist in metal–oxide–semiconductor (MOS) devices with either planar [9] or nanowire [8, 34]
structures ensuring the confinement of electrons (or holes).

A gate-addressable spin qubit QD with isotopically purified 28Si reducing greatly magnetic
noise is a promising scalable system. This single electron spin confined in a QD displays a free-
induction coherence time of T ∗

2 = 120 µs, that can be extended to T2 = 28 ms using dynamical
decoupling sequences to eliminate the dephasing from the environment [9]. These values are
much longer than the manipulation time (typically ≈ 10 ns).

Entanglement was demonstrated between two spin QD qubits using gate-controlled Si/SiGe
double-quantum-dot devices with reliable two-qubit gates with fidelity around 80 % [35] (see
figure 1.10 (b)). This system was recently extended to six qubits with coherence times between
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3 to 6 µs for the six qubits, achieving universal operation, state preparation and measurement
with state fidelity ranging from 88% to 96% [36]. Also reported recently was the first electronic
quantum chip to emerge from an industrial manufacturing line with quantum dots hosted at a
28Si/28SiO2 interface [37].

Another promising system consists of a spin qubit in a SOI nanowire field-effect transistor
(CMOS nanotransistor) [34]. The nanowire provides the 2D confinement while gates patterned
on top of the structure imposes bounds along the nanowire, creating the QD (see figure 1.10
(a)). A relaxation time T1 was reported at around 2.7 µs [38]. The approach for this particular
device was to take existing microelectronics device and try to adapt it for quantum technologies.
In this sense, the prospect of scalability is very good, as the fabrication uses foundry-fabricated
SOI transistor technology. The performances of these devices make them more appropriate sys-
tems for applications in quantum computing.

Individual dopants:

Figure 1.11: STM micrograph of the two-qubit phosphorus donor device, from [39].

Some impurities used for doping are also used for quantum technologies. The 31P donor atom
in silicon is used as a spin qubit and is by far the most studied dopant for quantum applications.
Coherent control of both the electron and nuclear spins can be achieved by positioning a single
31P atom at the center of an on-chip readout circuitry and a microwave antenna, as displayed
in figure 1.11. On isotopically enriched 28Si substrates, single-donor qubits coherence time T2

were measured, and in the ionized case (31P+), it gives a T2 = 0.56 s for the electron and a
T2 = 35.6 s for the nucleus using dynamical decoupling [40]. Moreover, with the engineering of
the qubit position on the atomic scale, a two-qubit gate using phosphorus donor electrons was
demonstrated with high fidelity near 94% [39], demonstrating universal control (see figure 1.11).

Despite the predominance of 31P dopant in the research on shallow donors, alternative
dopants are investigated [41]. Coherent electrical control of a single 123Sb nuclear spin (im-
planted in a MOS nanostructure fabricated on isotopically enriched 28Si) was reported with a
coherent time T ∗

2 close to 0.1 s [42]. Other defects have been investigated but on ensembles,
such as 209Bi (Bismuth) [43] and acceptor boron atoms [44], but the longest coherence time is
still the one obtained on the 31P donor.
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All these results show that electrical qubits in silicon, from their coherence properties, scal-
ability and ability to make small-scale quantum processors, are moving towards quantum com-
puting as their main longterm applications. In quantum sensing, magnetic sensing or strain
sensing using single donors can be found [41]. Although electron spin qubits benefit from long
coherence time and universal control, they cannot be used for quantum communications due to
the lack of optical interface [13].

1.2.2 Photonic qubits

Figure 1.12: Schematic of a silicon quantum photonic chip, from [45]. Such quantum infor-
mation processing circuits is here divided into five parts. The part (1) generates entanglement
while the part (2) is preparing initial single-qubit states. The part (3) implements single-qubit
operations with the part (4) realizing linear combination, then the part (5) changes the measure-
ment basis. On this chip, photons generation is ensured by an external tunable continuous-wave
laser and photons are detected by two fibre-coupled superconducting nanowire single-photon
detectors (SNSPDs).

Photonic qubits use the photon as a physical medium, and the encoding of the information
can be done by different means, such as the polarization, frequency or in time-bin. To accom-
modate these qubits, silicon, owing to its well-established and developed integrated photonics,
is a promising candidate.

In silicon, light generation is obtained by using third-order (χ(3)) non linear optical processes,
enabling efficient photon generation at relatively low power inside SOI waveguide (efficiency of
about 0.1% in n-type silicon [46]). However, these methods generate single photons probabilis-
tically. For the realization of quantum networks, quantum interference between independent
photons is envisioned to achieve teleportation and entanglement exchange for long-distance
quantum communications [47]. On this matter, the probabilistic nature of photon emission
using non linear optical processes is an issue if one wants the success rate of multi-photon in-
terference to scale down exponentially with the number of photons involved. This problem
could be solved by either a ’source multiplexing’ configuration [48] or by using single emitters
as integrated single photon sources with deterministic and indistinguishable photons.

Envisioned silicon quantum photonic chips consist of an assembly of optical components
(see figure 1.12), each having a different function [49]. On this example, an external tunable
laser acts as a pump source to generate entangled photons pairs. Photons are then guided and
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manipulated by passive and active optics, and measured efficiently by single photons detectors
working at cryogenic temperatures. Universal control has been demonstrated with a two-qubit
programmable quantum processor fabricated with standard CMOS-based silicon photonics, built
on a single silicon photonics chip and operating at the telecommunications wavelength [45] (see
figure 1.12). In silicon photonic quantum chips, storing the quantum states is difficult without
quantum memory coupling the photon state to a stationary qubit, such as a nuclear spin.

In conclusion, qubits are very advanced in silicon. However, electrical qubits do not possess
optical interfaces, while photonic qubits are unable to be stored without an additional memory.
Ideally, one would like to have a (stationary) memory qubit on which to process quantum infor-
mation locally, as well as a coupling to light to propagate the information over long distances.
For this purpose, fluorescent defects could be useful as they can emit single photons and some-
times have spin states that can be used as memory qubits. In the following section, we will
explore the fluorescent defects that are promising for quantum applications.

1.3 Electron qubits with photonic interfaces

Optically active defects are artificial atoms with radiative transitions. The defect spin degrees
of freedom can in some cases be used to encode and process information locally, while the
transfer between the different nodes of a quantum network is ensured via an efficient spin-
photon interface. Despite their solid-state nature, the spin and electronic states of a defect can
be well isolated from environmental fluctuations, leading to record coherence times for solid-
state qubits (typically 1 µs [50]). Moreover, complex and scalable on-chip architectures can be
explored by direct nanoprocessing of the host material [51, 52].

The exploration of fluorescent defects to develop quantum technologies has so far focused
mainly on wide bandgap semiconductors, such as ZnO, hBN, SiC or diamond. The nitrogen-
vacancy (NV) defect in diamond has become a highly mature system, which has been used
for a large range of applications, including the first generation of kilometre scale entanglement
between solid state spin qubits [14], the realization of quantum errors correction protocols [9] and
the development of highly sensitive magnetic field sensors [53]. These results have motivated the
search for other defects in materials that are compatible with major industries. Along this line,
silicon carbide (SiC) has been envisioned as a possible material because it benefits from mature
nano-fabrication techniques compatible with industrial standards [54]. Vacancy-related defects
in SiC have shown very promising properties, among which near infrared optically detected
magnetic resonance (ODMR) of spin ground state and long coherence time [10]. However,
although nanofabrication techniques are more developed in SiC than in diamond, they are still
not as refined as those used for the main material of modern microelectronics, silicon.

The use of fluorescent spin defects in silicon for quantum applications is quite recent. How-
ever, fluorescent defects in silicon have been extensively studied in the last 50 years. Showcasing
this effort is the list of more than 150 fluorescent defects in silicon by G. Davies in his review [17],
studied only on ensembles and with a majority of them being carbon or oxygen-related defects.
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Few color centers in silicon have been investigated for quantum applications, and we will now
look at the most studied and relevant ones.

Fluorescent defects in silicon

We will first look at the "heavy element defects" made of atoms heavier than silicon. Then,
we will focus on carbon-related defects as well as intrinsic defects in silicon with potential for
quantum applications.

Heavy elements defects:

Rare-earth erbium ions Er(3+) in silicon display PL with a very sharp ZPL at 1538 nm. This
wavelength lies in the telecom C-band, which is a definite asset for quantum communication.
However, the excited state lifetime is around 1 ms, resulting in a low emission rate [55]. Its
telecom emission wavelength with the prospect of long coherence time on the spin state (in
Y2SiO5) [56] has driven the incorporation of these defects into silicon nanostructures such as
resonators [57] or waveguides [58]. The ultra-narrow ZPL combined with the presence of a spin
state and the potential for integration on silicon-based chips imply that this defect is a very
good candidate for quantum applications.

Another dopant in Si is copper (Cu), forming an isoelectronic center (Cu-IEC) associated to
a ZPL emission at 1228 nm and an ES lifetime of 32 ns [59]. Purcell effect was demonstrated in a
SOI photonic nanocavity, decreasing the excited state lifetime down to 1 ns with a quality factor
(Q) of around 16,000 [59], thereby demonstrating the first cavity-enhanced ultrafast spontaneous
emission from dopants in Si. Although the emission of this defect is in the near infrared, no spin
state has yet been identified.

Selenium (Se) is a chalcogen and a substitutional donor in silicon. Singly-ionized selenium
donors (77Se+) in isotopically purified 28Si display a ZPL wavelength at 2904 nm with an excited
radiative lifetime of 8 ns [60]. Moreover, this defect possesses a non-zero spin ground state, with
Hahn-echo coherence time measurements displaying a T2 of 2 s at T = 1.2 K [61]. The short
radiative lifetime (provided that the quantum efficiency is high) together with a long coherence
time in silicon are appealing for quantum applications, but the ZPL wavelength in the mid
infrared is not adequate for propagation inside optical fibres.

Intrinsic defects:

The W centre is a complex made of three interstitials Si atoms [62]. It is rather well studied
due to its detrimental presence in a lot of Si-based structures [63, 64] and can be created by
silicon implantation followed by annealing in standard SOI substrates [65]. It is characterized by
a bright ZPL emission at 1218 nm (1.018 eV), stemming from a spin-zero to spin-zero transition
with a short lifetime of 34.5 ns [65].

We can mention another self-interstitial defect, the X centre which is a tetragonal cluster of
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four self-interstitials associated with a ZPL at 1190 nm (1.041 eV) [66,67] which requires further
studies to unravel its intrinsic properties and to estimate its possible quantum applications.

Carbon-complex defects:

One of the most common fluorescent defect in manufactured silicon is the G centre. It is
composed of two substitutional carbon atoms (Cs-Cs) interacting with an interstitial silicon
(Sii). By combining different experimental techniques, this complex has been demonstrated
to be bi-stable, with a A-form converting into a B-form under photoinjection with the B-form
being responsible for the ZPL luminescence of the defect [68]. This defect exhibits a ZPL
emission at 1279 nm (969 meV) in the telecom O-band, a high temperature emission above
liquid nitrogen [69], detection of an ODMR on ensembles [19] indicating the presence of a triplet
spin metastable state that could be use for spin manipulation. It has a short excited state
lifetime of 6 ns [18].

A defect (attributed to the G centre from the similarity of their ZPL emission) was for the
first time isolated in silicon [21]. This bright defect presents a ZPL centered around 1270 nm
and an excited lifetime of 32 ns.

The C centre complex, composed of an interstitial carbon and oxygen pair, gives rise to a
ZPL emission at 1571 nm (790 meV) originating from a singlet to singlet transition with a ES
lifetime of 2.3 µs at T = 8 K [70,71]. A triplet excited state is also optically active at 1575 nm
(787 meV) in the C-band but with an intensity of 0.0079 relative to the normalized ZPL [70].
This intensity ratio suggests that optical spin manipulation will prove to be very challenging.

The T centre is a complex supposed to be made of at least one hydrogen atom and two
bonded carbon atoms [72] and it is one of the few damage centers to possess a native electron
spin in the ground state. It has a ZPL emission at 1326 nm, in the telecom O-band, with an
excited state lifetime of 0.94 µs [73]. Electron spin coherent control with Hahn echo coherence
times T2 of 2 ms was reported in 28Si SOI, with nuclear spins T2 exceeding the second [73].
In addition, single T centres were recently optically detected and the optical initialization of
their electronic spin was demonstrated [16]. These results are promising for the construction
of an all-silicon spin-photon interface for distributed quantum computing and global quantum
network.

As stated in the introduction, in this thesis, we have initially chosen to focus our study on
the G centre (see chapter 3) as it is a promising candidate for quantum applications, mainly
due to its emission in the O-band, a fast radiative recombination time (appealing for efficient
light emission) and the presence of an electronic spin triplet (S=1) (that could allow optical
spin control). This led us to investigate carbon-implanted samples and a silicon-implanted
sample, enabling the investigation of multiple carbon-related defects (see chapter 2), as well as
an intrinsic defect, the W centre (see chapter 4).
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Conclusion

Silicon is the basis of today’s microelectronics and it can also be used for quantum applica-
tions. In this chapter, it has been shown that quantum light sources can be obtained in silicon
by means of optically active centres embedded in the silicon matrix. Moreover, among the de-
fects studied for quantum applications, an isovalent carbon-related impurity, the G centre, is
expected to be a promising candidate for single photon emission and spin qubit. In the next
chapter, carbon implanted silicon, initially investigated to study the G centre, has led to the dis-
covery of seven unidentified single defects in silicon, demonstrating that silicon can host multiple
optically active defects emitting in the near infrared. These single defects will be investigated
using spectroscopic and intensity-correlation measurements.
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Colour centres in silicon have been little studied in the context of quantum applications. Re-
cent renewed interest in fluorescent defects, due to advances in single-defect microspectroscopy
techniques allowing the study of individual defects, initiated the consideration of using these
coloured centres as qubits. This led to a novel approach in their investigation [21]. The proper-
ties of colour centres are investigated at the individual scale by means of confocal microscopy,
allowing the identification of possible interesting features, such as a deterministic, efficient and
indistinguishable photon emission and the presence of spin states, to be later exploited for quan-
tum applications. In addition, this approach of studying isolated point defects makes it possible
to suppress averaging effects on ensemble measurements, and allows the observation of different
atomic orientations or the influence of the local environment on the properties of the defects.

This novel method led to the first optical detection of single optically active defects in
carbon-implanted silicon [21] followed by reproducible results obtained by another team [74].
These results demonstrated the presence of photo-stable and bright single emitters in carbon-
implanted silicon. In the continuation of the previous mentioned works, we present in this
chapter the discovery of six new families of individual fluorescent defects in carbon-implanted
silicon. Additional insights on the defect reported in [21] will also be given.

In the first section, the home-made confocal microscope used during my PhD thesis as well
as the experimental techniques allowing the identification of single emitters will be described.
In the second section, the isolation of six new single defects in silicon will be demonstrated by
spectroscopic studies and intensity-correlation measurements. In the last section, in order to
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investigate their properties and potential for quantum applications, the study of the PL spectra,
the polarization of the emitted photons, and the radiative recombination dynamics through
lifetime measurements will be detailed.

2.1 Experimental set-up

The ability to resolve individual fluorescent defects in silicon requires an experimental set-
up that must fulfill several criteria. To be able to detect individual centres, (i) the sample
volume probed by the confocal microscope must be small enough to have less than one emitter
on average, and (ii) the detection system must be adapted to the low photon flux emitted by a
single defect. Then for studies in silicon, (i) the confocal microscope have to be optimized for the
infrared as we aim for telecom emitters, and (ii) low temperature operation is required as non-
radiative channels appear with increasing temperature, which leds to vanishing PL intensity. Our
low temperature infrared-optimized confocal microscope will be detailed in the first part of this
section. Then, to identify the presence of an individual fluorescent defect, intensity-correlation
measurements are performed to assess whether or not the emitter is generating photons one by
one. Thus, the techniques used to characterise the presence of a single emitter will be described
in the second section.

2.1.1 Low temperature confocal microscope

Upon my arrival, the experimental set-up was already built and its first version had already
led to a publication demonstrating the first optical detection of individual fluorescent defects in
carbon-implanted silicon [21]. However, modifications and new implementations, such as new
single-photon detectors to enhance the detection efficiency and thus be able to discern dimmer
emitters, were added during my PhD. Therefore, the focus here will be on describing the main
ideas behind the design of this experimental set-up, as well as the techniques that will be used
for the intensity-correlation measurements presented in this manuscript. The cryostat allowing
experiments at low temperature will be presented first, followed by the description of the optical
set-up.

Cryostat and vacuum chamber interior layout

In a small band gap material such as silicon, working at cryogenic temperature (T<77 K) is
a requirement for the study of fluorescent defects. Indeed, the emergence of non-radiative chan-
nels when increasing temperature entails a significant decrease in the PL of defects. Therefore,
at cryogenic temperature, the PL of point defects is brighter and spectral lines are narrower
than at higher temperatures.

Helium closed-cycle cryostat:
To maintain the silicon sample at low temperature, we use a helium closed-cycle cryostat

(MyCryoFirm Optidry 200). The main unit of the cryostat is placed on the optical table, and

24



Experimental set-up
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Figure 2.1: (a) Optidry 200 cryostat purchased from MyCryoFirm. (b) Schematic of the
vacuum chamber. A code color distinguishes the 4 K, 50 K and 300 K elements displayed
respectively in blue, purple and red. The sample tower in blue is detailed on the far right.
Adapted from [75].

includes the vacuum chamber with a vertical optical access (see figure 2.1(a)). This closed cycle
system allows continuous low temperature operation for months. The vacuum chamber reaches
a typical vacuum of a few 10−7 mbar during operation.

Microscope objective:
A dry room temperature microscope objective (Olympus LCPLN100XIR) with a high nu-

merical aperture (NA = 0.85) is positioned inside the vacuum chamber, attached at the top of
the outer screen as schematized in figure 2.1(b). This plan apochromatic objective ensures an
efficient collection in the infrared while allowing a green excitation at 532 nm.

Sample positioning relative to the objective:
In the vacuum chamber, the sample is glued with silver paint on a sample holder which is

itself mounted on a stack of three linear piezo-stepper nanopositioners (X, Y, Z) (5 mm range
each), and a Z piezo-scanner (30 µm range) for fine-positioning and depth-scan. This stack,
labelled as "sample tower", is fixed on the 4 K plate. The sample tower and the 4 K plate are
both shielded by an anti-radiation screen cooled down to 50 K and used to protect against heat
transfer coming from the outer screen at 300 K. Due to its small working distance (≈ 1.5 mm),
the room temperature microscope objective needs to be close to the sample, and therefore has
to be inserted inside a hole drilled in the anti-radiation shield (see figure 2.1(b)). This limits the
minimum temperature achievable for the sample to about 10 K. The temperature of the cryostat
cannot be tuned on demand, so to control the sample temperature, a temperature regulation
block (composed of a thermistor and a heating resistance) is inserted in the sample tower below
the sample holder (see figure 2.1(b)).

Once the sample is located at the focal plan of the microscope objective inside the cryostat
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2. Single near-infrared emitters in carbon-implanted silicon

vaccum chamber, the next step is to optically excite the sample and collect its PL.

Optical set-up

The optical set-up of a scanning confocal microscope, has here to fulfill three functions. First
it must bring the excitation light at 532 nm to the sample. Secondly, the infrared PL emitted
by the sample has to be collected efficiently to be able to detect the weak PL signal coming from
single photon emitters. Lastly, the optical set-up needs to be as close to achromatic as possible
to maximize the overlap between the excitation volume at 532 nm and the collected volume in
the near infrared between 1.1 to 1.6 µm. Both optical paths will be now detailed starting with
the excitation path.

Cryostat vacuum chamber

Single-photon detectors

Steering 
mirror

Spectrometer

Switch532 nm laser

DM
SP

SP LP

Sample

Microscope objective

Parabolic 
mirrors

Telescope

Sample tower

50:50

AM

Pulsed laser

Figure 2.2: Schematic of the optical set-up. The optical excitation path is displayed in green,
while the optical collection path is displayed in orange. AOM stands for acousto-optic modulator,
SP for short pass filter, LP for long pass filter and DM for dichroic mirror. Adapted from [75].

Excitation lasers:
A continuous wave (CW) green laser at a wavelength of 532 nm (2.33 eV) is used to pump

above bandgap the defects in the silicon sample. A CW green laser was chosen because of a
small penetration depth (δp) in silicon, close to 1 µm at 532 nm (δp = λ/4πñ where ñ is the
imaginary part of the refractive index and λ is the free space wavelength) [76]. A 976 nm exci-
tation has also been attempted, but the higher penetration length in silicon at this wavelength
(close to 100 µm) was detrimental to the study of single defects due to a poor signal-to-noise
ratio, so it was abandoned. The optical power of the excitation path is tuned by controlling the
transmission of an acousto-optic modulator (AOM). In addition, a fibered pulsed diode laser at

26



Experimental set-up

532 nm with a pulse duration of 150 ps is used to perform excited state lifetime measurements.
The excitation laser is coupled into a monomode fiber and sent into the optical excitation path
(see figure 2.2), where a fiber collimator convert the laser beam back to free space. The same
process is also applied to the fibered pulsed laser.

Optical excitation path:
On the optical excitation path, as depicted in figure 2.2, a telescope is inserted to compensate

for the residual chromatic aberrations that will be introduced by the microscope objective inside
the cryostat. After this telescope, a short-pass filter at 1000 nm was added to eliminate para-
sitic light produced by Raman scattering in the optical fiber. A dichroic mirror with a cut-on
wavelength of 1000 nm was installed to reflect the laser beam in the excitation path into the
cryostat, while transmitting the PL in the collection path. The next optic is a steering mirror
which ensures the scanning on the sample surface, typically on an area of 120 µm by 160 µm.
Due to this scanning method, a 4f system with two parabolic mirrors is positioned between the
steering mirror and the microscope objective inside the cryostat to ensure that the laser beam is
always centered in the objective aperture. We add that the mirrors are parabolic to prevent chro-
matic aberrations. The laser beam then goes into the cryostat by passing through a fused silica
window, to finish into the aforementioned microscope objective where it is focused on the sample.

Optical collection path:
The sample PL is collected by the microscope objective and it follows the same path as

the excitation up to the dichroic mirror, where the PL is here transmitted (see figure 2.2). A
1050 nm long pass filter is added after the dichroic mirror to filter out any remaining green laser
light. Additional long or short pass filters can be added via a filter wheel in the collection path if
needed. The PL is then coupled into a single mode optical fiber (with an anti-reflection coating)
by a silver reflective collimator preventing again chromatic aberrations. The core of this fiber
(d = 8.2 µm) acts as a confocal pinhole spatially filtering the collected PL. This increases the
spatial resolution while also improving the PL contrast.

Measurement devices:
The PL signal, via a remote-controlled fibered optical switch, is either conveyed into single-

photon detectors or into a spectrometer equipped with a nitrogen-cooled InGaAs camera. Two
different single-photon detectors were used during my PhD. The first ones (used in this chapter)
are two InGaAs/InP avalanche photodiodes (ID Quantique ID230) working in the single-photon
regime, with a quantum efficiency of 10 % at 1.3 µm. The second ones (used in the next chap-
ter) are two superconducting nanowire single-photon detectors (Single Quantum Eos) with a
quantum efficiency up to 80 % at 1.3 µm.

Scanning method:
The scanning method chosen in this experimental set-up is the raster scanning technique.
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2. Single near-infrared emitters in carbon-implanted silicon

A steering mirror is used to scan a defined area of the sample pixel by pixel, with the excita-
tion laser spot, while collecting the PL. This allows to reconstruct optical scans (or PL maps),
reaching a maximum area of 120 µm by 160 µm.

As the optical set-up and imaging technique have been clarified, the optical measurement
allowing the identification of a single photon emitter will be discussed in the next section.

2.1.2 Hanbury Brown and Twiss set-up and autocorrelation function g(2)(τ)

To determine whether a fluorescent defect is a single emitter or not, we measure if it emits
photons one by one or not. This is performed by analyzing the temporal correlations in the
fluorescence intensity [77].

Autocorrelation function g(2)(τ):
The second-order correlation function g(2)(τ), also referred to as the intensity autocorrelation
function, quantifies the probability of coincidence between two detection events that take place
at times t and t + τ . This function is defined by the equation [78]:

g(2)(τ) = < I(t)I(t + τ) >

< I(t) >2 (2.1)

where I(t) is the luminescence signal at time t, and < ... > is the temporal average over time.
The second-order autocorrelation function can also be expressed in terms of probabilities of
photon detection [78] as:

g(2)(τ) = P (t + τ |t)
P (t) (2.2)

where P (t) is the probability of detecting a photon at time t and P (t + τ |t) is the conditional
probability of detecting a second photon at time (t + τ), knowing that a first photon was de-
tected at time t. To better understand how this function will provide the evidence that a defect
is single, we consider three possible types of emitters:
(i) First let’s consider a coherent source of light, for example the light coming from a laser. The
statistical distribution of photons for a coherent source is Poissonian, and there is therefore no
correlation between the different photodetections. Thus the two intensities I(t) and I(t + τ) are
uncorrelated, resulting in g(2)(τ) equal to 1 for any delay time.
(ii) For an individual emitter, photons are emitted one by one, it is therefore not possible to
detect two photons at the same time. At zero delay (τ = 0), the probability of having two
simultaneous photons is zero (P (t|t) = 0), resulting in the autocorrelation function at zero delay
being equal to zero: g(2)(0) = 0. We add that regardless of the source, at long delay time
(τ → ∞), the events are uncorrelated, thus P (t + τ |t) = P (t), resulting in g(2)(τ) = 1.
(iii) For N emitters, the value of the autocorrelation function at zero delay is given by 1 - 1

N [79].
For N=2 emitters, we obtain g(2)(τ = 0) = 0.5, thus the condition for determining that an
emitter is single is g(2)(0) < 0.5.
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Figure 2.3: Schematic of the Hanbury Brown and Twiss on our set-up. Two single photon
detectors are positioned after a 50:50 fibered beam splitter. The photon detection events are
recorded by the time-correlation acquisition card which constructs the histogram of the time
intervals between a start photon detection event and the photon stop events. A delay line was
inserted to bypass the deadtime of the fast-counting card. The slow counting module record the
photons detected on the single photon detector 2 to enable the normalisation of the histogram.

Hanbury Brown and Twiss set-up:
In practice, we measure the second-order correlation function g(2)(τ) using two detectors

mounted in a Hanbury Brown and Twiss (HBT) configuration (see figure 2.3). Two detectors are
used to circumvent the detector dead time that would restrict the time intervals we can access to.
The photon counting is recorded by a time-correlation acquisition card with a resolution of 100
ps (Fastcomtec 7889). The measurements operate as follows: a photon is detected on detector
1 (referred as the start) triggering the acquisition, then we record all the events associated to
a photon detection during a given acquisition window on the second detector 2 (referred as the
stop events). The time interval between a start and a stop event is the previously introduced
delay τ . By repeating this process, we can construct a histogram of time intervals τ between
two detected photons J(τ). This histogram J(τ) needs to be normalized to give the second-order
correlation function [80] through:

g(2)
exp.(τ) = J(τ)

NwR2
(2.3)

where N is the number of start events, w is the bin time of the histogram and R2 is the photon
detection rate on the detector 2. A slow counting module was used to record R2 by duplicating
the output pulses of the "stop" detector, while a delay line (50 m of cables) was inserted to add a
constant delay of around 300 ns to bypass the deadtime of the fast-counting card (see figure 2.3).

We are now going to use this low temperature confocal microscope and the HBT set-up to
investigate single fluorescent defects in silicon.
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2. Single near-infrared emitters in carbon-implanted silicon

2.2 Isolation of single photon emitters

The study of defects at single scale in silicon allows to probe properties that are inacces-
sible on ensembles measurements, in the perspective of applications in integrated photonics or
quantum applications. It even allows to discover defects that have never been detected before in
spectroscopic measurements of defect ensembles [81], as it will be shown in this section. Here we
investigate single fluorescent defects created in a carbon-implanted silicon-on-insulator sample.
In the first section, after a description of the sample studied in this chapter, a spectral study of its
PL emission reveals seven families of defects. Then, in the second section, intensity-correlation
measurements are used to demonstrate the isolation of single photon emitters.

2.2.1 Spectral identification of seven families of defects

Si

SiO2

Si

carbon

{

Figure 2.4: Sample schematic of a commercial SOI. The arrows represent the implantation ion
beam.

C-implanted silicon sample

A commercial 220-nm-thick silicon-on-insulator (SOI) wafer with a SiO2 layer of 1 µm is used
in this chapter, as depicted in figure 2.4. Such wafers are commonly used in modern integrated
silicon photonics. The initial goal in this sample was to intentionally create a carbon related
defect, the G centre (see chapter 1). Thus carbon ions were implanted on the top silicon surface
at a fluence of 5 × 1013 cm−2 with an energy of 36 keV. The energy of the carbon ions was
chosen from SRIM (stopping and range of ions in matter software [82]) calculations to ensure
that the carbon ions will stop on average 100 nm below the surface, thus assuring that they
remain in the top silicon layer. Following this implantation step, annealing was performed at
1000◦C for 20 seconds under N2 atmosphere in order to heal the damaged lattice.
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Isolation of single photon emitters

Figure 2.5: Typical PL raster scan of the carbon-implanted SOI at T=10 K. The image is 116
µm by 116 µm. The point defects investigated are circled. The detailed analysis was performed
only on the most common defects with a ZPL or the brightest ones without a ZPL (coloured
circles).

PL map of isolated defects in C-implanted SOI

At a temperature of 10 K and with an above gap excitation at 532 nm, scanning this carbon-
implanted silicon sample reveals a multitude of isolated luminescent spots, as illustrated in figure
2.5. In this typical PL scan, we observe a few isolated bright spots (typically above 5 kc/s with
detector efficiency at 10 %) and a larger number of dimmer spots (below 2 kc/s) that form a
granular background of low intensity. The two horizontal black stripes correspond to scratches
in the sample and the circles indicate the isolated spots investigated. In order to study a large
number of isolated spots and to increase the statistics of the interesting emitters, similar PL
scans were performed at different positions on the sample. On each of these scans, isolated spots
were selected and their position recorded so that these could be located again for future studies.
This method allowed us to study a total of 633 hotspots in an area of 600 µm by 600 µm. In
order to identify their nature, PL spectroscopy was performed on these emitters.

PL spectrum of single hotspots

Among the investigated isolated spots, only those with a zero-phonon line (ZPL) or the
brightest emitters without ZPL were further analysed (represented in figure 2.5 by coloured
circles), corresponding to 75 hotspots. This post-selection was practical in order to facilitate the
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Figure 2.6: (a) PL spectra recorded on seven different individual single-photon emitters. The
spectra SD-1 to SD-6 correspond to six families of single emitters randomly distributed over the
sample. (b) Histogram of the number of defects per family.

study of these defects. Among the post-selected emitters, the seven most frequent PL spectra are
plotted in figure 2.6(a). Three types of PL spectrum can be identified in this figure. The bottom
three PL spectra labelled G*, SD-1 and SD-2 have a high ZPL relative to the phonon sideband
(PSB), centred at 1269, 1369 and 1448 nm, respectively. The G* defects is labelled differently as
it was studied at single scale before the start of my thesis in a previous work from my group and
collaborators [21]. The two middle PL spectra, labelled SD-3 and SD-4, have a smaller ZPL,
centred at 1157 and 1253 nm, respectively. And finally, the top two PL spectra labelled SD-5
and SD-6 have no ZPL with a broadband emission centred at 1300 nm and 1460 nm, respectively.

Debye-Waller factor :
For defects with a ZPL, we can provide information on the electron-phonon coupling [83] by

examining the ratio of photons emitted in the ZPL to all photons, known as the Debye-Waller
(DW) factor. The proportion of ZPL photons reaches values as high as 35% and 25% for the
SD-1 and SD-2 defects, respectively, while it is limited to 2-3% for the SD-3 and SD-4 families.
The G* centre exhibits a DW of 15 % (for comparison, the NV centre in diamond have a DW of
3 %). A large DW is preferred in the perspective of developing single indistinguishable photon
sources since only the photons emitted in the ZPL can be used to produce indistinguishable
photons.

Unidentified isolated defects:
From these PL spectra, two families (G* and SD-2) might be associated to known defects.

(i) G* has a mean ZPL energy that matches the one of ensembles of G centres, which is the
reason why it is labelled G* [21,81]. However, we highlight the absence, in the PL spectrum of
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G* defects, of an emission line at 70 meV from the ZPL, which is associated to a local vibration
mode specific to the G centre called E-line in the literature [68, 84]. It explains why another
labelling is introduced here with the asterisk indicating that it is similar to a G centre, but not
strictly the same. Excited state lifetime and photon polarization measurements allow also to
differentiate the G* centre from the G centre (see chapter 3).
(ii) The SD-2 defect might be the interstitial carbon defect C(i), which is thought to be a
precursor of G centres, and that has an emission line at 856 meV [17, 85]. However photon
polarization measurements and a study of the ZPL energy over multiple SD-2 defects will cast
doubt on this association (see section 2.3.1).

The other observed defects differ from the ones identified and classified in previous studies
performed in ensembles. As such, the PL spectra in figure 2.6 are new among the vast literature
of luminescent defects in silicon.

Defects occurrences:
The occurrences of these defects are shown in figure 2.6(b). We notice that the occurrences

of defects SD-1 to SD-6 are quite low (inferior to 16 %) in comparison to G* (≈ 55 %). This
could explain why these defects have not been reported so far, as their low occurrence would
make them beyond the detection limit in ensemble measurements [17,86].

Seven distinct families

SD-3

SD-4

SD-1

SD-2

G*

G*
SD-4

(a) (b)

Figure 2.7: (a) Histogram of the ZPL wavelength and energy measured on all families featuring
a ZPL. (b) PL spectra of 4 different G* defects in purple and 3 different SD-4 defects in orange.
PL spectra are shifted to get the ZPL at the origin of the x-axis. They are normalized to the
maximum of the ZPL peak.

From their PL spectra, the seven families appear to be distinct from each other as they
display spectral characteristics such as Debye-Waller factor and PSB profile that differ from
one another. However, one can ask if some defects belong to the same family. For example,
defects SD-1 and SD-2 could be of the same family with a large dispersion of the ZPL, caused
by local stress or different charge states. To support the relevance of the classification into seven
different families of defects, we examine the histogram of the ZPL wavelength for all the defects
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that possess a ZPL (SD-1 to SD-4 and G*), presented in figure 2.7(a). In this figure, it can be
seen that the histograms do not overlap, except for the SD-4 and G* defects.

PL spectra of SD-4 and G* defects are shown in figure 2.7(b), displaying: (i) that different
spectra of the same family are very similar (slightly less so for SD4), and (ii) that their PSB are
clearly distinct. SD-4 defects display a bright PSB extending up to around 150 nm relative to
the ZPL while G* defects display a weaker PSB extending up to around 100 nm from the ZPL.
Thus these seven PL spectra are associated to seven different types of defects. Next, a more
detailed analysis of their PSB will be carried out.

Comparison of the phonon sideband spectra

SD-3

SD-1

SD-2

SD-4

Si-phonon DOS

G*

(a)

(b)

SD-6

9.5 meV

Figure 2.8: (a) Comparison of the phonon-sideband for the defects with a ZPL. The spectra
are normalized to the ZPL maximum and plotted with respect to their ZPL energy EZP L. The
vertical lines show the position of the first phonon replica at 9.5 meV and 14.5 meV. The gray-
shaded area indicates the silicon-phonon density of states. (b) PL spectra of the SD-6 defect.
The vertical lines display phonon replicas of energies separated by 9.5 meV.

As mentioned previously, the ZPL energy was the first feature in the PL spectrum used to
distinguish the different families of defects, and looking at the PSB is another way to differentiate
those centers. In figure 2.8(a), the PL spectrum of the five defects with a ZPL are plotted with
respect to their ZPL energy to better compare their PSB. By looking at the peaks of the PSB,
we observe that the first phonon replica appears at 9.5 meV for SD-4 and at 14.5 meV for G* and
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SD-1 to SD-3, as highlighted in figure 2.8(a) by the two dashed vertical lines. The Si-phonon
DOS is plotted at the bottom of figure 2.8(a), and it can be seen that the phonon replica at 9.5
meV and 14.5 meV does not correspond to any Si vibration mode. Furthermore, we notice that
the overall shape of the Si-phonon DOS does not match the PSB of the defects. In particular,
the SD-1 defect shows a PL peak around 32 meV which does not correspond to any peak in the
Si-phonon DOS.

In addition, the PSB of the SD-6 defect exhibits a periodicity of 9.5 meV, as depicted in
figure 2.8(b). For the PL peaks in the PSB at energies that do not match any of the maxima of
the Si-phonon DOS, the vibronic spectrum likely results from phonons combining localized and
Bloch vibrational states [87].

We observe hotspots that are spatially well isolated on our scan (i.e. that we can resolve), so
one would be tempted to think that they may be associated with individual defects. However,
to check this hypothesis, we need to analyse their photon emission statistics and ensure that
they emit single photons one by one.

2.2.2 Demonstration of single photon emission

With the HBT set-up presented in section 2.1.2, analysis of the correlation between detected
photons can indicate whether or not a defect is a single photon emitter.

SD-1 SD-2 SD-3 SD-4

SD-5 SD-6 G*

Figure 2.9: Second-order autocorrelation function g2(τ) for seven defects of different families.
The colour code corresponds to the one of figure 2.6. The solid black lines represent data
fitting with the equation (2.7) for SD-1 to SD-4 and eq. (2.9) for SD-5, SD-6 and G*, deduced
respectively from the modelling of the dynamics of a 2-level and 3-level systems.

Autocorrelation function g(2)(τ):
The autocorrelation function g(2)(τ) for defects in each of the seven families is plotted in
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figure 2.9. A dip at zero delay is observed in each case, corresponding to an antibunching that
fulfills the single-emitter condition of g(2)(τ) < 0.5 [88]. However, we can observe for all families
that the experimental antibunching at zero delay does not reach 0, as expected for a perfect
single photon source. Specifically, the value g

(2)
exp(0) for the different families is displayed in

table 2.1. The deviation of g(2)
exp(0) from ideal single-photon emission (g(2)(0) = 0) is the result

of background photons and detector dark counts, both of which produce uncorrelated detector
clicks, increasing the antibunching value at zero delay. Since background photons and detector
dark counts are assumed to be uncorrelated with the emission of defects, their contribution can
be subtracted in the autocorrelation function g(2)(τ).

Family SD-1 SD-2 SD-3 SD-4 SD-5 SD-6 G*

g(2)
exp(0) ≈ 0.21(1) ≈ 0.20(2) ≈ 0.40(2) ≈ 0.30(3) ≈ 0.26(1) ≈ 0.18(4) ≈ 0.27(1)

Table 2.1: Values of the antibunching at zero delay g(2)(0) for the different families.

Background correction:
With our ID230 detectors, the dark counts are typically 50 counts/s, which is negligible

compared to the background photons typically greater than 1 kcount/s at the optical powers
used in these measurements. The jitter of our single-photon detectors is typically 150 ps, so
its influence is negligible in our measurements, as it is less than the time scale of the data,
typically in the nanosecond range. Therefore, only the total noise counts that include both the
sample background counts and the detector dark counts will be taken into account. This can be
confirmed by removing the contribution of the noise counts in the experimental autocorrelation
function g(2)

exp(τ) following the equation [89]:

g(2)
cor(τ) = g

(2)
exp.(τ) − (1 − ρ2)

ρ2 (2.4)

where ρ is related to the signal-to-noise ratio (SNR) by ρ = 1/(1 + 1/SNR). The SNR is ob-
tained by collecting the luminescence signal (including the dark counts) a few micrometres away
from the defects under investigation. The recorded SNR are 8(1), 3(1), 3(1), 4(1), 7(1), 5(1)
and 5(1) for the SD-1 to SD6 and G* defects, in figure 2.9 respectively. This gives g

(2)
cor(0) values

of 0.1(1), 0.0(1), 0.1(1), 0.2(1), 0.1(1), 0.0(1) and 0.1(1) for the SD-1 to SD6 and G* defects,
respectively. Thus, when corrected for PL background noise, the autocorrelation function at
zero delay g(2)

cor(0) is zero within the error bars. The deviation of g(2)(0) from zero value for
the defects is attributed to spatial inhomogeneities of the background counts, which prevent an
accurate estimation of the SNR at the exact position of the defects.

Bunching effect:
For defects SD-5 and SD-6, as well as G*, we observe g(2)(τ) values greater than 1 at inter-

mediate delay time. This effect is referred to as bunching. It is well explained by the presence of
a non-radiative decay channel through a metastable state (MS) in the electronic level structure,
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which traps part of the population during optical cycles [21,90].

ES

GS

Γ21

(a) (b)

Γ12 Γ21Γ12

Γ23

Γ31
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Figure 2.10: (a) Two-level model used to describe the dynamics of defects SD-1 to SD-4. (b)
Three-level model used to describe the dynamics of defects defects SD-5, SD-6 and G*. GS:
Ground state. ES: Excited state. MS: Metastable state.

Modeling of the g(2)(τ) function:
To model the defects SD-1 to SD-4, let us consider a two-level system (represented in figure

2.10(a)), with a ground state |1⟩ having a population n1 and an excited state |2⟩ having a
population n2. The transition rates between these two electronic states are Γ12, the excitation
rate from the ground state to the excited state, and Γ21, the recombination rate from the excited
state to the ground state. The evolution of the populations of a two-level system is governed by
the following system of differential equations:

d
dt

(
n1
n2

)
=
(

−Γ12 Γ21
Γ12 −Γ21

)
·
(

n1
n2

)

n1 + n2 = 1

(2.5)

As mentioned in section 2.1.2, the intensity autocorrelation function is the probability of de-
tecting a photon at time t + τ knowing that a photon was emitted at time t. The detection
of a photon at time t (t=0), projects the system into the ground state. Thus the probability
of detecting a second photon at time τ is governed by the evolution of the population of the
excited state P (t + τ |t) = P (τ |0) = Γ21 · n2(τ). The term P (t) corresponds to the probability of
detecting a photon at any time. This probability is P (t) = Γ21 · n2(∞), where n2(∞) represents
the steady-state population of state |2⟩. We thus obtain the following formula for the intensity
autocorrelation function [78]:

g(2)(τ) = n2(τ)
n2(∞) (2.6)

Then, with the two boundary conditions g(2)(0) = 0 and g(2)(∞) = 1, corresponding to single
photon emission and correlations loss at long time, respectively (see section 2.1.2), the autocor-
relation function can be written as follows:

g
(2)
2LS(τ) = 1 + β − (1 + β)e−Λ0τ (2.7)
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2. Single near-infrared emitters in carbon-implanted silicon

with the two parameters β = Γ12
Γ21

and Λ0 = Γ12 + Γ21 being functions of the rates between the
levels [90]. For the defects SD-1 to SD-4, the data were fitted by equation 2.7. This two-level
model follows the data nicely (see figure 2.9), so the dynamics of emission of these defects is
well explained by a two-level system.

In contrast, to model defects SD-5 and SD-6, as well as G*, we consider a three-level system,
as depicted in figure 2.10(b). The evolution of the populations of a three-level system is governed
by the system of differential equations:

d
dt

n1
n2
n3

 =

−Γ12 Γ21 Γ31
Γ12 −Γ21 − Γ23 0
0 Γ23 −Γ31

 ·

n1
n2
n3


n1 + n2 + n3 = 1

(2.8)

By solving this system of differential equations, the autocorrelation function can be written as
follows [90]:

g
(2)
3LS(τ) = 1 − (1 + β)e−Λ0τ + βe−Λ1τ (2.9)

The parameter β represents the bunching amplitude, while the parameters Λ0 and Λ1 quantify
the slopes of the antibunching and of the bunching respectively. For defects SD-5 and SD-6,
as well as G*, the data were fitted with the equation 2.9. The model and data are in good
agreement (see figure 2.9), confirming that a three-level system can explain the photodynamics
of these defects.

In order to further investigate the photodynamics of these defects, a study of the autocorrela-
tion function as a function of optical power is required [78]. For the G* centre, it has been shown
that a photo-induced repumping mechanism transferred the trapped population from the MS to
the ES [21]. In this case, the three-level model shown in figure 2.10(b) is not valid anymore to
explain the data, as an extra rate Γ32 connecting the MS to the ES needs to be added. Analyzing
the evolution of the g(2)(τ) function with the laser excitation power has not been performed on
the SD-5 and SD-6 defects, however, it was carried out on single W centres presented in chapter 4.

From this spectroscopic study and these intensity-correlation measurements, we have demon-
strated that the hotspots sorted in 7 families of defects in section 2.2.1 are single emitters. Next,
we will further investigate their properties at the individual defect scale.

2.3 Emission properties of single defects

Knowing that the SD-1 to SD6 defects and the G* centre [21] are single emitters, their
properties at individual defect scale will now be further investigated. The ZPL dispersion
between defects belonging to the same family will be analysed in the first section, for the most
represented families: SD-2 and G*. In the next sections, the saturation curves of the SD defects
will be investigated, as well as the polarization of their PL, to finish with the determination of
the excited state lifetime of the defects belonging to the SD families.
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2.3.1 Zero-phonon line dispersion between defects

(b)(a)

(d)(c)

G* SD-2

Figure 2.11: (a),(b) Typical PL spectra measured on 4 individual defects for families G* and
SD-2, respectively. (c),(d) Distribution of the ZPL energy measured for a set of 41 single emitters
for G* and a set of 12 single emitters for SD-2.

The variations of the ZPL energy over many defects can give additional insight into the
coupling between the defects and its environment. We only study the most common families G*
and SD-2 as their number allows a meaningful statistical study. Four PL spectra zoomed on the
ZPL for the families G* and SD-2 are plotted in figure 2.11(a) and (b) respectively. Then, via
a Lorentzian fit, extracting the ZPL mean energy from the PL spectra of all the emitters of a
family allows us to estimate the spread of the ZPL energy for a given family. Figure 2.11(c) and
(d) show the histograms of the ZPL energy of 41 G* centres and of 12 SD-2 defects, respectively.
We observe two radically different distributions. For G* defects, the ZPL spreads over 20 meV
around 977 meV (figures 2.11(a) and 2.11(c)). This large variation of the ZPL energy could be
due to local strain and/or different electro-static environment variations [91]. A clear contrast is
observed for SD-2 defects, as their ZPL is always found at three different energies equally split
by 3 meV around 856 meV (figures 2.11(b) and 2.11(d)). Such behavior suggests the existence
of three defect configurations for the SD-2 defects, along with reduced sensitivity to variations
of lattice strain or electro-static environments. This potential feature could be an appealing
property in the prospect of developing indistinguishable single-photon emissions [92]. Advanced
theoretical calculations would nevertheless be required to explain the observed ZPL distribution.
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2. Single near-infrared emitters in carbon-implanted silicon

After analysing the PSB shape and ZPL distribution of some of the individual defects, the
photostability and saturation curves of the SD defects will be studied in the next section.

2.3.2 Photostability and saturation curves

The photostability of the PL emission of the defects will be investigated as well as the
evolution of the PL intensity as a function of the optical excitation power for the SD fami-
lies. Additional insights on the properties of individual G* defects will also be provided with
measurements of the evolution of the saturation curves with temperature.

Defect photostability

(a) (b)

Figure 2.12: (a) Typical PL time trace showing a photostable emission beyond one hour, taken
on a single G* defect at 11 K and under a 532 nm excitation power of 4 µW. The dashed line
is the PL intensity mean value. Time bin = 20 ms. (b) Histogram of photons per bin of the PL
time trace in (a). The red solid line represents a Poissonian distribution with the mean value of
the PL time trace in (a).

In order to examine the photostability of the defects, a PL time trace is recorded on a single
G* defect, as shown in figure 2.12(a). The individual SD and G* emitters display a perfect
photostability over days. Indeed, the mean PL signal (in dashed line in figure 2.12(a)) is constant,
with neither blinking, i.e. on-off light emission behaviour, nor bleaching, i.e. extinction of PL
usually due to conversion to a non-luminescent form. The intensity variations are investigated by
plotting the histogram of the photons per bin for the PL time trace displayed in figure 2.12(b).
The histogram follows well a Poissonian distribution, indicating that the intensity variations of
the PL time trace are shot noise limited.

Next we investigate the stability of the defects over temperature cycles from 10 K to 300
K back to 10 K. All defects are robust over warming up and cooling down cycles of the cryo-
stat, except defects belonging to family SD-5. Indeed, we notice that the SD-5 defects either
disappear or appear in optical scans as shown on figure 2.13. We then focus on the evolution
of the SD-2 defect during these temperature cycles, as prolonged annealing at temperature of
300 K has been reported to convert interstitial carbon defects C(i) into G centres [85]. We did
not notice any conversion from SD-2 defects into G centres, which raises questions about the
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Figure 2.13: PL scans acquired at 10K on 2 sample areas before (a,d) and after (c,f) a warming-
up of the cryostat to 300K. Horizontal bar corresponds to 5 µm. (b,e) PL spectra associated
with SD-5 family and recorded on the bright spots circled on (a) and (f) respectively.

identification of SD-2 defects to interstitial carbon C(i) defects.

The photostability of the individual defects is here studied at a given optical excitation
power. Next we study the PL intensity while varying the optical excitation power.

Saturation curves

In order to determine the emission intensities at saturation, saturation curves were recorded.
A saturation curve corresponds to the PL intensity as a function of the optical power P. The
typical saturation curves of SD defects are shown in figure 2.14. In this figure, the raw data
are plotted with symbols using the colour code previously introduced in figure 2.6, and the grey
symbols correspond to the PL background taken few µm away from the defect. We observe a
similar behaviour for all families when increasing optical power: first a linear increase of the PL
intensity with optical power, followed by a transition to a saturation plateau in PL intensity at
high power.

To model the saturation curves, we consider the same two-level system as in figure 2.10(a).
From the system of differential equations 2.5, we find, in the stationary state, that

n2(∞) = 1
1 + Γ21

Γ12

(2.10)

The collected PL intensity IP L is proportional to the intrinsic PL intensity of the defect which
is given by the the population in the excited state times the radiative recombination rate:

IP L = η · Iintrinsic with Iintrinsic = ΓR · n2(∞) (2.11)
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backgroundbackground
background

background
background

background

SD-3SD-1 SD-2

SD-4 SD-5 SD-6

Figure 2.14: Typical PL saturation curves for the SD defects taken at 30 K. The raw PL signal
is plotted with circles and the background taken near the defect in plotted in gray circles. The
black solid line is fitting background corrected data (in dashed line) with the usual saturation
function: Isat/(1 + Psat/P ).

where η is the overall detection efficiency in our experiments. The rate Γ12 is proportional
to the optical excitation power P (Γ12 = α · P ). Additionally, the recombination rate Γ21

includes a radiative and non-radiative part associated with the rates ΓR and ΓNR, respectively.
By definition, the sum ΓR + ΓNR is equal to the inverse of the excited state lifetime and the
quantum efficiency of the emitter can be defined as ηQE = ΓR/(ΓR + ΓNR) which results in
ΓR = ηQE/τ , with τ the excited state lifetime. Thus the dependence of the PL intensity as a
function of the optical power is given by:

IP L = η · ηQE

τ
· 1

1 + ΓR+ΓNR
Γ12

= Isat
1

1 + ΓR+ΓNR
α·P

= Isat
1

1 + Psat
P

= Isat
P

P + Psat
(2.12)

with Isat the maximum collected PL intensity at saturation defined as η · ηQE/τ and Psat the
saturation power proportional to ΓR + ΓNR. For a three-level system such as the one pre-
sented in figure 2.10(b), we have n2(∞) = 1

1+ Γ21+Γ23
Γ12

+ Γ23
Γ32

. Then, the PL intensity take the form

Isat
P

(1+KNR)P +Psat
with Psat proportional to Γ21 + Γ23 and a non-radiative term KNR = Γ23

Γ32
,

close to the one expressed for the two-level system.

To perform these fits, the background counts was subtracted from the total PL intensity IP L

recorded on the defect. We observe that the two- and three-level system model fit extremely well
the saturation curve of the defects, showing that the power dependence of the PL signal intensity
is well accounted for with two or three electronics states for the SD defects. The behaviour of the
saturation curves can then be explained. For low power P << Psat, the PL intensity increases
linearly with optical power (IP L ≈ Isat

P
Psat

). Then when the excitation rate Γ12 is much greater
than the desexcitation rate Γ21 (i.e. P >> Psat), the PL intensity becomes equal to Isat, and
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we reach a saturation plateau of the counts. Here, all single-photon emitters present a bright
emission under green optical excitation with a PL intensity at saturation of 13(1), 7(1), 16(1),
30(1), 48(1), 38(1) kcounts/s for SD-1 to SD-6 respectively as shown in figure 2.14.

These PL count rates are high considering the poor quantum efficiency of our detectors (only
10%) and that we collect, for optimal dipole orientation and position, at best 2% of the emitted
photons due to the high refractive index of silicon (n ≈ 3.5) [21]. This can be explained by a
short excited state lifetime that induces fast optical cycles, as well as a high quantum efficiency
as we will see later.

Evolution of the photon count rate with temperature

(a) (b)

(c)

10 K

40 K

70 K

(d)

11 K

100 K 120 K

G*
SD-2

G*

G*

SD-2

SD-2

Figure 2.15: Evolution of the optical saturation curves with temperature. (a),(b) Background-
corrected PL saturation curves measured respectively on a single G* defect and a single SD-2
defect for different temperatures. Data are fitted with Eq. (2.12) to extract the saturation
power Psat and intensity at saturation Isat. (c), (d) Corresponding evolution of Isat and Psat

with temperature for the G* (purple) and SD-2 (blue) defects. The solid line for the G* data is
a guide for the eye.

Next, we analyse the PL saturation curves as a function of temperature. Similarly to the
ZPL energy statistics, we focus here on the most frequent families, namely G* and SD-2. Figures
2.15(a) and (b) display the saturation curves at different temperatures for two single G* and
SD-2 defects, respectively. At a given temperature, the saturation curves follow the previously
described phenomenology of a two-level system. However, their behaviour with temperature
differ greatly. Isat remains constant with increasing temperature for G*, while for SD-2 it
decreases significantly. The solid lines correspond to the data fitted by equation 2.12. From
these fits, we can extract Psat and Isat as a function of temperature for the two defects.

In figure 2.15(c), a rise of Psat with temperature is observed. This behavior results from the
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2. Single near-infrared emitters in carbon-implanted silicon

thermal activation of non-radiative decay channels, as evidenced by the decrease of the excited
state lifetimes at elevated temperatures [18]. This evolution of Psat with temperature T is fitted
using an Arrhenius fit [18]:

a + b.exp

(−Ea1
kB.T

)
(2.13)

with kB the Boltzmann constant, a and b as fitting parameters, and Ea1 the activation energy.
From this fit, the values a(SD−2) = 3.8 ± 0.3 µW, b(SD−2) = 1.6 ± 0.3 mW, E(SD−2)

a1 = 25 ± 1
meV and a(G∗) = 10 ± 2 µW, b(G∗) = 0.5 ± 0.5 W, E(G∗)

a1 = 88 ± 12 meV are extracted for SD-2
and G* defects, respectively. The greater value of the activation energy Ea1 for G* indicates
that the non-radiative channels activates at higher temperature than the SD-2 defects. The
most striking feature is related to the PL intensity at saturation. We see in figures 2.15(b,d)
that for the SD-2 family, Isat drops quickly above 30 K while for the G* defect, it stays constant
well above the 77 K liquid nitrogen temperature. As the PL counts mirror the ES population of
the emitters, this indicates that the G* defects behave as a closed system when the temperature
rises, whereas the SD-2 defects are coupled to their environment.

Next, the polarization of the emitted photons will be investigated.

2.3.3 Polarization of the single photons

[110][110] [110]

[110] [110] [110]

SD-1SD-2
SD-3

SD-4

SD-5

SD-6

G*

Figure 2.16: Emission polarization diagram measured on single defects from all SD families.
The photoluminescence signal is corrected from background counts.

We now present measurements of the polarization of the photons emitted by single defects
belonging to families SD-1 to SD-6. This is carried out by installing a half-waveplate and
polariser in front of the single photon detectors. The polarization diagrams shown in figure 2.16
are obtained by rotating the half-waveplate while recording the PL at a temperature of 30 K
after subtracting the unpolarized background light. The resulting PL intensity is fitted by the
equation:

I(θ) = Imax[V cos2(θ − ϕ) + (1 − V )] (2.14)

with Imax the maximum PL, ϕ the main polarization angle of the emission compared to the [110]
crystal direction and V the visibility which is defined by the formula V = (Imax − Imin)/Imax

where Imax and Imin are the extrema of the PL signal intensity. All defects display a visibility
close to unity. These are the characteristic associated with linearly polarized photons associated
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with a single emission dipole [93]. For SD-1, 3 and 4, the visibility inferior to the unity is due
to polarization distortion induced by the set-up for polarizations that are not parallel to the
[110] or [11̄0] crystal direction. We add that the dipole orientation angle ϕ inside a given family
can vary from defect to defect. For the SD defects, due to our small defect number, a relevant
dipole angle distribution could not be established. However, a study on the dipole orientation
angle was performed on G* in reference [21], revealing that the emission dipoles are orientated
along specific directions divided in four subgroups that exclude the [110] and [11̄0] axis. These
preferential directions could help in the identification of its microscopic structure.

(a)

(b)

[110]

[110]

[110]

[110]

[110]

[110]

70 K10 K 10 K

[110]

[110]

[110]

[110]

[110]

[110]

130 K10 K 10 K

G*

SD-2

Figure 2.17: Emission diagram measured at different temperatures on a single G* (a) and
SD-2 (b) center.

Atomic displacement or reconfiguration of a defect might occur at high temperature. This
structural change could impact the emission dipole. To probe this potential effect, we measured
the emission polarization diagram of the G* and SD-2 defects at 130 K and 70 K, respectively and
observed no change (see figure 2.17). Similar results were obtained after successive thermal cycles
of the cryostat (up to 300 K). For G*, the lower PL contrast observed is due to an imperfect
background correction, added to the set-up polarization distortion. We note that interstitial
carbon defect is known to be mobile at room temperature, this finding further indicates that
SD-2 might not related to the interstitial carbon defect.

Next, the measurements of the excited state lifetime will be performed on the SD families
using time-resolved PL experiments.
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Figure 2.18: Time-resolved PL decay recorded on the same defects under 50 ps pulse excitation
at 532 nm. The excited-state lifetime is extracted by fitting the data with a single exponential
function (solid line).

2.3.4 Excited-level lifetimes

Analyzing the PL decay as a function of time after a 532 nm pulse excitation allows us to
probe the relaxation dynamics of these individual single-photon emitters. The time-resolved
PL traces are recorded by constructing the histogram of the detected photons after the pulsed
photo-excitation of the defect. Such measurements, shown in figure 2.18, were performed on all
SD families.

We observe a monoexponential decay associated to a single excited state lifetime ranging
between 14 to 30 ns for the families G* to SD-4. Specifically, an excited state lifetime of 14.4(4),
30.6(5), 30(1), and 26(1) ns was measured for SD-1, SD-2, SD-3 and SD-4 defects, respectively.
In contrast, families SD-5 and SD-6 feature a biexponential decay with a short lifetime of 4.4(7)
and 6.7(8) ns and long lifetime of 19(5) ns and 35(4) ns, respectively, indicating potential
additional electronic levels. The excited lifetime of G* centres was previously measured to be
32(1) ns [21].

All these values are orders of magnitude shorter than the ones measured erbium dopants [94]
or T centers [73]. This shows that the SD emitters have fast optical cycles, which, coupled with
good quantum efficiency, could possibly lead to efficient single photon sources.

Quantum efficiencies

Knowing the ES lifetime τ and the PL intensity at saturation Isat, we can now estimate a
lower bound to the quantum efficiency of these defects (which quantifies the probability of emit-
ting a photon once it has been prepared in its excited state) with the formula ηQE ≥ τ ·Isat/ηmax

with ηmax the set-up overall detection efficiency that will now be detailed. The quantum effi-
ciency of the set-up η is the product of (i) the collection efficiency (i.e. the proportion of light
collected by the microscope objective), (ii) the transmission of the optical set-up from the objec-
tive to the detector (Tset−up = 40%) and (iii) the quantum efficiency of the detectors (ηdet = 10
%). By considering the maximum collection efficiency (corresponding to the dipole orientation
of the emitter that maximize the collection of the photons, that is parallel to the sample surface),
a lower limit of the quantum efficiency can be estimated. With an estimated overall detection
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efficiency of our set-up measured at ηmax = 2×10−3 [21], we obtain a quantum efficiency at least
equal to 13(1), 11(1), 35(1), 47(1), 14(1) and 17(1) % for the SD-1, SD-2, SD-3, SD-4, SD-5 and
SD-6, respectively. For the G* centre, its quantum efficiency was estimated to be ηQE ≳ 50%
in reference [21]. Consequently, these defects are already good candidates to develop bright
Si-based single-photon sources even without requiring PL enhancement by Purcell effect [95].

Conclusion

In this chapter, we have shown that carbon-implanted silicon-on-insulator can host several
families of individual colour centres in the near infrared range. These single emitters display a
wide diversity of bright, linearly polarized single-photon emission, some even matching the O
and C telecom bands. Furthermore, some single defects exhibit additional appealing properties,
such as a small spread of the ZPL energies or a strong PL intensity well above the liquid nitrogen
temperature. We also specified that the G* defect is different from the G centre from spectral
studies and ES lifetime measurements. However, the lack of a selective and efficient process to
create these defects is a limitation to their use in integrated photonic or quantum technologies.
Additional works will be required to develop a reproducible and deterministic creation method.
In addition, the unidentified microscopic structure precludes theoretical support, stressing the
need for additional experimental and theoretical work.

In the next chapter, we will examine a common point defect in silicon, the G centre. Unlike
SD defects, its microscopic composition and structure is known. Besides, the creation process
and detection of these defects at single scale will be studied.

47





Chapter

3 Creation and detection of sin-
gle G centres

Contents
3.1 The G centre in silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.1.1 Optical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.2 Microscopic structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.1.3 Electronic level structure . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.2 Single G centres creation by ion implantation . . . . . . . . . . . . . 56
3.2.1 Sample fabrication and analysis before the implantation process . . . . 56
3.2.2 From ensembles to single defects . . . . . . . . . . . . . . . . . . . . . . 59

3.3 Investigating the photon emission of single G centres . . . . . . . . . 64
3.3.1 Single G centre photophysics . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.2 Defect reorientation inferred from the polarization diagram . . . . . . . 67
3.3.3 Fine structure in the zero-phonon line . . . . . . . . . . . . . . . . . . . 72

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Introduction

The G centre in silicon is a complex defect composed of two carbon atoms with an interstitial
silicon atom. In microelectronics, as carbon atoms are a major contaminant, this defect has
been frequently observed in silicon samples and its presence was detrimental in manufactured
silicon [22]. Consequently, this defect has been extensively studied [17, 20, 68, 96–100] in order
to remove it. Later, the G centre was mainly used in optoelectronics applications as a light
source in silicon to circumvent the poor intrinsic emission efficiency of silicon, such as in LED
by electrical injection [101,102]. Its sharp and bright emission line in the telecom O-band at 1280
nm [18], is an appealing property for its use in integrated photonics and telecommunications.
The ZPL stems from a singlet (S=0) to singlet transition, but an optically detected magnetic
resonance (ODMR) has been measured on an ensemble of G centres in 1982 [19], associated
to a spin triplet (S=1) in a metastable state, allowing a potential use of the spin for quantum
applications.

However, all these studies on the optical properties of G centres have been performed on
ensembles, thus limiting the study of their properties. In this chapter, we will investigate the
properties of single G centres. The optical properties and the microscopic structure of the G
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centre as well as the electronic level structure of this defect will be introduced in the first sec-
tion. Then, the creation by cross-implantation of carbon ions and protons and the isolation of
G centres at single defect scale will be demonstrated in thin SOI samples in the second section.
At last, the properties of individual G centres, such as the photostability, the evolution of the
PL intensity with laser power, the excited state lifetime and the quantum efficiency, will be
investigated. In addition, an unusual behaviour suggesting a reorientation of the microscopic
structure of the defect will be evidenced by polarization measurements as well as a study of the
fine structure of the optical transition at 1280 nm in the last section.

In this chapter, the two superconducting nanowire single-photon detectors (Sin-
gle Quantum Eos) with a quantum efficiency up to 80 % at 1.3 µm are used for all
measurements.

3.1 The G centre in silicon

The G centre has been studied extensively, in particular to remove it in silicon samples
intended for microelectronics. It was detected in p- and n-type silicon samples [96] and in
electron-irradiated silicon, where electron paramagnetic resonance was measured [97, 98]. In
1990, the comprehensive work of Watkins’ group led to the determination of the microscopic
model of the G centre still in use nowadays [20,68]. The calculation of the spectrum of the elec-
tronic levels led to different ab initio methods [103–105]. In 2021, the electronic level structure
of the defect was determined by first-principles calculations [106] with excellent agreement with
recent measurements on the fine structure of the ZPL of the G centre in isotopically purified
28Si [70].

We will first present the optical properties of the G centre in silicon inferred from ensemble
measurements in the first section, then its microscopic structure will be described in the second
section. Lastly, the electronic level structure will be explained in the third section.

3.1.1 Optical properties

Origin of the G centre:
In 1971, luminescence studies of electron-irradiated silicon samples led to the PL spectrum

shown in figure 3.1(a). This PL spectrum exhibits several optical lines labelled from A to G [84].
The names G centre and "G line" come from this labelling, as does the "E line" which was later
associated with the same defect [99]. The other lines are related to other defects. Henceforth,
the "G line" will be referred to as the ZPL of the G centre while the "E line" will be referred to
as a local vibration mode (LVM) of the G centre.

PL spectrum of the G centre:
Figure 3.1(b) displays the typical PL spectrum at T=30 K recorded on a dense ensemble of

G centres in a carbon-implanted silicon sample [18]. On this PL spectrum, we identify the two
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Figure 3.1: (a) PL spectrum recorded at a temperature of 34 K in a 80 ohm-cm n-type pulled
silicon, phosphorus doped, irradiated with 1017 el./cm2 at 2.5 meV, adapted from [84]. (b)
PL spectrum of G centres ensemble recorded at a temperature of 30 K. The two main spectral
features of the G centre, the "G line" at 1280 nm corresponding to the ZPL of the defect, and the
"E line" corresponding to a LVM of the defect, are indicated in blue text. The telecom O-band is
superimposed on the PL spectrum in orange to illustrate the matching with these wavelengths.

main spectral characteristics of the G centre, the sharp ZPL located at 1279 nm (969 meV) with
its lateral PSB which includes an emission line located at 1381 nm (897 meV), associated with
the LVM of the G centre with an energy of 72 meV. A DW factor of 18 % at 10 K was measured
on ensembles in a carbon-implanted SOI sample [18], slightly more than for the G* centre (see
chapter 2) where the DW factor is around 15 % [81]. Most of the photons in the PL spectrum
overlaps with the O-band, ranging from 1260 nm to 1360 nm (as indicated in figure 3.1(b) by
the vertical orange line at the top of the PL spectrum), a feature that is favourable for quantum
communication applications.

Luminescence of the G centre:
The ZPL of the G centre stems from a singlet (S=0) excited state to singlet (S=0) ground

state transition. The lifetime of the excited state of ensemble of G centres was measured in
carbon-implanted SOI sample at 5.9 ns [18]. In addition, as previously mentioned, an optically
detected magnetic resonance (ODMR) was measured on ensemble of G centres indicating the
presence of a spin-triplet (S=1) metastable state [19].

Fine structure of the ZPL:
The ZPL fine structure of G centres was recently revealed at a temperature of 1.4 K by C.

Chartrand, et al [70] thanks to measurements in an ultrapure isotopically purified 28Si (99.995
%) sample (from the Avogadro project [107]). Isotope-related inhomogeneous broadening [108]
was suppressed, and the sample was fixed to be strain free. Figure 3.2(a) displays a very high
resolution absorption spectra of G centres. A quartet structure with a 1:2:2:1 intensity ratio
and an energy splitting δ:2δ:δ is observed on this figure. The origin of this fine structure stems
from the motion of the centre of mass of the defect.
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3. Creation and detection of single G centres

Figure 3.2: (a) Absorption spectrum recorded in a G centres ensemble in a 28Si sample at a
temperature of 1.4 K displaying the fine structure of the ZPL of the G defect, adapted form [70].
Added in orange are the energy splitting [70,106].

We next present the microscopic structure of the G centre.

3.1.2 Microscopic structure

B configuration

(a) (b)

A configuration

C(i) Si(i)

C(s)

Si(i)
C(s)

C(s)

Figure 3.3: Microscopic structure of the G centre, represented on a cube of length a/2, i.e. one
eighth of the main cube. (a) The configuration labelled as A with a C(i)-Si(i)-C(s) structure.
(b) The configuration labelled as B with a C(s)-Si(i)-C(s) structure. The carbon atoms are
represented in black, the interstitial silicon atom is represented in purple and the silicon atoms
of the lattice are represented in blue. C(s) stands for carbon substitutional, C(i) for carbon
interstitial and Si(i) for silicon interstitial.

Two microscopic configurations:
The G centre consists of two carbon impurity atoms and an interstitial silicon atom [20].

The numerous studies made on the G centre have shown that it possesses more than just
one microscopic structure [17, 20, 68, 99, 100]. Two microscopic structures have been observed

52



The G centre in silicon

experimentally and depend on the charge state and/or the doping level of the silicon. The A
form for which no luminescence was reported in the literature, and the B form which is the one
giving the PL with a ZPL at 0.97 eV. The microscopic structure of the A form is displayed in
figure 3.3(a) with an interstitial carbon C(i) paired with an interstitial silicon Si(i) occupying
a node in the silicon lattice accompanied by a substitutional carbon C(s) [20, 68]. This A form
is stable in its odd charge state (+ or -) and possesses a monoclinic (C1h) symmetry along a
<111> axis [99].

Alongside this A form, the microscopic structure of the B form is displayed in figure 3.3(b)
with two substitutional carbon C(s) and an interstitial silicon Si(i). The Si(i) atom is positioned
at equal distance of the two C(s) atoms, with an angle ĈSiC equal to 143◦. It can take six
equivalent positions along the three equivalent planes {110} formed by the two C(s) atoms and
the Si(i) atom and containing the <111> axis [20]. The B form is the stable conformation in
the neutral state of this defect.

We also mention that a complex bistability has been observed, allowing conversion from one
form to another by changing the charge state or inducing an optical excitation, or changing the
temperature [68]. The mechanism behind this bistability was assigned to a switching molecular
bond, inducing the change of configuration between the A and B forms, very close in energy [68].

<111> axis

Figure 3.4: Reorientation of the G defect in the B configuration. Schematic showing the six
positions of the Si(i) atom (dashed purple circles) in the plane perpendicular to the <111> axis.
The color code of the atoms is the same as in figure 3.3.

Reorientational motion of the Si(i) atom:
In the B configuration, a reorientational motion of the Si(i) atom has been observed by EPR

and ODMR measurements [19, 20]. This reorientation of the Si(i) atom is illustrated in the
figure 3.4, representing the defect in a view perpendicular to its main <111> axis. The Si(i)
atom hops around the <111> crystal axis on the six equivalent positions (displayed in dashed
line in figure 3.4) that are aligned with the six closest neighbour silicon atoms of the lattice.
This hopping occurs by tunnelling of the Si(i) atom between the six equivalent positions. The
tunneling rates can be increased by acoustic phonons at elevated temperatures [106]. In a given
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position of the Si(i), the B form (like the A form) displays a monoclinic (C1h) symmetry [99]
along the <111> axis, but with the motional averaging of the reorientation around the <111>

axis observed at high temperatures [20,100], the symmetry of the defect becomes C3V .

This reorientation, which leads to a relocation of the centre of mass of the defect for each
interstitial silicon position, will have an impact on the electronic level structure of the defect,
which is discussed next.

3.1.3 Electronic level structure

Excited state

Ground state

E

E

E

G

G

G

E >> G

0.985 eV

0.678 eV

S=1 state

Figure 3.5: Schematic of the ground and excited level structure of the G centre. The hopping
of the interstitial silicon results in a quartet structure in the GS and ES [106]. The optical
transitions are represented with orange arrows.

The electronic structure was recently determined by first-principles calculations with a total
energy difference for the singlet to singlet transition of 0.985 eV and for the singlet to triplet
transition of 0.678 eV [106], as shown in figure 3.5. The calculations evidence that the electronic
properties of the defect depend on the position of its centre of mass, because the central Si(i)
atom of the defect can be located in six equivalent sites. The central S(i) atom can tunnel from
one site to the adjacent one, thus lifting the sixfold degeneracy of each electronic level. In solid
state physics, the nuclei are first considered frozen (Born-Oppenheimer approximation) and then
the coupling to the vibrational excitations is introduced as a perturbation through the electron-
phonon interaction. The equivalent of the Born-Oppenheimer approximation would be here a
fixed Si(i) at one of the six positions. Here there is no vibrational excitation but a rotational
one linked to the rotational degree of freedom of the defect centre of mass. The tunneling of
the Si(i) is predicted to affect the singlet ground state, singlet excited state and triplet excited
state [106]. We add that in the triplet excited state, the positions of the six equivalent sites of
the Si(i) have been calculated to be energetically stable with an angular shift of 30◦ compared
to the singlet excited state [106].

In a G centre, the electronic wave function Ψ (r⃗) can be written as the product of the wave
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function of the centre of mass φ
(−−−→
RMC

)
and the wave function of the electronic cloud relative

to the centre of mass ϕ
(
r⃗ −

−−−→
RMC

)
:

Ψ (r⃗) = φ
(−−−→
RMC

)
· ϕ
(
r⃗ −

−−−→
RMC

)
(3.1)

The wave function of the centre of mass can be written as a Bloch function in the tight-binding
approximation for a periodic potential as:

φ(x) = 1√
N

N∑
n=1

ejknaξ(x − na) (3.2)

with N=6 (corresponding here to the 6 sites), a the period of the potential, k the wave-vector
introduced in the Bloch function and ξ the wave function describing the position of the Si(i) atom
in an isolated potential. From the time-independent Schrödinger equation H |φ⟩ = E |φ⟩ and
|φ⟩ = 1/

√
N
∑N

n=1 ejkna |n⟩ with |n⟩ the states in Dirac notation related to the wave-function
ξ(x) (⟨x|n⟩ = ξ(x)), we can determine the eigen-energies of the Si(i) atom by projecting ⟨p| on
the Schrödinger equation. With ⟨n| H |n⟩ = E0 and ⟨n| H |n ± 1⟩ = δ the tunneling probability,
we obtain:

⟨p| H |φ⟩ = ⟨p| E |φ⟩
⇔ E0 + δejka + δe−jka = E
⇔ E = E0 + 2δcos(ka)

(3.3)

Then, with the Born-von Karman boundary conditions:

ejkNa = 1
⇔ kNa = 2πm (m ∈ N, m = [0; 5])
⇔ k = 2πm

Na
⇔ k = m π

3a since N = 6

(3.4)

We finally get the energies:
Em = E0 + 2δcos

(
m

π

3

)
(3.5)

From the 6 values of m, we obtain four energies (E0 + 2δ, E0 + δ, E0 − δ and E0 − 2δ) with a
1:2:2:1 degeneracy.
The selection rules for dipolar transitions are given by:

⟨Ψf | − d⃗.E⃗ |Ψi⟩ = ⟨φf |φi⟩ · ⟨ϕf | − d⃗.E⃗ |ϕi⟩ (3.6)

Since ⟨φf |φi⟩ = δmf ,mi where δ is the Kronecker symbol, the azimuthal quantum number m is
conserved in the transition, thus the rotational state cannot change during an optical transition.

To resume, in the low temperature regime, the tunneling of the Si(i) atom, coinciding with
the centre of mass of the G centre, between 6 equivalent positions results in a quartet structure
with a 1:2:2:1 degeneracy. The δ:2δ:δ energy splitting calculated in ref. [106] (with δ the tunnel-
ing rate between two positions of the Si(i)) can be interpreted with a simple tight-binding model.
Instead of 4x4 transitions between the ground and excited state quartets, the selection rule of
conservation of rotational quantum number reduces this number to only 4 transitions. If δ was
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the same for the ground and excited states, only one line would be observed experimentally.
Ab initio calculations show that δE = 2.5 µeV >> δG so that 4 lines are finally detected, thus
explaining the results of Chartrand et al., where the quartet experimental splitting is essentially
determined by δE .

All the studies of G centres were up to now only accomplished at the ensembles level. In the
following section, we demonstrate the creation of single G centres by using cross-implantation
with carbon atoms and protons at low fluences.

3.2 Single G centres creation by ion implantation

As demonstrated in the previous chapter, silicon hosts several families of isolated colour cen-
tres emitting in the NIR. Their optical isolation has been achieved with a reproducible creation
procedure, but without control of the emitter densities. It is however crucial to master this
individual defect creation step for two reasons. Firstly, to improve and facilitate the optical
study of these defects at the individual defect level. And secondly, to ensure the determinis-
tic integration of an individual colour centre into an optical photonic microstructure to build
quantum photonic devices.

To address this problem for the G centre, a study on the fabrication of single G centres
in silicon was performed during my thesis. This defect can be created by carbon implantation
followed by flash annealing and proton irradiation, and a control of the implantation parameters
allows a decrease in its density [18]. Thus, as the goal is to find the appropriate parameters to
reach the regime that allows the creation of single defects, a local co-implantation of carbon ions
and protons with varying fluences on a SOI wafer has been performed. A cross-implantation
scheme was chosen to explore a wide range of G centre densities for different combinations
of carbon and proton fluences, with the reduction in implantation fluences allowing a gradual
transition from dense ensembles of G centres to dilute arrays.

In the first section, optical control experiments of SOI wafers either pristine or after only flash
annealing at 1000◦C are performed to determine the presence or absence of native G centres in
these samples. We specify here that the term native defects corresponds to defects present in the
samples before any implantation process. In the second section, the cross-implantation of carbon
ions and protons is studied by performing optical scans, PL spectra and intensity-correlation
experiments.

3.2.1 Sample fabrication and analysis before the implantation process

The studied SOI samples are presented in the first section, and preliminary studies are
performed on reference samples to assess the presence of emitters in virgin samples in the second
section.
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Cross carbon and proton implantation of silicon samples

Wafer sample:
The investigated wafer consists of a 28Si epilayer grown on an etched commercial SOI wafer.

Isotopically purified silicon 28Si is used in order to have a nuclear spin-free host matrix for
optically active defects [108] and also to avoid isotope-related inhomogeneous optical broaden-
ing [70]. The wafer is created by first thinning the upper Si layer of the commercial SOI down
to 4 nm by thermal oxidation, followed by wet chemical etching with hydrofluoric acid. Then
the layer of 28Si is grown on top of the etched SOI by chemical vapor deposition following the
method described in reference [109]. The resulting wafer is therefore composed of a stack of a 56
nm thick layer of 28Si on top of a 4 nm thick layer of natural Si. Under the 60 nm of natSi/28Si
is the rest of the commercial SOI, composed of a 145 nm thick layer made of natural silicon
oxide that separates the top part from the substrate as shown in figure 3.6(a). This wafer is
then cut into 5×5 mm2 pieces to produce the samples studied in this chapter.

28Si

natSiO2

natSi

4 nm 
natSi

56 nm

145 nm

(a) (b)

Increasing 
12C fluence 
with 8 keV

Increasing 
1H fluence 
with 6 keV

Figure 3.6: (a) Schematic of the silicon-on-insulator (SOI) sample used in this chapter. The
top silicon layer is an isotopically purified 28Si layer. (b) Schematic top view of the 28SOI
sample displaying the implantation map. A rectangular pattern is repeated while increasing the
fluences for both carbon ions and protons, thus shaping the cross implanted area. The carbon
implantation is operated at 8 keV and the proton irradiation at 6 keV. The seven fluences range
from 3×1013 cm−2 down to 3×1010 cm−2 for both carbon and proton. The black stripes on the
left and top of the implant area are markers.

Implantation steps:
The procedure for creating G centres is the following: A first implantation with carbon ions

is operated, then to heal the silicon lattice from the implantation damage, the sample is sub-
jected to a flash annealing at 1000◦C during 20 s under N2 atmosphere, and then the irradiation
step with protons follows [18,110]. The implantation of carbon ions and protons are performed
using a beam of accelerated ions sent through a mask, by our collaborators Tobias Herzig and
Sébastien Pezzagna at the University of Leipzig, Germany. All annealing steps are carried out
by our collaborators Mario Khoury and Marco Abbarchi at IM2NP in Marseille, France. The
grid pattern is made by a 10 µm thick mica mask with a 20x200 µm2 aperture on the samples
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positioned at 4.5 mm from the sample. The mask is moved to implant the 7 vertical carbon-
implanted stripes as well as, after the flash annealing, the 7 horizontal proton-irradiated stripes
that will overlap the carbon lines as shown in figure 3.6(b). All of the stripes are separated by
around 10 µm. The resulting 7x7 implantation grid allows to probe 49 combinations of carbon
and proton doses for generating G centres (figure 3.6(b)). The energies used for the implanta-
tion are 8 keV for the carbon ions and 6 keV for the protons, while the fluences vary from 0.3
to 300×1011 cm−2 for both ions. The energies were determined using SRIM software so that
the carbon ions stop in the upper silicon layer whereas the protons cross it while producing
interstitials, and stop in the oxide layer below.

Sample number C implant. HT flash anneal. H irrad. LT anneal.
#0 no no no no

#0.5 no yes no no
#1 yes no yes no
#2 yes yes yes no
#3 yes yes yes yes at 150◦C

Table 3.1: Labelling of the samples studied with the corresponding implantation steps.

Presentation of the studied samples:
To ensure that the samples prior to the implantation process do not contain G centres, a

preliminary study is performed. To this end, one of the samples is kept in its virgin state (i.e.
without any additional step following the 28Si epilayer growth) to serve as a reference (labelled
#0, see table 3.1). In addition, to analyse the influence of the annealing step, another virgin
sample (labelled #0.5, see table 3.1) did undergo only the flash annealing without any implanta-
tion, and another sample (labelled #1, see table 3.1) was implanted without the flash annealing
step to complete this analysis. The sample labelled #2 (see table 3.1) went through the full im-
plantation procedure with carbon implantation, flash annealing and proton irradiation. Lastly,
the sample labelled #3 (see table 3.1) did undergo the implantation procedure with an addi-
tional low temperature annealing during 30 min under N2 atmosphere, after all the implantation
processes. These two last samples will be analysed in the following sections.

Before trying to create G centres by implantation, we first check that they are not natively
present in the sample.

Sample control experiments

Study of the reference sample #0 :
We first analyse the reference sample #0, which is the sample without any implantation or

annealing. Measurements of the PL intensity of the reference sample #0 give the PL map dis-
played in figure 3.7(a). It shows a spatially uniform background accompanied with some isolated
spots of slightly higher intensity. The typical PL spectrum of these isolated spots is shown in
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(a) (b) (c)

Figure 3.7: PL map of (a) the virgin sample (#0) and (b) the sample after a flash annealing
of 20 s at 1000◦C under N2 atmosphere (#0.5). (c) Typical PL spectrum of the hotspots in (a)
and (b). Data are recorded at 30 K under excitation at 532 nm with an optical power of 10 µW.

Figure 3.7(c). It exhibits a broad PL emission centered at ≈1350 nm and no ZPL. This emission
spectrum is different from the ensemble of G centres spectrum (see figure 3.1) [18]. The presence
of native G centres in the virgin SOI wafer studied here can therefore be excluded.

Study of the reference sample #0.5 :
We also analyse sample #0.5, the one that has undergone only the flash annealing stage. In

the same manner as for sample #0, a PL map of the sample was recorded and is displayed in
figure 3.7(b). On this PL map, the intensity of the spatially uniform PL background is reduced
by a factor close to two. Moreover, the sample also presents native hotspots, which are better
resolved due to a better intensity contrast compared to the PL background of sample #0, but
their intensities are similar to the isolated spots of the virgin sample #0. The PL spectrum of
these hotspots does not change either. Thus, we conclude that the flash annealing alone does
not contribute to the formation of G centres in silicon.

From these control experiments, we conclude that there are no native G centres in our
samples and that they are not created by the flash annealing. We will now create them by
implantation.

3.2.2 From ensembles to single defects

We now investigate the sample #2 that has been cross-implanted with the flash annealing.
In the first section, the PL map of the full implanted area is examined, then PL spectra will be
recorded on highly implanted areas and low implanted areas to assess the presence of G centres.
In the next section, areas outside of the implantation will be explored and lastly the influence
of the additional low temperature annealing will be examined.
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Figure 3.8: Reconstruction of the PL map of the entire implanted area using multiple optical
scans to overcome range limitations in our scanning method. The PL intensity is plotted using
a logarithmic scale for better contrast. The white lines are guides to the eyes to display the
implantation grid. Fluences are indicated on the bottom for the protons and on the right for
the carbon ions. Scale bar = 10 µm. Data are recorded at 30 K under excitation at 532 nm
with an optical power of 10 µW.

PL map of the implanted areas

In figure 3.8, the entire implanted area is displayed by combining multiple optical scans, which
explains the discontinuity of some stripes. On the side and bottom of the PL map are indicated
the corresponding fluences for the implanted lines of both ions, and the PL intensity is plotted
using a logarithmic scale for better contrast. We observe that there is a significant variation in
PL intensity between the different implanted squares. Two trends can be deduced: first the PL
signal intensity increases monotonously with the carbon dose (from top to bottom). Secondly
there is a maximum PL intensity when the proton concentration reaches 30×1011 proton/cm2

(from left to right). Above this proton fluence, a PL decrease is observed from the presence of
a dark centre and bright vertical edges. This shows the harmful effect of irradiating protons at
high fluences to create G centres, as previously observed for silicon wafers highly implanted with
carbon ions [110]. The column at 0.3×1011 proton/cm2 (on the left) was not properly implanted
due to an imprecise mask repositioning. The decrease in PL intensity for the low carbon and low
proton fluences is due to the creation of more and more dilute ensembles of fluorescent defects.
In these areas, the intensity of the PL signal is no longer spatially uniform with bright spots
whose relative distance increases with the decrease of carbon and proton fluences.

We will now perform PL spectra on the highly implanted areas and the low implanted areas.
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Figure 3.9: (a) PL map of the sample #2 cross-implanted with carbon and proton in the region
of high irradiation fluences. The vertical white (horizontal blue) dashed lines are guides for the
eyes separating the stripes with different carbon (proton) fluences, whose values are indicated in
the bottom (left) axis. Scale bar = 10 µm. The two 20 µm large spots visible in the left middle
of the scan are due to local sample imperfections. (b) Normalized PL spectrum detected for an
ensemble of G centres at the position indicated by the red circle in (a). These data are recorded
at 30 K under excitation at 532nm with an optical power of 10 µW.

The PL intensity map of the most heavily implanted part of our SOI sample #2 is plotted
in figure 3.9(a) (rotated by 90◦ compared to figure 3.8). Next to the PL intensity map, figure
3.9(b) displays the PL spectrum taken on the position indicated by the red circle drawn on
figure 3.9(a). This corresponds to the area of highest PL intensity. This PL spectrum exhibits a
sharp ZPL at 1279 nm and a broad phonon-sideband at longer wavelengths. Both features are
characteristic of the G centre in silicon, as previously reported in ensemble measurements [18].
On the PL spectrum, we also observe the so-called E-line at 1380 nm. This line corresponds to
a LVM of the G centre and thus serves as a key fingerprint for the identification of this point
defect [17]. These results confirm the effectiveness of a dual carbon and proton implantation
method to produce G centre ensembles in a SOI wafer.

Low implanted areas

The low irradiation region of our cross-implanted SOI is now examined. The PL intensity
map of this area is shown on the figure 3.10(a). In the area implanted with carbon and proton
respectively at 0.3×1011 and 1×1011 cm−2, the estimated areal density of fluorescent defects is
roughly 0.3 per µm2.

A PL spectrum of such an isolated spot (circle on figure 3.10(a)) is recorded and displayed
on figure 3.10(b). This PL spectrum is identical to the one recorded on the high fluences area as
it shares the same features, such as the ZPL at 1279 nm and the local vibrational mode at 1380
nm. In contrast to G*, the PL spectrum is here exactly the same for ensembles and isolated
spots, which leaves no doubt that this fluorescent spot is a G centre (see chapter 2, section
2.2.1). To test if this isolated spot is a single emitter or not, an intensity-correlation experiment
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Figure 3.10: (a) PL map of the sample #2 in the region of low irradiation fluences. The
vertical white (horizontal blue) dashed lines are guides for the eyes splitting the stripes with
different carbon (proton) fluences, whose value is indicated in the bottom (left) axis. The white
bar scales for 10 µm. (b) Normalized PL spectrum detected for an isolated G centre indicated by
the blue circle in (a). Inset: Corresponding intensity-correlation function g(2)(τ), without any
correction from background or detector noise counts. The photon anti-bunching with g(2)(0) <
0.5 evidences the emission of single photons. These data are recorded at 30 K under excitation
at 532 nm with an optical power of 10 µW.

is conducted. The resulting second order autocorrelation function is displayed in the inset of
the figure 3.10(b). On this figure, we observe a photon anti-bunching with g(2)(0) = 0.24(1) <

0.5 [89], demonstrating the detection of a single G centre in silicon.

Defects outside locally implanted areas

Regions far from the implanted area were investigated in order to complete the exploration
of sample #2. In figure 3.11(a), a PL intensity map was recorded around 200 µm from the
implanted area. It displays plenty of isolated spots over a dark background, similar to what was
observed on the low implanted areas. An estimation of their areal density gives a value ≈ 0.1
per µm2, close to the one found for the low implanted area.

The PL spectrum of these emitters is then recorded to identify them, and one of them is
plotted in figure 3.11(b). All these isolated defects are G centres, due to their PL spectra having
the characteristic sharp ZPL at 1279 nm as well as the LVM at 1380 nm. In figure 3.11(b),
the double emission line observed on the ZPL will be studied later in this chapter. Intensity-
correlation experiments reveal an anti-bunching at zero delay going under 0.5 with a value of
g(2)(0) = 0.19(1), as shown in figure 3.11(d), thus showing that the emission originates again
from single defects.

The presence of defects outside the implanted region is unexpected given that the virgin
sample (# 0) and the sample with only the flash annealing step (# 0.5) didn’t show any G
centres. Furthermore, the implantation is carried out with a mask, which should prevent the
ions from reaching the sample outside the aperture. A considered hypothesis for the presence
of emitters outside the implanted area was the diffusion in the sample of interstitial carbons,
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Figure 3.11: (a) PL scan 200 µm away from locally implanted region taken under 532 nm CW
excitation laser at an optical power of 10 µW and at T=30 K. On the left, schematic of the
sample to illustrate the area outside the locally implanted areas. (b) Normalized PL spectrum of
a single G centre corresponding to the isolated spot surrounded by a white circle on (a). (Inset)
Measurements of the second-order correlation function g(2)(τ) of the same G centre, showing a
g(2)(0) < 0.5, confirming that this defect is a single G centre.

mobile at room temperature. To test this hypothesis, the same implantation was performed on
a sample half covered by a silicon mask. The part covered by the silicon mask did not exhibit
any PL, demonstrating that no diffusion occurs, thus eliminating this hypothesis. Two other
possibilities were considered. (i) The SOI sample could get electrically charged during the im-
plantation steps, thus bending part of the ion beam, which would result in a spreading of the
ions after the mica mask. (ii) Part of the ions could cross through the implantation mask (a
10 µm thick mica piece). However, given the weak energy used for the implantation, our col-
laborators in Leipzig consider these effects to be very unlikely. A new implantation is planned
to distinguish the other two hypotheses by placing the mica mask directly in contact with the
sample. The presence of these defects outside the implanted areas are currently being inves-
tigated and further work will be needed to fully understand the creation process of these defects.

High temperature flash annealing and additional low temperature annealing

Impact of the flash annealing:
Sample #1 without the flash annealing step was examined to investigate the impact of this

annealing step. A PL intensity map was taken on the implanted area and is displayed on figure
3.12(a). The background is higher that in any previous PL maps, with a mean intensity around
12 kc/s. Still we can distinguish the stripes associated to the carbon implantation, while the
proton stripes are not distinguishable. For the higher carbon implantation fluences (300 and
100×1011 cm−2), the PL quenches. At lower fluences, the PL is maximal at 30×1011 cm−2 and
below fluences at 10×1011 cm−2, the PL is equal to the background. A typical PL spectra, dis-
played on figure 3.12(b), indicates that these emitters are mostly G centres, with few W centres
with a ZPL at 1218 nm (see chapter 4). By comparing samples #1 and #2, we infer that the
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Figure 3.12: (a) PL map of the implanted area in sample # 1. (b) Typical PL spectrum
recorded on this sample. Measurements were taken under 532 nm illumination at an optical
power of 10 µW and at a temperature of 30 K.

flash annealing step favors the creation of G centres to the detriment of other defects like W
centres. Additionally, a large number of emitters was observed far from the implanted area on
this sample, confirming that the presence of G centres far from the implanted area comes only
from the implantation steps.

Impact of the low temperature annealing:
To investigate the impact of an additional low temperature annealing after the implantation

steps, the sample #5 was studied. We remind that sample #5 is identical to sample #2 but
with an additional low temperature annealing at 150◦C during 30 min under N2 atmosphere.
PL intensity maps taken on the implanted areas reveal that the PL is close to the ones in sample
#2, except that the hotspots density decreases. This effect is also observed in areas outside the
implanted area. In addition, the proportion of G centers among the hotspots is lower than in
sample #2. Thus the low temperature annealing seems to decrease the density of defects as well
as the density of G centres relative to the emitters created.

Despite some unresolved questions, the first isolation of G centres was demonstrated, as well
as a reproducible method to create single G centres. These results enable to study the G centre
photophysics at the single defect scale.

3.3 Investigating the photon emission of single G centres

The isolation at single defect scale of G centres allows us to further explore their optical
properties without averaging effect, like in ensembles. In the first section, the photophysics
of single G centres will be explored. The PL polarization will then be studied in the second
section, revealing hints about the defect reorientation in the crystal. In the last section, the fine
structure of the ZPL will be investigated.
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3.3.1 Single G centre photophysics

The photostability of single G centres is investigated as well as the saturation curve in the
first part. In the second part, excited state lifetime measurements will be performed, allowing
us to estimate the quantum efficiency of single G centres.

Photostability and saturation curve

(b)(a)

Figure 3.13: (a) PL time trace of a single G centre. The dashed line is the PL intensity mean
value. Time bin = 33 ms. (b) Histogram of photons per bin of the PL time trace in (a). The
dashed line represents a Gaussian fit of the histogram. The red solid line represents a Poissonian
distribution with the mean value of the PL time trace in (a).

Photostability:
For acquisition times extending up to one day, no photobleaching or photoblinking of the PL

signal of individual G centres was observed. To illustrate this stability, a PL time trace taken
on an individual single G centre is displayed in figure 3.13(a), showing a shot noise limited PL
signal and confirming that single G centres are photostable, whatever the incident optical power.
Similarly to chapter 2, the histogram of photons per bins of the PL time trace is displayed in
figure 3.13(b) indicating that the intensity variations of the PL time trace are shot noise limited.

Saturation curve:
To estimate the maximum defect count rates, saturation curves are recorded on single G

centres. We remind that we use the single quantum detector with a quantum efficiency of 80
% at 1300 nm. The typical saturation curve of single G centres is shown on figure 3.14, with a
raw PL signal increasing linearly with the optical power and reaching a maximum at saturation.
The background, taken near the emitter, is evolving linearly with optical power. Then the
background is subtracted to the raw PL signal and, as in the previous chapter, the black solid
line is fitting this background corrected data with the equation 2.12.

From the fit, we extract a saturation power of Psat = 2.6(1) µW and a saturated intensity of
Isat = 6.3(1) kc/s. These are typical values and the statistics made on 40 single G centres gives
< Psat > = 4.5 ± 2.1 µW and < Isat > = 7.1 ± 2.7 kc/s. This maximum count rate is much
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background

Figure 3.14: Standard PL saturation curve recorded on an individual G defect. The raw PL
signal is plotted in blue circles and the background in plotted in gray. The black solid line is
fitting background corrected data with the usual saturation function: Isat/(1 + Psat/P ).

lower than the one obtained on the G* defect in chapter 2 (section 2.3.2), and by taking into
account the increase of the detector quantum efficiency by a factor ≈ 8, the G centre emission
is close to one order of magnitude lower than the one of G* defects.

Lifetime measurements of single G centres

background

Figure 3.15: Time-resolved PL trace for a single G centre in the area of low irradiation fluences
(corresponding to the PL spectrum in figure 3.10) acquired with a 532 nm laser pulses of duration
150 ps. The background PL decay displayed in gray.

To probe the recombination dynamics, time-resolved PL experiments are recorded under
a 150 ps pulsed laser excitation at 532 nm on single G centres. The decay of the PL signal
is displayed in figure 3.15 and fitted by a bi-exponential function: A1/τ1 · e(−t/τ1) + A2/τ2 ·
e(−t/τ2) with A1 and A2 the temporally integrated intensities and τ1 and τ2 the decay times.
More than 80 % (with A1 / (A1 + A2) = 0.82) of the photons are emitted with a decay time
τ1 = 4.5(1) ns, close to the short lifetime measured in G centres ensembles [18]. The rest of the
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photons are associated with a decay time of τ2 = 12(3) ns. In opposition to the 4.5 ns time, this
long decay time is still observed by repeating the experiment a few microns away of the isolated
PL hotspots, suggesting that it results from the PL of the sample background (see figure 3.15).

A recent study of G centre ensembles in microrings [111] indicates that the dynamics of the
excited state of the G centres is dominated by non-radiative processes. This result explains
the small difference in the G centre excited state lifetime measured in this sample and in a
previous study [18] (≈ 5.9 ns). Additional experiments will be needed to further elucidate the
recombination dynamics of the G centre in silicon and identify its intrinsic channels.

Quantum efficiency of single G centres

With this lifetime, we can now estimate the quantum efficiency of the G centre using the
same method as in the previous chapter. However, we have to take into account the new values
of (i) the saturated detection rate of 6.3 kc/s, (ii) the new detector efficiency of 80 % as well
as (iii) the maximum extraction efficiency of 5 % calculated by our collaborators from CEA
Grenoble for a 60 nm SOI. With these new values, the lower bound of the quantum efficiency
of the G centre is estimated around 0.2 %, obtained from the equation ηQE ≥ τ · Isat/ηmax.
In a recent collaborative work with Baptiste Lefaucher and Jean-Michel Gérard from the CEA
Grenoble, ensembles of G centres were incorporated inside SOI microrings producing a five-
fold enhancement of the ZPL intensity by the Purcell effect [111]. However, parasitic defects
produced besides G centres limit this enhancement [111] and further studies will be needed to
decrease the density of the parasitic defects.

To extend our analysis of this defect, the photon polarization of single G centres will be
investigated in the following section.

3.3.2 Defect reorientation inferred from the polarization diagram

Polarisation-resolved PL measurements

Reaching the single emitter regime enables the analysis of the polarization of the single pho-
tons emitted by G defects. In figures 3.16(a) and (b) are displayed the two typical emission
polarization diagrams of single G centres using the same recording method as in chapter 2.
There is one signature indicating deviation from linearly polarized photons.

Polar emission diagrams visibility:
The visibility (V = (Imax − Imin)/Imax) measured on the single G centres in figures 3.16(a)

and (b) are ≈ 64 % and ≈ 67 %, respectively. An analysis over 40 G centres was performed by
fitting the emission diagram with equation (2.14). From this fit, a histogram of the visibility is
obtained in figure 3.16(c). The visibility values range from 42(1) % to 72(1) %, with an average
value of 62(1) %. For a single dipole emitting linearly polarised photons, the associated emission
diagram should display a visibility close to 100 %, such as the one shown in chapter 2. Thus
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(a)

(b)

(c)

[110]

[110]

[110]

[110] (d)
[110] [110]

Figure 3.16: (a, b) Polarisation-resolved PL measurements of two single G centres displaying
horizontal and vertical polarization. The defect PL is corrected from background emission. Data
are fitted by equation 2.14 to extract the visibility V and the angle ϕ between the main axis of
the diagram and the [110] axis indicated in red. (c, d) Histogram of the visibility V and angle
ϕ obtained from the analysis of 40 single G centres. The red lines correspond to the predictions
given by our model plotted in fig. 3.19.

this visibility for the G centres suggests the presence of multiple emission dipoles.

Dipole orientation:
The main polarization angle of the emission diagram ϕ on the single G centres in figures

3.16(a) and (b) are ≈ 0(1)◦ and ≈ 90(1)◦, respectively. These angles correspond to the [1 1 0]
and [1 1̄ 0] crystal axis, respectively. A histogram of the main polarization angle for 40 G centres
is displayed in figure 3.16(d). We observe that the orientation of the emission polarization dia-
gram is either along [1 1 0] or along [1 1̄ 0] crystal axis. The deviation from a 50:50 distribution
ratio between the [1 1 0] and the [1 1̄ 0] crystal direction is related to the statistical fluctuation
resulting from the small number of emitters studied.

The presence of multiple emission dipoles could be linked to the hopping of the interstitial
silicon Si(i) between the six equivalent Si positions discussed earlier in section 3.1.2. To inves-
tigate the influence of the reorientation of the Si(i) in the emission diagram, a simple model is
developed, associating multiple emission dipoles and this reorientation.
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Modeling of the G centre emission diagram

(c)

<111> axis

(b)(a)
[111]

[011]

[110]

[101]

[110]

[111]

Figure 3.17: (a) Schematic of one of the six equivalent interstitial silicon Si(i) atom positions
with its associated dipole in double arrowed green lines. The carbon atoms are represented in
black, the Si(i) atom is represented in purple and the silicon of the lattice are represented in
blue. (b) Schematic of (a) in the plane perpendicular to the <111> axis. (c) Schematic showing
the six positions of the Si(i) (dashed purple circles) in the plane perpendicular to the <111> axis
for the excited state. The three independent dipoles introduced by our model are represented
by double arrowed lines, in green for the [1̄10] dipole and in black for the [1̄01] and [011̄] dipoles.

Our model consists in associating a single emission dipole to each of the six equivalent posi-
tions of the Si(i). The idea is then to sum the dipoles to reproduce the emission diagram.

Considering one dipole for one Si(i) position:
Figure 3.17(a) shows the G centre in a frozen state, with the Si(i) fixed in one of the six

equivalent positions. Our collaborators Péter Udvarhelyi and Adam Gali from Budapest calcu-
lated that the electronic ground state has a A’ symmetry and the excited state has A" symmetry.
From the electronic transition selection rule, the transition between these two states is allowed
for a dipole of A" symmetry (represented by the arrow in figure 3.17(a)), perpendicular to the
plane of the two C(s) atoms and the Si(i) atom. In figure 3.17(b), the view is oriented along the
<111> axis, where the two C(s) (in black) are superposed, and the Si(i) (in purple) position
lead to the dipole along the [1̄ 0 1] crystal axis (in green).

Each of the six equivalent positions of the Si(i), corresponding to the vertices of a plane
hexagon perpendicular to the <111> axis, are displayed in figure 3.17(c). In this view oriented
along the <111> axis, the Si(i) (in purple) can take 5 other equivalent positions represented
by the dashed purple circles. Using the same symmetry arguments, the six Si(i) positions are
associated with six independent dipoles. Three of the six dipoles are equivalent with three other
dipoles in pairs, resulting in three equivalent dipoles along the [1̄ 0 1], [1̄ 1 0] and [0 1 1̄] crystal
axis. The [1̄ 1 0] dipole (in green) originates from the Si(i) being at the bottom or at the top posi-
tions, while the two [1̄ 0 1] and [0 1 1̄] dipoles (in black) originates from the remaining 4 positions.

Calculation of the collected intensities for each dipole:
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(a) (b)

(c) (d)

[101] or [011] dipole

[110] dipole

[110] dipole

[101] or [011] dipole
[101] or [011] dipole

[110] dipole

r ϵ [2.0; 2.2]

Figure 3.18: (a, b, c) Calculations of the exaltation factor F, collection efficiency C, and the
effective collection efficiency, which is the product F×C, of the three dipoles used in our model
as a function of the dipole depth in the top 28Si layer. Using the same color code as in figure
3.17, the [1̄ 1 0] is displayed in green while the [1̄ 0 1] and [0 1 1̄] are displayed in black and
strictly equivalent. (d) Ratio of the effective collection efficiency of the green and black dipoles
r = (F [1̄10] * C [1̄10]) / (F [1̄01] * C [1̄01]) resulting in a value of r ϵ [2.0; 2.2] for all depth values.

To determine the effective contribution of the three dipoles, the emission and collection
of these dipoles need to be investigated. Using the RSOFT software and the finite-difference
time-domain method, our collaborator Jean-Michel Gérard from the CEA Grenoble (PHELIQS)
simulated the spontaneous emission of the three dipoles in a 60 nm SOI.

The exaltation factor F is the ratio between the spontaneous emission of a dipole in bulk
silicon over the spontaneous emission of a dipole in the studied medium (here 60 nm SOI). Its
variations as a function of the depth d in the 60 nm silicon layer are displayed in figure 3.18(a).
The exaltation factor F indicates if the dipole emission is inhibited (F < 1) or enhanced (F > 1)
by the environment induced by the 60 nm silicon layer. The calculations show that the two [1̄ 0
1] and [0 1 1̄] dipoles (in black) are strictly equivalent and that their exaltation factor is close to
0.5, showing an inhibition of the emission by a factor close to 2, varying very little with d. The
exaltation factor for the [1̄ 1 0] dipole (in green) varies from 0.78 to 0.92 with d. It stays slightly
below 1, meaning that its spontaneous emission is less affected by the SOI structure than for
the other two dipoles.

Next, the collection efficiency C is the portion of the photon collected by the microscope
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objective with a numerical aperture of 0.85. It is also plotted as a function of the dipole position
d in the silicon layer in figure 3.18(b). We note that the curves for the three dipoles are similar,
which means that the collection efficiency weakly depends on the orientation of the dipole. These
collection efficiencies vary linearly with the depth d, going from ≈ 4.5 % at the bottom of the
silicon layer to 2.5 % at the surface.

To estimate the PL of each dipole, we display in figure 3.18(c) the effective collection effi-
ciency Ceff = F * C, and in figure 3.18(d), we plot the parameter r = C

[1̄10]
eff / C

[1̄01]
eff , which is

the ratio between the effective collection efficiency of the [1̄ 1 0] and diagonal dipoles. This ratio
r vary from 2.0 to 2.2 depending of position of the dipole in the silicon layer. This parameter
will fix the weighting coefficient of each dipole in the summation.

[110]

[110]

[001]

Figure 3.19: Projection on the (001) top surface of the sample of the polarization diagrams
associated with each of the three dipoles of our model and multiplied by the ratio of the collected
intensities. The result of the summation of the three polarization diagrams is represented in
red.

Modeling of the emission diagram:
Figure 3.19 displays the projection on the top (001) surface of the sample of the polarization

diagrams associated with the dipole [1̄ 1 0] (in green) and the two dipoles [1̄ 0 1] and [0 1 1̄]
(in black), with the contributions obtained from the ratio r. Using the previously introduced
angle ϕ, the 3 projected dipoles correspond to angles of 0◦ for [1̄ 1 0] (in green), and -45◦,
+45◦ for [1̄ 0 1] and [0 1 1̄] (in black). The summation of the three dipoles on the top (001)
surface of the sample is also plotted in red. This modelled emission diagram nicely matches
the experimental emission diagram in figure 3.16(a). The model fits the data, and with r ϵ [2;
2.2], we extract visibility close to the maximum visibility V ϵ [67; 69] by using the equation
2.14. However, this model does not reproduce all of the emission diagrams measured over 40
emitters, as some of them display lower visibilities. The observed variations in visibility may
indicate that the probability of presence per Si(i) site is not equal. This may originate from
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a symmetry distortion that could energetically favour certain Si(i) positions. Thus this model
could be refined, for example by considering three dipoles non-equivalents, to fit all the data.

Despite these deviations between the data and the model, we evidence the presence of multi-
ple dipoles in the G centre emission. Moreover, these dipoles are associated with the reorientation
of the G centre, caused by the interstitial silicon hopping between its six positions.

3.3.3 Fine structure in the zero-phonon line

As specified in the first section of this chapter, a fine structure in the ZPL was observed in
a strain-free and isotopically purified 28Si sample in reference [70], with splittings of the order
of 10 µeV (see figure 3.2(a)). In addition, multiple emission lines were observed on the PL
spectra of single G centre (see section 3.2.2), motivating a study over its fine structure. We have
performed spectrally-resolved measurements of the ZPL but with a spectral resolution of ≈ 100
µeV.

Analysis of the ZPL fine structure

Figure 3.20: PL spectra of single G centres zoomed around their ZPL.

To investigate the fine structure of the ZPL in our sample, PL spectra zoomed on the ZPL
have been realized on several single G centres located outside of the implanted area. These PL
spectra were recorded by using a 600 lines / mm grating, resulting in a spectral resolution of ≈
100 µeV per pixel (≈ 0.12 nm at the ZPL wavelength). Their PL spectra are displayed in figure
3.20. On almost all these PL spectra, we observe more than one peak, indicating the presence
of multiple emission lines whose wavelength varies from defects to defects. We observe splittings
of the order of the meV. This ZPL structure is completely different from the one presented in
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Chartrand’s work [70] since the energy splitting (orders of magnitude lower) and the relative
intensity of the lines do not match the quartet (1:2:2:1 intensities, see figure 3.2(a)).

The multiple lines observed on single G centres are attributed to an enhanced splitting of the
quartet measured by Chartrand under sample strain. The ZPL splitting under high stress has
been well studied in G centre ensembles [84, 91, 99, 112] and the splittings observed here (close
to 2 meV) are similar to those measured in ensemble measurements under an applied stress of
≈ 150 MPa (with an uniaxial compression along the [100] direction) [84, 91]. In addition, the
ZPL splitting of single G centres measured in the implanted areas were showing a slightly lower
splitting. The G centres in the implanted areas are optimized to be created at the centre of the
top Si layer. Thus, the splitting may be caused by strain induced by the close interfaces (the
Si/SiO2 interface and the surface at less than 60 nm).

The exact number of lines are hard to estimate due to the limit in the resolution of our
spectrometer. This issue could be solved by future PLE measurements, as this would allow a
better resolution of the ZPL splitting.

Next, we further investigate the ZPL splitting by resolving the emission polarization.

Evolution of the ZPL with polarization

(a) (b)

Figure 3.21: (a) PL spectrum zoomed around the ZPL of a single G centre for two different
emission polarizations. The PL spectrum in blue is analysed with a vertical polarization (90◦)
corresponding to the main dipole axis of the defect. The PL spectrum in black is filtered with
a horizontal polarization (0◦). The emission diagram of this single G centre is displayed in red
in inset with the polarization of the PL represented by an arrow for both PL spectra. The PL
spectrum without polarization is displayed in grey. (b) For the same single G centre, evolution of
PL intensity integrated over a given wavelength range as a function of the polarizer angle ϕ. The
chosen wavelength ranges of integration correspond to the three windows of the PL spectrum in
(a) indicated by the columns in purple, orange and green, with matching color code.

To observe whether the PL spectrum varies with polarization, we use the same set-up as for
measuring emission polarisation diagrams. In figure 3.21(a), two PL spectra are recorded on a
single G centre for horizontal and vertical polarization. In addition, the unfiltered PL spectrum
(in grey in figure 3.21(a)) is displayed for comparison. For a vertical polarization, there are 3
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lines, identical to the ones in the unpolarized PL spectrum. The relative intensities of the lines
however are different. The two low energy lines centered at 1278.5 nm and 1279.6 nm are weaker
than those in the unfiltered PL spectrum. When the polarizer is placed perpendicular to the
main axis of the polarization diagram of this defect (in red in figure 3.21(a)), the left emission
line vanishes, while the other two lines seem to remain unchanged in comparison to the vertical
polarization PL spectrum.

In figure 3.21(b) is plotted the evolution of the integrated PL intensity of each line as a
function of the polarizer angle. We observe a significant variation for the high energy line and
almost no variations for the other two. The variations in intensity of the high energy line gives
a visibility close to unity (V = 92(1) %). This suggests that this line originates from the [1̄10]
emission dipole. However, the other two lines does not appear to be associated with a single
linearly-polarized emission dipole, or to the [1̄01] and [011̄] dipoles.

Nevertheless, the variation of the high energy line with the polarization angle indicates
that this emission line is related to a single dipole linearly polarized (in particular to the [1̄10]
emission dipole) and that spectral filtering could provide information on the position of the
Si(i) atom through the selection of emission dipoles. However, the complete understanding of
all the split lines of the ZPL and their association with all of the dipoles generated by the
hopping Si(i) atoms between the 6 quasi-equivalent positions require additional works. Other
parameters of this hopping Si(i) atom, such as the tunneling time between positions or the effect
of temperature, are still unknown and need to be explored.

3.4 Conclusion

Isolation of G centres at the single scale was achieved in a sample fabricated by a cross-
implantation method using carbon and proton in a silicon-on-insulator sample. By gradually
decreasing the fluences of the carbon ions and the protons, this reproducible fabrication method
allowed the creation of ensembles down to single emitters. The single G centres have enabled
the study of the defect photophysics at single scale, revealing photostable defects, with a short
radiative lifetime of 4.5 ns and a low quantum efficiency of 0.2 %. The study of the emission
diagrams of single emitters evidenced the presence of multiple emission dipoles, linked to the
interstitial silicon hopping between 6 equivalent positions, observed via the study of the ZPL fine
structure by spectroscopic and polarization measurements. This unusual hopping is interesting
from a fundamental physics perspective however, generation of indistinguishable photons with
this defect seems to be compromised by the splitting in the ZPL, but might still be possible
through spectral filtering or by controlling the emission lines via strain. However, the low
quantum efficiency of the defect is not ideal for quantum communication applications.

In the next chapter, the demonstration of the isolation at single scale of another defect will
be presented, the W centre. This single defect presents a linearly polarized emission, and may
be better suited for quantum communication applications.
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4 Creation and detection of sin-
gle W centres
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Introduction

Intrinsic defects in silicon, consisting of vacancies or interstitials, are often present in silicon-
based components and are therefore well-studied defects [86]. During nanofabrication, their un-
intentional creation can limit the performances of silicon nanoelectronic devices [63]. In addition,
in environments subject to strong radiations [113] such as in particle physics experiments [64],
intrinsic defects are blamed as being the cause of degradation of silicon-based components.
Concerning the development of advanced large-scale quantum photonic devices, control of the
quantum properties of individual fluorescent defects in silicon has been so far focused on ex-
trinsic defects based on impurities embedded in the silicon lattice. Thus, intrinsic defects in
silicon, in particular optically active defects such as the W centre, could be of interest for these
applications.

The W centre is a common fluorescent defect in silicon with a ZPL emission at 1218 nm
(1.018 eV). It is made of self interstitial atoms [62] and is a well studied defect [86]. This intrin-
sic defect can be created by silicon implantation [65], neutron irradiation [114] or following laser
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annealing [115]. It has been also created in isotopically purified 28Si, thus drastically reducing
its optical linewidth [70]. Although the presence of the W centre appears to be detrimental
in microelectronics [63, 64], there has recently been a renewed interest for Si based classical
photonics, where it has been used as an active medium in LEDs [116, 117] and optical res-
onators [118]. For quantum applications, its optical properties such as an emission in the near
infrared close to the telecom O-band, and an intense ZPL with a Debye-Waller of around 40 %,
are promising characteristics to potentially develop efficient emission of indistinguishable near
infrared photons.

We first introduce the W centre by looking at its optical properties as well as its microscopic
structure. Then creation and isolation of single W centres will be demonstrated in an ultra pure
silicon sample, followed by its study at the single scale. To finish, the photodynamics of sin-
gle W centres will be investigated, as well as the evolution of the PL intensity with optical power.

In this chapter, the two InGaAs/InP avalanche photodiodes (ID Quantique
ID230) working in the single-photon regime, with a quantum efficiency of 10 %
at 1.22 µm are used for all measurements.

4.1 The W centre in Silicon

In the first section we will describe the optical properties of the W centre, then in the second
section its microscopic structure will be discussed, and finally in the last section its electronic
level structure will be explained.

4.1.1 Optical properties of ensembles of W centres

LVM

ZPL

Figure 4.1: PL spectrum of an ensemble of W centres in silicon. The PL spectrum displays
an intense ZPL at 1218 nm, as well as an emission line associated with a local vibrational mode
(LVM) at 1308 nm.

The emission of the W centre in silicon is characterized by a bright ZPL at 1218 nm (1.018
eV) with a DW factor of ≈ 40 % [119], accompanied by a broad structured PSB that includes
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an emission line at 1308 nm (948 meV), associated with a LVM at 70 meV, as displayed in figure
4.1. This DW value is higher than any of the point defects studied in the previous chapters and,
as mentioned above, holds promise for efficient single photon source applications. Time-resolved
PL measurements on ensembles of W centres in a commercial SOI sample implanted with Si ions
at 80 keV with a fluence of 5×1013 cm−2, determined an excited state lifetime of 34.5(5) ns [65],
more than 5 times longer than the ES lifetime of G centres (5.9 ns). A recent measurement
in an isotopically purified 28Si sample gives a value of 2.0(1) µeV for the FWHM of the ZPL
in ensembles of W centres. With an excited state lifetime of 34.5 ns, the associated Fourier-
transform limited broadening is equal to 0.02 µeV, two order of magnitude lower than the one
measured, indicating the presence of inhomogeneous broadening. The W centres are assumed
to exist near the most heavily damaged regions, which may induces a large inhomogeneous
broadening, and their linewidth in natSi decreases with increasing annealing temperature [113].
A control over the creation of the defect could therefore reduce this inhomogeneous linewidth
in the prospect of indistinguishable single photon source applications. The ZPL emission stems
from a transition between spin singlet states [70,119] like the G centre. However, in contrast to
the G centre, no ODMR has been detected.

4.1.2 Microscopic structure

I3-I (c)(b)(a) I3-II I3-V

Figure 4.2: Tri-interstitial potential candidates for the microscopic structure of the W-center
in silicon. (a) I3-I defect, (b) I3-II defect, and (c) I3-V defect. (Top) View showcasing the
defect structure. (Bottom) View perpendicular to the [111] direction showcasing the symmetry.
The blue spheres are silicon atoms and the 3 purple spheres are the interstitial silicon atoms
constituting the defect.

Multiple microscopic configurations have been proposed as the origin of the W centre emis-
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sion, such as di- [62], tri- and tetra-interstitial [62, 120] microscopic structures. In 1999, the
tri-interstial (I3) defect in its neutral state was determined to be the most stable structure using
ab initio tight-binding molecular-dynamics simulations [121] and first principles local-density-
functional theory [62]. At the beginning of my PhD, the microscopic structure of the W centre
was still debated. The I3-I, which was the first proposed configuration, corresponds to a tri-
angular arrangement with the three Si atoms positioned at the center of three adjacent 〈111〉
bonds, forming a three-atom ring (see figure 4.2(a)). This I3 defect possesses a vibrational
mode at 74 meV, close to the LVM at 70.0 meV, and possesses a C3v symmetry, consistent with
uniaxial stress measurements that revealed a trigonal symmetry [119]. Afterwards, the I3-II
defect, consisting of a compact tetrahedral shape, has been found with a formation energy lower
by ≈ 1 eV [67, 122]. However, this defect did not present any LVM and possesses the wrong
symmetry (Td) [123]. The last configuration I3-V is a more extended form of the I3-I structure,
obtained by combining tight-binding molecular dynamics and ab initio calculations [124]. It
displays a C3v symmetry and the correct LVM energies, with an energy formation in-between
the other two configurations obtained via local density functional calculations [123] and ab initio
simulations [67]. However, the presence of energy levels inside the bandgap to enable its optical
activity was still under debate [67,123].

Theoretical work using density functional theory (DFT) computations was carried out by
our collaborators Péter Udvarhelyi and Adam Gali at the Wigner Research Centre for Physics
in Budapest (Hungary) during my PhD thesis. Their simulations brought new elements that
evidence the I3-V structure as the best candidate for the microscopic structure of this defect [125].
The formation energies of the three configurations were determined by DFT calculations using
the Heyd–Scuseria–Ernzerhof functional (HSE06) and gives 8.17, 7.69 and 7.52 eV for the neutral
I3-I, I3-II and I3-V configurations, respectively. This reveals that the I3-V configuration is the
most stable one, contrary to what was reported before. The previous calculations used methods
(local density approximation and Perdew-Burk-Ernzerhof functional) that tend to delocalize the
wavefunction, thus favoring the more compact structure, in contrast with the HSE06 functional.
Bonding properties described with the HSE06 functional reveals in plane bond lengths between
the three Si atoms to be 2.465 Å for the I3-II configuration and 2.315 and 2.242 Å for the
I3-V configuration. The out-of-plane bond lengths are 2.457 and 2.296 Å for the I3-II and
I3-V configurations, respectively, confirming that the I3-V configuration is the most stable.
Vibrational calculations show that the I3-II configuration does not possesses LVM in agreement
with previous studies. LVMs are found at 69.9, 73.9 and 74.2 meV for the I3-I configurations,
while LVMs for I3-V at 63.8, 65.9 and 71.6 meV. Both configurations have LVMs with an energy
close to the 70 meV of the W centre, so no distinction can be made on the basis of LVM energy
alone.

The electronic structure of the I3-I and I3-V atomic configurations was calculated, allowing
to identify the most likely microscopic structure to account for the PL of the W centre. This
will be discussed in the next section.
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4.1.3 Electronic level structure

Figure 4.3: Schematics of the energy level diagrams of the I3-V configuration of the W-
center. In the single-particle representation, energy diagrams of (a) the GS of the neutral form
of the defect and (b) after its ionization. VB: valence band; CB: conduction band; k⃗e is the
electron wavevector. (c) Two-particle representation of the energy levels. The continuum of free
electron–hole pairs above the electronic bandgap energy Eg is represented in purple. The red
parabola represents the GS of the bulk excitons, whose energy minimum is lower from Eg by the
exciton binding energy Eb. The energy splitting ∆ between the W centre ZPL energy EZP L(W)
and the silicon bandgap includes the energy δ+

v and the binding energy of the exciton localized
on the defect. K⃗: wavevector of the electron–hole pair center-of-mass.

HSE06 DFT calculations were performed on the two I3-I and I3-V configurations by our col-
laborators Péter Udvarhelyi and Adam Gali. In their neutral singlet ground state, no strongly
localized in-gap defects levels emerged. While the absence of electronic energy levels within
the silicon gap may indicate at first sight that no optical emission is possible with these con-
figurations, important Coulomb correlations induce an optical transition inside the gap. For
the I3-V configuration, in the ground state of the neutral form, there is a resonant state lo-
calized at the defect position in real space 73 meV below the valence band maximum (VBM),
as displayed in the single-particle representation in figure 4.3(a). After ionization (using the
Freysoldt–Neugebauer–Van de Walle charge correction), the unoccupied defect level of a type
emerges inside the bandgap, 55 meV above the VBM, as shown in figure 4.3(b). Then under
photo-excitation, an electron is promoted to a level (a type) close to the CB, leading to the
creation of an electron-hole pair with the hole localized inside the bandgap. The electron–hole
interaction further pushes the transition energy inside the bandgap, as showed in the figure
4.3(c) in the two-particle representation. Thus the W centre ZPL appears to originate from
an excitonic recombination between a hole localized at the defect and an electron trapped by
Coulomb interaction [125]. The symmetry of the ES for the I3-V configuration has an A charac-
ter, and the GS of the neutral defect is a closed-shell A state. Thus, the optical transition dipole
moment of the I3-V defect belongs to the A symmetry and is predicted to lie in the <111>

direction. Furthermore, the ZPL energy was estimated at a value close to the experimental one
of 1.018 eV, using the self-consistent field method for two different functionals.

For the I3-I configuration, a degenerate e level and a single a level below the VBM at 142
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and 201 meV, respectively, were obtained. These levels are unable to support a stable positive
charge state and therefore cannot result in a hole confined at the defect position. These results
therefore exclude the I3-I configuration as the structure of the W centre. Thus, based on the
latest DFT calculations, the I3-V configuration is the most promising microscopic structure for
explaining the W centre luminescence in silicon.

After this introduction about the W centre in silicon, we will now look at the optical exper-
iments on single W centres performed during my thesis.

4.2 Creation of single W centre by ion implantation

As for the G centre, the isolation of defects at single scale allows a more in-depth study of
the intrinsic optical properties, since there is no averaging effect anymore compared to ensemble
measurements. To study the creation and perform the isolation of W centres, an ultra pure SOI
sample was locally implanted with 28Si ions with varying fluences to enable a gradual transition
from dense ensembles of W centres to diluted ones. In the first section, we investigate the PL
emission of ensembles of W centres in the implanted areas by performing optical scans and PL
spectra. Then, in the second section, single W centres created around the locally implanted
areas will be examined via spectroscopic studies and intensity-correlation measurements.

4.2.1 Investigation of the implanted areas

We start by looking at the implanted area to study the creation of W centres as a function
of the implantation parameters. First we introduce the sample used for this study, then we
investigate the implanted area via optical scans and spectroscopic analysis.

28Si-implanted SOI sample

Decreasing 
28Si fluence 
with 65 keV

2
3

0
 µ

m

620 µm

1e101e113e11

3e13

3e12

3e14

1e12

1e131e141e15

Fluences in Si/cm²

100 µm

100 µm

30 µm

Figure 4.4: Schematic top view of the 28SOI sample displaying the implantation map. A
square pattern is repeated to implant 28Si while decreasing the fluences.

The sample studied for the investigation of the W centres comes from the same pristine
wafer as the one studied in the previous chapter for the G centres. Thus, the sample control
experiments (see previous chapter) carried out on the virgin sample (#0, see table 3.1) and the
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sample (#0.5) that underwent only a flash annealing are relevant here. This allows us to know
that the sample prior to the implantation step does not contain any W centre. First, the sample
underwent a flash annealing at 1000◦C during 20 s under N2 atmosphere. Then, to create the
point defects, 28Si ions have been locally implanted in squares (with a size of 100 × 100 µm2),
with an energy of 65 keV and with fluences ranging from 1×1010 to 1×1015 cm−2. This energy
was chosen from SRIM simulations, maximising the creation of vacancies in the upper Si layer by
having the Si ions stop after the Si/SiO2 interface. These patterns were obtained by positioning
a 30 µm thick mica mask with a square aperture of 100 × 100 µm2 in front of the SOI sample
at a distance of 4.5 mm. The mask was moved for the different fluences, with a gap between
the squares of 30 µm, resulting in an implanted area of 230 µm by 620 µm as indicated in figure
4.4.

PL map

3e11

3e13

3e12

3e14

1e12

1e131e141e15 Fluences in Si/cm²

1e101e11

Figure 4.5: Reconstruction of the PL map of the entire implanted area using multiple optical
scans of 160 µm by 120 µm. Scale bar = 10 µm. The PL intensity is plotted using a logarithmic
scale for better contrast. The white lines are guides to the eyes to display the implantation
squares. Fluences are indicated at the top or bottom of each squares.

In figure 4.5, several optical scans are concatenated to display the implanted area, like for
the G centre implanted area (see chapter 3). In our experimental set-up, optical scan can display
PL variations on a scale of about 30 µm because the sample PL is less collected on the borders
than on the center of the scans. The variations in PL observed inside each 160x120 µm2 scanned
area are the consequence of this effect.

We observe that there is a significant variation in PL intensity between the different im-
planted squares. There is a maximum PL intensity when the silicon ion fluence reaches 3×1012

cm−2. For high fluences, corresponding to the implanted squares with fluences from 1×1015 to
1×1013 ions/cm2, we observe PL intensity on the sides but not inside the squares. A higher
PL intensity is observed on the sides when the implantation fluence decreases. This shows the
harmful effect of implanting silicon ions at high fluences to create W centres. Then for the lower
fluences (from 1×1012 to 1×1010 ions/cm2), the PL intensity decreases due to the creation of
more and more dilute ensembles of fluorescent defects with the lowering of the fluence. In these
areas, the intensity of the PL signal is no longer spatially uniform with the appearance of bright
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spots that are more distant as the fluence is low.

PL spectra

LVM

ZPL

(a) (b)

LVM

ZPL

Figure 4.6: (a) PL spectrum recorded on a position inside the implanted area with fluence of
3×1012 28Si/cm2, revealing the formation of an ensemble of W centres. (b) PL spectrum recorded
on a diluted ensemble corresponding the implanted area with fluence of 1×1010 28Si/cm2. The
arrows indicate the position of the LVM at 70 meV [66, 119]. In (b), the LVM is hidden in the
noise, and a longer acquisition time should have been used to differentiate it from noise.

Next, PL spectra in the different implanted areas are acquired. The spectrum of the PL
emitted in the square with maximum PL (fluence of 3×1012 cm−2) is displayed on figure 4.6(a)
on a logarithmic scale. This emission is typical of the W centre in silicon, with the same char-
acteristics as in figure 4.1 (i.e. a ZPL at 1218 nm and a LVM at 1308 nm) [66, 119]. Thus the
present implantation method is successful to create W centre ensembles for a fluence of 3×1012

28Si/cm2 and an energy of 65 keV. The PL on the side of the heavily implanted squares (1013

to 1015 ions/cm2) also comes from W centres. PL spectra were further taken on isolated spots
in the diluted ensembles, and their PL also comes from the emission of W centres as shown in
figure 4.6(b).

At the periphery of the implanted areas, the concentration of defects is low. As for the
G centres, this method of ion implantation creates W centres in and outside the implanted
areas. These regions outside the implanted areas have a similar concentration of defects to the
one implanted at 1010 28Si/cm2 where the W centre density is of order 0.01 µm−2. Thus we
concentrate our study on the W centres created outside the implanted area. These defects are
investigated in the next section.

4.2.2 Detection of single W centres outside the implanted areas

Few hundreds of µm away from the implanted areas, optical scans taken at a temperature
of T=10 K reveal isolated PL spots over a dim background, as shown in figure 4.7(b). The
PL spectrum of these isolated spots, displayed in figure 4.7(c), is similar to the PL spectrum
taken on the ensemble of W centres (see figure 4.1 and 4.6). In view of their similarities, the
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(a) (b)

(c)

LVM

ZPL

(d)

Implanted
area

Non implanted area

Figure 4.7: Isolation of single W centres in silicon. (a) Top view of the 28SOI sample displaying
the implantation map, as well as an area a few hundreds of µm away from the implanted area.
(b) PL raster scan recorded outside the implanted region. (c) PL spectrum from the bright
spot circled in panel (b). (d) Second-order autocorrelation function g(2)(τ) measured at this
position. The antibunching effect at zero delay reaches the value g(2)(0) = 0.12(5), without any
background or noise correction. The red curve is data fitting with the three-level model of eq.
(2.9). All measurements are acquired at 10 K.

isolated spots are attributed to one or several W centres. An estimation of the Debye–Waller
factor is performed and gives a value of ≈40 %, very close to the one determined in ensemble
measurements [119].

Intensity-correlation measurements, using the HBT set-up presented in chapter 2, were per-
formed on these isolated spots. A typical autocorrelation function is displayed in figure 4.7(d),
featuring a strong antibunching at zero delay of g(2)(0) = 0.12(5). This g(2)(0) is well below
the single photon emission threshold of 0.5 [89], indicating the presence of a single emitter, here
an individual W centre. Moreover, this low value is not corrected from any background counts
or noise, and results from a very good SNR of 15. In addition, a bunching effect is observed
in figure 4.7(d), indicating that a non-radiative path through a metastable level is involved in
the relaxation process [89] (see chapter 2). This bunching will be analysed in more detail in
section 4.4.2. Such information is inaccessible through ensemble measurements, which shows
the interest of isolating single point defects to study them.
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After the successful isolation of single W centres, we will explore their optical properties in
the next section.

4.3 Study of W centres at single defect scale

The isolation at single scale of W centres allows us to explore their optical properties without
the averaging effect of ensembles. The ZPL energy of single W centres will first be investigated,
followed by their temperature dependence. The study of the polarization dependence of the
single W centres emission will reveal the nature and the orientation of the defect dipoles. Finally,
the photostability will be examined.

4.3.1 Investigation of the ZPL of single W centres

For quantum communications, photon energy variations from one defect to another prevent
their implementation in a quantum network. Indeed, to allow two-photon quantum interference
from distant defects, their photon emission must satisfy two criteria. (i) The emitters must emit
photons at the same average energy and (ii) each emitter must emit indistinguishable photons
on long time scale (i.e. have a Fourier-transformed limited linewidth). As we saw in the previous
chapters 2 and 3, for solid state emitters, the average emission is usually at different frequencies
between emitters. Thus the investigation of the ZPL variations of one W centre to another is
performed.

Statistical study of the ZPL energy

(b)(a) (c)

Figure 4.8: Statistical analysis of the ZPL of single W centres at T=30 K. (a) ZPL spectra
recorded on individual W defects, data in blue are normalized by the ZPL maximum and are
shifted in intensity for a better visualisation. The red solid lines are data fitting with a Lorentzian
function (eq. 4.1) to extract the ZPL energy. The FWHM is limited by the spectrometer
resolution to ≈0.10 meV. Distribution of the ZPL energy (b) and of the full width at half
maximum (FWHM) (c) for a set of 27 single W centres. The dashed vertical line indicates the
mean value on both histograms.

PL spectra zoomed on the ZPL were recorded over 27 single W centres. Figure 4.8(a)
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displays 6 typical PL spectra of single W centres where we observe variations in the central
wavelength and linewidth of the ZPL. To quantify these variations, data are fitted with the
following Lorentzian function:

f(λ) = A ×
[

(Γ
2 )2

(λ − λ0)2 + (Γ
2 )2

]
(4.1)

with A is the amplitude of the Lorentzian function, Γ the full width at half maximum (FWHM)
of the Lorentzian function and λ0 the value of the peak of the Lorentzian function. Figure 4.8(b)
displays the histogram of the ZPL wavelength λ0, and figure 4.8(c) the histogram of the ZPL
width Γ.

For the ZPL wavelength, a mean value of λ0 ≈ 1217.7(1) nm is extracted (corresponding to
a ZPL energy of 1018.2(1) meV). This value is equal within the error bars to the 1018.24 meV
energy reported on ensembles in isotopically purified 28Si and acquired with a Fourier-transform
infrared (FTIR) spectrometer [70]. Of the W centres studied, 95 % have a ZPL with an energy
between 1017.7 to 1018.7 meV. These fluctuations are about 20 and 6 times smaller than those
observed in the 220 nm thick silicon layer for the unidentified single color centers G∗ and SD-2,
respectively (see chapter 2, section 2.3.1). The variations in our sample are attributed to differ-
ent strain and electrostatic environments experienced by each emitter. For the FWHM, a mean
value of 0.18(4) nm is obtained (corresponding to 150(40) µeV), partly limited by the resolution
limit of our spectrometer, which is close to 100 µeV.

Next, we analyse the temperature dependence of the ZPL.

Temperature dependence of the ZPL

(b)(a) (c)

Figure 4.9: Evolution with temperature of the ZPL of single W centres. (a) ZPL spectra
recorded on a single W centre at different temperatures. The data are represented with round
markers and are fitted with a Lorentzian function (solid lines). (b) Evolution versus temperature
of the ZPL energy shift ∆E with respect to the ZPL energy at 8 K for three single W defects.
(c) Evolution with temperature of the FWHM Γ for the same defects. Error bars represent the
standard error from data fitting results. Dashed lines in (b, c) are data fitting results with a
polynomial function.
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For indistinguishable single photon source applications, the study of the broadening with
temperature can indicate the most suitable operating temperature regime for the photon source.
Thus the temperature dependence of the ZPL shift and broadening is carried out. The evolution
of the ZPL with temperature is analysed for 3 individual W centres in figure 4.9 where their
PL spectra were recorded for different sample temperatures ranging from 10 K to 60 K. Figure
4.9(a) displays the PL spectrum of one single W centre from 10 to 50 K. Two effects are observed
when increasing the temperature, a red-shift of the ZPL alongside its broadening. To quantify
these two effects, the ZPL are fitted by a Lorentzian function to extract their mean energy and
FWHM.

On figure 4.9(b) is plotted the ZPL energy shift ∆E (shift from the ZPL energy at T = 10
K) with temperature. The evolution of ∆E with temperature is identical for the 3 individual W
centres within the error bars and is also similar to ensembles measurement [119]. ∆E is fitted
with the polynomial formula: ∆E(T ) = −αT p, which is commonly observed for fluorescent
defects in semiconductors [126]. This polynomial law matches well the data with the parameters
α = 1.3(5), 2.5(2) and 0.6(5)×10−6 meV/Kp and p = 3.4(1), 3.2(2) and 3.6(2) for W-1, W-2
and W-3, respectively, revealing that the ZPL shift follows a polynomial law of degree close
to 3. This behaviour is similar to the one observed on ensembles of G centre in silicon with
α = 1.9(2)×10−6 meV/K3 and p = 3.0(1) [18]. To understand this ZPL shift, we compare it
with the band gap of bulk silicon, which decreases with temperature (see figure 1.2(b)) with a
shift of -2.5 meV between 0 and 60 K. Thus the ZPL shift observed on the W centres is lower
than the silicon bandgap shift, indicating an additional effect. Indeed, the ZPL red-shift for the
W centre in silicon originates mainly from the temperature dependence of the electron–phonon
interaction [18, 119]. In addition, a negligible part of the ZPL shift comes from the thermal
contraction of silicon, being only +5×10−3 meV between 0 and 50 K for the W line [119]. The
fitting results for the ZPL shift with temperature are presented in Table 4.1.

Center W-1 W-2 W-3
∆E α[×10−9] 1.3 ± 0.5 2.5 ± 0.2 0.6 ± 0.5

p 3.4 ± 0.1 3.2 ± 0.2 3.6 ± 0.2
Γ α′[×10−9] 5 ± 4 1 ± 2 0.8 ± 0.4

p′ 3.0 ± 0.2 3.4 ± 0.4 3.5 ± 0.1

Table 4.1: Fitting results for the ZPL thermal shift ∆E and broadening Γ of individual W
centres, whose data are presented in figures 4.9(b) and 4.9(c). The uncertainties correspond to
one standard deviation.

The variations of the FWHM of the ZPL (Γ) with temperature are displayed in figure 4.9(c).
In our case, the parameter Γ0 is limited by the spectral resolution of our spectrometer (0.10 meV).
Above this value, we are observing an increase of the FWHM, corresponding to a broadening
of the ZPL for temperatures above 20 K, following a polynomial law. The 3 single W cen-
tres analysed display identical behaviour within the error bars, and follow the same behaviour
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as ensembles measurements [119]. The thermal evolution of Γ is fitted with the expression:
Γ(T ) = Γ0 + α′ · T p′ , where Γ0 is the zero-temperature FWHM. A polynomial law matches
well the data with the parameters α′ = 5(4), 1(2) and 0.8(4)×10−6 meV/Kp and p′ = 3.0(2),
3.4(4) and 3.5(1) for W-1, W-2 and W-3, respectively. This increase in the ZPL width is due
to phonon-assisted broadening processes [18, 119]. Thus, for single-photon applications, it is
desirable to work at low temperature for the W centre. Additional measurements, such as PL
excitation (PLE) measurements, which could allow to measure optical linewidths narrower than
the spectral resolution of our spectrometer, are required at lower temperature to estimate the
temperature regime that narrow the emission line to a minimum.

4.3.2 Orientation of the emission dipole of W centres

(a) (b)

[110]

[110]

[110]

[110]

(c)
[110] [110]

(d)

Figure 4.10: Polarization of the single photons emitted by W centres. (a,b) Emission polar-
ization diagrams recorded on two individual W defects (blue and green markers). The 0 and
90◦ directions match the crystal axes [110] and [110̄], respectively. Solid lines are fits using a
cos2(θ) function. (c) Histogram of the emission dipole angle ϕ and (d) histogram of the visibility
V measured on a set of 45 individual W centres.

In order to identify the emission polarization of the W centre, we record the polarization
emission diagram of single W centres. Figures 4.10(a,b) show the typical emission polarization
diagrams measured on single W centres using the same recording method as in chapter 2. For
these 2 single W centres, the visibility V ((Imax - Imin) / Imax) exceeds 96 %. This visibility close
to unity indicates linear polarization of the photons, and therefore a single emission dipole [127].
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The emission dipole is oriented along either the [110] crystal direction for figure 4.10(a) or the
[1̄10] crystal direction for figure 4.10(b).

Over a set of 45 individual W centres, a statistical analysis of the emission dipole is performed.
The emission dipole angle ϕ extracted from the fit using the equation I(θ) = Imax[V cos2(θ−ϕ)+(1−V )]
(defined in chapter 2) is displayed on figure 4.10(c). On this histogram, we observe that ϕ can
take only two possible values with equal probability, either 0◦ or 90◦ corresponding to the crystal
directions [110] and [1̄10], respectively. Moreover, by looking at the values of the visibility in fig-
ure 4.10(d), we observe that the visibility of the single W centres are almost entirely between 95
% to 100 %. These observations are in agreement with the theoretical calculations that predict
a single dipole aligned along the <111> crystal directions for the I3-V defect. After a projection
onto the top (001) sample surface, this lead to a projected dipole oriented either along [110] or
[1̄10] with 50/50 probability. We can conclude that the emission is linearly polarized, consistent
with the theoretical predictions [125].

4.3.3 Photostability

(a) (b)

Figure 4.11: (a) Typical PL time-trace measured at 30 µW on a single W defect. The dashed
line is the PL intensity mean value. Time bin = 20 ms. (b) Histogram of photons per bin of the
PL time trace in (a). The dashed line represents a Gaussian fit of the histogram. The red solid
line represents a Poissonian distribution with the mean value of the PL time trace in (a).

For quantum communications, a deterministic single photon source is required to be photo-
stable for on-demand generation of photons. Thus the photostability over time of the W defect
is investigated, and a PL time trace recorded on a single W centre is displayed in figure 4.11(a).
The PL intensity of single W centres is photostable up to a certain power. Beyond that, pho-
tobleaching was observed on some emitters (16 out of the 77 isolated W centres studied) under
very high optical power illumination, typically above 500 µW. Nevertheless, when working at
an optical power close to the saturation power (about 2 µW, see section 4.4.3), photobleaching
is unlikely as only 4 defects out of the 77 isolated W centres showed this effect. In contrast, no
photoblinking was observed on any of the W centres over days of study, provided the optical
power is kept ≤ Psat. As in chapter 2 and 3, the intensity variations are investigated by plotting
the histogram of the photons per bin of the PL time trace displayed in figure 2.12(b). The data
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display a Poissonian distribution indicating that the intensity variations of the PL time trace
are shot noise limited.

4.4 Photodynamics of individual W centres

The study of the photodynamics and its power-dependence will give us new insights on its
level structure. The excited state lifetime will be determined in the first section via time-resolved
PL measurements. In the second section, the study of the second-order autocorrelation function
evolution with the laser power on single W centre will be performed. Finally, in the last section,
the saturation curves on single W centres, as well as their temperature dependence will be
investigated.

4.4.1 Excited state lifetime

(b)(a)

Figure 4.12: (a) Time-resolved PL recorded for three W centres under a 150 ps pulsed laser
with an excitation wavelength at 532 nm. The data are represented by dotted markers. The
excited state lifetime is extracted from data fitting with a single exponential function (dashed
lines), which gives, 30.8(3), 12.7(1), and 3.4(1) ns for W-2, W-4, and W-5, respectively. The
sharp peak at the beginning of the pulse for W-2 comes from background counts. (b) Histogram
of the excited-state lifetime measured on a set of 25 W centres. The red dashed line represents
the excited-state lifetime value reported in ensembles in an isotopically purified 28Si-on-insulator
sample [65].

To determine the ES lifetime, time-resolved PL measurements are performed under a 150 ps
pulse laser at an excitation wavelength of 532 nm like in the previous chapters. Figure 4.12(a)
shows the PL temporal decay of three individual W centres. We observe that the PL follows a
mono-exponential decay with a characteristic time constant that varies strongly from one defect
to another.

To extract the ES lifetime and quantify the variations, the data are fitted by a single expo-
nential function. The ES lifetime gives 30.8(3), 12.7(1), and 3.4(1) ns for W-2, W-4, and W-5
respectively, showing that it can vary considerably from one defect to another. A statistical
analysis performed on 25 W defects reveals ES lifetimes ranging from roughly 3 up to 30 ns, as
displayed in figure 4.12(b). On the 3×1012 Si/cm2 implanted area, the ES lifetime of W centre
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ensembles also shows variations from 15(1) to 26(1) ns (at different positions on the sample).
All of these lifetimes are under the reported value of 34.5(5) ns measured on ensemble of W
centres in an p-type bulk silicon sample [65].

The lifetime fluctuations could be explained by the proximity of the interfaces (surface or
oxide interface), as the W centre position in the top 60 nm thick silicon layer of the sample can
differ from one defect to another. This effect could be investigated in future works with SOI
samples with a thicker top silicon layer for example.

4.4.2 Evolution of the g2(τ) function with laser power

(c) (d) (e)

(a) (b)
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Figure 4.13: Second-order autocorrelation measurements versus optical power. (a) Measure-
ments of the g2(τ) function on a single W centre with increasing optical power. The solid lines
represent data fitting with equation (2.9). (b) Simplified three-level model system of the dynam-
ics of W centres under optical excitation. GS: ground state; ES: excited state; MS: metastable
state. Evolution with increasing laser power of (c,d) the antibunching rate Λ0 and bunching rate
Λ1, and (e) the bunching amplitude β extracted from the g2(τ) data fitting for two W defects.
The dashed lines are linear fitting in (c) and a guide-to-the-eye in (d). The error bars correspond
to the standard deviation extracted from the data fitting.

Previously, in the initial demonstration of isolated single W centres (figure 4.7(d)), the
intensity autocorrelation functions measured a strong bunching (g(2)(τ) > 1), associated with
the presence of a non-radiative decay channel through a metastable level [89] (see chapter 2). To
further study the dynamics of the defects and to unveil new information on the level structure of
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the W centre, the evolution of the g(2) function with optical power is studied on single W centres.
In figure 4.13(a), a reduction of the bunching amplitude by increasing the excitation power is
observed. This effect has already been observed on individual G* defects [21], and it could be
related to a detrapping mechanism transferring populations from the metastable state back to
the excited state, as depicted on figure 4.13(b). For fluorescent defects in semiconductors, such
as color centers in diamond [89,128] or in silicon carbide [129], this bunching amplitude is often
observed to increase with the optical excitation power, with no detrapping mechanism observed.

In order to model our defect, we consider the three-level system presented in chapter 2 (figure
2.10(b)) on which we add a transition rate Γ32 from |3⟩ to |2⟩ to fit our data. With this additional
rate, we obtain the same equation (2.9) [21, 128]. The data are well described by this model,
and the three parameters β, Λ0 and Λ1 are displayed in figure 4.13(c,d,e) as a function of the
optical power for two single W centres. Both rates Λ0 and Λ1 evolve linearly with the optical
power. This behaviour is explained by the acceleration of the photon emission dynamics [89].
In the zero-power limit, the rate Λ0 should tend to the inverse of the excited level lifetime of
the defect [89]. A linear fit a × P + b is used to extract this value, and we find 37(17) ns and
8(1) ns for the W-2 and W-6 defect, respectively, as summarized in table 4.2 with the errors
being given by the fit. For W-2 defect, the ES lifetime was measured previously at 31(1) ns, in
agreement with the value obtained with the g(2)(τ) measurement (within the error bars). For
W-6, this value was not known, showing that this measurement allows the determination of the
ES lifetime.

Center W-2 W-6
Λ0 a [MHz/µW] 11(2) 15.6(1.4)

1/b [ns] 37(17) 8(1)
Λ1 a [MHz/µW] 1.6(2) 1.4(2)

1/b [ns] 300(50) 300(80)

Table 4.2: Fitting parameters Λ0 and Λ1 for two single W centres extracted from the g(2)(τ)
evolution with laser power. Both rates are fitted with a linear equation Λ = a × P + b. At
zero power, the inverse rates 1/b correspond to the characteristic times of the excited level and
metastable level.

This measurement also allows to estimate the order of magnitude of the characteristic lifetime
of the MS by looking at the inverse of Λ1 in the zero-power limit. A value of 300 ns was obtained
for both defects (see table 4.2), one order of magnitude higher than the ES lifetime. This longer
time scale is well illustrated in figure 4.13(a) as the bunching bump is predominant for longer
delay time compared to the antibunching dip, implying that the population are trapped in a
non-radiative state with a longer lifetime that the ES. The metastable level lifetime could be
inferred from future time-resolved PL measurements by varying delay between laser excitation
pulses [130]. We remind that the ground state and excited state are spin singlet states, so the
question is open whether this metastable could be linked to a spin triplet state populated by an
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intersystem crossing.
Lastly, in figure 4.13(e), the amplitude β of the bunching effect is represented as a function

of the optical power, and fitted by the same linear fit. This bunching amplitude decreases with
the optical power, as previously discussed, indicating that less population are being trapped in
the MS. This effect may be related to the above bandgap excitation, as the laser provides enough
energy to detrap electrons from the metastable state to the conduction band then, back to the
excited state, as it was observed in [21]. Linking this parameter to the possible detrapping rates
remain to be done, and will require further studies.

4.4.3 Saturation curves

In order to estimate the maximum count rates for individual W centres, the PL intensity of
single W centres are recorded as a function of the excitation optical power at T=10 K.

Defect-dependence saturation curves

(b)(a)

background

Figure 4.14: (a) Saturation curves recorded on single W centres at T=10 K. (b) Saturation
curves recorded on three single W centres at T=10 K displaying anomalous behaviour.

The PL intensity evolution of single W centres with optical power differs strongly from one
defect to another. Among a data set of 32 individual W defects, 12 presented a standard PL sat-
uration curve (i.e. with a saturation plateau), as observed in the previous two chapters, but for
the 20 remaining ones, three typical PL evolutions have been observed at a temperature T=10 K.

Standard saturation curves:
The saturation curve of a single W centre displayed in figure 4.14(a) presents a behaviour

compatible with the photodynamics of a two-level system, as described in chapter 2. The data
are subtracted by the background and fitted using equation (2.12) (solid line in figure 4.14(a)).
A saturation power Psat = 1.7 µW and a saturation intensity Isat = 3.3(1) kc/s are extracted
for this single W centre. For the 12 defects with a standard PL saturation curve, the typical PL
intensity at saturation reaches between 2 to 6 kcounts/s. These data were acquired by using the
detectors with a weak detection efficiency of 10 %. After correction by the different detection
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efficiencies, we find that the emission count rates of individual W centres are ≈ 4 to 5 larger
that for single G centres.

Anomalous saturation curves:
The other two-third of the W centres show anomalous saturation curves with no clear PL

saturation. Three typical PL evolutions have been observed and are depicted in figure 4.14(b).
On this figure, for the W-2 defect, the PL intensity reaches a maximum and then decreases
with optical power. This behaviour was observed on 8 defects. For the W-1 on the contrary,
an increase of the PL intensity with optical power is observed without saturation plateau. This
evolution was observed on 7 other defects. At last, the W-3 defect exhibits an increase of
PL intensity followed by a decrease and it ends with the PL intensity rising again. This W-3
saturation curve was observed on 5 single W centres.

These different power-dependences suggest a coupling of the W centres with a non-radiative
state. This state could correspond to another charge or conformation state of the defect, thus
explaining the different saturation curves from defect to defect. Then, the transition from the
fluorescent form of the W centre to this state would be dependent on the local environment of the
defect, and also appears to be affected by the optical power exciting the defect. Coupling with
a near non-radiative defect, diverting part of the electronic population of the W centre, could
also explain this PL evolution. This non-radiative state differs from the previous metastable
state evidenced by the g(2) function, as it is defect dependent, and will be referred by the more
general term of dark state (DS).
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βP αP

ΓDG

P ΓR
βP

ΓDG
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Γ αP
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ED

2

DS
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ES

DS

GS

ES
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ES

(a) (b) (c)

(f)(d) (e)

Figure 4.15: (a,b,c) Saturation curves obtained from a 3 level system displayed in solid black
lines, with the data of the saturation curves on single W centres at T=10 K in dotted red lines.
(d,e,f) Schematic of the 3 level system used to simulate the anomalous saturation behaviour of
the saturation curves in (a,b,c), respectively, with the rates between the levels being indicated.
The solid arrows represent radiative rates and the dashed arrows represent non-radiative rates.
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Simulations:
To understand the different power-dependences, we model the defect by a 3 level system and

we consider the transition rates coming from and going to the dark state to be either constant or
linearly-dependent with power, as schematized in figure 4.15(d,e,f). The transition rate between
the DS to the GS is fixed to be constant. For the W-1 behaviour, a transition rate linear with
power between the ES to the DS depletes the ES, showing a decrease of PL for high powers. For
the W-2 behaviour, a constant transition rate between the ES to the DS and a transition rate
linear with power between the DS to the ES can reproduce the data. The later linear transition
rate repopulates the ES at high power and therefore no saturation is observed. A constant
transition rate between the ES to the DS was imposed as letting a linearly power-dependent
rate would have been compensated with the rate from DS to the ES, resulting in a behaviour
corresponding to a two-level system. For the W-3 behaviour, a more complex model is used to
follow the data. A transition rate linear with power between the ES to the DS and a transition
rate quadratic with power between the DS to the ES explain (i) a first decrease of the PL due
to population being pumped into the dark state for medium power, but (ii) at high power, the
squared power rate empties this DS to repopulate the ES resulting in an increase of the PL. We
note that a transition rate quadratic with power is equivalent to having an additional level with
transition rate linear with power between all the level. Thus this rate quadratic with power may
be hinting to a more complex level structure for the W-3 defects.

Temperature dependence of the saturation curves

(b)(a)

Figure 4.16: Saturation curves recorded on single (a) W-3 and (b) W-2 centres for different
temperatures.

In addition, the dynamics of coupling of the W centre with the dark state is also temperature
dependent. The coupling with the dark state vanishes by increasing the sample temperature.
In figure 4.16, we observe that the anomalous saturation curve, clearly visible at T=10 K,
gradually revert back to a standard saturation curve at T=50 K. This temperature dependence
could indicate that either the non-fluorescent state gets unstable with increasing temperature,
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or that the conversion rate into this dark form is inefficient at high temperature. Additional
studies are required to fully understand these anomalous PL saturation curves.

4.5 Conclusion

The creation by implantation and the isolation of W centres was performed on silicon-on-
insulator sample. Single W centres display a bright luminescence with around 40 % of the
photons emitted in the ZPL, while the variations of the ZPL energy from one defect to defect
remains under 1 meV, inferior by 6 to 20 times to all the previously observed defects in Si. The
emitted photons also exhibits a linear polarization, consistent with a <111> single emission
dipole. However, the study of saturation curve as well as the excited state lifetime reveals
significant variations between defects, associated to a defect-dependant coupling to a dark state.
Additionally, the study of the second-order autocorrelation function evolution with the laser
power reveals the presence of a trapping state with a lifetime of around 300 ns. This state could
be a spin triplet metastable level, but further measurements will be needed to properly identify
the nature of this level. Lastly, the power-dependence of the PL intensity presents unusual
behaviour evidencing the presence of a dark state potentially linked to a charge or conformation
change of the defect. Further research into this dark state will be needed to identify its origin.
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Summary

This thesis work has been focused on the isolation of optically active defects in silicon,
fabricated by ion implantation, for quantum technologies.

In chapter 1, we have presented that silicon, the major semiconductor of the microelectronic
industry, can also be used for quantum applications by exploiting electrical spin qubits and
photonic qubits. Compare to these systems, optically active point defects in silicon is lagging
behind for the development of quantum technologies.

In chapter 2, we have studied a carbon implanted silicon that led to the discovery of seven
unidentified single defects in silicon. These defects all emit linearly polarised near-infrared
single photons with quantum efficiencies above 10 %, with some even exhibiting emission on
the telecom bands. In addition, some defects feature noteworthy properties, such as emission
above the liquid nitrogen temperature of 77 K, up to 120 K, or a low dispersion of the emission
wavelength.

In chapter 3, we have demonstrated the creation and isolation of G centres in a sample fabri-
cated by a co-implantation method using carbon and proton in a silicon-on-insulator sample. By
gradually decreasing the fluence parameters in the implantation, this fabrication method allowed
the creation of ensembles down to single emitters. The investigation of single G centres revealed
a photostable defect, with a short radiative lifetime of 4.5 ns and a low quantum efficiency of
0.2 %. An unusual effect, that is the reorientation of the defect under optical excitation was
also explored via the study of the ZPL fine structure and polarization measurements.

In chapter 4, the isolation of W centres created by silicon-implantation have been demon-
strated on silicon-on-insulator sample. Single W centres display a bright PL with linearly-
polarized photons and small spread of the emission wavelength. However, the investigation of
the saturation curves as well as the excited state lifetimes reveals significant variations between
defects, which remains to be explained. In particular, analysing the saturation curves recorded
on some W centres has allowed to evidence the coupling to a dark state potentially linked to a
charge or conformation change of the defect. A study of the autocorrelation function evolution
with the laser power reveals the presence of a metastable state with a lifetime of around 300 ns.
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Outlook

The isolation of point defects in silicon emitting at telecom wavelengths brings numerous
prospects for quantum technologies. These defects are promising for the development of silicon-
based devices, such as deterministic single photon sources or spin-photon interfaces, with a high
capability for large-scale integration. However, the implementation of such devices requires
three major conditions: (i) controlling the integration of single defect in nanostructures, (ii) the
emission of indistinguishable photons and (iii) the optical spin-control at the single defect scale.

To enable the incorporation of defects in photonic nanostructures, such as waveguides or
cavities, the creation of single defects by ion implantation must be improved. The first results
on defect integration from our collaboration with Jean-Michel Gérard’s team (CEA Grenoble)
have enabled to show an enhancement by Purcell effect of the ZPL emission of an ensemble of G
centres coupled to a silicon-based ring cavity [111]. The next step will consist in demonstrating a
Purcell effect down to the single defect level. This imposes constraints on the creation of defects,
such as spatial resolution or conversion yield (i.e. defects creation efficiency). In addition, while
the fabrication process of the defects is reproducible, it does not enable yet deterministic defects
creation (i.e. the control of the position of the defects), which need to be explored.

Indistinguishable photons are emitted photons that share the same properties (i.e. the same
wavelength, the same polarisation and the same temporal and spatial mode, etc). Photon in-
distinguishability is needed to perform two-photon quantum interference or Hong-Ou-Mandel
experiment, which is a key requirement to generate remote entanglement between distant nodes
of a quantum network [47]. For solid state emitters, ensuring the emission of indistinguishable
photons, or in other words, achieving Fourier transform-limited optical linewidth, is challeng-
ing [131]. Indeed, spectral fluctuations (spectral broadening or shift) can emerge from the local
environment of the defects, such as local strain or local charge variations [132]. A first solution is
to accelerate by Purcell effect the recombination dynamics of defects to make it faster than the
environment fluctuations. Another promising solution to overcome this issue has been demon-
strated in SiC, where the defects were incorporated into the intrinsic area of a p-i-n junction [51].
Applying a reverse bias allows to deplete the environment of the defect from fluctuating charges
that cause random Stark effect on its emission line, thus narrowing the emission lines [51]. Since
doping is well controlled in silicon, a similar experiment could be attempted for the defects
reported in this thesis.

A spin-photon interface consists of single photons entangled with the spin state. The devel-
opment of such device is important as, combined with the control of photon indistinguishability,
one can achieve entanglement between distant spins using entanglement swapping protocols.
Before the realisation of any spin-photon interface, the first step is to demonstrate the coherent
control of the spin. There, it is important to have long coherence times. Due to a better isolation
from their environment than electronic spins, nuclear spins are an interested quantum resource
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as well. Regarding the optical spin-control at the single defect scale, the recent installation of a
3D vector magnet inside the cryostat on the experimental setup will enable to investigate optical
detection of the magnetic resonance (ODMR) of the metastable spin triplet of single G defects,
that was detected on G ensemble measurements [19, 20]. In addition, the exploration of the
metastable state of the W centre with ODMR measurements might reveal non-singlet spin state
which, associated with a higher quantum efficiency than the G centre, could be a promising
defect for the development of a spin-photon interface.
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Abstract

The second quantum revolution, which began in the 1980s, aims to exploit the properties
of quantum mechanics to design and build innovative devices. Optically active point defects
in semiconductors are one of the studied quantum systems and have the particular feature of
behaving like artificial atoms in the solid state. This implies that, isolated on an individual scale,
they exhibit single photon emission that can be used for quantum communications. In addition,
some defects have a detectable and controllable electronic or nuclear spin state that can be used
as a quantum memory or sensor. Silicon is the main semiconductor of the electronics industry
and the ideal platform for large scale nanofabrication of quantum circuits. However, fluorescent
defects in this low-bandgap semiconductor have been little studied for quantum applications,
with the first isolation of an optically active defect only recently reported.

The study of these defects initially focused on the G centre, a carbon-based defect, which
exhibits photoluminescence emission in the wavelengths used in optical fibre telecommunica-
tions, and has a non-zero spin state that can be exploited for quantum technologies. In this
context, carbon-implanted silicon samples were explored, not only ensuring the creation and
detection of single G centres, but also revealing multiple unidentified individual fluorescent de-
fects emitting in the near infrared. Alongside this exploration, silicon-implanted samples were
analysed, allowing the first isolation of the W centre, an intrinsic defect in silicon. On these dif-
ferent emitters, optical spectroscopy studies coupled with single photon emission analysis have
revealed properties not accessible by ensemble measurements.

The observation of individual defects embedded within silicon on insulator wafers opens the
possibility of exploring defect-based quantum technologies in silicon, such as integrated quantum
photonics and quantum communications. The next step would be to demonstrate control of the
spin states, which could lead to the development of an efficient spin-photon interface operating
at the telecommunications wavelength.
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Résumé

La deuxième révolution quantique, née dans les années 1980, vise à exploiter les propriétés
de la mécanique quantique pour concevoir et construire des dispositifs innovants. Les défauts
ponctuels optiquement actifs dans les semiconducteurs font partie des systèmes quantiques
étudiés et ont la particularité de se comporter comme des atomes artificiels à l’état solide.
Cela implique que, isolés à l’échelle individuelle, ils présentent une émission de photons uniques
qui peut être utilisée pour les communications quantiques. De plus, certains défauts présentent
un état de spin électronique ou nucléaire détectable et contrôlable qui peut être utilisé comme
mémoire ou capteur quantique. Le silicium est le principal semiconducteur de l’industrie élec-
tronique et la plateforme idéale pour la nanofabrication à grande échelle de circuits quantiques.
Cependant, les défauts luminescents de ce semiconducteur à faible bande interdite ont été peu
étudiés pour les applications quantiques, avec le premier isolement d’un défaut optiquement actif
n’ayant été rapporté que récemment.

L’étude de ces défauts s’est d’abord concentrée sur le centre G, un défaut à base de carbone,
qui présente une émission de photoluminescence aux longueurs d’onde utilisées dans les télécom-
munications par fibre optique, et possède un état de spin non nul qui peut être exploité pour
les technologies quantiques. Dans ce contexte, des échantillons de silicium implantés en carbone
ont été explorés, assurant non seulement la création et la détection de centres G uniques, mais
révélant également de multiples défauts fluorescents individuels non identifiés émettant dans le
proche infrarouge. Parallèlement à cette exploration, des échantillons de silicium implanté ont
été analysés, permettant la première isolation du centre W, un défaut intrinsèque du silicium. Sur
ces différents émetteurs, des études de spectroscopie optique couplées à l’analyse de l’émission
de photons uniques ont révélé des propriétés non accessibles par des mesures d’ensemble.

L’observation de défauts individuels intégrés dans des plaquettes de silicium sur isolant ouvre
la possibilité d’explorer les technologies quantiques basées sur les défauts dans le silicium, telles
que la photonique quantique intégrée et les communications quantiques. Une prochaine étape
consisterait à démontrer le contrôle des états de spin, ce qui pourrait conduire au développement
d’une interface spin-photon efficace fonctionnant à la longueur d’onde des télécommunications.
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