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Introduction

The first reflections on the nature of the matter that constitutes our universe dates back
– at least – to six centuries before the Common Era. They were mainly conducted by
groups of philosophers following different schools of thoughts, notably ionnian and eleas-
tics. These reflections led to the atomism, a philosophy of nature according to which
the universe is made of fundamental invisible components known as atoms. It was only
in the 19th century that these reflections were formalised and theories were constructed.
The concept of nuclear physics and particle physics were born in the 20th century with
the progress on the understanding of nuclear fission as well as the beginnings of quan-
tum physics. Together with the tremendous technical progress of the time, including the
construction of the first particle colliders and detectors, the development of the quan-
tum field theory led to the elaboration of the Standard Model (SM) of particle physics,
referred to as Standard Model (SM) in the following. Nowadays, the particle physics is no-
tably studied for its strong implications for the understanding of the origin of the universe.

The neutrino is an elementary particle of the SM. It was first predicted in 1930 by W.
Pauli and detected for the first time in 1956. After several decades of experimental studies,
the neutrino flavor oscillation – or neutrino oscillation – was discovered at the very end
of the 20th century. Thus, the last two decades have been dedicated to the measurement
of the neutrino oscillation parameters: three mixing angles (θ12, θ13 and θ23), three mass
splittings (∆m2

21, ∆m2
31 and ∆m2

32) and a Charge-Parity (CP) symmetry violating phase
(δ). Even though most of them are today known with a precision of a few percent, the
CP violating phase remains undetermined and the sign of ∆m2

31 is still unkown which is
also referred to as the Neutrino Mass Ordering (NMO) problem. In addition, the neutrino
absolute mass and its Dirac or Majorana nature are yet to be determined. All these unan-
swered questions make neutrino physics among the most active topics in particle physics
today. The observation of neutrino flavour mixing implies a extension in the Standard
Model in order to take into account flavour mixing in the lepton sector as well as massive
neutrinos, it opens the potentiality to explore new physics.
The neutrino is also a valuable messenger for astrophysics, it is notably known to play
a crucial role in the Core-Collapse Supernova (CCSN) process, gigantic explosion of a
massive star at the end of its life, during which 99% of the binding energy is emitted
in neutrinos with energies of O(10 MeV). In the upcoming years, the emergence of low-
threshold O(MeV) and large-scale neutrino detectors first and foremost dedicated to the
study of neutrino oscillation will also open a new era in the study of CCSN with the pos-
sibility to detect several hundreds or thousands of neutrinos from the next nearby (1-100
kpc) one. The low rate of CCSN in the galaxy (of the order of 1 or 2 per century) makes
the next event a once-in-a-lifetime opportunity to understand in more details the collapse
and explosion mechanisms and to study nuclear and particle physics in extreme conditions.

This PhD thesis takes place within the framework of the Jiangmen Underground Neu-
trino Observatory (JUNO) experiment. JUNO is a multipurpose Liquid Scintillator (LS)
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neutrino detector to be completed by the end of 2023. It primarily aims to determine
the NMO and to perform a sub-percent measurement of three of the neutrino oscillation
parameters (θ12, ∆m2

21 and ∆m2
31) as well as access to the measurement of θ13. This will

be done by detecting the disappearance of electron antineutrinos (ν̄e) from the Yangjiang
and Taishan nuclear power plants at an average baseline of 52.5 km. The NMO will be
extracted from the fine structures of the ν̄e energy spectrum at the 3σ significance in
6 years of data taking. Consequently, such a measurement requires an unprecedent en-
ergy resolution – for a LS detector – of 3% at 1 MeV. The ν̄e detection will be based
on the Inverse Beta Decay (IBD) whose resulting positron signal will be used to retrieve
the incident ν̄e energy. The light emitted through the positron interaction with the LS
will be collected by means of Photomultiplier Tube (PMT). Whereas ∼18,000 20" PMTs
(LPMTs) will ensure the collection of a large amount of scintillation light and then small
statistical fluctuations, ∼26,000 3" PMTs (SPMTs) have been proposed as an additional
system to ensure a better control of the systematic uncertainties of the energy resolution.
The huge detection volume of JUNO naturally extends its physics program. Thus, it
will be sensitive to the next galactic CCSN burst neutrinos, Diffuse Supernovae Neutrino
Background (DSNB)1, solar neutrinos, atmospheric neutrinos, geo-neutrinos and will also
allow to search for proton decay. With APC laboratory, Subatech was one the laboratories
that proposed integrating the SPMT system to the JUNO detector. As a separate read-
out system, the SPMTs will constitute the centrepiece of the Dual Calorimetry technique
for instrumental non-linearity calibration. It will also allow to perform semi-independent
physics analyses. It is notably planned to be used to measure two oscillation parameters
(θ12 and ∆m2

21) – Subatech notably worked to the estimation of the system sensitvity by
deploying one of the two oscillation fit frameworks for the SPMT system – to study the
proton decay as well as the next galactic CCSN neutrino burst. The latter topic is the
core of this PhD thesis. During the burst, the event rate in the detector is expected to
sharply increase and will range between the kHz and the MHz following the distance to
the CCSN. The small size of the SPMTs provides a fast response and smaller saturation
effects which will surely constitute assets, especially for nearby CCSN.

Since the SPMT system proposal came in a second stage of the JUNO conception (after
2016), at the beginning of this PhD thesis the simulation of the SPMTs was only partly
developed (the electronics readout response was not included) and the event reconstruction
with the SPMTs was not developed. Moreover, many activities were ongoing on the
hardware side, notably for the electronics, the SPMTs testing and characterisation etc.
Thus, the work presented in this manuscript was done in a context which allowed me to
participate to the hardware part – related to the SPMTs readout and Data Acquisition
(DAQ) which were among the Subatech contributions to the SPMT system – and to the
reconstruction and analysis part. Even though these developments were done to address
the challenges related to the specific case of a CCSN, they are valid for any physics
case of JUNO. Thus, this manuscript presents a study of the capabilities of the SPMT
system as a standalone detection system for CCSN burst neutrinos. It is divided into
five chapters. Chapter 1 sets the context of neutrino physics at the time of this PhD
thesis with a summary of the history of the neutrino, including the measurement of the
neutrino oscillation parameters performed during the last two decades. This chapter also
introduces the CCSN process with the role neutrinos play into it and therefore what they
can teach us about this phenomenon. Chapter 2 presents the physics program of JUNO
as well as the detector design. In Chapter 3, a study on the performance of the SPMT

1All along this manuscript, CCSN neutrinos refer to the burst of neutrinos that is emitted during a
CCSN and not to the Diffuse Supernovae Neutrino Background (DSNB), a small but constant neutrino
flux that is generated by the rate of CCSN in the observable universe.
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system readout electronics during a CCSN is presented. In Chapter 4, the developed vertex
and energy reconstruction algorithms are presented and their performance is evaluated.
Finally, Chapter 5 is dedicated to the CCSN neutrino event selection and energy spectra
reconstruction with the SPMT system.
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Chapter 1

Neutrino physics and Core-Collapse Su-
pernovae Neutrinos
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1.1 Neutrino, a brief summary

The branch of physics that studies the elementary particles that make up the Universe
is called particle physics [1, 2]. Together with cosmology, the study of particle physics
aims to improve our understanding of the Universe and its origin. It notably classifies
the fundamental particles into different families and investigates the laws governing their
interactions. Nowadays, the model that describes the most accurately and with the best
consistency the elementary particles and their dynamics is called the Standard Model
(SM) of particle physics. Figure 1.1 lists the elementary particles of the SM. They can
be shared into two categories, the fermions – that constitute de matter and that include
quarks and leptons – and the bosons that mediate the interactions between the fermions.
Each fermion has its own antiparticle, the latter are not indicated in Figure 1.1.

The neutrino belongs to the lepton family which is divided into three flavors, named
after three particles: the electron (e), the muon (µ) and the tau (τ). Thus, there exists
three types of neutrinos: νe, νµ, ντ . Since the hypothesis of its existence (1930), the
comprehension of the neutrino nature has mobilised important resources, notably on the
experimental side. After the discovery of the neutrino oscillation1, efforts to understand
the neutrino properties have increased further to the point of becoming one of the major
issues in particle physics. These efforts keep on going today. Thanks to the current and
future neutrino experiments, more progress are expected which could have implications not

1Nobel Prize in Physics 2015 shared by T. Kajita and A. B. McDonald for their early pioneering
observations of these oscillations.
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Figure 1.1: List of the elementary particles of the Standard Model. The antiparticles,
when exist, are not displayed.

only for the understanding of neutrino physics, but also for the discovery of physics beyond
the SM. The first part of this chapter is constructed as follows: The section 1.1.1 briefly
introduces the neutrino interaction with matter, a summary of the neutrino history is given
in section 1.1.2, the principle of neutrino oscillation is recalled and the main experimental
measurements on this topic are listed in section 1.1.3, finally the open questions that
remain in neutrino physics are listed in section 1.1.4.

1.1.1 Neutrino interaction with matter

The elementary particles of the SM interact with each other via three different funda-
mental interactions: the electromagnetic interaction, the strong interaction and the weak
interaction. The fourth known one – the gravitational interaction – is not described by
the SM. All the elementary particles are not sensitive to each of the three interactions.
More precisely, there is a nesting structure between the latter (Figure 1.2). Thus, the
(anti)quarks are sensitive to the three interactions while the e, µ and τ are sensitive to
the electromagnetic and weak interactions only. Finally, the (anti)neutrinos only couple
to the weak interaction. The interaction between the elementary particles always involves
the exchange of a boson. The gluons (g) mediate the strong interaction, a virtual photon
(γ) mediates the electromagnetic interaction and the Z0 andW± bosons mediate the weak
interaction. The Higgs boson (H0) – or quantum of the Higgs field – does not mediate
any interaction but confers mass to the fermions and weak bosons.

  

Electromagnetic

Weak

Strong

ν
e
, νν

μ
, νν

τ

e, νμ, ντ

u, νd, νs
c, νb, νt

Figure 1.2: Three of the four fundamental interactions described by the SM. They have
a nesting structure. All fermions are not sensitive to the three of them.
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As the name suggests, the weak interaction results in a very small probability of par-
ticle interaction compared to the electromagnetic and strong ones, hence the fact that
neutrinos are often defined as elusive particles. Compared to that of the gravitational
one, the relative strength of the strong, electromagnetic and weak interactions are 1038,
1036 and 1025, respectively. Also, their respective ranges are 10−15 m, infinity, and 10−18 m.

There exist two ways of interacting for the particles that couple to the weak force,
the Neutral Current (NC) and the Charged Current (CC). The first one involves the ex-
change of a Z0 boson that transfers momentum, spin and energy but does not change the
quantum numbers (e.g. the charge) of the interacting particles. The second one involves
the exchange of a W+ or a W− boson and therefore the transfer of an electric charge in
addition to the momentum, spin and energy. During a CC interaction, the neutrino can
swap itself into the lepton corresponding to its flavor. Figure 1.3 shows an example of two
physics processes involving neutrinos. The left one is a NC interaction and the right one
is a CC interaction.
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ν
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e-

e-

ν
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Neutral Current (NC) Charged Current (CC)

d u
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n

Figure 1.3: Example of NC and CC interactions represented by Feynman diagrams [3].
The left one is a Neutrino-Electron Elastic Scattering (νeES) (ν stands for all

(anti)neutrino flavors) and the right one is an Inverse Beta Decay (IBD). The time
line is upward going.

The interaction cross-section characterises the probability of a physics process between
two fermions to occur. It is often denoted as σ and expressed in units of area. The most
common unit is the barn2. In neutrino physics, knowledge of the interaction cross sections
involving neutrinos is very important. For example, it can be used to predict the number of
neutrino interactions in a detector, notably to optimise its design for a given physics goal.
The cross-section of a process depends on the properties of the particles, including their
energy, charge, mass etc. The cross-sections of numerous processes involving neutrinos,
including some that are relevant for this PhD thesis, are reviewed in Refs. [4, 5].

1.1.2 From the research to the study

21 barn = 10−28 m2



18 Neutrino physics and Core-Collapse Supernovae Neutrinos

1.1.2.1 Discovery

The end of the 19th century was marked by the discovery of radioactivity by Henri Bec-
querel. It happened in 1896, by chance, while he was studying the phosphorescence of
uranium ore [6]. It was Marie-Curie who gave her name to radioactivity two years later,
when she demonstrated that several chemical elements emit their own radiation [7]. Dur-
ing the years that followed this discovery, many physicists studied the different types of
radiation (α, β, γ) emitted by various chemical elements. In 1914, James Chadwick ob-
served for the first time the continuous energy spectrum of electrons from the β-decay [8],
a measurement that was confirmed 13 years later by Charles Drummond Ellis and William
Alfred Wooster [9]. At that time, the β-decay was considered as a two-body reaction such
as:

A
ZX →A

Z+1 Y +β− (1.1)

where A
ZX denotes a radioactive isotope called the father nucleus and A

Z+1Y denotes the
daughter nucleus that can be radioactive or not. Thus, according to the law of energy
conservation, the electron shall be emitted with a fixed kinetic energy that would only
depend on the father and daughter nuclei masses. The a priori incomprehensibility of
Chadwick, Ellis and Wooster’s observation has disrupted the physicists for several years.
In 1930, Wolfgang Ernst Pauli put forward the existence of a third particle in the β-decay
in order to explain the continuous spectrum observed [10]. This particle had to be light,
neutral and interact weakly with matter: he named it "neutron". After the discovery of
the nowadays neutron by James Chadwick in 1932 [11] – here the proton mate in the atom
nucleus – Pauli’s neutron was renamed as "neutrino" by Enrico Fermi. The β-decay was
then considered as a three-body reaction such as:

A
ZX →A

Z+1 Y +β−+ν (1.2)

The first direct observation of a neutrino was made in 1956 by a collaboration lead by
Frederick Reines and Clyde Cowan [12, 13]. The neutrino source was a nuclear reactor
and the detection medium was a liquid scintillator whose scintillation light was collected
by means of Photomultiplier Tube (PMT)s (see Chapter 2). The detection channel was
the Inverse Beta Decay (IBD), as proposed in 1934 by Enrico Fermi in its theory of β-
decay [14]:

ν̄+p→ e+ +n (1.3)

The observation of neutrinos in 1956 was followed by the establishment of many exper-
iments whose objective was to learn more about this mysterious particle and its interaction
with matter. In the next sub-section, the discoveries that have marked the study of the
neutrino are presented, building on what has been done in Ref. [15].

1.1.2.2 Milestones and anomalies

One of the most important steps of the history of neutrino physics is the discovery of
today’s muon neutrino in 1961 by a collaboration lead by Leon Lederman, Melvin Schwartz
and Jack Steinberg. The experiment consisted in creating a proton beam that slammed a
Beryllium (Be) target producing a large number of pions decaying such as:

π→ µ+ν (1.4)

The produced neutrinos then passed through an Aluminium (Al) target. In addition to
be the first experiment that managed producing an actual neutrino beam, it demonstrated



1.1 Neutrino, a brief summary 19

that only muons were produced through the neutrinos induced reactions in Al [16], suggest-
ing that their nature was different from that of reactor neutrinos discovered 5 years earlier.

The Homestake experiment was built during the late 1960s’. It aimed to detect solar
neutrinos in order to study the proton-proton fusion cycle in the Sun. The detection was
based on the following channel:

ν+37Cl→ e−+37Ar (1.5)

The 37Ar production rate was used to estimate the neutrino interaction rate into the
detector [17]. Unexpectedely, Homestake reported a deficit – by a factor of ∼3 – in the
measured solar neutrino flux compared to the Solar Standard Model predictions [18].
Many experiments confirmed this observation during the years that followed [19–23]. This
first anomaly, referred to as the solar neutrino problem, remained unexplained until the
neutrino oscillation was theorised and proven. The latter was first proposed by Bruno
Pontecorvo, in 1957 [24, 25]. He suggested that neutrinos could oscillate such as ν ↔ ν̄
like the already known neutral kaon oscillation K0 ↔ K̄0. No experimental evidences were
found for such oscillation. In 1962, Maki et. al suggested that the neutrino oscillation
happens between two lepton flavor states (νe and νµ) constituting the birth of today’s
neutrino oscillation theory [26]. In 1976, the τ lepton was discovered [27]. The existence
of the associated third neutrino flavor (ντ ) was deduced and experimentally confirmed by
the DONUT collaboration in 2001 [28, 29]. The neutrino oscillation was then extended to
a three-flavor oscillation.

As for the solar neutrinos, the first measurement of the atmospheric neutrino flux
in the early 1990s’ led to the identification of an anomaly that was reported by the
Kamiokande [30, 31], IMB [32, 33] and Soudan [34] collaborations. Indeed, given the
atmospheric neutrino production modes (decay of charged pions), twice as many νµ as νe
events were expected to be detected. However, the observed ratio was closer to one, con-
stituting the atmospheric neutrino anomaly. Even if the solar and atmospheric anomalies
were first experimental hints for the neutrino oscillation, the first unambiguous evidence
was reported in 1997 by the Super-Kamiokande (SK) collaboration. Indeed, the SK data
displayed a zenithal angle dependance in the number of atmospheric νµ detected. The
upward going νµ – that travelled an extra 12,000 km (Earth diameter) before interacting
into the detector – were actually less numerous than the downward going ones. The dis-
crepancy was consistent with the two flavor νµ↔ ντ oscillation [35, 36], constituting the
very first proof that the neutrinos oscillate as conceptualised by Maki et. al. Later on, the
solar anomaly was somehow solved by the results from the Subdury Neutrino Observatory
(SNO) collaboration in 2002. In contrary to the Homestake experiment, their detector
was sensitive to all neutrino flavors, hence the total solar neutrino flux measured by SNO
was consistent with the Solar Standard Model. Furthermore, the fraction of νe and non-νe
events detected provided evidence for the νe flavor swap.

The twenty last years saw the development of multiple experiments that aim to mea-
sure the parameters of the neutrino oscillation theory by detecting neutrinos from multiple
sources, they are summed-up in section 1.1.3.2. Before, the basics of the neutrino oscilla-
tion theory are brielfy recalled in section 1.1.3.1.

1.1.3 Neutrino oscillation
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1.1.3.1 Oscillation probability

In quantum mechanics, quantum states – referred to as states in the following – are associ-
ated to particles. These states are mathematical objects that give access to the probability
distribution of measuring a value for a physical quantity (position, energy, momentum...).
According to the neutrino oscillation theory, there exist three flavor states for the neu-
trino that can be denoted as |νe〉, |νµ〉 and |ντ 〉 in the "bra/ket" Dirac notation [37]. To
these flavor states can be associated three mass states denoted as |ν1〉, |ν2〉 and |ν3〉. The
transition amplitude between the neutrino flavor states are not zero so that a state can
transform into another one like for example: |νµ〉 ↔ |νe〉. The transition probabilities are
proportional to the transition amplitudes:

P = t.t∗ (1.6)

where P is the transition probability and t and t∗ are the transition amplitude and its
complex conjugate. In addition, the non-zero transition amplitude implies that the flavor
states are a linear combination of several mass eigenstates such as:


|νe〉
|νµ〉
|ντ 〉

= UPMNS


|ν1〉
|ν2〉
|ν3〉

 (1.7)

where UPMNS is the Pontecorvo-Maki-Nakagawa-Sakata matrix [26] that is considered to
be unitary.3 It can be written as a 3×3 matrix such as:

UPMNS =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 (1.8)

Considering that the flavor states are a linear combination of the mass states and that
UPMNS is unitary, it is possible to write:

|να〉=
3∑
i=1

U∗α,i|νi〉 and |νi〉=
∑

α=e,µ,τ
U∗α,i|να〉 (1.9)

where α denotes one of the three flavor states, i denotes one of the three mass states and
U∗αi represents the PMNS matrix. For a neutrino produced as |να〉 and that propagates
over a distance x during a time t, the Shrödinger equation [40, 41] can be written as:

|να(x,t)〉=
3∑
i=1

U∗α,ie
−i(Eit−pix)|νi〉 (1.10)

where Ei and pi stand for the energy and momentum of the neutrino mass states, respec-
tively. Injecting equation 1.9 (right) in the previous equation, it becomes:

|να(x,t)〉=
∑

β=e,µ,τ

( 3∑
i=1

U∗α,ie
−i(Eit−pix)Uβ,i

)
|νβ〉 (1.11)

3This assumption still needs to be experimentally corroborated [38, 39]. It is analogue to the
Cabibbo–Kobayashi–Maskawa (CKM) matrix which contains information on the quark flavor oscillation
from the weak interaction.
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Thus, a neutrino produced as a να evolves as a linear superposition of the three flavor
states. The mass of neutrinos being very small, they always travel ultrarelativistically
(E ∼ p >>m). Using natural units (c = h̄ = 1):

Ei =
√
p2 +m2

i ' p+ m2
i

2p ' E+ m2
i

2E (1.12)

Then, it is possible to write the probability for a neutrino to be detected in a state
|νβ〉 while it was produced in a state |να〉 such as:

Pνα→νβ = |〈νβ||να〉|2 =
3∑

i,j=1
U∗α,iUβ,iU

∗
α,jUβ,je

−i(
∆m2

ij
L

2E ) (1.13)

where L is the distance between the neutrino source and the interaction point, E is the
neutrino energy and ∆m2

ji are called mass splittings and correspond to the difference
between the square of the eigenvalues of two mass states:

∆m2
21 =m2

2−m2
1 and ∆m2

31 =m2
3−m2

1 and ∆m2
32 =m2

3−m2
2 (1.14)

They obey to the following relationship:

∆m2
21 + ∆m2

32−∆m2
31 = 0 (1.15)

More details on the previous calculation can be found in Ref. [15]. For convenience
– especially in an experimental context – the PMNS matrix can be parametrised and
developed in terms of three rotation matrices such as:

UPMNS =

 1 0 0
0 cosθ23 sinθ23
0 -sinθ23 cosθ23


 cosθ13 0 sinθ13e

−iδ

0 1 0
-sinθ13e

iδ 0 cosθ13


 cosθ12 sinθ12 0

-sinθ12 cosθ12 0
0 0 1



where θ12, θ23 and θ13 are called mixing angles and δ is a Charge-Parity (CP) violation
phase that characterises the matter-antimatter asymmetry in the leptonic sector. The
three matrices are attached to three different "sectors" whose names arise from the sources
which have been historically used to measure the corresponding parameters. Thus, the
atmospheric sector corresponds to the leftmost matrix, the reactor sector corresponds to
the center one and the solar sector corresponds to the rightmost one. Thus, the neutrino
oscillation includes seven parameters in total: the three mixing angles (θ12, θ23 and θ13),
the three mass splittings (∆m2

21, ∆m2
31 and ∆m2

32) and the CP violation phase δ.

In some experiments, the neutrino oscillation can be simplified to a two-flavor case.
Thus, in vaccum, the probability for a neutrino to remain in the same flavor state during
its propagation can be generally expressed as:

Pνα→να = 1− sin2(2θ)sin2[1.27
(

∆m2L

E

)
] (1.16)

Figure 1.4 shows the value of Pνα→να as a function of the ratio L/E for fixed values of θ
and ∆m2. The amplitude of the oscillation depends on θ while its frequency depends on
∆m2.
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Figure 1.4: Example of the neutrino oscillation probability as a function of the ratio
L/E in the two-flavor case. The oscillation pattern shown in orange assumes that the

measurement is done with a neutrino detector having a finite energy resolution.

Even though neutrinos interact weakly with matter, the latter can have a non-negligible
effect on the oscillation pattern of those travelling through a large amount of it. These
so-called matter effects were pointed out for the first time in 1978 by Lincoln Wolfen-
stein, Stanislav Mikheyev and Alexei Smirnov and are thus also referred to as the MSW
effect [42]. They explain the aforementioned large solar neutrino deficit (section 1.1.2.2)
and have notably been used to determine that m1 < m2. It is also plan to be used
by future neutrino experiments to determine the Neutrino Mass Ordering (NMO) (i.e.
m1 <m2 <m3 (Normal Ordering (NO)) or m3 <m1 <m2 (Inverted Ordering (IO))).

The measurement of the oscillation parameters is done by experiments that can be split
into two categories: the disappearance experiments that search for a lack in the number
of expected neutrinos |να〉 from a source producing |να〉, and the appearance experiments
that search for an excess in the number of neutrinos |να〉 from a source producing |νβ〉.
By placing themselves at different distances – also referred to as baselines – from a source
producing neutrinos of greater or lesser energies, they are more or less sensitive to spe-
cific parameters. In the next section, a brief status of the neutrino oscillation parameters
measurements is given. Also, the remaining questions in neutrino oscillation and more
generally in neutrino physics are listed.

1.1.3.2 Oscillation parameter measurement

Reactor sector (θ13)

Three reactor neutrino experiments have determined the value of θ13 by detecting nuclear
reactor ν̄e at relatively short baselines (∼km): Double Chooz [43, 44], RENO [45, 46] and
Daya Bay [47, 48]. They have the best precision on θ13 to date. The left plot of Figure 1.5
shows the ν̄e survival probability as a function of the distance travelled by 3 MeV neutrino
in the two flavor case. The latest results from the three experiments are represented in
Figure 1.5 (right). The T2K experiment has also performed a measurement of θ13 that is
not competitive with the reactor neutrino experiments in terms of precision [49]. According
to the NuFit global fit [50]:

sin2θ13 = 0.02221+0.00068
−0.00062
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68% CL, Normal Ordering, without SK atmospheric data.

It is worth pointing out that, here and in the following paragraphs, the values and
uncertainties of the oscillation parameters can slighlty change assuming a specific NMO.
The inclusion or non-inclusion of SK atmospheric data also has an impact [51].

Figure 1.5: Left: ν̄e survival probability as a function of the baseline. The ν̄e energy is
fixed at 3 MeV. At a baseline of a few kilometers, the effect of θ13 is dominant. The
baselines of JUNO and KamLAND (see next paragraph on the solar sector) are also

indicated. Adapted from Ref. [52]. Right: The latest measurements of sin2(2θ13) from
Double Chooz, RENO, Daya Bay and T2K. From Ref. [44]

Solar sector (θ12, ∆m2
21)

The determination of θ12 and ∆m2
21 has been done in two different ways. The first one

by combining the data from the solar neutrino experiments [19–23] and by including them
in the NuFit global fit. The second one by extracting the parameters from the reactor
ν̄e spectrum, as done by the KamLAND collaboration. The experiment aimed to detect
neutrinos from 55 nuclear reactors at an average baseline of ∼180 km [53]. The results
from both solar data and KamLAND experiment are shown in Figure 1.6. In addition, it
is worth mentioning that it is the results from the solar neutrino experiments that allowed
to determine that m1 < m2, by using the aforementioned MSW effect. According to the
NuFit global fit [51]:

sin2θ12 = 0.304+0.013
−0.012

∆m2
12 = 7.42+0.21

−0.22 ·10−5eV−2

68% CL, Normal Ordering, without SK atmospheric data.

Atmospheric sector (θ23, |∆m2
32|) and δCP

The measurement of θ23 and |∆m2
32| has been performed by experiments detecting atmo-

spheric neutrinos with energies ranging from the GeV to the hundred of GeV (SK [36, 55],
IceCube-DeepCore [56, 57], MINOS [58, 59] and ANTARES [60, 61]) and experiments de-
tecting accelerator neutrinos, also referred to as LBνB experiments (K2K [62], MINOS [63],
MINOS+ [64], T2K [49, 65], NOνA [66]). The LBνB experiments observe (anti)neutrinos
that are produced via pion decays generated at accelerator facilities. Their typical en-
ergy is at the GeV level. The baselines are of the order of a few hundreds of kilometers



24 Neutrino physics and Core-Collapse Supernovae Neutrinos

Figure 1.6: Allowed regions for the solar parameters – 90% and 99% Confidence Level
(CL) – from the solar data (black full/dashed lines + black dot), KamLAND data (blue
full/dashed lines + blue point) and NuFit results (colored regions + black star). The
value of θ13 was fixed according the latest measurements from the reactor neutrino

experiments [51]. From Ref. [54]

(see for example K2K whose baseline was ∼250 km or MINOS whose baseline was ∼735
km). The results of all these experiments are generally consistent with each other, the
measurements of those that obtained the best precision are summarised on the left plot
of Figure 1.7. The T2K experiment has the best precision to date. The T2K and NOνA
experiments also reported their favored region of δCP . The results are shown on the right
plot of Figure 1.7. According to the NuFit global fit [51]:

sin2θ23 = 0.570+0.018
−0.024

|∆m2
32| = 2.514+0.028

−0.027 ·10−3eV−2

δCP = 195+51
−25 deg

68% CL, Normal Ordering, without SK atmospheric data.

1.1.4 Open questions
The efforts invested over the last 20 years have led to significant progress in neutrino
physics and in particular in the comprehension of the neutrino oscillation. However, some
questions remain unanswered. They are briefly reviewed in the following.

1. All the fermions of the SM are known to be Dirac particles (i.e. particles and
anti-particles are two distinct entities) and the neutrino oscillation theory has been
developed in this scope. However, in 1937, Ettore Majorana reviewed the Dirac
equation and developed a theory that implies that neutrinos could be their own
antiparticles [68, 69]. This theory has not been disproved yet. Thus, the Dirac or
Majorana-nature of the neutrino is yet to be determined. According to the
Majorana theory, the Neutrinoless Double Beta Decay (0νββ) is an actual physics
process. Experiments are currently under operation or development to detect the
0νββ of isotopes that represent good candidates like for example 48Ga, 76Ge, 136Xe
etc. The theory of 0νββ as well as the most up-to-date experimental results are
reviewed in Ref. [70, 71].
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Figure 1.7: Left: Allowed regions for θ23 and ∆m2
31(2) – 95% CL – from

IceCube-DeepCore (orange), SK (grey), MINOS (green), NOνA (purple) and T2K
(red) assuming NO (top panel) and IO (bottom panel). The black area represents the

combination of all these results (NuFIT). From [67]. Right: Allowed regions for δCP –
68% and 95% CL – as measured by NOνA (red) and T2K (blue). The combination

(NuFIT) of the two results is displayed with a black curves. From Ref. [51]
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2. The measurement of the neutrino oscillation parameters only gives access to the
differences between the three neutrino mass eigenvalues, the absolute neutrino
mass scale is not accessible and remains unknown. There exist two main ways
to constrain the absolute neutrino mass scale. The first one consists in studying the
β decay of specific isotopes as done by the Karlsruhe Tritium Neutrino experiment
(KATRIN) experiment [72]. This experiment aims to determine the upper bound
of the mass scale by studying the end-point of the Tritium (3H ) β-decay spectrum.
The limit can be derived using kinematics. The second way consists in studying the
0νββ process whose half-life can be used to constrain the neutrino mass [70, 71].

3. In the neutrino oscillation theory, the neutrino has three mass states (|ν1〉, |ν2〉
and |ν3〉) that have different eigenvalues (m1, m2, and m3). We have seen that
the solar neutrino experiments results allowed to determine that m1 < m2. None
of the currently running experiments allow to determine – with enough
significance – whether m1 <m2 <m3 (NO) or m3 <m1 <m2 (IO). This
question is referred to as the Neutrino Mass Ordering (NMO) problem
(Figure 1.8). The NMO determination has several implications:

• It will contribute to determine the lower limit of the absolute neutrino mass
scale.
• It will help determining the target sensitivity of the 0νββ experiments [71].
Indeed if the NMO is inverted, most of the currently running 0νββ experiments
have not enough sensitivity to detect this theoritical process.
• It has also an impact on the CP violation measurement by current LBνB ex-

periments (T2K and NOνA).
• More generally, it has implications for the understanding of the neutrino mass
generation as well as in cosmology [73, 74].

Figure 1.8: Sketch illustrating the NMO problem and the unkown neutrino
mass scale. From Ref. [75]

Experiments that will allow to resolve the NMO by detecting neutrinos from different
sources at different baselines and with or without matter effects are currently under
development. The main ones are: Jiangmen Underground Neutrino Observatory
(JUNO) that will extract the NMO from the energy spectrum of reactor ν̄e at a
baseline of ∼52.5 km [76] (see Chapter 2), it is the only experiment that plans to
measure the NMO with neutrino vaccum-oscillations; DUNE that will determine
the NMO by detecting neutrinos from the Fermilab accelerator [77]; ORCA and
Hyper-Kamiokande (HK) that will determine the NMO by detecting atmospheric
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neutrinos [78, 79]. Note that the NMO could also be infered from the next galactic
Core-Collapse Supernova (CCSN) neutrino burst detection [80, 81].

4. The latest NuFit results suggest two solutions for θ23, one in the lower octant
(θ23 >

π
4) and one in the upper octant (θ23 <

π
4). This is yet to be determined.

The octant of θ23 has implications for the theory of neutrino masses and mixing [82],
it will be determined thanks to future neutrino experiments like DUNE [83] and
HK [84].

5. The Charge-Parity (CP) symmetry implies that a particle and its antiparticle behave
the same in a "mirror space" (opposite spatial coordinates). The CP symmetry
violation in the baryon sector was discovered in 1964 [85]. However, such
violation has not been observed – if it indeed exists – in the lepton sector
yet. The precise measurement of δ by future neutrino experiments (DUNE [77]
and HK [86, 87]) will allow to resolve whether the CP symmetry is violated in the
lepton sector or not, having strong implications on the understanding of the matter-
antimatter asymmetry in the universe.

6. Several experiments reported anomalies in their data that cannot be explained by
the current formulation of the neutrino oscillation theory [88, 89]. The existence of
additional light (eV scale) neutrino flavors – referred to as sterile neutri-
nos – could explain the discrepancies observed [90, 91]. Other explanations
for these anomalies, like for example a lack of knowledge of the neutrino sources, are
also currently being explored.

The transition to the next section is a somewhat abrupt jump from particle physics
to astrophysics. No worries, neutrinos are good strings to hang on to. We will see that
they play an important role in CCSN and that although the aforementioned experiments
are dedicated to the study of the neutrino as a particle, some of them can also serve
astrophysics.

1.2 Core-Collapse Supernovae neutrinos
In the history of stargazing, there are many reports of the "sudden appearance of stars
in the sky" [92]. One such report was made in 1006 by many observers accross several
countries of the North hemisphere. They described a glow that lasted for several months
before slowly fading away. A similar phenomenon was observed in 1572 notably by Tycho
Brahe, a Danish astronomer that detailed the evolution of the brightness of this "star"
in a book that he named De Stella Nova. The origin of these observations is nowadays
well known, it was in fact Supernovae (SN) which basically consists in the powerful and
luminous explosion of a star. This term was first proposed in 1934 by W. Baade and F.
Zwicky [93]. The remnants – i.e. the structures resulting from the explosions – of SN1006
and SN1572 still emit electromagnetic radiations and have been identified for example
in [94, 95].

This PhD thesis takes as a starting point a specific kind of SN, the so-called Core-
Collapse Supernovae (CCSN) that only concern the massive stars (i.e. M > 8 M�4) and
that is one of the most powerful and violent astrophysical phenomenon identified so far.
CCSN have been observed for a long time and on many occasions by detecting their electro-
magnetic radiations, providing valuable information on the process. However, it remains
impossible to probe the deep interior of the collapsing star since the light cannot escape
from there. The electromagnetic radiations and the kinetic energy of the ejected matter

4M� = solar mass
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Figure 1.9: Neutrino events
recorded by the Kamiokande,
IMB and Baksan detectors.
The plots show the energy

deposited and the arrival time
of positrons from the IBD of
ν̄e. The detectors clocks have
unkown relative offsets and the
uncertainty on the time of the
events of each experiments is
of the order of several tens of
seconds so in each of the plots,
the time of the first event is
used as a reference (t = 0).

From Ref. [105]

actually represent ∼0.01% and ∼1% of the total energy released, respectively, while the
remaining ∼99% are carried away by O(10 MeV) neutrinos [96] emitted up to several hours
before the electromagnetic radiations. Although neutrinos interact only weakly with mat-
ter, they are known to play a crucial role in the dynamics of the collapse and explosion [97].
During the last 50 years, significant efforts have been made in order to develop end-to-end
simulations of the phenomenon based on fundamental principles of nuclear physics and
particle physics. In 1987, the detection of two dozens of neutrinos over a time of about 12
seconds from the SN1987A5 by the Kamiokande [98], IMB [99] and Baksan [100] detectors
(Figure 1.9) allowed to confirm the role of neutrinos in the CCSN process [101, 102] and
marked the beginning of a new era in the study of CCSN notably with the opporunity
to probe the interior of dying stars. However, questions about the fine mechanisms that
govern the explosion remain and/or need to be experimentally corroborated. This thesis
is set in a specific context in the particle physics field. Indeed, several large-scale neutrino
detectors are currently being developed or constructed. These detectors – JUNO included
– have the potential to detect a large number of neutrinos from the next galactic CCSN,
allowing for a more accurate probing of the explosion mechanisms. One of the latest esti-
mation of the CCSN rate in the Milky Way predicts 1.63 ± 0.46 (100 yr−1) [103], making
the next galactic CCSN a once-in-a-life-time opportunity. Section 1.2.1 gives an overview
of the neutrino production and their role in the collapse and explosion of the star (which
is fully reviewed in Refs. [97, 104, 105]). Section 1.2.2 summarises what can be learnt
from the detection of the next galactic CCSN neutrino burst and section 1.2.3 reviews the
future experiments that will have the sensitivity to detect these neutrinos.

1.2.1 From the progenitor star to the explosion

1.2.1.1 Stellar nucleosynthesis

The creation of chemical elements by the nuclear fusions occuring into the stars is called
the stellar nucleosynthesis. For example, the Hydrogen fusion forms Helium-4 (42He) –
through the so-called pp-chain and the CNO-cycle [106] – and is the dominant process
occuring in all stars during their early life. Each fusion releases energy and the sum of all

5Nobel Prize in Physics 2002 awarded to R. Davis Jr and M. Koshiba for their pioneering work in
the field of astrophysics, in particular for the detection of cosmic neutrinos.
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of them generates thermal pressure that compensates for the gravitational force that tends
to make the stars collapse (Figure 1.10, left). The Helium nuclei generated gradually form
a core at the center of the star. At some point, the core reaches temperature and pressure
conditions that allow to ignit Helium fusion which creates heavier chemical elements, and
so on. Only the massive stars reach the most advanced stages of the stellar nucleosynthesis
and can end-up as CCSN. The different chemical elements are then distributed in layers
and the star can be represented schematically as the right sketch of Figure 1.10.

Figure 1.10: Left: During the different stages of the stellar nucleosynthesis, the fusion
of the chemical elements releases energy whose resulting thermal pressure compensates
for the gravitationnal force. Right: Simplified schematic of the onion-like structure of

an evolved massive star just before the collapse. The layers are not to scale.

Reactions occuring during the Silicon (Si) shell burning (notably e+e− annihilation
and e± captures) produce a significant number of neutrinos (moslty νe and ν̄e) that are
referred to as pre-SN neutrinos [107]. Since these neutrinos are emitted up to several
days before the explosion [108, 109] (Figure 1.11), they are very useful objects for early
warnings in the scope of multimessenger astronomy [110]. They also represent probes to
study the latest stages of the stellar evolution. It is worth mentioning that the expected
flux is about 100 times smaller than that emitted during a CCSN. In addition, the average
energy of the pre-SN neutrinos is ∼1 MeV. Thus, very few detectors (JUNO is one of
them) will be sensitive to pre-SN neutrinos and only close-by progenitors (< 1 kpc) can
be detected using them.

1.2.1.2 Core-collapse

Before the collapse, the diameter of the Iron (Fe) core is of a few thousands of kilometers.
In contrast to lighter elements, iron fusion consumes more energy than it produces and
then tends to cool the core temperature down, the thermal pressure gradually drops. While
the nuclear fusion keeps on going in the Si layer, the iron core mass grows. For a while, the
electron degeneracy pressure6 compensates for the gravitational force and the core does
not collapse. At this point, the density of the core is ρ ∼ 109 g·cm−3. The density keeps
increasing with time and the electrons start to be captured on heavy nuclei as well as on
free protons, heavy nuclei are also photodisintegrated by gammas. As a consequence, the
electron degeneracy pressure drops and the collapse begins. The capture of electron on
free protons produces electron neutrinos (νe) (equation 1.17) that start escaping the core.

e−+p→ νe+n (1.17)
6The electron degeneracy pressure [112] is a consequence of Pauli’s exclusion principle [113].
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Figure 1.11: Example of the evolution of the neutrino luminosity (energy
radiated under the form of neutrinos, 1 erg = 10−7 J) as a function of time
for νe (dashed), ν̄e (full), νx and ν̄x (dotted). The plot focuses on the pre-SN

neutrino luminosities (red curves) from the Si shell burning. From
Ref. [111].

It is worth mentioning that there exist three other known processes that lead to the
collapse of massive stars core, namely the electron capture in degenerated Oxygen-Neon-
Magnesium core, the pair instability and the photodisintegration. The first one occurs in
stars with M ' 9 M� while the two others concern stars with M > 150 M� [114]. The
studies carried-out during this PhD only concern iron core-collapse SN as described in this
section.

The sudden core collapse creates a "vaccum" at its boundaries and the stellar matter
of the upper layers falls toward the center of the dying star. The collapsing core density
regularly increases to reach ρ ∼ 1012 g·cm−3 and the νe (equation 1.17) get trapped in
a region with a radius that is roughly R∼100 km. Then, an equilibrium between the
electron capture on free protons and the νe capture on neutron is reached. The deepest
regions of the collapsing core density finally reaches the nuclear density saturation ρ0 ∼
2.6 · 1014 g·cm−3. Because of the repulsive nuclear force, the incompressibility suddenly
rises and further compression is impossible: the core bounces back (Rbounce ∼10 km) and
an outwarding shockwave is formed. The shockwave propagates within the outer layers
of the collapsing core. The trapped νe are suddenly released producing a νe-burst. The
brutal drop of the electron-lepton number in the matter – due to the νe-burst – generates
large concentrations of positrons and pair-production processes start to produce heavy-
flavor (anti)neutrinos as well as ν̄e [115] notably via the following processes:

e−+e+→ ν+ ν̄ and νe+ ν̄e→ ν+ ν̄ (1.18)

where ν refers to neutrinos of all flavors. At the level of the dense core, a so-called
neutrinosphere (Rν ∼50 km) – whose radius actually slightly depends on the neutrino
flavor – is formed and corresponds to a very dense region where the neutrinos are strongly
coupled to matter and from where they hardly escape. In the mean time, the shockwave
propagation is counteracted by the stellar matter that still falls down toward the center
and eventually stalls at a radius Rshock ∼150 kilometers, approximately 100 miliseconds
after the bounce. The area that separates the densest region of the collapsing star – the
so-called Proto-Neutron Star (PNS)7 – and the stalled shock radius consists of two parts:

7Note that depending on the progenitor star mass and metallicity, the dense core can also turn into
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• The cooling layer from where νe and ν̄e are produced.

• The heating layer where significant convective movements of matter take place and
through which neutrinos emitted by the inner regions of the dying star pass.

In the mean time, the stellar matter from the upper layers has kept accreting onto the
PNS feeding the heating and cooling layers and maintaining the emission of νe and ν̄e by
the latter. This process is the Accretion phase of the neutrino signal. Figure 1.12 shows
a snapshot of the CCSN at the moment of the shockwave stalling.
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Figure 1.12: Sketch illustrating the neutrino heating mechanism. Inspired
from Ref. [119]

The origin of the shock revival that causes the final explosion remains a subject of active
research [120–122]. The most promising mechanism is the so-called neutrino heating.
It was mentioned for the first time in 1982 by J.R. Wilson during a conference at the
University of Illinois and then more detailed in a dedicated paper by H.A. Bethe and J.R.
Wilson himself [123]. In brief, the principle is that the νe and ν̄e produced in the PNS
and in the cooling layer deposit energy behind the stalling shock (Figure 1.12) via the
following reactions:

νe+n→ e−+p and ν̄e+p→ e+ +n (1.19)

The total energy deposited re-accelerates the shock. Note that other mechanisms
such as non-radial hydrodynamic instabilities (see Standing Accretion Shock Instabilities
(SASI) [124]) and convection movements could also have a determining role in the onset
of the explosion, which still needs to be experimentally corroborated. Note that the afore-
mentioned accretion phase does not necessarily stops after the explosion starts, it can last
several hundreds of miliseconds depending on the progenitor star. Finally, when the accre-
tion phase terminates, the PNS enters in a Cooling phase during which (anti)neutrinos
of all flavors keep being emitted. Their flux slowly decreases over several seconds. Fig-
ure 1.13 shows an example of the luminosities and mean energy of the different neutrino

a black hole [116] which notably translates into a sharp decrease of the neutrino luminosities [117, 118]
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flavors during the three main neutrino emission phases from the simulation of a 27 M�
progenitor star. The neutrino energy spectra as well as their evolution against time can
also be predicted (Figure 1.14).

Figure 1.13: Neutrino luminosities (top) and mean energies (bottom) from a 27 M�
star. The black line corresponds to νe, the blue line corresponds to ν̄e, the red line

corresponds to the νµ and ντ and the pink line corresponds to ν̄µ and ν̄τ . The left panel
shows the νe-burst emission phase, the middle panel shows the accretion phase and the

right panel shows the PNS cooling phase. From [125].

Figure 1.14: An example of the neutrino energy spectra of νe (left), ν̄e (middle) and νµ,
ν̄µ, ντ , ν̄τ (right) 261 miliseconds after the core bounce. The step functions corresponds

to simulation data with higher (coloured) or lower (thin black) resolutions. The
continuous line is a fit with a quasi-thermal spectrum function. From [126].

The simulation of CCSN requires to take into account many different physics phenom-
ena, from the dynamics of nuclear matter to the production of neutrinos, their transport
etc. Thus, the end-to-end simulations are often limited by the computing power available
which notably led to the development of 1D and 2D modelisations of the CCSN that
allowed to highly reduce it. Furthermore, because of the lack of knowledge on the pro-
cess ongoing in the extreme conditions of the dying star, modelling groups make different
approximations and assumptionss [127–131]. For these two reasons, strong differences in
the time-dependent neutrino luminosities and energy spectra predictions can be observed
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from one model to another. Since the work realised during this PhD thesis focused on
the detection of CCSN neutrino burst, no dedicated study has been carried-out on the
different existing models and their characteristics. The two models that have been used to
generate the neutrino interactions in a simulated JUNO detector are introduced in more
details in Chapter 3.

1.2.2 What can neutrinos teach us about the CCSN

In the previous section, we have seen that the neutrino signal is modulated following the
different steps of the star death. In addition, they are produced in different regions –
including the most central ones – via different physical processes. Thus, the detection of
CCSN neutrinos represents an excellent opportunity to track one-by-one the phases of the
collapse and explosion and to constrain various parameters of the PNS and accretion flow
as well as the progenitor star properties. The two main observables that can be extracted
by the detectors are the time-dependent neutrino luminosities (L) as well as their energy
spectra. The main ways these observables can be used to probe the CCSN features are
listed below and are fully reported in Ref. [132]. It is worth pointing out that the distance
to the CCSN [133, 134] and the isotropy (or anisotropy) of the neutrino emission during
the explosion will have strong impact on the number of detected events. Moreover, the
signal flavor content can be alterated due to the collective neutrino oscillation that occurs
in very dense neutrino media like a CCSN [135]. Thus, if the next galactic CCSN is too
far and/or if the collective neutrino oscillation alterates too much the flavor content, the
information extractable from the signal could be limited even with nowadays detection
and analysis techniques. Below are listed the main characteristics of the progenitor star
and the subsequent CCSN that might be extracted from the detected neutrino signal:

1. As mentioned in the end of the previous section, distinguish which CCSN model will
describe the best the future data constitutes a milestone in the comprehension of
the explosion mechanism. Examples of such works using simulation data are given
in Refs. [136, 137].

2. In the PNS region, the neutrino electron-flavor and heavy-flavor luminosities strongly
depend on the temperature and radius of the neutrinosphere. Particularly, the heavy-
flavor luminosity is well described by a grey-body emission law Lνx = 4πφσfR2T 4

where φ is the greyness factor, σf is the radiation constant for massless fermion
and R and T are the radius and temperature of the neutrinosphere, respectively.
Thus, the determination of these luminositites give a direct access to some of the
neutrinosphere parameters.

3. A very large fraction of the neutrino electron-flavor luminosity arises from the accre-
tion region (cooling+heating layer) and the total flux, comprising both PNS and
accretion contributions, is well described by the following formula: Lνe +Lν̄e =
2β1Lνx + β2

GMṀ
R where G is the gravitational constant, β1,2 are non-dimensional

parameters [138], Ṁ is the mass accretion rate and M and R are the PNS mass and
radius, respectively. Thus, such a formula can also be used to constrain the PNS
parameters.

4. Related to the previous point, quantify how the electron flavor luminosity is shared
between νe and ν̄e allows to probe the neutrino interaction rates in the medium
(for example study the effect of nucleon potentials on the Charged Current (CC)
rate) [139]
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5. The determination of the neutrino electron-flavor energy spectra might help con-
straining the PNS thermodynamic properties, especially the thermodynamic equi-
librium as reported in Ref. [140].

6. According to Ref. [141], the determination of the ν̄e average energy can be used to
constrain the PNS mass during the accretion phase thanks to the following formula:
〈Eν̄e〉 ' a× M

M�
MeV. However, a depends on the nuclear matter equation of state,

as well as on the progenitors so that the uncertainty on the extracted M would be
large.

7. The νe and ν̄e luminosities brutaly drop during the accretion phase, at about 250
miliseconds (see the top-middle panel in Figure 1.13). This is due to the decrease of
Ṁ after the accretion of the Si/O shell. The precise timing of this drop in luminosity
might give access to the radius and mass of the Si/O shell before the collapse and
then on the internal structure of the progenitor star:

tif =
√

π2rif
3Gmif

(1.20)

where rif is the shell pre-collapse radius and mif is the shell mass.

8. As reported in Ref. [142], the correlation between the total energy emitted in ν̄e and
the progenitor compactness could be used to estimate the latter.

As an example, an analysis of the ν̄e SN1987A events (energy spectra, time-dependence
and even incidence angle) allowed to extract several parameters including the neutri-
nosphere radius, the accretion phase duration as well as the total energy emitted in neu-
trinos [143].

1.2.3 Preparing for the next galactic CCSN
From the two previous sections, it is clear that the precise measurement of the flavor and
time-dependent neutrino luminosities as well as the energy spectra is the key to maximise
the amount of extractable information about the CCSN. Thanks to their unprecendently
large detection volume, the present and future neutrino detectors (JUNO, HK, DUNE,
KM3NeT, IceCube etc.) represent excellent candidates to this purpose. However, one
shall keep in mind that getting the most of the next burst will also involve a pooling
of data from these experiments (see for example the impoved analyis of the neutrino
burst from SN1987A using the data from the Kamiokande, IMB and Baksan detectors
in Ref. [143]). As a matter of fact, detectors with different target media favor different
interaction channels and are then more or less sensitive to specific (anti)neutrino flavors.
This section briefly lists the potential of some current and future neutrino detectors for
the CCSN neutrino detection with particular emphasis on the advantage they have over
others, building on what has been done in Ref. [144]. Given that the Earth is located ∼10
kpc from the center of the Milky Way and that it is the most active star forming region of
the galaxy, the most probable distance to the next galactic CCSN is ∼10 kpc [133, 134].
For this reason, such distance is taken as reference in the following.

CCSN neutrino interactions

The knowledge of the neutrino interaction cross-sections are of paramount importance to
retrieve the actual neutrino luminosities and spectra after the burst detection. The dom-
inant interaction channels at future large-scale neutrino detectors are the Inverse Beta
Decay (IBD) [145] (ν̄e), the Neutrino-Electron Elastic Scattering (νeES) [146] (mostly νe
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+ ν̄e) and the Neutrino-Proton Elastic Scattering (νpES) [147] (mostly νx + ν̄x). The cross
sections of these processes have been calculated, notably in Refs. [146–149] but have been
only marginally constrained experimentally in the tens of MeV range. Furthermore, al-
though the neutrino-nuclei interaction cross-sections are generally smaller, a non-negligible
number of events are expected in some detectors: even less experimental measurements
exist for these. Thus, it is worth pointing out that idependent measurements of relevant
cross-sections might be necessary to enhance the precision on the extracted flux and energy
spectra. Figure 1.15 shows the cross-sections of interaction channels expected in various
detectors during the next galactic CCSN neutrino burst.

Figure 1.15: Neutrino interaction cross-sections for different targets in the tens of MeV
energy range, νx stands for the µ and τ lepton flavors, cohNC corresponds to coherent

neutrino elastic scatterings. From [144].

Water Cherenkov detectors

The ultra-pure water Cherenkov technology has been used for several decades by a large
number of experiment (IMB, Kamiokande, SK) and has a proven track record. The
relatively low cost of the detection medium and the good command of the technology
allow to build the largest "closed environment" detectors in the world as will be HK
with its ∼500 ktons of ultra-pure water. The abundance of free protons in water makes
HK particularly sensitive to the IBD detection channel, it would actually provide an
unbeatable ν̄e sampling compared to other detectors (several tens of thousands). With a
smaller but still large detection volume (∼50 ktons), SK would also detect a significant
number of IBDs (several thousands). The second great advantage of water cherenkov
detectors is their capability to locate the CCSN. This can be done with the νeES events
(several hundreds and thousands of events expected in SK and HK, respectively), using
the direction of the cherenkov ring of the scattered electron. This is particularly useful
to warn astronomers so that the telescopes point toward the right direction to optmise
the detection of the CCSN electromagnetic radiations. Although they are not designed to
measure O(10 MeV) neutrinos, the "open environment" cherenkov detectors like IceCube
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and KM3NeT would also be sensitive to CCSN neutrinos thanks to their gigantic detection
volumes [150, 151].

Liquid Scintillator detectors

As the water cherenkov detectors, Liquid Scintillator (LS) detectors (Daya Bay, Kam-
LAND, Borexino...) have been used for a long time and also allowed to perform great
achievement in neutrino physics. A LS detector is predominantly composed of protons
(∼85-90%) so that the IBD would also be the dominant detection channel (several thou-
sands of events). Also, thanks to the high photon yield, these detectors presents two
advantages: 1) a better energy resolution with respect to water chrenkov detectors, which
ensures a high resolution energy spectra reconstruction 2) they can have a lower threshold
so that a significant number of νpES can be detected and used to probe the heavy neu-
trino flavors. In particular, the future JUNO detector (Eres ∼3% at 1 MeV) will contain
20 kton of LS and is expected to detect several thousand of IBD and νpES. More details
are provided in Chapter 2.

Liquid Argon Time Projection Chamber

The Liquid Argon Time Projection Chamber (LArTPC) detectors have a unique sensitivity
to the νe mainly thanks to the CC interaction νe + 40Ar → e− + 40K∗, both e− and
γ from the excited potassium being observable to tag such events. The future DUNE
detector (four 10 kton LArTPC modules) is expected to see several thousands of these
events. The detector being designed to observe accelerator neutrinos interactions (∼GeV),
it is not optimal for a precise reconstruction of the CCSN neutrino spectra and would
predominantly contribute to a precise timing of the νe signal.

Xenon dark matter detectors

The Liquid Xenon Time Projection Chamber (LXeTPC) detectors such as XENON1T [152],
XENONnT [153] and the future DARWIN [154] are made of several tons (even several tens
of tons for the latter that is still under development) of liquid Xenon as target material.
They present the unique advantage to detect the CCSN neutrinos via Coherent Elastic
Neutrino-Nuclei Scatterings (CEνNS), making them sensitive to the three (anti)neutrino
flavors. With 5 kton of liquid Xenon, the DARWIN detector is expected to detect several
hundreds of events. Thanks to an energy resolution of the order of a few percent at 1 MeV
combined to a precise timing resolution, DARWIN would precisely contribute for both
energy spectrum and signal timing reconstruction.

Finally, it is important to mention the Supernova Early Warning System (SNEWS) [155],
a network of active neutrino detectors that aims to give early warnings to astronomers in
case a CCSN occurs in the Milky Way, or in a nearby galaxy such as the Large Magel-
lanic Cloud. Indeed, as mentioned before, neutrinos from CCSN can be detected up to
several days before the electromagnetic counterpart. Such a warning would allow to point
the telescopes towards the expected direction before the explosion. Currently, seven neu-
trino detectors integrated the network: Borexino, Daya Bay, KamLAND, HALO, IceCube,
LVD, and SK. The JUNO detector entry into this network is in progress.
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The JUNO experiment
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The idea of a JUNO-like experiment was first put forward in 2008, when it was demon-
strated that the Neutrino Mass Ordering (NMO) could be determined with a reactor
neutrino detector at an intermediate baseline if the mixing angle sin2(2θ13) > 0.02 and
even sin2(2θ13) > 0.005 [156, 157]. The requirements concerned the energy resolution
and energy precision of the detector, the baseline and the event statistics [158]. The
relevance and feasibility of such an experiment was indeed confirmed in 2012, after the
Daya Bay [159], Double Chooz [160] and RENO [161] experiments measured sin2(2θ13)
to be > 0.02. Thus, the JUNO experiment has been conceptualised and optimised for
the NMO measurement (section 2.1.1). The experimental site is located near the Jiang-
men city (Guangdong province, China), at equal distances (∼52.5 ± 0.5 km) from the
Yangjiang and Taishan Nuclear Power Plant (NPP) (Figure. 2.1, left). The civil construc-
tion, including the experimental site (Figure. 2.1, right) and the underground laboratories
construction started in 2015 and finished in December 2021. The detector assembly started
in early 2022 and will be finished in 2023. The status of each component of the detector is
summarised in the next sections. The JUNO collaboration gathers ∼ 700 people includ-
ing researchers, post-doctoral students, PhD students, engineers and technicians from 76
different institutes around the world.
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Figure 2.1: Left: The JUNO location, in southern China. Right: Bird view
of the JUNO experimental site.

2.1 Neutrino Physics with JUNO

Even if the design of the JUNO detector (section 2.2) was optimised for the determination
of the NMO, its large detection volume, excellent energy resolution and background level
requirements naturally extend its physics programme and will notably allow to measure
three of the neutrino oscillation parameters with an unprecedent precision. This section
first details the strategy of JUNO for determining the NMO and reviews the different
physics topics to which JUNO will contribute in the coming years.

2.1.1 Neutrino Mass Ordering Determination

2.1.1.1 Reactor ν̄e disappearance and experimental requirements

Previous works [156, 157] demonstrated that the NMO can be extracted from the reactor
ν̄e energy spectrum, by studying their disappearance in vacuum with a detector placed
at an intermediate baseline (40-60 km). Indeed, the detected ν̄e energy spectrum can be
expressed such as:

F (L/E) = φ(E)σ(E)Pν̄e→ν̄e(L/E) (2.1)

where F (L/E) is the ν̄e spectrum, φ(E) denotes the ν̄e flux from a nuclear reactor, σ(E)
corresponds to their interaction cross section with matter, Pν̄e→ν̄e(L/E) corresponds to
their survival probability, L is the distance between the source and the detector in km (also
referred to as "baseline") and E the ν̄e energy in MeV. In the three-neutrino framework,
Pν̄e→ν̄e(L/E) can be described by the following formula:

Pν̄e→ν̄e = 1−P21−P31−P32

P21 = cos4θ13sin22θ12sin2∆21

P31 = sin22θ13cos2θ12sin2∆31

P32 = sin22θ13sin2θ12sin2∆32

(2.2)

where ∆ij is defined as:

∆ij = 1.27∆m2
ijL/(4E) (2.3)
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and where θij are the neutrino oscillation mixing angles, ∆m2
ij are the neutrino oscillation

mass splittings in eV2 and i, j runs over the three mass eigenstates. The Eq. 2.2 can also
be rewritten such as:

Pν̄e→ν̄e = 1− cos4θ13sin22θ12sin2∆21

− sin22θ13sin2(|∆32|)

− cos2θ12sin22θ13sin2(∆21)cos(|2∆32|)

− [±1
2cos

2θ12sin22θ13sin(2∆21)sin(|2∆32|)]

(2.4)

where the "±" in the last term symbolises the Normal Ordering (NO) (+) or the Inverted
Ordering (IO) (-), hence the oscillation pattern is different following the NMO. Each of
the three Pij terms of Eq. 2.2 contains one of the three mass splitting terms, that drive
the oscillation frequency. The terms containing ∆m2

31 and ∆m2
32 are the ones sensitive to

the NMO. However, these terms are highly suppressed due to the small value of sin2(2θ13),
making these measurements very challenging.

The ability of JUNO to infer the NMO will thus mainly rely on its capability to
precisely reconstruct the reactor ν̄e energy spectrum. The experimental requirements
necessary to resolve the NMO are reported in Ref. [158]. The most sensitive parameters
are the baseline, energy resolution (necessary to distinguish the fine structures of the
spectrum), the energy precision (in order not to err on the position of the oscillation
pattern), and the event statistics (necessary to limit the spectrum distortion due to the
statistical error). The requirements are the following:

• Baseline: 53 ± 0.5 km
• Energy resolution: 3% at 1 MeV (visible energy)
• Energy precision: 1%
• Total number of events: ∼100,000

Figure 2.2 shows the expected ν̄e energy spectrum – considering a perfect energy
resolution – assuming the NMO is normal (blue) or inverted (red). In order to evaluate
the sensitivity of JUNO to the NMO with such a spectrum, a least squared method is
employed and a χ2 function is constructed such as:

χ2 =
Nbin∑
i=1

[Mi−Ti(1 +∑kαikεk)]2
Mi

+
∑
k

ε2k
σ2
k

(2.5)

where i is the ith bin of the ν̄e energy spectrum, Mi and Ti are the number of neutrino
events measured and predicted (with oscillation), respectively. The second sum runs other
a set of pull parameters (εk) used to implement the systematics uncertainties (σk). Finally,
αik is the fraction of neutrino events contribution to the k-th pull parameter in the i-th
energy bin.

The ν̄e spectrum is fitted twice with the Eq. 2.4. Once assuming the NO - for which
the minimum is defined as χmin(NO) - and once assuming the IO - for which the minimum
obtained is defined as χmin(IO). The difference between the two minima:

∆χ2
MO = |χmin(NO)−χmin(IO)| (2.6)

gives the sentivity in units of σ as
√

∆χ2
MO (significance). With the assumptions that

are fully detailed in Refs. [76], JUNO is expected to resolve the NMO at 3σ (∆χ2
MO ∼
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Figure 2.2: The expected ν̄e energy spectrum at JUNO after 2000 days (∼6
years) of data taking, assuming a perfect energy resolution, with and without

oscillation. The dependance on four oscillation parameters is shown.

9) with ∼100,000 events or ∼6 years of data taking. Note that the sensitivity of JUNO
alone could be enhanced to ∼4σ thanks to the precision measurement of ∆m2

µµ from at-
mospheric muon (anti)neutrino disappearance[162]. The aforementioned works [156, 157]
showed that the Normal Ordering (NO) or Inverted Ordering (IO) can also be extracted
from the Fourier transform of the energy spectrum, which brings to light particular struc-
tures. Indeed, after the Fourier transform is applied, one can observe symmetries in the
shape of the obtained power spectra of P21 and P32. This symmetry is broken in dif-
ferent ways whether the NMO is normal or inverted. Finally, synergies between JUNO
and other experiments JUNO+ORCA [163], JUNO +IceCubeUpgrade [164]) and finally
JUNO+T2K+NOνA [165] will boost its sensitivity to the NMO with a potential 5σ sig-
nificance. The latter combination should lead to such a sensitivity by 2030.

2.1.1.2 Reactor ν̄e flux

A precise knowledge of the reactor ν̄e energy spectrum is of great importance for any
experiment measuring neutrino oscillation parameters using nuclear reactors as a source.
The Yangjiang and Taishan Nuclear Power Plant (NPP) (ν̄e source of JUNO) are com-
mercial reactors from which > 99.5% of the ν̄e are produced via the β decays of fission
products from four main isotopes: 235

92 U, 238
92 U, 239

94 Pu and 241
94 Pu. The ν̄e energy spectrum

can be expressed as:

φν̄e(E) =
∫ t

t0

Pth(t)∑
kαk(t)〈Ek〉

∑
k

αk(t)φk(E)dt (2.7)

where φν̄e(E) denotes the total ν̄e energy spectrum – that is time-dependent since the
multiple fissions that occur in the reactor core evolve the fuel composition over time –,
Pth is the thermal power of the reactor, the index k corresponds to the 235

92 U, 238
92 U, 239

94 Pu
and 241

94 Pu, 〈Ek〉 is the mean energy per fission weighted by the fraction of the kth isotope
in the core, and φk is the ν̄e energy spectrum of the kth isotope. Two different methods
are generally used to compute the ν̄e spectrum from reactor cores:

• The conversion method that is based on experimental measurements that have been
performed in the 1980s at the Institut Laue-Langevin (ILL) in Grenoble. The ex-
periment consisted in irradiating – with neutrons – targets made either of 239

94 Pu,
239
92 Pu or 235

92 U (it was not possible to do it for 238
92 U) and to measure the resulting
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β spectrum, that actually includes the spectra of all the fission products [166–168].
The β spectra were then converted into ν̄e spectra and can be used to predict that
from a given reactor.

• The summation method (also named ab-initio method) that sums the ν̄e spectra of
all fission products using the nuclear database (see for example Evaluated Nuclear
Structure Data File (ENSDF) [169]) and then predicts the total spectrum. This
method implies to have a good knowledge of the production rate of the fission prod-
ucts in the reactor core, their branching ratio etc.

In the last decade, the Double-Chooz, Daya Bay and RENO experiments reported
strong deviations in both measured rate and shape of the spectrum with respect to the
predictions from the summation method[44, 46, 48], this is the so-called reactor anomaly.
This anomaly is still under investigation today by searching for the existence of light sterile
neutrinos [90] and by updating the nuclear data bases with new experimental results [170].
The Taishan Neutrino Observatory (TAO) detector (a satellite experiment of JUNO, see
section 2.2.6) will be placed at∼30 m of one of the cores of the Taishan nuclear power plant.
It will measure the ν̄e spectrum which will notably serve as benchmark measurements to
test nuclear databases.

2.1.1.3 Detection of ν̄e

The detection of ν̄e will be based on the Inverse Beta Decay (IBD), which consists in a
Charged Current (CC) interaction between a ν̄e and a proton (p). The proton target is
provided by the LS. As shown in Eq. 2.8, two particles are produced through this reaction,
a positron (e+) and a neutron (n).

ν̄e+p−→ e+ +n (2.8)

The IBD cross section [148] follows the following formula (at the first order):

σIBD = 2π2

m5
e+fτn

pe+Ee+ (2.9)

where τn is the measured neutron lifetime, f is a phase space factor [148] and me+ , pe+
and Ee+ are the mass, momentum and kinetic energy of the positron, respectively. The
uncertainty on σIBD is ∼1% [145]. The interaction cross-section of the IBD increases with
the ν̄e energy, while the ν̄e flux decreases with it. This results in a detected spectrum as
shown in Figure 2.3.

Figure 2.3: The multiplication of the IBD cross section (red line) with the reactor
neutrino flux (blue line) reasults in an expected detected spectrum (green line).
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The IBD detection principle is pictured in Figure 2.4. The positron deposits its kinetic
energy in the LS within a few hundred of ps (a few ns at most if a positronium is formed
[171, 172]) and then annihilates with an electron. Two 0.511 MeV gammas are created
and deposit their energy by Compton diffusion or photoelectric effect within a similar
timescale than the positron. This is called the prompt signal. As for the neutron, it will
thermalise by doing multiple elastic scatterings on the LS protons before being captured
by an hydrogen nucleus (11H) – in > 99% of the cases – or by a Carbon-12 nucleus (12

6 C)
– in less than 1% of the cases. The neutron capture by an 1

1H will induce the emission of
a single 2.2 MeV gamma while several gammas with a total energy of 4.95 MeV will be
produced if it is captured by a 12

6 C. These gammas produce a second signal that occurs
on average ∼220 µs after the prompt signal, which roughly correspond to the neutron
thermalisation time in the JUNO LS. For this reason, the neutron-induced signal is called
delayed. The prompt and delayed signals are also spatially correlated, with an average
distance of ∼14 cm.

  

ν
e

p
n

Hydrogen

 (2.2 MeV)

Ɣ (2.2 MeV)

e+
e-

 (0.511 MeV)Ɣ (2.2 MeV)
t = t

0
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0 
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Figure 2.4: Schematic of an Inverse Beta Decay. In this example, the
neutron is captured by an Hydrogen, producing a 2.2 MeV gamma.

The temporal and spatial coincidences between the prompt and the delayed signals as
well as the fixed energy of the delayed signal represent powerful criteria to identify the
IBD and discriminate the ν̄e from the background events. In addition, the incident energy
of the ν̄e can be retrieved from the prompt signal since the positron carries most of the ν̄e
energy (the neutron carries only ∼10 keV in case of an IBD from reactor ν̄e). Indeed, if
the mass of the neutrino is neglected compared to that of the target proton and assuming
that the latter is at rest during the reaction, the ν̄e energy can be written as:

Eνe = Ee+ + (mn−mp) = Ee+ + 1.293 [MeV ] (2.10)

where Ee+ is the positron energy (mass + kinetic) and mn and mp are the neutron and
proton rest mass, respectively. This equation implies that the minimum energy required
for a ν̄e to do an IBD is 1.804 MeV. Furthermore, let’s define the visible energy (Evis) as
the prompt signal energy where will sum up the positron kinetic energy and the energy of
the two annihilation gammas:

Evis ≈ Ee+ + 0.511 [MeV ] (2.11)

Finally, by injecting Eq. 2.11 in Eq. 2.10, it comes:

Eν̄e ≈ Evis+ 0.782 [MeV ] (2.12)
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Thus, the reconstruction of the prompt signal energy of an IBD gives a direct access
to the ν̄e energy.

2.1.1.4 Backgrounds

As seen in the previous section, the detection of the IBD is based on the spatial and
temporal coincidence between the prompt and the delayed signals. This signature allows
to significantly reduce the backgrounds, i.e. events that can mimic the IBD. In this section,
the sources and characteristics of two-event coincidences that can mimic an IBD in the
JUNO detector are listed. They have to be comprehensively studied in order to reject
them effectively when selecting the IBD candidate events.

Accidental Background.

It can happen that two random energy deposition (from the natural radioactivity, cosmo-
genic isotopes, spallation neutrons etc.) occur in spatial and temporal coincidence. This
type of coincidence is called accidental background. The majority of random energy depo-
sition will come from the natural radioactivity of the JUNO detector components [173], or
from its surrounding environment. Given the setup of the detector (detailed in section 2.2),
these events will mainly occur at the detector edges. An efficient way to reject them is
to apply a Fiducial Volume (FV) cut throughout the IBD candidate selection. The FV
cut foreseen to be used in the NMO analysis is currently R = 17.2 m [76] (corresponding
to a volume of ∼21,314 m3) while the radius of the sphere is 17.7 m (corresponding to a
volume of 23,227 m3). See Section 2.2 for more details on the detector geometry.

Muon-induced background.

The detector will be constantly crossed by cosmic muons. The rate, integrated over the
full detector volume, will be ∼3 Hz and the average energy of the muons will be ∼207 GeV.
They will represent the most important sources of background for the NMO analysis. The
different muon-induced background are listed below:

• A muon which enters the detector can interact with the Carbon nucleus of the LS
molecules. Long life time (∼10-100 ms) isotopes (also called "cosmogenics") like
Lithium 9 (93Li) and Helium 8 (82He) can be created. These two isotopes undergo
β-n decay, as described in Eq.2.13. The electron and neutron will mimic the prompt
and delayed signals.

8
2He

84%−→ ν̄e+e−+8
3Li

8
2He

16%−→ ν̄e+e−+n+7
3Li

9
3Li

49.2%−→ ν̄e+e−+9
4Be

9
3Li

50.8%−→ ν̄e+e−+n+8
4Be

(2.13)

These backgrounds can be rejected by vetoing (i.e. ignoring the data during a given
period of time) the part of the detector around the muon track for a period of time
equal to the lifetime of the cosmogenics.

• Passing through the cavern rocks surrounding the detector, a muon can interact
by an electromagnetic spallation process (violent shock between the muon and a
nucleus where some fragments of the latter are ejected), producing fast neutrons
(with a kinetic energy of Ekin'MeV). Some of these neutrons can enter the detector,
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thermalise in the LS and eventually be captured. Here, the proton recoil mimics the
prompt signal while the neutron capture mimics the delayed one. If the muon is
tagged, this background can also be rejected by vetoing all the detector volume.

Even it is not a background as such, it is important to mention that muons can deposit
a great amount of energy in the detector and flood the nearby PMTs. As a consequence,
these PMTs won’t be able to correctly detect events – including the IBDs – for a given
time.

13
6 C(α,n)16

8 O background.

The Uranium-238 (238
92 U) and Thorium-232 (232

90 Th) radioactive isotopes present in the
LS undergo alpha decays. The alphas can interact with Carbon-13 (13

6 C) nuclei that
compounds the LS generating a neutron and an Oxygen-16 (16

8 O). The neutron can scatter
on the LS protons (prompt signal mimicking) before thermalising and being captured
(delayed signal mimicking). If the 16

8 O nucleus is produced in an excited state, it emits a
gamma which also contributes to the prompt signal.

Geo-Neutrinos

The β-decays of various 92U and 90Th isotopes in the Earth crust will produce a non-
negligible flux of ν̄e with an energy ranging from 0 to 3 MeV (∼1.5 event per day ex-
pected), overlapping with the reactor ν̄e (∼83 events per day expected). Just like that
from the reactors, these ν̄e will interact through IBD in the detector. Since JUNO will be
able to measure the geo-neutrino flux, the corresponding spectrum will be removed from
the reactor spectrum.

2.1.1.5 IBD candidate selection

The IBD from actual reactor ν̄e will have to be selected among the backgrounds listed
above. As mentioned below, part of them will be identified thanks to the sub-detectors
of JUNO, that are described in section 2.2. Based on the estimation of each background
components, a set of selection criteria has been determined [76]:

• Fiducial Volume: R < 17.2 [m]

• Prompt signal energy cut: 0.7 < Evis < 12 [MeV]

• Delayed signal energy cut: 1.9 < Evis < 2.5 [MeV]

• Time interval between prompt and delayed: ∆T < 1.0 [ms]

• Distance between prompt and delayed: Rp−d < 1.5 [m]

• Muon veto criteria:

– Muons tagged by theWater Cherenkov Detector (WCD) and/or the Top Tracker
(TT) (see section 2.2): All the LS volume is vetoed for 1.5 ms

– Muons that are well-tracked in the Central Detector (CD) (see section 2.2): A
cylinder with a radius Rd2µ < 3 m (the axis being the muon track) is vetoed
during 1.2 s. Note that the veto time is significantly larger than in the previous
case to reject the cosmogenics (see muon-induced backgrounds in the previous
section).

– Muons that are tagged by the CD but that cannot be tracked, all the LS volume
is vetoed during 1.2 s.
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The IBD detection efficiency as well as the efficiency after applying the different selection
cuts is shown in Table 2.1. It is based on simulation data. The expected rate of true
IBD is 60 IBD.day−1, with ∼ 7% background contamination [76] that is dominated by the
9Li/8He component.

Sel. Crit. IBD efficiency IBD Geo-ν Accidental 9Li/8He Fast n (α,n)
None 100% 83 1.5 ∼104 84 - -
FV 91.8% 76 1.4 77

Energy 97.8% 410
Time 99.1% 73 1.3 71 0.1 0.05
Vertex 98.7% 1.1

Muon veto 83% 60 1.1 0.9 1.6
Combined 73% 60 3.75

Table 2.1: List of the IBD candidate selection criteria together with their
efficiencies. The signal and background rates (day−1) after applying each cut
are also given. Those indicated in bold are the final ones after applying all

the cuts. From [174].

2.1.2 Neutrino Oscillation Parameter Measurements
JUNO will be able to measure four of the neutrino oscillation parameters. Indeed, with a
baseline of 53 km, it will see the strong suppression and slow oscillations in the ν̄e spectrum
which are driven by θ12 and ∆m2

21 (Figure 2.2), respectively. Furthermore, as explained in
the previous section, the excellent energy resolution of the detector allows to distinguish
the small and fast oscillations guided by θ13 and ∆m2

32 and thus to measure them.

Among these four parameters, the values of θ12, ∆m2
21 and |∆m2

32| will be measured at
the per-mile level strongly constraining the PMNS matrix elements [38, 39]. The precision
on θ13 won’t be competitive with respect to the measurements from previous experi-
ments [44, 46, 48]. The expected precisions are listed in Table 2.2.

Osc. Par. PDG2020 JUNO 100 days JUNO 6 years JUNO 20 years
∆m2

21 2.4% 1.0% 0.3% 0.2%
sin2θ12 4.2% 1.9% 0.5% 0.3%
∆m2

31 1.3% 0.8% 0.2% 0.1%
sin2θ13 3.2% 47.9% 12.1% 7.3%

Table 2.2: A summary of the expected precision levels for the oscillation
parameters. The current best precisions taken from the Particle Data Group
(PDG) 2020 review [5] are also indicated for comparison. From Ref. [175]

It has to be pointed out that JUNO will be able to perform two semi-independent
measurement of θ12 and ∆m2

21, with equivalent precisions. Indeed, the Central Detector
of JUNO will be instrumented with two different Photomultiplier Tube (PMT) systems
(see section 2.2). The detection, reconstruction and selection of the events occuring in
JUNO can be done with each of these two systems, leading to two different measure-
ments. These are called semi-independent measurements since the results obtained by
each of the systems will share common systematics, related to the light production by the
LS, the backgrounds etc.
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2.1.3 Core-Collapse Supernova Burst Neutrinos

This section occupies a particular place in this manuscript since the different studies car-
ried out during this thesis focused on Core-Collapse Supernova (CCSN) burst neutrinos.
In addition, the subject of CCSN burst neutrinos and the implications of their detection
has been extensively introduced in Chapter 1. This section is thus dedicated to the de-
scription of CCSN burst neutrinos detection with JUNO. The issues and figures that it
contains are the one officially communicated by the collaboration and do not include the
ones produced during this thesis.

The detection of a two dozen neutrinos by several neutrino experiments (Kamiokande [98],
IMB [99], Baksan [100] and possibly LSD [176]) in 1987 confirmed that the neutrinos play a
crucial role in all stages of the massive stars (M > 8M�) collapse and explosion. It has cor-
roborated many points of the delayed neutrino-driven explosion mechanism [125, 177], but
way more statistics are required to fully constrain the models. JUNO is one of the future
large neutrino detectors (with Deep Underground Neutrino Experiment (DUNE) [178],
Cubic Kilometre Neutrino Telescope (KM3NeT) [151], Hyper-Kamiokande (HK) [136])
currently under development that will be able to detect several thousands of neutrinos
from the next galactic CCSN, offering a unique opportunity to scrutinise the CCSN pro-
cess in more details.

As shown in Fig.2.5, the most probable position of the next CCSN is close to the
Galactic Center (∼10 kpc) since it is a more active star forming region. Given the time
resolution of the detector, at this distance, < 1% of the events will pile-up (i.e. several
events in the same trigger window). However, it is possible that a closer CCSN explodes1,
which would represent a real challenge for the readout electronics and DAQ with several
hundreds of thousands of events to process and way more event pile-up (e.g. ∼10-15% for
a 3 kpc away CCSN).

A CCSN is expected to produce a ∼10 seconds long neutrino burst in JUNO, with
∼60% of the events in the very first second. In comparison to the rates of events of
the other neutrino sources and their corresponding energy range, the CCSN neutrinos
detection can be considered as background free in a first approximation. The neutrinos
will interact via six different channels in JUNO, they are listed in Table 2.3. The number
of events is computed considering a visible energy threshold of 0.7 MeV (that is the one
foreseen in JUNO for the reactor neutrino analysis).

Neutrinos interaction channels in JUNO
Interaction Chan. Type Num. evts (@10kpc)
νe+p→ e+ +n CC ∼5000
ν+p→ ν+p NC ∼2000
ν+e−→ ν+e− NC ∼300

ν+12C→ ν+12C∗ NC ∼300
νe+12C→ e−+12N CC ∼100
νe+12C→ e+ +12B CC ∼100

Table 2.3: Number of neutrino events in JUNO with their corresponding interaction
channels for a typical CCSN at a distance of 10 kpc, where ν collectively stands for

neutrinos and anti-neutrinos of all flavors.

1As an example, Betelgeuse is located at ∼0.2 kpc from the Earth. Its explosion would produce sev-
eral millions of neutrino interactions in JUNO.
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Figure 2.5: The expected number of neutrino interactions events in JUNO as a function
of the distance to the CCSN (red curve). The galactic CCSN probability as a function

of the distance is also shown (blue curves).

JUNO will benefit from high statistics in two interaction channels: the Inverse Beta De-
cay (IBD) and the Neutrino-Proton Elastic Scattering (νpES). The statistics of Neutrino-
Electron Elastic Scattering (νeES) is also relatively significant. Various neutrino-Carbon
via Neutral Current (NC) and Charged Current (CC) interactions are also expected but
with only few statistics. A description of the channels is given below:

1. The IBD will be the dominant channel. It will represent a unique way to precisely
determine the ν̄e energy spectra. The detection will be based on the powerful discrim-
inating power provided by the temporal and spatial coincidence between two signals
(see section 2.1.1.3). In addition, this channel gives a direct and model-independent
access to the incident ν̄e energy.

2. The νpES channel will allow to partially extract the energy spectra of the other
neutrino (and antineutrino) flavors generically denoted as νx (i.e. νµ, ντ , ν̄µ and
ν̄τ ) [147, 179, 180]. Indeed, even though the total cross section is four time smaller
than that of the IBD, all νx will contribute to this channel, hence the high statistics
expected. According to the kinematics, the proton recoil energy Tp is such as Tp ≤
2Eν/mp, where Eν is the incident energy and mp is the proton mass. The deposited
energy is highly quenched in a LS detector. As a consequence, the visible energy will
be very low (< 1 MeV for most of the events) in comparison to the incident neutrino
energy. The cross section of this process has been calculated in Refs. [147, 181].

3. The νeES channel will be predominantly sensitive to the νe due to the larger cross-
section [146]. In principle, the electron carries the directional information of the
incident neutrino and this channel can be used to locate the CCSN. In practice, it
is very challenging for a LS detector to retrieve the directionality from this channel.
The Water Cherenkov detectors like Super-Kamiokande (SK) or Hyper-Kamiokande
(HK) will be more sensitive to this channel.

4. The νe−12C and ν̄e−12C interaction channels provide a way to detect ν̄e and νe
separately [182]. The energy threshold are 17.34 MeV and 14.39 MeV for the νe and
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ν̄e, respectively. The 12B and 12N nuclei created are β emitters and will decay with
a 20.2 ms and 11.0 ms half-life, repectively. The cross sections of these processes
have been calculated in Refs. [183–185]. As for the IBD, the spatial and temporal
coincidence can be used to discriminate these events.

5. The neutrino-Carbon NC will produce a 15.11 MeV signal from the 12C∗ de-excitation
gamma. This channel is more sensitive to the νx, due to the cross section [183–185].
Thus, even though this channel does not give access to the neutrino energy, it can
be used to constrain the flavor content of the CCSN neutrino flux.

The visible energy spectra for the different channels are shown in Fig.5.1. It ranges
from 0.2 to 100 MeV with an average energy of ∼20 MeV for the IBD, <1 MeV for the
νpES and ∼10 MeV for the νeES. The νpES and IBD channels dominante the ranges 0-2
MeV and 2-100 MeV, respectively, which is a great advantage when it comes to select the
events using cuts on their visible energy.

Figure 2.6: The energy spectra of the different interaction channels in the JUNO
detector for a typical CCSN at 10 kpc. Taken from [76].

JUNO will also be sensitive to the pre-SN neutrinos (∼1 MeV) [109]. They are emitted
up to several days before the CCSN explosion. The detection of them would trigger
alerts to point the telescopes in the right direction to optimise the observations of the
electromagnetic counterpart of the CCSN signal. Pre-SN neutrinos also represent an
unique opportunity to probe the late-stage stellar evolution [108, 186]. With a sufficiently
low energy detection threshold, Pre-SN neutrinos are detectable via the IBD and νeES
channels. JUNO is expected to detect pre-SN neutrinos with a significance > 3σ for
distances < 1 kpc [109]. The pre-supernova neutrinos were not studied during this PhD
thesis.

2.1.4 Diffuse Supernovae Neutrino Background

If the rate of CCSN is of the order of ∼1-2 per century in the Milky Way, the integrated
rate in the observable universe is estimated to be considerably higher, at the level of ∼1
per second in average. It can also be expressed in units of Mpc−3.year−1 and is estimated
to be: (1.25±0.25)×10−4 Mpc−3.year−1 [187]. Such a rate causes a constant background
flux of neutrinos throughout the universe which is also called the Diffuse Supernovae
Neutrino Background (DSNB). The flux of neutrinos from the DSNB is estimated to be
∼10 cm−2s−1. The measurement of the DSNB has strong astrophysical implications since
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it bears information on the history of stellar birth and death, including their formation
rate/death, the rate of failed CCSN, the fraction of black hole formation in the CCSN
etc. [187]

In the last two decades, the SK experiment established the most stringent limits on
the DSNB ν̄e flux [188–190]. The potentialities of this detector, if loaded with Gadolinium
(improvement of the DSNB signal over background ratio), as well as those of the future
HK detector are discussed in Ref. [191].

As a LS detector with an unprecedent detection volume, JUNO will probe the ν̄e
component of the DSNB flux, with ∼2-4 IBD events expected per year – depending on
the model – above 10 MeV. JUNO will also benefit from its high light yield that will
allow to perform pulse-shape discrimination for background suppression purposes. The
expected sensitivity of JUNO is shown in Figure 2.7 [192]. Works studying the potential
combination of JUNO and SK are also ongoing [193]

Figure 2.7: The sensitivity of JUNO to the DSNB as a fuction of the time
exposure. The DSNB signal models are represented with the black lines (full,
short-dashed and long dashed) and black points (middle and right panels).
The dark grey and grey regions represent different possible scenarii of
systematic uncertainty from the background. The model variations for

different neutrino spectra average energies (middle) and black hole fraction
(right) are illustrated for 10 (middle) and 20 (right) years of exposure. From

[192].

2.1.5 Solar Neutrinos
The solar neutrinos are produced through thermonuclear reactions occuring into the Sun.
These reactions can be separated into two different chains, both of which can be sum-
marised as follows: 4p −→ 4

2He + 2e+ + 2νe. These reactions are called the pp-chain and
the Carbon-Nitrogen-Oxygen (CNO)-cycle [106] and are responsible for the production of
∼99% and ∼1% of the solar neutrinos, respectively.

The neutrinos that are emitted during these fusion processes represent valuable probes
to investigate the deep interior of the Sun. More precisely, detect these neutrinos can help
us improving our knowledge of the solar physics, notably about the mechanism ruling the
Sun dynamics, the solar metallicity problem etc. The solar neutrinos have also been histor-
ically detected to study neutrino oscillation. Recently, the Borexino experiment reported
a comprehensive measurement of the pp-chain [194] and the first experimental evidence
of neutrinos produced in the CNO-cycle [195], representing a major step forward in the
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study of solar neutrinos.

Thanks to its huge detection volume, excellent energy resolution and low energy thresh-
old, JUNO is a promising detector for the detection of solar neutrinos. The potential
new measurements of various components of the flux, especially from the 8B and 7Be
β-decays [76, 196] (part of the pp-chain), could improve our understanding of the solar
metallicity problem and matter effects in the neutrino oscillations [174]. However, the mea-
surements of neutrinos from these two isotopes require very low levels of radio-impurities
(10−15 g/g and 10−17 g/g, respectively) as well as an accurate determination of the cos-
mogenic backgrounds. Major efforts are currently being made in material selection and
installation procedure to limit the nominal background level.

2.1.6 Atmospheric Neutrinos

Atmospheric neutrinos are produced through the decays of π and K particles themselves
produced in the showers initiated when the cosmic rays interact with the Earth’s atmo-
sphere [197]. Atmospheric neutrinos occupy a special place in the neutrino oscillation
history. Indeed, in 1998, the SK experiment reported a zenith angle dependent deficit of
muon neutrinos with respect to the atmospheric neutrino flux models predictions [35]. It
was the first evidence of neutrino oscillation. Since then, many different experiments like
HK, ICAL [198], PINGU [199] and KM3NeT use or plan to detect atmospheric neutrinos
to study neutrino oscillation (NMO, octant of θ23 and δCP value).

The detection of atmospheric neutrinos by JUNO is expected to enhance its sensitivity
to the NMO by ∼0.9 σ in 10 years of data taking [174]. A combined sensitivity (reac-
tor+atmospheric) will be estimated. Preliminary studies showed a great reconstruction
potential in the low energy region (100 MeV - 10 GeV) [200]. The Figure 2.8 shows the
expected energy spectrum for the νe and νµ (simulated and reconstructed separately) after
5 years of data taking. Strong efforts are ongoing within the collaboration in order to en-
hance these results. In addition, algorithms are currently being developed to discriminate
between νe and νµ.

Figure 2.8: Reconstructed atmospheric neutrinos energy spectra for νµ (blue)
and νe (red). The results are compared to the HKKM14 model

predictions [201] and the SK [202] and Fréjus [203] experiment results.
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2.1.7 Geo-Neutrinos
The so-called geo-neutrinos are ν̄e produced by the decay of Thorium, Uranium and Potas-
sium isotopes present in the Earth’s crust. These geo-neutrinos are excellent probes for
determining the fraction of the Earth’s heat flux that is attributable to radioactivity. This
has strong implications on the Earth composition and the nature of the mantle convec-
tion. In the past, several experiments using LS as detection medium, like Borexino [204]
and KamLand [205], detected geo-neutrinos and constrained the Earth heat flux models
prediction.

Thanks to its large detection volume, JUNO will provide high statistics measurements
of geo-neutrinos with approximately ∼400 geo-neutrinos per year. It means that in six
months, JUNO will reach the largest sample of geo-neutrinos ever detected.

2.1.8 Nucleon Decays
The nucleon decay is not predicted by the particle physics Standard Model (SM) be-
cause it violates the baryon number conservation. However, some Grand Unified Theories
(GTUs) (see Ref. [206] for example) – which unify the strong, weak and electromagnetic
interactions into a single fundamental force – predict such processes via many different
channels [207, 208]. Detecting a signature of nucleon decay would be a proof for Beyond
Standard Model (BSM) physics.

The first experiment which probed the nucleon decay was the one lead by F. Reines
and C.L. Cowan in 1954 [209]. The detector consisted in 300 l of liquid scintillator that
aimed to detect neutrino interactions. At that time, they constrained the proton lifetime:
τ > 1022 years [209]. Today, the best limit has been established by the Super-Kamiokande
experiment and is of the order of τ > 1033-1034 years, depending on the channel [210].

JUNO is expected to be competitive on the nucleon decay search, especially through
the following proton decay channel: p→ ν̄ +K+. In this detection channel, the K+

produces a first signal and then decays (τK = 12 ns) producing a µ+ which itself decays
producing a e+ (τµ = 2.2µs). The expected signal is then a triple temporal coincidence
with a specific shape, that is expected to be seen by JUNO, especially with the SPMT
system (see section 2.2.2.3). the preliminary sensitivity of JUNO to this channel of the
proton decay is 8.34·1033 years (90% CL) [76]. In addition, JUNO should be able to give
more stringent limits on other nucleon decay modes such as n→ 3ν or p→ µ+ +µ+ +µ−.

2.1.9 Other Physics
As described above, JUNO will be able to cover a broad range of topics in particle physics,
nuclear physics, astrophysics and cosmology. Only those where the contribution will be sig-
nificant were reviewed in this manuscript. Other subjects such as the search for sterile neu-
trinos, dark matter etc. can be studied with JUNO. They are discussed in Refs. [174] [76].
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2.2 The JUNO detector
This part of the chapter aims to present the JUNO detector. The different elements as well
as their purposes and main characteristics are listed. The foreseen calibration strategy is
also briefly described. At first, a quick overview of the three sub-detectors that make-up
JUNO is given. Then, the different sections enter more or less in detail in the different
components of these sub-detectors, depending on whether they are relevant for this PhD
thesis or not.

2.2.1 Detector Overview
The JUNO detector was designed with the aim of solving the NMO, requiring specific
conditions, namely an energy resolution of 3% at 1 MeV, an energy accuracy < 1%, the
detection of a large number of ν̄e and a good control of the backgrounds. Thus, the JUNO
detector is buried ∼700 m underground and includes:

• A 20 kton Liquid Scintillator (LS) detector, also called theCentral Detector (CD)
(section 2.2.2)
• A 35 kton cherenkov detector in which the CD is immersed. It is called the Water
Cherenkov Detector (WCD) (section 2.2.3)
• A plastic scintillator detector, placed on top of the CD and WCD, also called the
Top Tracker (TT). These scintillation strips were originally used in the OPERA
experiment as the "Target Tracker" [211] (section 2.2.3)

A schematic view of JUNO is shown in Figure 2.9.

Figure 2.9: Schematic view of the JUNO detector.

The CD is the main part of the JUNO detector. The 20 ktons of liquid scintillator are
the neutrino target and are contained in a 35.4 m acrylic sphere. The CD is instrumented
with PMTs used to collect the light produced by the LS. In total, 17,612 20" PMTs (Large
Photomultiplier Tube (LPMT)) [212] will be installed in the JUNO CD. They will
allow to achieve a 75.2% photo-coverage in order to collect a great amount of light and
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thus keep the stochastic term of the energy resolution < 3%. In addition, 25,600 3" PMTs
(Small Photomultiplier Tube (SPMT)) [213] will be placed in alternation with the
LPMTs. The corresponding photo-coverage of the SPMT system is 2.7%. The SPMTs
will work in photo-counting regime. It means that even for the most energetic reactor
ν̄e (∼10 MeV), a large majority of the SPMTs fired will see only one scintillation pho-
ton. Thus, they will ensure a better control of the energy resolution systematics term
by mitigating the potential non-linearity in the LPMTs, thanks to the Dual Calorimetry
Calibration (DCC) (see section 2.2.4). Furthemore, quasi-independent physics analyses
will be performed using the two PMT systems independently. The SPMT system alone
will be able to perform solar parameters measurements, core-collapse supernova neutri-
nos detection and proton decay search. It will also enhance the muon-tracking capability
thanks to their low photo-coverage (no saturation) and good time resolution.

The WCD is a cylindrical vessel with a diameter of 43.5 m and a height of 44.0 m. It
will consist in ∼35 kton of ultra pure water (< 0.2 Bq/m3) instrumented with 2,400 20"
PMTs (veto PMTs). This sub-detector will be used to tag the incoming cosmic muons
and will constitute a shield against the surrounding rock radioactivity. The TT is made of
three planes of plastic scintillator (47.0 m x 20.0 m each), it aims to precisely reconstruct
the cosmic muons tracks. Indeed, the latter represent a non-negligible source of correlated
background for the NMO analysis.

2.2.2 The Central Detector

The CD of JUNO includes an acrylic container for the LS as well as a support structure
and finally the PMTs with their readout electronics. The acrylic container is a sphere
with a diameter of 35.4 m and a thickness of 12 cm. It will be supported by a spherical
stainless steel structure consisting of 590 connecting bars. This structure sits on another
support made of 30 pairs of stainless steel pillars, as shown in Figure 2.10.

Figure 2.10: Left: A scheme of the CD. The acrylic sphere is shown in yellow, its
supporting stainless steel structure is shown in purple. The stainless steel legs are

shown in orange (or brown, depending on your eyes). Right: A photograph of one of
the first supporting structure legs installed in 2022.

The JUNO PMTs together with their readout electronics will be installed on the
supporting structure. The LPMTs and SPMTs will point toward the LS, while the veto
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PMTs will view the water of the WCD. A very important point to mention here is that a
1.42 m water buffer will separate the PMTs and the acrylic sphere, in order to protect the
LS from the PMTs radioactivity. The CD and the WCD will be optically separated. More
info on these parts of the CD can be found in Ref. [76]. The following section focuses on
the LS, the PMTs and the readout electronics.

2.2.2.1 Liquid Scintillator

The liquid scintillator technology has been used for several decades and by a large number
of experiments to detect neutrinos. It is at the origin of several major steps forward in the
neutrino physics (e.g. the first detection of the neutrinos [12, 13], the first measurement
of solar neutrinos [17], precision measurements of θ12, ∆m2

21 [53] and θ13 [159–161]).

The production of light by a Liquid Scintillator is based on the excitation and ionisation
of its molecules when a charged particle passes through. This light is then collected by
the PMTs in order to retrieve the event characteristics, namely the energy, the vertex
(or track) (see Chapter 4). The JUNO LS recipe is detailed below, together with the
proportions and roles of each of its components:

1. The Linear Alkyl Benzene (LAB) is the solvent (i.e. a liquid substance in which
other chemical compounds can be diluted without modifying their properties). The
molecules of the LAB are excited by the passing charged particle. It represents
∼98% of the LS.

2. A fraction of the LAB molecules excitation energy is transferred (via a non-radiative
process) to the second LS component, the 2,5-diphenyloxazole (PPO) used as a
first wavelength shifter. Indeed, the wavelengths of the photons emitted by the
LAB have to be shifted at larger values in order to avoid re-absorptions during the
propagation toward the PMTs. The PPO molecules de-excites by fluorescense and
phosphorescence mechanisms and emit light with an average wavelength of ∼290
nm. The PPO concentration is 2.5 g/L, it represents ∼1.5% of the LS.

3. The last component is the 1,4-bis(2-methylstyryl)benzene (bis-MSB), it is used as a
second wavelength shifter. In JUNO, the re-emitted photons have wavelengths with
an average value of ∼430 nm. The bis-MSB concentration is 3 mg/L, it represents
∼0.5% of the LS.

A complete explanation of the LS scintillation processes is available in Ref. [214]. In
order to meet the requirements in terms of energy resolution and background, various
caracteristics of the JUNO LS have been studied and optimised. They’re listed below:

1. The Light Yield (LY) has been optmised to be of the order of ∼104 scintillation
photons per MeV. By combining this with the LPMT system (see section 2.2.2.2),
enough light is collected to achieve the required 3% energy resolution.

2. The transparency of the LS is also a key ingredient to maximise the number of
photons that reach the PMT. For this reason, the attenuation length of the LS of
JUNO has also been optimised. It is equal to 25.8 m [215, 216], which is comparable
to the diameter of the JUNO detector.

3. The requirements in terms of Uranium/Thorium radiopurity is 10−15 g/g for the re-
actor neutrino programme, and 10−17 g/g for the solar neutrino programme. Before
being mixed, the aformentioned three components will be filtered and purified in the
JUNO surface area [217]. After the mixing, the freshly made LS will be sent to an
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underground hall for two additional purification stages, namely the water extraction
and stripping procedure [217]. At this point, it will be monitored by the Online
Scintillator Internal Radioactivity Investigation System (OSIRIS) [218], a detector
specifically design to evaluate the radiopurity levels and to see if they match the
requirements before filling the CD. Finally, since the LS will constantly circulate in
order to be purified during the data taking, OSIRIS will be continuously monitoring
the radiopurity of the LS [76].

2.2.2.2 The Large Photomultiplier Tube system

The Large PMTs themselves

The use of PMTs makes it possible to convert the light produced by the LS into an electric
current, detectable with conventional electronics. As shown in Figure 2.11, when a scintil-
lation photon hits the photocathode of a PMT, it can be converted into a Photoelectron
(PE) by photoelectric effect [219]. Then, this PE hits a dynode and multiple electrons
(also called secondary electrons) are created and accelerated by the strong electric field
(∼kV) generated into the PMT. This phenomenon repeats over several dynodes and an
amplified electric signal is eventually created. It is then digitised by a readout electronics
and the corresponding charge – in Coulomb [C] – and arrival time can be extracted. The
gain of a PMT is then defined as the total charge that is obtained at the output of the
PMT from the initial one. A detailed explanation on the PMT functioning is available in
Ref. [220], for example.

Figure 2.11: A sketch showing the basic concept of a PMT. From [220].

As for the LS, the LPMTs of JUNO were developed to meet the energy resolution
requirement. The LPMT system includes ∼5,000 20" dynode-PMTs [221], produced by
the the Hamamatsu c© company and ∼15,000 20" Micro-Channel Plate (MCP) PMTs [222],
produced by the NNVT c© company (Figure 2.12). Among many different specification
including the time resolution, charge resolution and Dark Count Rate (DCR), the most
critical one was their Photo Detection Efficiency (PDE), on which the light collection
strongly depends. The requested average value over all the PMTs was ≥ 27% and a
minimum of 24% at the PMT level. The mass testing and characterisation of the produced
PMTs confirmed that these requirements are satisfied [212]. Also, it has been showed that
the PMTs Transit Time Spread (TTS) (i.e. the time resolution) are σ ∼2.6 ns and σ ∼8.4
ns for the dynode and MCP PMTs, respectively. Including the measured PDE in the
simulations, ∼1345 PE/MeV are produced for an event at the detector center. With such
statistics, the stochastic term of the energy resolution is maintained under 3% at 1 MeV.
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Figure 2.12: Pictures of the LPMTs of JUNO. Left: A prototype of MCP-PMT.
Right: A Dynode-PMT.

Electronics.

Before being exploitable, the output signal of the PMTs have to be amplified, digitised and
packaged. This is the role of the readout electronics. As each component of the detector,
it followed a dedicated R&D programme in order to fulfill the JUNO requirements [223].
As shown in Figure 2.13, the LPMT system electronics is divided into two parts: the
wet electronics and the dry electronics. The "wet" electronics are stored in Under Water
Boxes (UWB) that are immerged in the water, close to the PMTs. The "dry" electronics
are located in dedicated rooms of the JUNO underground laboratory. Three LPMTs are
connected to the same UWB that contains:

1. Three High Voltage (HV) units that provide the power supply to the LPMTs and
split the power signal and the PMT output signal.

2. A Global Control Unit (GCU), the core of the readout electronics that is made of
two main parts:

• Six Analog-Digital Units (ADU) made of several sub-components. They receive
the PMTs output signals, amplify and digitise them at a rate of 1 GSample/s
with an effective resolution of 12 bits to produce waveforms.
• A Field Programmable Gate Array (FPGA) that further processes the data
from the ADU (local trigger generation, timestamp tagging, charge integration
etc.). It also acts as a data buffer, and sends the data toward the DAQ when
required by the trigger system (see later in this section).

3. An additional Dual Data Rate (DDR) memory in order to temporally store the data
in case of a sudden increase of the input rate (in case of a nearby CCSN explosion
for example).

The "dry" electronics notably aims to synchronise in time the signals from an UWB.
It centralises the information from the 17,612 LPMTs of the CD. This is the role Global
Trigger system. It aims to validate the sending of the data (waveforms) to the DAQ if
the LPMT multiplicity condition (i.e. a number of PMT fired in a given time window)
is fulfilled. If no request is sent by the Global Trigger system, the data are deleted and
lost. Another scheme where all the readout electronics send the data to the DAQ, with-
out requiering a request from the Global Trigger, is also foreseen. In this case, only the
information on the time and charge (T,Q) are sent to the DAQ.

A Multi-Messenger (MM) trigger is also currently being developed within the JUNO
collaboration. With an ultra-low detection threshold of O(10 keV), it will enable JUNO
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Figure 2.13: A scheme presenting the LPMT system electronics, the grey
squared symbolises the UWB containing the "wet" electronics, the rest

represents the "dry" electronics. From [76].

to act as a powerful monitor of the astrophysics neutrinos in the MeV energy range [76].
The MM trigger will also make JUNO a major player in the next-generation Supernova
Early Warning System (SNEWS) [155].

2.2.2.3 The Small Photomultiplier Tube system

In this subsection, the main motivations for the the second PMT system of JUNO (the
Small Photomultiplier Tube system) proposed in 2014 and fully approved in 2016 are de-
scribed, including an overview of the PMTs and electronics of the system. More details
about the readout electronics are given in Chapter 3, related to the work done during this
PhD thesis.

As mentioned in the previous section, the PE yield (∼1345 PE/MeV) of JUNO allows to
control the sotchastic term of the energy resolution (see equation 2.14) under the required
3% at 1 MeV. However, the energy resolution also comprises a non-stochastic term and
can be expressed such as:

σE
E

=

√
σ2
stochastic

E
+σ2

non−stochastic(E) (2.14)

where σE
E is the energy resolution, σstochastic is the stochastic term and σnon−stochastic the

non-stochastic one. As shown in Figure 2.14, with the current PE yield, the non-stochastic
term shall not exceed ∼1.5%. It is therefore necessary to be attentive to the slightest
source of error that would increase the latter and then degrade JUNO’s sensitivity to the
NMO [224–226]. This represents a major challenge considering that the current best value
of the non-stochastic term for a LS rector neutrino experiment is ∼2% [159, 227, 228].
Particularly, the large PE yield combined to the geometry of the detector implies that
several photons will hit a single LPMT for events away from the center of the CD. In fact,
the dynamic range of a single LPMT will be 1-100 PE in the reactor neutrino energy range.
In case of multiple photon hits on a single LPMT, the corresponding waveform is more
complex and non-linearity effects could be introduced during the waveform reconstruction.
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The consequence could be an important Charge Non-Linearity (QNL) when performing
the charge integration, which would eventually affect the estimation of the energy. Thanks
to data tuned electronics simulation, the Daya Bay detectors QNL was narrowed down
to ∼1% [229] but their dynamic range was ∼1-10 PE. It is then not guaranteed that the
same performance can be achieved.

Furthermore, the potential QNL occurs at the readout electronics level. At the level
of the particle energy deposition and light collection, other detector effects like the Liq-
uid Scintillator Non-Linearity (LSNL) and detector Non-Uniformity (NU) can distort our
energy estimate and degrade the energy resolution. At the readout electronics level, the
QNL, LSNL and NU become hopelessly interwined, which has two consequences. First, it
makes a fully independent calibration of the QNL impossible, which inevitably degrades
the energy resolution. Second, the QNL can affect the modelling and calibration of the
LSNL and NU. The LSNL and NU corrections applied to the estimated energy are then
not fully independent from the QNL.
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Figure 2.14: A chematic view of the energy resolution contributions. The red curve
shows the energy resolution stochastic term as a function of total number of
photoelectrons (nPE). The green lines show the needed increase in the nPE to

accomodate a systematic error of 1% or 2%.

The use of the SPMT system will allow to independently measure the charge of the
same events as the LPMTs, constituting the Dual Calorimetry. Due to their size (3"),
∼95% of the SPMTs will operate in photon-counting regime (1 PE per PMT fired), mak-
ing the charge integration less complex and ensuring a robust linearity in the charge esti-
mation. Thus, it will help to better control the systematic errors in the energy estimation
through an independent calibration of the QNL of the LPMT system. The concept, devel-
opment and performance of the DCC based on simulation data are presented in Ref. [230].
The SPMT system will also contribute to other physics analyses. It will perform a semi-
independent measurement of the neutrino oscillation solar parameter (θ12, ∆m2

21) with a
very similar precision than the LPMT system [175], provide complementary measurement
in the CCSN burst neutrinos detection. In addition, thanks to a much smaller pile-up
and good time resolution, the SPMTs will better preserve the time structure of the high
energy events (≥100 MeV), a valuable advantage for the proton decay search and muon
tracking.

The Small PMTs themselves.

The SPMTs will be installed alternately with the LPMTs, as shown in Figure 2.15. The
most important requirements for the SPMTs concerned their Single Photoelectron (SPE)
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Figure 2.15: Left: One LPMT and three SPMTs side-by-side. Right: Photograph
showing a real size mock-up of the 3" PMTs placed in-between the 20" PMTs. These

PMTs will look towards the center of the acrylic sphere.

resolution, the Quantum Efficiency (QE), the Transit Time Spread (TTS) (i.e. the time
resolution of the PMT) and the Dark Count Rate (DCR). The production of the 26,000
SPMTs of JUNO started in 2019 and finished in 2021. All the PMTs have been produced
and tested by the HZC-Photonics c© company. All along the production, 15 performance
parameters of all SPMTs were monitored, including the aforementioned ones. As an
example, the measured DCR of the SPMTs is ∼500Hz at 0.25 p.e (on average, over
the full production sample) and the TTS is ∼1.6 ns (σ). The JUNO collaboration has
performed complementary tests on random samples of the freshly produced PMTs. The
list of the parameters, the requirements and the results of the tests operated by the HZC-
Photonics c© company and the JUNO collaboration are shown in Figure 5.22. More details
on the different tests are fully reviewed in Ref. [213]. The deliverables fulfill the JUNO
technical requirements and quality control level. All the SPMTs will be tested again before
the commissioning of the detector, after cabling and potting, with a dedicated test-bench
that includes the SPMT system electronics and that will be presented in Chapter 3 in
connection with my PhD activities.

Electronics.

The SPMTs installed in the CD will have to operate under water for 20 years. During
the installation, they will be grouped by 128. Each group will be connected to an UWB,
a 40 cm in height and 30 cm in diameter passivated stainless steel box. As shown in
Figure 2.16, it comprises two HV splitter boards (64 channels each, the same than for
the LPMT system), an ASIC Battery Card (ABC) board and a GCU. The ABC board
contains eight CATIROC [231] chips which will readout and digitise the charge and time
of the 128 SPMTs signals (16 channels per CATIROC). The chip will be controlled by
a Kintex-7 FPGA. The SPMTs will operate at a gain of ∼3·106. At such a gain, the
CATIROC measures charges over a large dynamic range: 1/3 PE to several hundreds
of PEs. It also provides a timing measurement with an accuracy of 200 ps (RMS) per
channel. More details on CATIROC are given in Chapter 3. The ABC board will also
contain a 1GB DDR memory to temporally store the data in case of a sudden increase of
the input rate (e.g. nearby CCSN explosion). Finally, the GCU will handle the powering
and controlling of the boards, transfer the data to the DAQ via Ethernet cables etc. In
total, 200 UWB, 400 splitter boards, 200 ABCs and 200 GCUs will be produced for the
SPMT system. All boards will be tested before shipping to the JUNO experimental site.
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Figure 2.16: Left: Overview of the SPMT system. Right: 3D modelisation of the main
components of an UWB. Each UWB contains two HV splitter boards, an ABC and a
GCU board. The two boards shown in green are connected to heat-sinks in order to

dissipate the heat through the lid of the UWB. From [76]

2.2.3 The Veto Detectors

The JUNO detector will be bathed in a constant background noise coming from the ra-
dioactivity of the detector environment, from its components [173] or form the cosmic
muons. These background events can distort the results of the different physics analysis if
they are not properly rejected. There exist many ways to reject them before or during the
physics analyses. The CD being the neutrino target, it must be protected as much as possi-
ble from the radioactivity and cosmic muons. This section describes the two sub-detectors
that aim to detect and identify them or simply to provide a passive shielding.

2.2.3.1 The Water Cherenkov Detector

The Water Cherenkov Detector (WCD) will consist in a 43.5 m in diameter and 44 m in
height cylinder (Figure 2.17) filled with 35 ktons of ultrapure water. Such a large amount
of water will provide a passive shielding against the gammas from the surrounding rocks
natural radioactivity and thus will significantly reduce the backgrounds in the CD. The
water itself contains radioactive isotopes, especially Radon 222 (222Rn). A circulation and
purification system will allow to keep the concentration in the water at the level of 0.2
Bq/m3, as required for the reactor neutrino programme. However, studies showed that it
can be narrowed-down to 50 mBq/m3 [232, 233].

Figure 2.17: Left: Photograph of the cylinder of the WCD from the inside (2022).
Right: Photograph of the cylinder of the WCD from the top (2020).
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The WCD will also be used as a muon veto, the most important source of background
for the NMO analysis (section 2.1.1.4). When passing in the water, the muons will produce
light by Cherenkov effect [234]. This light will be collected by 2,400 MCP PMTs installed
on the outer surface of the CD shell structure. In order to maximise the light collection,
Tyvek reflective foils will cover the cylinder walls and CD support structure. The muon
tagging is based on a PMT multiplicity condition. The PMTs are grouped into ten zones:
Five in the top and five in the bottom hemisphere of the shell structure on which they are
fixed. A local trigger is used to tag the passing muons. There are two different conditions
– that can be fulfilled separately – for vetoing the detector:

1. The number of PMTs fired in one zone is above the threshold (∼19 PMTs)

2. The number of PMTs fired of two adjacent zones is simultaneously above a lower
threshold (∼13 PMTs).

With such strategy, the muon detection efficiency reaches 99.5%. Finally, all the
PMTs of JUNO may be affected by the Earth geomagnetic field, which would degrade
their detection efficiency. In order to compensate it, a set of 32 circular coils surrounding
the detector will be installed [235]. Simulations showed that the residual magnetic field
matches the experimental requirements. More information on the WCD can be found in
Ref. [76].

2.2.3.2 The Top Tracker

The Top Tracker (TT) consists of three horizontal layers of plastic scintillator with the
following dimensions: 47.0 x 20.0 x 0.01 m. They will be vertically separated by gaps of
1.5 m. Given its dimensions, the TT will cover ∼58% of the WCD surface and ∼72% of
the CD surface (taking the equator of the sphere to compute its largest surface). Each
of the three layers will consist of 21 walls - as shown in Figure 2.18 - themselves made of
plastic scintillator strips.

Figure 2.18: The JUNO Top Tracker (TT) as it will be placed on top of the CD and
WCD. The dimensions are indicated and a TT wall is highlighted in red.

The detection principle of the TT is based on the production of light by the plastic
scintillator when a charged particle passes through, similarly to the LS. In order to trans-
port and collect the scintillation light, wavelength-shifting fibers are placed in each strip
and are connected to 64-channel multi-anode photomultipliers. About 1/3 of the cosmic
muons entering the CD will cross all the three layers of the TT, providing an unambiguous
coincidence signal for vetoing the detector. The TT will also be able to precisely recon-
struct the tracks of these muons, with an efficiency of 93%, with a purity of 99% – thanks
to the coincidences between the sub-detectors – and with a median angular precision of
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0.20◦. As mentioned in section 2.1.1.4, the reconstruction of the muon tracks is a key
component to determine the optimal muon veto cylinder (section 2.1.1.5) for cosmogenic
background (8He and 9Li) rejection in the CD during the reactor neutrino analyses. For
the rest of the muons that will cross the CD without being tagged by the TT, the veto
strategy will only rely on the information from the WCD and CD, as explained in sec-
tion 2.1.1.5. Other works on the muon events reconstruction in JUNO have already been
conducted [236, 237]. More information on the TT can be found in Ref. [76, 238].

2.2.4 Calibration

The calibration of a detector consists in characterising its response, that is, being able to
retrieve a physical quantity of interest from the observable provided by the detector. For
most of its physics goals, the precise determination of the energy of the neutrino events
occuring in JUNO is fundamental. The energy scale of the detector, that represents the
conversion relationship between the number of PE and the corresponding true deposited
energy, is a milestone in the calibration process. In a complex detector like JUNO, the
energy scale suffers from non-linearity effects that are briefly mentioned in section 2.2.2.3
and in Chapter 4 and fully reviewed in Ref. [239]. Note that the calibration have other
aspects and also includes the calibration of the readout electronics, synchronisation of the
timing of the PMTs etc. The following focuses on the calibration of the energy and briefly
describes how the aforementioned non-linearity effects will be addressed in order to reach
the required 3% energy resolution and 1% energy precision.

In order to perform a comprehensive energy calibration of the detector, multiple cali-
bration sources (Table 2.4) and dimensional scan systems (Figure 2.19) will be used. The
large number of calibration sources covering a large energy range will be used to precisely
determine the LSNL in the reactor IBD energy range. In addition, the 12B cosmogenics
(∼1000 events per day in JUNO) will provide a natural source of electrons and extend the
energy range until ∼13.4 MeV [229].

Source Radiation Deposited Energy [MeV]
137Cs γ 0.662
54Mn γ 0.835
60Co γ 1.173 + 1.333
40K γ 1.461

68Ge e+ annihilation 0.511 + 0.511
241Am-Be n,γ neutron + 4.43 (12C∗)
241Am-C n,γ neutron + 6.13 (16O∗)
(n,γ)p γ 2.2
(n,γ)12C γ 6.94 or 3.36 + 1.26

Table 2.4: List of the different calibration sources and radiation types,
from [239].

In order to address the detector position NU, four different systems will be used in
order to place the calibration source at different points in the CD detector:

1. The Automated Calibration Unit (ACU) [240] will deploy the calibration sources
along a vertical axis of the CD. The position of the source will be known to the
centimeter. This system also supports the UV laser source.
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2. The Cable Loop Sytem (CLS) [241] will deploy the source at many different positions
in a 2D vertical plane thanks to two cables. The position of the source can be known
to the centimeter thanks to an independent ultrasonic positioning system [242].

3. The Guide Tube (GT) [243] will deploy the sources along a longitudinal circle outside
the CD acrylic vessel. Given the mean free path of the gammas, they will easily
penetrate the acrylic sphere and deposit their energy in the LS. The GT is designed
to calibrate the most external regions of the CD.

4. The Remotely Operable Vehicle (ROV) [244] is a complementary calibration system.
It is capable to deploy the sources in any place of the LS. The ultrasonic positioning
system can also be used for the ROV.
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Figure 2.19: Sketch of the different calibration systems of JUNO.

Finally, a new concept of calibration is currently under development in JUNO: the
DCC. It consists in an independent channel-wise calibration of the Charge Non-Linearity
(QNL) using two independent PMT systems. Basically, the robust linearity of the charge
reconstruction of the SPMT system will be used to correct for the potential QNL in the
LPMTs. A tunable (keV to TeV) UV laser source (260 nm) [245] will notably be used.

2.2.5 Data Acquisition and Software

The Data Acquisition (DAQ) is responsible for the acquisition of the data from the differ-
ent sub-detectors of JUNO (LPMT system, SPMT system, TT and WCD). It will have
to build and process about 40 GBytes/s from the 20,012 LPMTs and 25,600 SPMTs with
different algorithms (Online Event Classification (OEC), Software Trigger (ST) etc.) in or-
der to reduce the data rate by ∼500. Then, the data will be transferred to the Institute of
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High Energy Physics (IHEP) (Beijing, China) via Internet with a bandwidth of 1 GBits/s.

The Detector Control System (DCS) will permanently monitor the status of the exper-
iment equipments (PMT high voltage, electronics, calibration system, water system etc.).
It will also raise alarms if some of the monitored systems have a problem. The JUNO
DCS is based on the Experimental Physics and Industrial Control System (EPICS) [246].
More information on the DCS can be found in Ref. [76].

For the processing and analysis of the data, JUNO will use Software for Non-collider
Physics ExpeRiments (SNiPER) [247], a general-purpose software framework mainly based
on C++ (for the functional modules) and Python (for the configuration scripts). SNiPER
also contains an offline software that consists of a geometry managment system [248]
that provides a complete description of the detector, event displayers [249, 250] and data
analysis algorithms. The offline is used to perform a complete simulation chain of the
detector [251], based on GEANT4. It has been widely used in this thesis. The simulation
chain has four components:

1. The primary particle generator (Reactor IBD, solar neutrinos, Supernovae neutrinos
etc.)

2. The detector simulation that consists in simulating the different JUNO sub-detectors
geometries (CD, TT, WCD). In particular, that of the CD simulates the LS prop-
erties together with the scintillation photon propagation and part of the PMTs
response, namely their geometry and Photo Detection Efficiency (PDE).

3. The electronics simulation, that consists in simulating the rest of the PMTs proper-
ties (time resolution, DCR etc.) as well as all the readout electronics of the different
JUNO sub-detectors.

4. The trigger simulation that consists in building the events.

Various reconstruction algorithms (waveforms, vertices, energy and tracks) are also
implemented in the offline. As it will be described in the next chapters, a significant part
of my PhD work has been to use and to develop tools related to the SPMT system. Thus,
more details on the CATIROC simulation code and on the event reconstruction algorithms
will be given later on.

2.2.6 The Taishan Neutrino Observatory
This section describes a satallite experiment recently proposed by the JUNO collaboration
named Taishan Neutrino Observatory (TAO) [252]. It consists in a ton level Gadolinium-
doped LS detector placed at ∼30 m of one of the core of the Taishan nuclear power plant.
This detector is designed for a high precision measurement of the reactor antineutrino
spectrum that will serve as a reference spectrum for the determination of the NMO in
JUNO. The TAO measurements will also represent benchmark measurements to test nu-
clear databases [169]. The required energy resolution of TAO is 3% at 1 MeV. However,
thanks to an array of Silicon Photomultipliers (∼10 m2) achieving a close-to-full geo-
metrical coverage, about 4500 PE/MeV are expected. If the non-stochastic term of the
energy resolution is well controled, the overall resolution could be maintained < 2% at 1
MeV [253]. The experiment is expected to start data-taking at a similar time than JUNO.
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SPMT readout electronics and their
performance during a CCSN
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At the beginning of this PhD thesis, the Subatech team was strongly involved in the
development of the SPMT system, especially in the characterisation of the readout elec-
tronics (mainly CATIROC [231]) including the preparation of a test-bench for the SPMTs
acceptance tests as well as in the development of a code that simulates the response of
CATIROC. Thus, during the past three years, these tools have been extensively used to
make different contributions. The first one concerned the charge calibration of CATIROC
that is a milestone for the readout of the SPMTs, particularly in case of CCSN during
which the system will be subject to an abrupt increase of the input rate. This contribu-
tion was a good preparation for the analysis that followed, which consisted in studying
the performance of the SPMT system during a CCSN. First, the section 3.1 introduces
the characteristics of CATIROC that are important for the understanding of this chap-
ter. Then, the section 3.2 details my contribution to the charge calibration of CATIROC
using the aforementioned test-bench. The two last sections present studies on the perfor-
mance of the SPMT system during a CCSN neutrino burst in JUNO, notably by using
the CATIROC response simulation code. More precisely, the section 3.3 focuses on its
trigger performance. The resulting data flow is also computed and compared to the band-
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width available to transfer to the DAQ. Moreover, the total amount of data is compared
to the SPMT storage system. Finally, section 3.4 presents an offline event builder that
has been developed and optimised for the SPMT system, by paying a particular attention
to piled-up events (nearby CCSN).

3.1 The CATIROC features

In the hardware scheme of the SPMT system, the 25,600 SPMTs are grouped by 128.
Each group is connected to a single board called ASIC Battery Card (ABC). As shown
on Figure 4.23, eight CATIROC (OMEGA microelectronics laboratory [254]) and one
Kintex-7 Field Programmable Gate Array (FPGA) (Xilinx, Inc. [255]) are embedded in
an ABC. A single CATIROC ensures the readout of the signals from 16 different SPMTs
through 16 channels with a common trigger threshold. It provides a measurement of the
arrival time and integrated charge of the SPMTs signals. The range of charge measurable
by CATIROC goes from 160 fC (1 PE at a gain of 3·106) to 70 pC (400 PEs). The charge
and time information is then used for the event reconstruction (see Chapter 4). In this
section, the way CATIROC measures the time and charge is introduced. Its dead-times
are also presented.

When a signal is injected in the CATIROC inputs, it is first amplified by the pre-
amplifiers of the channel fired. This can be done with two pre-amplifiers: the first one –
namely the High Gain (HG) – is suitable for small signals while the second one – namely
the Low Gain (LG) – is used when the input signal is larger than a user-configurable
threshold (typically around 7 pC, i.e. 44 PEs for a SPMT gain of 3·106). Thus, for most
of the signals from the SPMTs, only the HG is used. The acquisition of signals in LG
mode is particularly interesting for high energy particles such as muons. The amplification
ratio between the HG and LG is fixed and equal to 1/10 for all channels. Furthermore, the
pre-amplifiers gain can be tuned for each channel (256 values), this feature can be used to
compensate for the non-uniformity of the gain provided by the SPMTs (see section 2.2.2.2
in Chapter 2 for a quick reminder on the functioning of a PMT). After the pre-amplification
phase, the signal enters two different circuits, one for the timing and trigger and one for the
charge measurement. Their operation is described in a simplified way in the two sections
below. The full description of CATIROC is given in Ref. [231].

Figure 3.1: Photograph of the ABC board. Four CATIROC are visible in the foreground
and the four others are in the background. The grey component in the center of the

ABC is the FPGA.



3.1 The CATIROC features 67

3.1.1 Time measurement

The first channel (also called the fast channel) is responsible for the trigger and timing of
the signal. The signal enters a discriminator that is responsible for the trigger formation
and whose trigger threshold is common to the 16 channels of a CATIROC. The ABC, in
which CATIROC is embedded, has three different trigger configurations that can be used
for different purposes:

• Auto-trigger mode: If a signal passes the discriminator trigger threshold, it is pro-
cessed. This mode is the standard one during the data taking.

• Force-trigger mode: The FPGA generates periodic pulses (1 kHz to 30 kHz) to force
the CATIROC to process the incoming signals. This mode can be used to control
the baseline noise of the ABC board that will not be triggered in auto-trigger mode
but that has to be characterised in order to properly determine the charge of the
physics signals. The baseline noise from the ABC is also referred to as pedestal.

• External-trigger mode: An external signal (i.e. from another device) forces CATIROC
to take data.

The discriminator is followed by a circuit that measures the time and delays the trigger
signal for the charge measurement (see section 3.1.2). The time measurement has two
components:

T = CoarseTime×25 [ns]−FineTime [ns] (3.1)

where the Coarse Time and Fine Time result from a Gray Counter and a Time to Analog
Converter (TAC) that allow to measure the time of the trigger with a precision of O(200)
ps (RMS) [231]. A first dead-time contribution arises from the formation of the trigger .
As a consequence, if two consecutive signals hit the same channel, the circuit can trigger
of the second signal depending on the time separation with the first one:

• Two consecutive signals separated by more than 90 ns are both triggered.

• If the time separation is between 60 ns and 90 ns, the probability to trigger the
second pulse is less than a 100%. The trigger efficiency in such case is studied in
Ref. [231].

• If the time separation is less than 60 ns, the second signal is not triggered but its
charge sums up to the charge of the first one, depending on the time difference
between the two hits (see section 3.1.2).

At this stage of the signal processing, it is possible to send the discriminator output
directly to the FPGA, independently of the charge digitisation and read-out processes.
This generates an independent data stream: the Discriminator Data Stream (DDS). In
this case, the discriminator dead-time will be smaller than that described just above and
the only limitation arises from the discriminator signal width (Figure 3.2, left). In addition,
the FPGA can reconstruct the rise and fall times of the discriminator signal and extract
the trigger width that can be used to retrieve the signal charge, but only up to an input
charge of ∼1 pC for a SPMT gain of 3·106 (Figure 3.2, right). Such feature provides an
additional information for the PE counting, notably to better handle the events that yield
a high trigger rate (muons and CCSN).
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Figure 3.2: Left: Example of a discriminator output signal as observed with an
oscilloscope, two pulses were injected with a time difference of 20 ns (top) and 30 ns

(bottom). Right: The width of each discriminator signal against the input charge up to
1 pC (∼2 PE at a gain of 3·106). From Ref. [231]

3.1.2 Charge measurement

The second channel (also called the slow channel) is responsible for the charge measure-
ment. In brief, a "slow shaper" (RCCR filter) modulates the incoming signal to form a
bi-polar signal. The charge is then derived from the maximum amplitude of this bi-polar
signal that is determined thanks to the trigger delay from the discriminator. As mentioned
in the previous section, two signals hitting the same channel too close in time might not
produce two independent triggers, in which case only the first one is recognised. Thus,
when measuring the charge, only one slow shaper is produced with an output that is pro-
portional to the sum of the two hits (see Figure 3.3). Part of the charge information is
lost (charge acceptance).

Figure 3.3: Two signals entering a single channel close in time (∆T = 180 ns). Their
waveforms are measured at the oscilloscope. In such case, part of the charge

information is lost. From Ref. [231]

The charge measured at the peak of the slow shaper signal is then digitised by an
Analog to Digital Converter (ADC). When the digitisation of a signal is ongoing, the
digitisation of new signals in the same channel is not possible, bringing a second dead-
time contribution. However, this problem is solved in CATIROC by the use of a Switch
Capacitor Array (SCA) (one for each channel) so that the signals are temporally stored
in two capacitors (called PING or in the PONG) before being digitised. Thus, a channel
can digitise up to two different signals arriving in a time interval of 6.8 µs (9.3 µs) if one
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channel (several channels) is fired. If a third signal arrives before the end of this time
interval, it cannot be stored and is lost. The Figure 3.4 shows the linearity of the charge
measurement by CATIROC for both HG and LG and for input signals ranging from 0 to
60 pC.

Figure 3.4: The charge measured by CATIROC against the input charge for both HG
mode (red) and LG mode (blue). The PING and PONG mode correspond to the filled

and empty markers, respectively. From Ref. [231]

Once the time and charge information is digitised, they are readout by CATIROC and
sent to the FPGA to feed the main data stream of CATIROC: the Charge Data Stream
(QDS). The impact of the aforementioned dead-time contributions in case of CCSN – dur-
ing which the signal rate is expected to drastically increase – is investigated in section 3.3.

3.2 Procedure tests for the charge calibration of CATIROC

As explained in section 2.2.2.2 (Chapter 2), the PE generated by a scintillation photon is
amplified by a sequence of dynodes in the PMT. The gain of a PMT is defined as the total
charge that is obtained at the output of the PMT from the initial one. The higher the high
voltage that powers the SPMT, the higher the gain. However, for a given high voltage,
different PMTs can have slightly different gains. The latter is of the order of 3·106 for
the SPMTs of JUNO but may vary by a factor 2 or 3 from one SPMT to another1. This
means that for a single PE, the output signal total charge may vary among the SPMTs.
The CATIROC provides the charge measurement of the signals from the SPMTs. As a
consequence, to retrieve the number of PE – on which the energy reconstruction is based
(see Chapter 4) – one has to convert the charge measured by CATIROC (ADCu) into
Coulomb and then get back to the corresponding number of PE using the SPMT gain.
Thus, in order to make the measurements from CATIROC exploitable, it is necessary
to calibrate its charge response. Given the important number of channels of the SPMT
system (25,600), the calibration will represent an important number of runs. It is worth
mentioning that this calibration has to be done for both HG and LG modes, for several
pre-amplifier gain values and for each of the 25,600 channel. In this section, a CATIROC
charge calibration method is introduced and procedure tests for a faster calibration are
presented.

1During the construction phase, the SPMTs have been grouped so that they have similar gains at a
given High Voltage (HV)
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3.2.1 The SPMT test-benches

All along the production, the HZC-Photonics c© company has monitored various perfor-
mance parameters of the SPMTs like for instance the Quantum Efficiency (QE), the
Transit Time Spread (TTS), the Dark Count Rate (DCR)... After being potted and ca-
bled, the 25,600 SPMTs must be tested again – acceptance tests – before being installed
on the JUNO detector. These tests are done by means of two test-benches developed in
collaboration between Subatech and the LP2I Bordeaux (ex-CENBG) and that are now
installed at Guanxi university (China). They mainly consist of a Data Acquisition (DAQ)
software, an HV splitter board, an ABC and connectors. The acceptance tests consist in
the following sanity checks:

1. Verify the positive response.
2. Measure the PMT gain.
3. Measure the Single Photoelectron (SPE) resolution at nominal voltage.
4. Measure the Dark Noise (DN).

Before being installed on the detector, the response of the 200 ABC boards – including
that of CATIROC – needs to be calibrated. Thus, before being shipped to China, the test-
benches have been used to perform procedure tests for the charge calibration of CATIROC.
This work is presented in the next sections.

3.2.2 Standard calibration procedure

The charge calibration of CATIROC is necessary to be able to convert any charge mea-
sured from ADCu to pC, in order to retrieve the corresponding number of PE. The cal-
ibration must be as precise as possible since the slightest uncertainty on the calibration
directly translate into systematic errors in the measurements performed during the data
taking. As shown in Figure 3.5, for a given injected charge (pC), the distribution of the
readout charge (ADCu) varies for different channels within a CATIROC and among the
CATIROCs of a single ABC board. As a consequence, each of the 25,600 channels of the
SPMT system must be calibrated. Note that the PONG mode (not displayed here) leads
to slightly different charge measurement – by a few ADCu at most – as already shown in
Figure 3.4. Such discrepancy will also be calibrated. In the following, only the results for
the PING mode are shown.

In the calibration startegy presented in the following, different values of charge are
injected using a pulse generator whose amplitude, width and frequency can be adjusted.
The input charge is varied from 1 to 50 pC and the pulses are injected at a frequency of
10 kHz. The acquisition time is set so that several thousands of pulses (i.e. signals) are
digitised. Then, the mean and the standard deviation of the measured charge distribution
for each injected charge are used to construct the calibration curve. The charge response
of CATIROC is expected to be linear, the calibration points are then fitted with a one
degree polynomial:

Qmes = p1×Qin+p0 (3.2)

where Qmes is the measured charge (in ADCu), p1 is the slope (in ADCu
pC ), Qin is the

injected charge (in pC) and p0 is the intercept (in ADCu). The latter is expected to be
equal to zero after the pedestal (baseline noise from the ABC) is subtracted for each charge
distribution. It is important to mention that, since the pre-amplifier of each channel is
tunable, the charge calibration must be known for both HG and LG and in principle for
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Figure 3.5: The distribution of the readout charges for two CATIROCs and two
channels of these CATIROCs in PING mode. The injected charge is 7 pC in the four

cases. The measured charge of a single channel has a standard deviation of ∼1.5
ADCu.

all the 256 pre-amplifier gain values. An example of the calibration curves for a given
channel and for four gain values are shown in Figure 3.6. The results of the fit show that
the intercepts are compatible with 0, within uncertainties for the HG but not for the LG.
Since the objective of this work is to propose a faster calibration method and to compare
it to the standard one, this point is not further investigated.
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Figure 3.6: An example of calibration curves for a channel of CATIROC obtained with
11 calibration points for four different values of pre-amplifier. The error bars are
smaller than the size of the points. The four leftmost curves correspond to the HG
while the rightmost ones correspond to the LG. The parameters of the fits for two of
the curves are shown on the right, the χ̃2 is equal to "inf" when there are only two

calibration points to fit, which is expected and implies that at least three points for both
HG and LG should be taken during the calibration runs.

Considering that at least 11 calibration points are necessary to get a proper calibration
curve for each channel and that at least four pre-amplifier values must be tested to get
a reasonnable extrapolation for the remaining 252 values, the charge calibration of the
25,600 channels of the SPMT system would require ∼1,500,000 calibration runs. The
teams in charge of the SPMT system calibration plan to use a "Q-injector", a device that
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allows to inject signals simultaneously in the 128 channels of an ABC. Still, other methods
must be explored in order to further reduce the number of calibration runs required and
automate the procedure. One such method is introduced in the following.

3.2.3 A fast calibration procedure
The principle of the procedure presented in this section is to construct the calibration
curve of each channel for a single pre-amplifier gain value – called the "reference calibra-
tion curve" hereafter – and to use it together with a calibration of the pre-amplifier to
extrapolate the calibration curves for all the other gain values. Thus, assuming that the
reference calibration curve for a gain G = 10 is defined as:

Qref = p1×Qin+p0 (3.3)

where Qref is the measured charge (in ADCu), p1 is the slope (in ADCu
pC ), Qin is the

injected charge (in pC) and p0 is the intercept (in ADCu). Then, the calibration curve at
a given gain G can be extrapolated such as:

QG =AG× (p1×Qin) +p0 (3.4)

where AG is a charge multiplicative factor that depends on the pre-amplifier gain value.
Thus, determining AG is the key point to extrapolate the calibration curve to all possible
gains. Note that this work has been done by constructing the reference calibration curve
with a gain G = 10, but it can also be done by taking a different gain value (G = 20
for example), as long as it is within the preferred gain range for the SPMT system (G ∈
[10;40]) . The pre-amplifier calibration is done by injecting a charge (1 pC for the HG
mode and 25 pC for the LG mode) in the channels and varying the pre-amplifier gain
value. The curve obtained is normalised to the charge for a gain value of 10. An example
of this calibration for the HG mode of four channels of a CATIROC is shown in Figure 3.7.
It shows that the pre-amplifier is not linear, especially at high gain values. The four curves
showed here have similar trends (with a relative difference within 3%). Furthermore, it
has been shown in Ref. [231] that the additional variations observed among pre-amplifiers
of different CATIROCs are very small. Thus, in the following, the calibration of the pre-
amplifier of a single CATIROC channel is used for the extrapolation of the 16 channels
of another CATIROC. This will further reduce the number of calibration runs required
during the mass calibration of the ABCs.

In order to validate the results of the "fast calibration method", the results must be
compared to the ones obtained with the standard procedure. Two approaches were adopted
for the extrapolation:

1. The first one consists in multiplying each point of the reference calibration curve by
the corresponding AG from the pre-amplifier calibration and then to fit the distri-
bution obtained to get the calibration curve.

2. The second method consists in directly multiplying the fit parameters of the reference
calibration curve by AG – as shown in equation 3.4 – to obtain the calibration
function parameters for the other pre-amplifier gain values.

The left plot of Figure 3.8 compares the calibration curves obtained with the standard
procedure to those obtained with the fast method. In order to assess the precision of the
fast method, the relative difference between the slope of the extrapolated calibration curve
(p1,ext) and that obtained with the standard procedure (p1, true) is computed such as:

p1, true−p1,ext
p1, true

[%] (3.5)
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Figure 3.7: Left: Example of a pre-amplifier calibration (HG) for four different
channels of a single CATIROC. The injected charge is 1 pC and the gain is varied
from 10 to 80 by steps of 10. Right: The ratio AG (charge multiplication factor)

between the measured charge at different gain values and that obtained for a gain of 10.
The solid line represents a second degree polynomial function.

The results (Figure 3.8, right) show that the relative difference increases with the pre-
amplifier gain. The relative differences are below 2% in HG mode and below 3.5% for the
LG mode.
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Figure 3.8: Left: The calibration curves for four different values of pre-amplifier gain.
The solid lines are obtained with the standard calibration procedure while the dotted

lines are obtained by extrapolation. The reference calibration curve (G = 10) is shown
in blue. Right: The relative difference between the slopes of the solid and dotted line

calibration curves for the three different values of gain tested in both HG and LG mode.

The same comparison is done for the 15 other channels of a CATIROC using the
pre-amplifier calibration of a single channel. The results are shown on the left plot of
Figure 3.9. The relative difference between the slopes is inferior to 3.5%. The comparison
of the slopes of the curves obtained with the second method are shown on the right plot of
Figure 3.9. The relative error is on average larger than with the first method, especially
for the gains 20 and 30 where it can reach 5% for some channels. The better performance
of the first method probably comes from the fact that the slope of the fit function (p1,ext) is
constrained by the extrapolated points while with the second method, it is not constrained
since the slope is just obtained by multiplying p1,true by AG.
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Figure 3.9: Relative difference between the slopes (p1) of the calibration curves obtained
with the standard procedure and the first method (Left) and the second method (Right)
for the three gain values tested in HG mode. The grey area shows the 3.5% relative

error boundary.

We have seen that when using the first method, as the pre-amplifier gain increases, the
extrapolated curve’s slope tends to be more and more different than that obtained with
the standard procedure. The performance of the extrapolation at higher pre-amplifier
gain values (G > 40) can be investigated in the future. However, for the JUNO purposes,
a gain above 40 will be hardly used because of the loss of dynamic range for high energy
events (e.g. muons). One of the major advantage of the calibration curve extrapolation is
that it highly reduces the number of calibration runs required for the charge calibration
by a factor ∼4 if the present method is applied for the mass calibration of the CATIROCs.

3.3 The SPMT system rate capability

For a typical 10 kpc away CCSN, JUNO will detect a burst of O(104) neutrino interactions
with an average visible energy of ∼15 MeV. The length of the neutrino signal will be ∼10
seconds. As it will be shown in the next sections, ∼60% of the neutrino interactions occur
during the first second of the burst, the rate could reach several kHz and even several MHz
for a nearby CCSN (≥ 1 kpc). This represents a significant amount of data to deal with,
within a very short timescale, especially if compared to the event rate expected in the
other JUNO physics analyses (reactor, solar, DSNB etc.). First, the rate of signals that
CATIROC will have to process will increase and the aforementioned dead-time contribu-
tions could cause a loss of information of the events and notably impact the quality of the
event reconstruction and consequently the physics analysis and interpretations. Second,
the data transfer bewteen the ABC and the DAQ has a limited throughput capability
(∼0.5 Gigabit/s) resulting in possible data loss. In this section, the performance of the
CATIROC in case of CCSN and more specifically the impact of its dead-times is studied.
Then, the data rate expected from the SPMT system is computed and compared to the
aforementioned throughput capability numbers. Finally, the resulting total amount of
data is calculated and compared to the storage space available in the Under Water Boxes
(UWB).

3.3.1 Simulation tools

The following subsection briefly describes the functioning of the simulation tools used for
this study as well as their main characteristics, notably on the CCSN neutrino burst gen-
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erator that is implemented in the JUNO simulation software as well as on the CATIROC
simulation code. A brief introduction on the JUNO simulation software is given in Chap-
ter 2.

3.3.1.1 CCSN neutrino burst generator in JUNO

The JUNO simulation software [248] includes a CCSN neutrino burst generator. This gen-
erator is based on existing CCSN neutrino emission models, see Chapter 2 and Refs. [127–
129, 256, 257]. Starting from a CCSN progenitor, these models simulate the neutrino
physics and signal formation during the core collapse and the explosion phase and are
then able to predict the time and flavor-dependent neutrino luminosities (i.e. the en-
ergy released in neutrinos against the time) as well as the neutrino energy spectra. Cur-
rently, two models are implemented in the JUNO simulation software, the first one is
referred to as the Nakazato model [128, 256] while the second is referred to as the Garch-
ing model [258–260]. Both provide simulations for progenitors with various characteristics.
In the Nakazato model, the user can set three parameters:

• The progenitor mass: 13M�, 20M�, 30M� or 50M�2.
• The progenitor metallicity: Z = 0.02 and Z = 0.004, that corresponds to the fraction
of nuclei that are not Hydrogen 1

1H or Helium 2
1He over the fraction of 1

1H + 2
1He.

• The revival time: 100 ms, 200 ms or 300 ms that corresponds to the time before the
stalled shock is revived by the neutrino heating (see Chapter 1). The possibility to
set the revival time is specific to the Nakazato model. Indeed, the neutrino signal
calculations are split into two phases, the first one finishing when the shockwave
stalls and the second one starting at the moment of the explosion.

In every simulation configuration the Nakazato model provides the neutrino signal
from the onset of the collapse up to 20 seconds after the core bounce.

In the Garching model, the user can set three parameters:

• The progenitor mass: 11.2M�, 25M�, 27M� or 40M�.
• The nuclear matter equation of state: Shen [261] or LS220 [262].
• The neutrino transport through the Proto-Neutron Star (PNS) and accreting matter
can be impacted by the opacities arising from various effects (diffusion, convection
of the nuclear matter, nucleon potential).

In this model, the duration of the neutrino signal varies from ∼2 seconds in some
cases to ∼10 seconds in others. It is worth pointing out that the progenitor parameter
combinations given here lead to the explosion of the CCSN, which is not always the case in
CCSN simulations. The generator implemented in JUNO includes the neutrino oscillation
equations to predict the flavor swapping during the propagation from the CCSN to JUNO
and applies the neutrino-matter interaction cross-sections needed to calculate the number
of neutrinos that interact with the JUNO LS (12% of protons and 88% of carbons). For
each interaction, the corresponding channel is also given. Other parameters such as the
distance to the CCSN and the NMO (Normal or Inverted) can be set. In the end, for a
given set of input parameters, this generator gives a list of events for each neutrino that
interacted with the LS of JUNO. Each entry of the list contains:

1. The energy of the corresponding incident neutrino.
2M� = solar mass



76 SPMT readout electronics and their performance during a CCSN

2. The time of interaction.
3. The number of produced particles. This number can be either 1, (for example in

case of Neutrino-Proton Elastic Scattering (νpES) and Neutrino-Electron Elastic
Scattering (νeES)) or 2 (as in the case of the Inverse Beta Decay (IBD)).

4. The PDGID [5] of the output particles.
5. The momentum (Px, Py and Pz) of the output particles.

To assess the performance of the SPMT system readout electronics in case of CCSN
neutrino burst, only the configurations that predict the largest number of events and event
rate in JUNO are considered. The parameter that has the largest influence is the distance
R to the CCSN. Indeed, assuming the source is pointlike, the solid angle subtended by
the detector depends on the distance to the source, hence the number of events decreases
following the 1

R2 law (Figure 3.10, left). The second parameter that most influences the
number of events is the mass of the progenitor star that can make the number of de-
tected neutrinos by up to several tens of percent (Figure 3.10, right). Indeed, as explained
in Chapter 1, the two main regions that produce neutrinos are the Proto-Neutron Star
(PNS) and the mass accretion region. The density of the first one has strong impacts on
the outward diffusion of the neutrinos while the mass accretion rate strongly influences the
production of neutrinos. Also, the most massive stars can end-up their life in a black hole
which abruptly decreases the neutrino emission. More details can be found in Ref. [119].
In addition, in most of the cases, the Nakazato model predicts more neutrino interactions
in JUNO than the Garching model. For example, there is a factor 2 between the number
of neutrino interaction predicted by the two models for the simulation configurations pre-
sented on the left plot of Figure 3.10.
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Figure 3.10: Left: The number of neutrino interactions expected in JUNO as a
function of the distance to the CCSN for the Nakazato (blue) and Garching (orange)
models, the progenitor masses are 13 M� and 11.2 M�, respectively. Right: The
number of neutrino interactions expected in JUNO as a function of the mass of the
progenitor for the Nakazato (blue) and Garching (orange) models. The distance is 10

kpc in both cases.

The other parameters that can be configured (metallicity, equation of state, neutrino
opacities) have a smaller influence on the number of events (variation of less than 10%
from one configuration to the other). The event rate will also be determinant. Indeed,
the timescale of a typical event in JUNO is of the order of a few hundreds of nanoseconds.
Thus, it is not impossible that in case of a high rate some of them pile-up (i.e. overlap of
their scintillation photon time distribution) making the event reconstruction challenging.
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As shown in Figure 3.11, the event time distribution is not flat and, in both models, the
first 500 ms have a larger rate than the rest of the burst. After the first second from the
beginning of the signal, the number of neutrino interactions settles down at less than 50
interactions per 20 ms. In addition to predicting a higher number of neutrino interactions
than the Garching model, the Nakazato model foresees that the time distribution of the
neutrino interactions is highly peaked in the first 300 ms during which ∼40-45% of them
occur. This proportion is rather of ∼20-25% for the Garching model. Is is important to
highlight that since some neutrino interaction channels like the IBD produce two particles,
the total number of events recorded by the JUNO detector will be even larger.
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Figure 3.11: Top: The time distribution of the neutrino interactions in the first second
of the burst for Nakazato (blue) and Garching (orange) models. The progenitor masses
are 13 M� and 11.2 M�, respectively. The left plot shows the same distribution than
the right one but normalised by the total number of neutrino interactions of the burst.

Bottom: As in top but for progenitor masses of 30 M� and 27 M�.

Part of this PhD thesis was dedicated to the reconstruction of the CCSN neutrino
energy spectra and the results of this work are detailed in Chapter 5. As previously men-
tioned, the CCSN generator provides the incident energy of the neutrinos that interacted
in JUNO, but not their flavor. First of all, the models typically give the fluxes for the
νe, ν̄e and νx (that collectively denote for νµ, ντ , ν̄µ and ν̄τ ) so that a complete flavor
separation is not provided in input. In addition, the generator convolutes the fluxes with
the interaction cross-sections to determine their interactions in JUNO. During this stage,
the neutrinos are grouped by interaction channels and the information on the flavor is not
preserved. In practice, tracking the neutrinos one-by-one and keeping the information on
the flavor of each of them could be possible, but it would take more computational time.
Since some interaction channels like the IBD or the ν̄e−12C and νe−12C are only possi-
ble for νe or ν̄e, it is possible to partly recover the flavors, as shown in Figure 3.12. The
energy spectra differ from one model to another and also within a single a model. Indeed,
the Nakazato model tends to predict energy spectra with higher average energy and with
faltter shapes than the Garching models. The mass also impacts the average energy and
spectra shape. It is also the case for other parameters like the neutrino opacities in the
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Garching model but to a lesser extent.
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Figure 3.12: Example of normalised energy spectra that can be constructed from the
CCSN generator. The left plot only includes ν̄e from IBD and ν̄e−12C interaction

channels. The middle plot only includes νe from the νe−12C interaction channel. The
right plot include neutrinos of all flavors from the rest of the interaction channels.

3.3.1.2 Detector and readout electronics simulation

After the generation of the CCSN neutrino interactions in JUNO, the detector simulation
is ran using the GEANT4 simulation software implemented in SNiPER (detector geometry,
secondary particles propagation, scintillation photon tracking until the PMTs etc.). This
step of the simulation requires a lot of computing power and can take several weeks
(considering the computing power to which I had access) for the closest CCSN. For this
reason, the LPMT system was disabled during the simulation, which allowed to highly
reduce the computing time. In addition, a stand-alone version of the SPMT system
electronics code that is implemented in the JUNO simulation software has been used,
allowing to reprocess simulations more easily for the studies conducted here. This code
simulates the response of the SPMTs (Charge and Time resolution, Dark Noise etc.) as
well as the response of CATIROC the readout electronics. It has been developed at
Subatech after the comprehensive characterisation of the CATIROC [231].

3.3.2 The performance of CATIROC

As described in section 3.1, in case of high signal input rate, it is possible that CATIROC
does not trigger on all of the signals because of its intrinsic dead-time. In this section,
the trigger performance of CATIROC during a CCSN neutrino burst in JUNO is studied.
For this purpose, the CCSN model that produces the highest event rate in the first second
of the burst is selected. Compared to all the other available configurations, the Nakazato
model with the following progenitor star parameters is chosen:

• Mass : 30M�.

• Metallicity: Z = 0.02.

• Revival time: 300 ms.

Four different distances are studied: 10 kpc, 5 kpc, 3 kpc and 1 kpc. However, since
the computing time was too large for the case at 1 kpc with this model, I took another
one with the following configuration: Garching model, Shen equation of state, 25M�,
no neutrino-nuclear matter effects. Such configuration predicts ∼20% less events than
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the aforementioned configuration of the Nakazato model at equivalent distance. The
Table 3.1 summarises the number of neutrino interactions and the maximal event rate
that is reached.

Distance 10 kpc 5 kpc 3 kpc 1 kpc
Number of neutrino interactions 14,539 57,877 160,882 ∼1.1·106

Maximal rate [kHz] ∼30 ∼110 ∼310 ∼1250

Table 3.1: The number of neutrino interactions and the maximum interaction rate (20
ms−1) for a simulation using the Nakazato model with the configuration stated at the

beginning of this sub-section.

Before describing the analysis and its results, the typical number of hits per SPMT
expected at the detector level – before the CATIROC simulation – is shown in Figure 3.13
for a 10 kpc away CCSN, assuming no event pile-up. It is typically in the cases where the
number of hits exceeds 1 that CATIROC may suffer from dead-time. The left plot shows
that ∼94% of the SPMTs have only 1 hit, ∼5% have 2 and the remaining ∼1% have 3 hits
or more. This regime is close to that expected in the reactor neutrino energy range (0-10
MeV) [230] in which the dead times of CATIROC have a negligible impact on its ability
to trigger on the incoming signals. The event rate and the probability of event pile-up
– for which the total number of scintillation photon produced within a single event time
scale – both increases. Thus, it is expected that the dead-time of CATIROC has more and
more impact as the distance to the CCSN decreases. The right plot of Figure 3.13 shows
that the number of hits per SPMT is more likely to be larger than 1 when the events are
close to the CD edges. Finally, the bottom plot of Figure 3.13 shows the time separation
between two consecutive hits on the SPMTs that have several hits during an event. It is
important to mention that ∼60% of the distribution is contained between 0 and 10 ns.
The SPMT integration window is ∼10 ns. Consecutive hits on a single SPMT with a time
separation inferior to it are not separated and will enter CATIROC as a single signal.
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Figure 3.13: Top left: The normalised distribution of the number of hits per SPMT
during a CCSN neutrino burst (10 kpc). Top right: The distribution of the number of
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a radius of ∼14.4 m and 5000 m3 corresponds to a radius of ∼17.1 m. Bottom: The

time separation between consecutive hits on the SPMTs that have multiple hits.
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In order to reproduce as accurately as possible the conditions of a real CCSN neutrino
burst, the events are sorted on a timeline, the possible pile-up between them is carefully
simulated and the dark counts from the SPMTs, that constitute additional input signals
to CATIROC, are also simulated all along the burst duration. The only missing element
is the events from the JUNO detector intrinsic radioactivity whose rate is expected to be
O(100 Hz) [173]. It is considered negligible compared to the event rate reached during
a CCSN. The trigger threshold of CATIROC is set at 1/3 PE assuming a SPMT gain
of 3·106. Given the shape of the neutrino signal, whose peak occurs within the first 0.5
second and that suddenly settles down after that (Figure 3.11), only the first ∼5 seconds
of the burst are analysed over the 20 seconds of data available in the simulation files.
First, this allows to limit the computing time, especially for close CCSN. Second, a dura-
tion of 5 seconds is sufficient to comprehensively analyse the performance of CATIROC.
After the detector and electronics simulations, the true number of hits on the SPMTs are
compared to the number of triggers in the two output data streams (QDS and DDS). The
results for the QDS are presented in Figure 3.14 for the first 600 miliseconds of the burst:
the number of hits on a SPMT – averaged over the 25,600 SPMTs – is compared to the
average number of triggers in the QDS. The fraction of non-triggered hits increases as the
distance to the CCSN decreases. For the cases at 10 kpc and 5 kpc, the fraction of hits
lost is always < 5% while it can reach ∼6.5% at 3 kpc and ∼8% at 1 kpc. It also shows
that at 10 kpc, 5 kpc and 3 kpc, when the signal rate settles down after the first ∼0.5
second, the fraction of non-triggered hits stabilises at 2% or less until the end of the burst.
The shape of the signal is different for the Garching model, it stabilises ∼1 second after
the beginning of the burst. The fraction of non-triggered hits over the five seconds of the
burst simulated is 0.5%, 1.3%, 2.8% and 3.9% for CCSN at 10 kpc, 5 kpc, 3 kpc and 1
kpc, respectively.
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Figure 3.14: Top: The SPMT hit rate (full dots) and trigger rate (empty dots) in the
QDS for a single SPMT during the first 0.6 second of a CCSN neutrino burst for three
different distances (left) and for 1 kpc (right) averaging over 25,600 SPMTs. Bottom:

The ratio between the full and empty dots of the top plots, showing the fraction of
non-triggered hits (i.e the hits that are lost) as a function of time.
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The charge information of the signals that are not triggered by CATIROC is not sys-
tematically lost thanks to the "charge acceptance" (see section 3.1). Thus, it is also nec-
essary to compare the total number of PEs before and after the simulation of CATIROC.
This notably allows to evaluate the possible impact on the energy reconstruction of the
events. The results show that the fraction of PE lost over the five seconds of the burst
simulated is 0.5%, 1.2%, 2.3% and 3.5% for CCSN at 10 kpc, 5 kpc, 3 kpc and 1 kpc, re-
spectively. These numbers are very similar to the number of triggers lost that is expected
since we have seen that ∼95% of the SPMTs have only 1 hit per event. As explained
in section 3.1, CATIROC provides a second data stream, the Discriminator Data Stream
(DDS), that has a smaller dead-time. The capability of the discriminator to distinguish
two consecutive signals is not perfectly constant and depends on many parameters, includ-
ing the discriminator threshold and the ABC firmware. It has been measured as being <
30 ns. As a conservative hypothesis, an equivalent dead-time of ∼30 nanoseconds is set
for this study. More information on the functioning of the CATIROC discriminator can
be found in Ref. [231]. As for the QDS, the number of hits on a SPMT is compared to the
number of triggers in the data stream. The results are shown in Figure 3.15. As expected,
the fraction of non-triggered signal is smaller in the DDS. As previously explained, the
triggers does not contain the charge information of the signals although the width of the
discriminator output can be used as an estimator of the charge (see section 3.1.1). How-
ever, since the SPMTs work in photo counting regime, most of the signals will correspond
to 1 PE.
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Figure 3.15: Top: The SPMT hit rate (full dots) and trigger rate (empty dots) in the
DDS for a single SPMT during the first 0.6 second of a CCSN neutrino burst for four
different distances. The average rate is obtained over 25,600 SPMTs. Bottom: The

ratio between the full and empty dots of the top plots, showing the fraction of
non-triggered hits as a function of time.
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3.3.3 The data rate

During the regular data taking (no CCSN), the two PMT systems will continuously trans-
fer the charge and time information (T,Q) to the DAQ while the LPMTs waveforms will
only be transfered upon a request from the Global Trigger. The equivalent data through-
put has been estimated to be ∼40 Gigabits/s [263]. In case of CCSN, the sudden rise of the
event rate will cause a sharp increase of data and it is not guaranteed that the bandwidth
between the GCUs and the DAQ will be large enough to keep tranferring them in real
time. If not, the transfer could result in a substantial loss of data or in data corruption. In
order to avoid such a problem, the front-end electronics of the two PMT systems contain
DDR memory spaces where the data can be stored temporarily. Each of the 200 ABC
boards of the SPMT system is equipped with 1 Gigabyte (GB)3 Dual Data Rate (DDR)
memory space and each GCU provides an additional 2 GB. Then, in case of CCSN, the
data shall be transferred to the DAQ at an acceptable rate, preventing any loss. A study
of the total amount of data has been performed, initially with the aim of dimensioning
the DDR during the ABC design. This study is reported with the latest version of the
SPMT data format4 to confirm that the storage space available is enough. Then, in the
continuity of the results presented in the previous section, the data rate produced by the
SPMT system during a CCSN neutrino burst is estimated. Then, the total amount of
data is calculated and compared to the space available.

The FPGA embedded in the ABC board handles the packing and transferring of the
data to the DAQ. The different elements of the data format as well as the information that
each of them contain are arranged as the sketch in Figure 3.16. The 128 channels are split
into 16 blocks. Each block contains 8 channels so that there are two blocks per CATIROC.
Each time that a signal is triggered, a time window of 37 nanoseconds is opened and the
information about all the triggers are packed. Each data block has three main parts:

1. A Block Header (BH) of 8 Bytes that contains the block ID, the event type (QDS
or DDS), the number of channels hit, the number of coarse time cycle etc.

2. An Event Channel Data (ECD) or DDS Channel Data (DCD) (according to the
trigger type) of 8 Bytes that contains the information by channels, e.g. the channel
number, the time and charge information, the pre-amplifier gain mode and its value
etc. For any event in the QDS packed in the ECD, the corresponding event in the
DDS is packed in the DCD.

3. A Block Trailer (BT) of 8 Bytes used to ensure that all the information is transfered.
It will also include debug information.

If one of the channels of the block triggers two signals within the 37 nanoseconds, the
current BH is closed, a new 37 nanoseconds time window is opened with new BH, BT and
ECD. It is worth mentioning that an additional header will be added by the GCU each
time that data will be transferred to the DAQ. This header will include, among others,
the absolute time stamp as well as the GCU ID. It has not been taken into account in this
work.

Given the dead-time of CATIROC, it is impossible that the QDS of a channel contains
two consecutive hits separated by less than 60 nanoseconds. Thus, in order to simplify
the computation of the data rate, the 5 seconds of CCSN neutrino signal are divided into
windows of 37 nanoseconds for each of the 16 blocks and the amount of data within each
of them is computed. Even though the dead-time of the discriminator is inferior to 37 ns

31 Byte = 8 bits
4May 2022
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Figure 3.16: Sketch of the data format of the ABC [264]

(set at 30 ns for this analysis), the data from the DDS are counted in the same way. Given
the weak probability that two consecutive hits are separated by less than 37 nanoseconds,
it is assumed that such approximation has a negligible impact on the calculation of the
amount of data. The data thoughput from a single ABC as a function of time – for the
first 0.6 second of the burst – is shown on the top plots of Figure 3.17. As the hit rate on
the SPMTs presented in the previous section, the data rate increases sharply during the
first hundreds of miliseconds of the burst and then stabilises. It reaches 0.65 Megabyte
(MB)/50 ms (13 MB/s) at 10 kpc, 2.3 MB/50 ms (46 MB/s) at 5 kpc, 6.9 MB/50 ms
(138 MB/s) at 3 kpc and 20.8 MB/50 ms (416 MB/s) at 1 kpc. These data flow are of
the order of the maximum data transferring throughput between a single ABC and the
DAQ that is of ∼0.5 Gigabit/s (65.2 MB/s). A first important conclusion that can be
made here is that it would certainly be preferable to store the data in the DDR memory
space available on the ABC (1 GB) and on the GCU (2 GB) before tranferring it to the
DAQ. The bottom plots of Figure 3.17 shows the cumulated data – also for a single ABC
– along the burst duration. After 5 seconds, the total amount of data produced by 1 ABC
reaches ∼292 MB at 1 kpc, far below the aforementioned storage space available in each
UWB.

3.4 Event builder

At the level of the DAQ, the SPMT and LPMT data that are correlated to the same
Global Trigger are packed into a single event (based on their timestamp) by the DAQ
event builder and are sent to the IHEP servers (ethernet, 1 Gigabits/s). At the time
of this PhD thesis, the strategy is to temporally stored all the data – for 15 days –
in the DAQ storage disks (∼100 TBytes available). The DAQ storage disks have two
advantages. First, since it is not guaranteed that the bandwidth between the DAQ and
the IHEP servers will be sufficient for a real-time tranfer of the data during a CCSN event,
storage of the data at the DAQ level prevents from any data corruption or loss in case of
overflow. Second, in the current event building strategy when an event is triggered, 1 µs
of signal is captured and packed [263]. This is called the readout window in the following.
It has been established according to the typical event signal length in JUNO as well as
the event rate that is expected to be O(100 Hz). However, depending on the distance to
the CCSN, the event rate could increase up to the MHz. In such case, it is likely that



84 SPMT readout electronics and their performance during a CCSN

0 0.1 0.2 0.3 0.4 0.5 0.6
Time [s]

0
1
2
3
4
5
6
7

]
-1

D
at

a 
ra

te
 [

M
B

.5
0 

m
s 10 kpc

5 kpc
3 kpc

0 0.1 0.2 0.3 0.4 0.5 0.6
Time [s]

5

10

15

20

]
-1

D
at

a 
ra

te
 [

M
B

.5
0 

m
s

1 kpc

 

0 1 2 3 4 5
Time [s]

1−10

1

10

C
um

ul
at

ed
 d

at
a 

[M
B

]

10 kpc
5 kpc
3 kpc

0 1 2 3 4 5
Time [s]

1

10

210

C
um

ul
at

ed
 D

at
a 

[M
B

]

1 kpc

 

Figure 3.17: Top: Example of the data throughput of a single ABC as a function of the
time for the first 0.6 second of the burst. Bottom: The cumulated data of a single

ABC against the time for the 5 first seconds of the burst.

several events occur within 1 µs, meaning that the current event building strategy would
pack several events in the same readout window. In such case, several events would be
reconstructed as one, degrading the reconstruction quality. Thus, the storage of the data
in the DAQ disks provides the opportunity to build the events offline, once the CCSN
event is established. In this context, the event pile-up for CCSN at different distances has
been studied, a preliminary offline event builder for the SPMT system has been developed
and its performance has been evaluated. This work has been done by analysing the same
simulation files than in the previous section (Nakazato model, mass = 30 M�, revival
time = 300 ms, metallicity = 0.02) since they represent the most extreme cases in terms
of event rate.

3.4.1 Event pile-up

In this manuscript, the event pile-up is defined as the overlap of the scintillation photons
time distribution of two (or more) consecutive events. To evaluate if consecutive events
are piled-up, the events are sorted in time according to their first hit time. Then, the last
hit time of each of the events is compared to the first hit time of the event that comes
right after it. This is done at the detector simulation level, before the electronics and
event building. A cluster of two or more events that are piled-up is called a pile-up event
in the following. The simulation showed that the fraction of the events that are part of
pile-up events is ∼2.5% at 10 kpc, ∼7.9% at 5 kpc, ∼17.6% at 3 kpc and ∼45.3% at 1
kpc. The distribution of the number of events per pile-up event for the different distances
is shown in Figure 3.18.

As the distance to the CCSN decreases, the average number of events per pile-up event
increases. To summarise, for CCSN farther than or equal to 3 kpc, more than 80% of the
pile-up events include only two events. When the distance is 1 kpc, this number reduces
to ∼55% and ∼40% of the pile-up events have three or more events interwinded with each
other.

The current event building strategy – described in introduction of this section – con-



3.4 Event builder 85

2 3 4 5
Number of events per pile-up event

3−10

2−10

1−10

1
10 kpc
5 kpc
3 kpc
1 kpc

 

Figure 3.18: The number of events per pile-up event for four different distances to the
CCSN. The histogram are normalised to their number of entries.

structs the events using the time information, the readout window is 1 µs. The Figure 3.19
shows the distribution of the time seperation (δT ) between the first hit time of consecutive
events that are piled-up. For the four distances studied, ∼95% of the δT are inferior to
1 µs, meaning that very few events involved in pile-up would be built separately with the
current event building strategy. It is also important to note that the Figure 3.19 shows
that a small fraction of the events that are piled-up have a time separation δT of several
microseconds. This happens for events for which the scintillation photons time distribu-
tion has a very long tail and that superimpose with the events that comes after it. In such
cases, the 1 µs window is sufficient to build the events separately.
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Figure 3.19: The distriubtion of the δT for four different distances to the CCSN.

The Table 3.2 summarises the information about the event pile-up presented in this
subsection. It also provides the number of IBD separately. Indeed, a very small fraction
(∼0.1%) of them have a neutron capture time that is inferior to the prompt signal duration.
As a consequence, the prompt and the delayed signals are piled-up. These IBDs contribute
to the total number of pile-up events given in the table. The value of δT at 1σ of the
distribution is also given.

3.4.2 High-level trigger optimisation

Before being built, the events must be identified in a continuous stream of data. The event
builder presented here identifies the events in the QDS from the signals of the 25,600 SPMT
channels. For an event to be built, the number of triggers in a time interval must exceed a
certain threshold, typically the expected value from background (Dark Noise (DN)). The
search for events in the data stream is based on a sliding window method whose principle
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Distance 10 kpc 5 kpc 3 kpc 1 kpc
Num. evts (doubles are split) ∼18,500 ∼73,200 ∼204,200 ∼1.5·106

Fraction of piled up events ∼2.5% ∼7.9% ∼17.6% ∼45.3%
Num. IBD w short n capt. time 11 73 216 792

δT1σ ∼540 ns ∼460 ns ∼420 ns ∼340 ns

Table 3.2: Information on event pile-up for different CCSN distances. The
first row gives the total number of events considering that the IBD, ν̄e−12C
and νe−12C interactions include two signals. The number of IBD with a
neutrino signal arriving before the end of the prompt one is given in the

third row.

is shown in Figure 3.20. The number of triggers within a time window is counted. If it
exceeds the threshold, the event is constructed. Otherwise, the sliding window is shifted
to the next trigger in the QDS and the number of triggers in the time window is counted
again etc.

TimeTime window
1st iteration

Time window
2nd iteration

: CATIROC triggers

etc.

Figure 3.20: A sketch of the sliding window method that is used to identify an event in
the continuous stream of data.

This event builder is designed to trigger on the neutrino interactions – referred to as
the signal in the following – without triggering on the dark counts – hereafter background
– that constitute the baseline noise of the data stream. For this reason, the optimal
combination between the threshold and the time window length must be determined.
The signal events are taken from a typical simulation file presented in section 3.3.1. The
background events consist in 2 µs long clusters of dark counts from the 25,600 SPMTs. The
DN rate of each SPMT is randomly picked up from a distribution based on experimental
measurements [213]. For each configuration the trigger efficiency is computed as the ratio
between the number of events triggered over the total number of simulated events. The
time window varies from 5 to 1200 nanoseconds in steps of 5 while the threshold ranges
from 1 to 40 triggers in steps of 1. The results are shown in Figure 3.21.

The average visible energy of the CCSN events is ∼10 MeV but the νpES event channel
populates the low energy range (< MeV). The average number of PE for this channel, that
corresponds to the number of triggers as a first approximation, is about 9 with a median
of 5 (dark counts excluded), explaining that a lot of configuration – except those with a
very low threshold – does not allow to trigger 100% of the signal events. Since the dark
counts are uniformly distributed over time, the threshold that allows not to trigger on the
background events increases linearly with the time window length. The next step is to
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Figure 3.21: Left: Map of the trigger efficiency using the sliding window method on the
signal events for different conbinations of threshold and time windows. Right: The

same plot than the left one but for DN events.

find the combination that maximises the signal over background:

R= S

S+B
(3.6)

where S is the trigger efficiency for the signal and B is that for the background. This
ratio is computed for all the configurations and the one with the highest R is considered
the optimal (Figure 3.22). The combination that maximises R is the one with a threshold
of 11 triggers and a time window length of 115 ns. In such case, R = 99.93%. The same
study is done by counting the number of SPMTs fired instead of the number of CATIROC
triggers. The same optimal configuration is found (11 SPMTs fired within 115 nanosec-
onds), which is expected since we have seen that most of the SPMTs have one hit per event.
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Figure 3.22: Map of the R for the different combinations of threshold and time window.
The one that maximises R is indicated by the red square: 11 triggers within 115 ns.

The trigger efficiency of the event builder is then explored for the different interaction
channels. A particular attention is brought to the IBD that is the golden channel for
JUNO. Each event is tracked from the CCSN event generator to the event builder level.
This work is realised for a 10 kpc away CCSN and results are presented in Table 3.3. The
first column gives the number of events for each channel at the CCSN generator level.
For some channels, especially the IBD delayed signal and νpES, the number of events
decreases after the detector simulation. It corresponds to events with a very small visible
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energy so that eventually, no hits are registered on the SPMTs (finite acceptance). The
right most column shows the efficiency of the event builder, after the electronics simulation
and the event builder are ran. The dark noise is simulated for each event. As mentioned
previously, the trigger efficiency for the νpES channel is very low, hence ∼23% of the
events are triggered. The efficiency for the other channels is > 96%. A few delayed signals
are not triggered because the visible energy is very low and only few hits are registered
by the SPMT system. The loss of events that are involved in pile-up is not considered in
this table and is studied later on.

ν-channel Generator Detector Electronics + Event Builder [No pileup]
IBD Prompt 5125 5125 5125 (100%)
IBD Delayed 5125 5103 5062 (98.7%)

pES 8220 6741 1964 (23.9%)
eES 350 350 339 (96.8%)

γ (from 12C∗) 505 505 497 (98.4%)
νe+12C Prompt 143 143 143 (100%)
νe+12C Delayed 143 143 142 (99.3%)
νe+12C Prompt 196 196 196 (100%)
νe+12C Delayed 196 196 196 (100%)

Table 3.3: The number of events at the different simulation levels for the different
interaction channels. The possible event pile-up is not taken into account here.

This event builder can be used beyond the CCSN scope, i.e. for any physical event. For
this purpose its trigger efficiency against the visible energy (Evis) has also been studied,
especially in the low energy range (∼MeV) that is widely dominated by the νpES channel.
The results are shown in Figure 3.23. The trigger efficiency is ∼50% at 0.4 MeV and
reaches 100% at ∼0.8 MeV. For the sake of comparison, the current configuration of the
Global Trigger – that also uses a LPMT multiplicity within a time window – has a trigger
efficiency of 100% at 0.7 MeV and studies are ongoing to narrow it down at 0.5 MeV. The
Multi-Messenger (MM) trigger is expected to lower the threshold at a few tens of keV (for
astrophysics purposes) using more advanced techniques.
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Figure 3.23: The trigger efficiency of the event builder in the low energy range (0 -
1.4 MeV). The efficiency reaches 50% at 0.4 MeV and 100% at 0.8 MeV.
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3.4.3 Readout window optimisation
As mentioned previously, setting a readout window of 1 µs for building the triggered events
implies that several events could occupy the same readout window in case of high event
rate. A first solution to avoid this is to shorten the readout window. However, the readout
window can only be shortened up to a certain point. Indeed, if the readout window length
is too short, a fraction of the scintillation photon signal is lost, having negative impacts on
the event reconstruction. For this reason, the quality of the event reconstruction against
the readout window length has been studied. Part of this PhD thesis was dedicated to
the development of vertex and energy reconstruction algorithms (see Chapter 4). The
optimisation of the readout window shown here has been done using them. The start
of the readout window is taken as the first trigger of each event. The quality of the
vertex reconstruction at a given energy is evaluated by reconstructing several groups of
∼5000 positrons events with fixed visible energies (1.022 MeV, 4.022 MeV and 9.022 MeV)
uniformly distributed in the detector. The difference between the reconstructed radius and
the true one (Rrec−Rtrue) is plotted and a gaussian fit of this distribution gives the radial
resolution (standard deviation) and the bias (mean). The χ̃2 of the fit is also shown. The
Figure 3.24 shows the evolution of these three parameters (top to bottom) as a function
of the readout window, for three visible energies (left to right).
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Figure 3.24: The radial resolution (top), radial bias (middle) and gaussian fit reduced
chi-square of the Rrec - Rtrue distribution (bottom) of the vertex reconstruction as a

function of the readout window for three different energies.

The results show that a readout window inferior to 200-300 ns degrades the radial
resolution and bias as well as the quality of the fit. The fact that the χ̃2 tends to worsen
as the readout window increases in the case Evis = 1.022 MeV can be explained by the
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low number of PE that makes the reconstruction quite unstable at such energy. More
information and explanation can be found in Chapter 4. For readout windows superior to
300 ns, these quantities remain roughly constant. This study is also done for the energy
reconstruction. The same quantities, that are determined by looking at the distribution
of the difference between the reconstructed and true visible energy (Erec−Etrue), are
evaluated. The results are shown in Figure 3.25. As for the vertex reconstruction, a
readout window inferior to 200-300 ns degrades the reconstruction quality and the three
quantities presented here remain roughly constant for readout windows superior to 300 ns.
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Figure 3.25: The energy resolution (top), energy bias (middle) and gaussian fit
reduced chi-square of the Erec - Etrue distribution (bottom) of the vertex reconstruction

as a function of the readout window for three different energies.

In the following, a 300 ns long readout window is taken as a conservative hypothesis
in order to be sure that the reconstruction of some particularly short events would not be
degraded. The performance of the event builder with such readout window is investigated
in the next section.

3.4.4 Performances on piled-up event

In this section, the ability of the event builder to retrieve the events involved in pile-up
is studied for CCSN at 10 kpc, 5 kpc, 3 kpc and 1 kpc. The performance is evaluated
by means of confusion matrices that compare the true number of events to the number of
events that are actually built. The left plot of Figure 3.26 shows the results for a 10 kpc
away CCSN, the columns with a true number of events > 1 correspond to pile-up events.
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In an ideal case, the true number of events and the number of events built should be the
same so that such matrix should be diagonal. The pile-up being almost negligible at 10
kpc, only a small fraction of events are piling up. The right plot of Figure 3.26 shows the
same confusion matrix but the content of each bin is the percentage of the total number
of events in the column it belongs to. For example, over the total number of pile up events
containing two events:

1. in 19.7% of the cases, the event builder reconstructs one event instead of two.
2. in 50.0% of the cases, the event builder reconstructs the two events.
3. in 27.8% of the cases, the event builder reconstructs three events instead of two.
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Figure 3.26: Left: Confusion matrix between the number of events per pile-up event
and the number of events actually built for a 10 kpc away CCSN. Right: As left figure

but in percentage of the total number of events in the column.

After the event builder indentifies an event and builds it, the search resumes right
after the end of the freshly built event in the data stream. As mentioned previously, some
events may have long signal tails. In such cases, it can happen that the event builder
triggers again. This situation is illustrated on the left plot of Figure 3.27 and is called a
false trigger in the following. The combination of threshold and time window that is used
to obtained these results (11 trigger within 115 ns and 300 ns readout window) causes
a significant number of false triggers. For example, in 2767 of the 11031 single events
triggered, the event builder identifies a second event because of the long tail. The right
plot of Figure 3.27 shows the distribution of the number of PE of the false trigger events,
the mean is ∼28.5 PEs and the median is ∼12 PEs which is relatively low in comparison
to the typical number of PE for the CCSN events. Thus, these events can then be rejected
later in the analysis by applying a cut on the number of PEs. The consequences of such
cut on the higher level analyses are investigated in Chapter 5. If needed, the number
of false triggers can be reduced by increasing the trigger threshold of the event builder.
The drawback would be a smaller trigger efficiency for the physics events with low visible
energy. Finally, the fraction of events involved in pile-up that are actually retrieved can be
determined by summing the three upmost bins of the second column (Figure 3.26, right).
In the case at 10 kpc, ∼80% of the events involved in pile-up are retrieved.

The same analysis is done for the case at 5 kpc, 3 kpc and 1 kpc and the results are
presented in Figure 3.28. Due to lack of statistics in the other columns, we only focus on
the two first ones (single events and pile-up events containing two events). The tendency
observed at 10 kpc is confirmed for 5 kpc and 3 kpc. That is, the proportion of false
triggers remains roughly constant and ∼75% of the events involved in pile-up events (true
number of events > 1) are retrieved. For the case at 1 kpc, where enough statistics is
available in all columns, the performance start to degrade. For example when the true
number of events is 2 (second column), both events are retrieved in only ∼65% of the
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Figure 3.27: Left: Example of an event for which the first 300 ns of the signal are
recorded by the event builder. A second event is recorded (false trigger) because the
number of triggers of the signal tail (signal + dark counts) exceeds the threshold.

Right: The distribution of the number of PE for the false triggers. The mean is ∼28.5
PEs and the median is ∼12 PEs.

case. Moreover, the results show that the ability of the event builder to retrieve the
correct number of events gets worse as the multiplicity increases. This is expected since
the higher is the multiplicity in a pile-up event, the shorter the time seperation between
them.
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Figure 3.28: The same confusion matrices as in Figure 3.26 for the case at 5 kpc
(Top), 3 kpc (Middle) and 1 kpc (Bottom).

As demonstrated above, the event builder presented here does not allow to build all
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the piled-up events separately, particularly if they are too interwined. The first limitation
comes from the intrinsic event time scale of a liquid scintillator detector of the size of
JUNO, which is O(100 ns). The simulation shows that many events that are piled-up
are separated by a few tens of nanoseconds and it is then impossible to build them in-
dependently by using only the time information. The Figure 3.29 shows the distribution
of the 3D spatial distances between events that are piled-up. For all the distances, the
distributions show that there is no strong spatial correlation between them. The position
of the fired PMTs of each event could represent an additional information to properly
build the events occuring very close in time but distant in space.
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Figure 3.29: The 3D spatial distance between consecutive events that are piled-up.

Summary
This chapter presented different contributions made at different levels of the SPMT system.
First, a faster charge calibration of CATIROC has been proposed and validated for the
ABC mass test production. Its major advantage is a reduction of the number of calibration
runs required by a factor four without degrading the precision of the calibration compared
to the standard method. The second part of the chapter focused on the SPMT system rate
capabilities (based on simulation data) during a CCSN neutrino burst. Particular attention
was brought to the impact of the dead-time of CATIROC on its trigger capability. The
study showed that up to 8% of the signal can be lost within 10 ms for a nearby CCSN (1
kpc), when the event rate reaches its maximum. However, the number of non-trigger hits
and charge lost during the burst both are < 5%, whatever the distance is. The resulting
data rate has been computed using the latest version of the ABC data format. The results
showed that in case of CCSN, it would be preferable to automatically store the data in the
DDR memory available on each board whose storage space is more than sufficient event
for a CCSN at 1 kpc. At this point, a first conclusion that can be made is that the readout
electronics of the SPMT system and its data format should allow it to completely handle
a CCSN explosion at a distance beyond or equal to 1 kpc. This chapter also introduced
an event builder designed for the reconstruction of events (Evis > 1 MeV) with the SPMT
system. It searches for clusters of trigger from CATIROC to identify the events in the
continuous stream of data. Its performance is studied, paying a particular attention to
its capability to build separately the events that are piled-up. For distances ≤ 3 kpc, it
retrieves ∼70-80% of the events, but the performance degrades for a 1 kpc away CCSN for
which this number goes down to ∼55%. The events that are too much interwined cannot
be built separately by using only the time information, more avanced techniques would
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be required. The impact of CATIROC and of the event builder on the CCSN neutrino
events detection are further studied in Chapter 5 that focuses on the event selection and
neutrino energy spectrum unfolding.



Chapter 4

Event Reconstruction with the SPMT
system
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In a detector such as JUNO, any prompt emission of light due to the interaction of a
charged particle with the LS molecules is called "event" (Figure 4.1). The reconstruction
consists in using the information provided by the detector in order to determine some
physical observables about this event. This task is the preliminary step to any physics
analysis. In JUNO, four different types of reconstruction are needed:

1. The waveform reconstruction that consists in retrieving the time and charge infor-
mation from the PMTs output signals.

2. The vertex reconstruction that consists in determining the position of a point-like
event in the detector.

3. It happens that particularly heavy and energetic particles, such as muons, interact
in the detector and produce light along a several meters-long track. For such events,
the track reconstruction consists in determining the direction of the track.

4. The energy reconstruction that consists in determining the energy deposited during
an event (point-like or track-like).
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The present chapter focuses on the reconstruction of the vertex and the energy of
point-like events using only the information provided by the SPMT system1. Indeed, as
mentioned earlier, part of the physics goals of JUNO can be achieved by using both PMT
systems independently of each other. It is therefore essential to develop reconstruction
algorithms that use one or the other system. Furthermore, at the beginning of this PhD
thesis, no reconstruction algorithms dedicated to the SPMT system existed. Part of the
work realised consisted in the development and testing of such algorithms that are nec-
essary to perform analyses on the CCSN neutrino signal. Since the detector is under
construction, the development has been realised using data from the official JUNO sim-
ulation software. This chapter is divided into two main parts. The first one focuses on
the vertex reconstruction algorithm (section 4.1). Its structure is described together with
its performance in both reactor and CCSN neutrino energy ranges. The second part fo-
cuses on the energy reconstruction (section 4.2). The strategy adopted is detailed and the
performance is studied for both reactor and CCSN neutrino energy ranges are presented.

Figure 4.1: A positron event displayed in the JUNO Central Detector. The
white spot is the event vertex and the thin lines represent the trajectory of
the scintillation photons. The color scale from blue to red symbolises the

number of Photoelectron (PE) of each PMT.

4.1 Vertex Reconstruction

The determination of the neutrino oscillation solar parameters (θ12, ∆m2
21) and the study

of the CCSN neutrino signal will be based on the reconstruction of the neutrino energy
spectra. In a detector as large as JUNO, the amount of light collected - on which the energy
estimation is based - strongly depends on the position of the emission point (detector
Non-Uniformity (NU), see section 4.2.3.2). If this dependence is not properly taken into
account, errors are made on the estimation of the energy and the energy spectra are
eventually distorted. The determination of the position of the events is then critical in
order to correct for the detector NU in the energy reconstruction process. In addition,
both of the aforementioned physics analyses will require a rigorous IBD candidate selection,
based on a spatial and temporal coincidence between two signals within specific energy
ranges (section 2.1.1.3). The vertex reconstruction is then crucial to fully exploit the
IBD events topology during the event selection. Knowing the position of the events is also
useful for optimising the Fiducial Volume (FV), among many other use-cases. This section

1This work led to the drafting of two internal notes that were shared with the entire JUNO collabo-
ration.
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is divided into seven subsections. The first three introduce the experimental context as
well as the concept of time of flight, necessary for the time-based reconstruction. The
three following parts describe the three different reconstruction methods that have been
tested together with their performance. The final part briefly present the performance of
the algorithm for IBDs in a energy range up to ∼80 MeV which includes both reactor and
CCSN ν̄e.

4.1.1 Experimental context

Due to the small size of the SPMTs bulb (3") and the large size of the CD, the SPMT
system produce ∼40 Photoelectron (PE)/MeV and works in the photo-counting regime.
For instance, for 10 MeV positron events, ∼95% of the SPMTs fired produces only 1 PE.
The SPMT system benefits from a good time resolution. In fact, the time resolution of
the SPMTs - referred to as the Transit Time Spread (TTS)2 - is of ∼1.6 ns (1σ) [213].
Such a value is small before the time scale of the events in JUNO (several hundreds of
nanoseconds), hence the SPMTs provide an accurate information on the timing of the scin-
tillation photons. Then, the time measurement of the SPMTs output signals is operated
by the CATIROC readout chip [231] with a precision of a few hundreds of picoseconds
(see Chapter 3). This measurement is smeared by the intrinsic "time walk" of the chip
that can be modeled as a gaussian with a standard deviation that goes up to ∼0.6 ns and
that decreases with the amplitude of the input signal. Nevertheless, the accuracy remains
satisfactory. To summarise, the SPMTs charge information will be poor – in the MeV and
tens of MeV energy range – and the vertex reconstruction will mainly rely on the precise
timing of the scintillation photons.

4.1.2 Time of flight

The use of the time information for vertex reconstruction requires the calculation of a
residual time. The residual time is computed from the time of flight of the scintillation
photons between the vertex and the PMTs and their hit time on the PMTs, assuming that
the energy deposition is point-like. Such calculation is necessary to make the reconstruction
independent of the event location. The residual time can be generally expressed such as:

tres = ti− tof − t0 (4.1)

where tres symbolises the residual time, ti is the scintillation photon hit time on the PMT,
tof is the time of flight and t0 is the time of interaction of the particle (i.e the time at
which the scintillation photons are emitted). The estimation of ti is not trivial because of
the fluctuations induced by the instrumentation (PMTs, readout electronics etc.). Thus,
ti can be expressed as follows:

ti = tRO− ttt− telec (4.2)

where tRO is the time at which the signal was digitised by the readout electronics, ttt is
the PMT transit time (i.e the time it takes to the PE pulse to go from the cathode to the
output of the PMT) and telec the readout electronics time processing. Then, equation 4.1
can be rewritten as:

tres = tRO− ttt− telec− tof − t0 (4.3)
2The TTS is defined as the temporal fluctuations of the PE to go from the photocathode to the out-

put of the PMT (see section 2.2.2.2)
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The values of ttt and telec are not known with absolute precision. The value of ttt is
∼10 ns in the simulation and its fluctuations are of 1.6 ns (σ) [213] while the value of telec is
dominated by the time walk of CATIROC and is estimated to be∼5 ns with fluctuations up
to 0.6 ns (σ) [231, 265], as mentioned in section 4.1.1. These spreads eventually degrade
the estimation of ti and consequently the accuracy of the vertex reconstruction. More
information about the computation of the t0 are given in section 4.1.5. The computation
of the tof is also non trivial. Indeed, during their travel, the scintillation photons undergo
different physical processes. The three main ones being:

• The absorptions and re-emissions by the bis-MSB molecules contained in the LS.
The location of re-emission can be slightly different from the absorbtion one. It is
at most of the order of the size of a few molecules (∼ µm) which is negligible before
the size of the detector.

• The Rayleigh scatterings off bound electrons of the LS molecules as well as the Mie
scatterings from dirt and dust particles in the LS.

• The reflections and refractions of the scintillation photons at the interfaces between
the different detector parts with specific refraction indices (LS, acrylic sphere, water
buffer, PMTs bulbs...)

These different processes contribute to make the path of the scintillation photons
chaotic and induce fluctuations in the time of flight. A previous work within JUNO [266]
showed that it is still reasonable to assume that the scintillation photons path follows a
straight line. Thus, their time of flight can be determined such as:

tof =
∑
n

dn/cn (4.4)

where the sum runs over media with different refractive indices, dn is the distance traveled
and cn is the speed of light. In this work, two different media are considered for the
computation of the time of flight: the LS contained in the acrylic sphere (refractive index
∼1.5 [267]) and the water that separates the acrylic sphere and the PMTs (refractive
index ∼1.3 [268]). One can determine the distance traveled in each of them by using the
geometrical model showed in Figure 4.2 [266]. To do this, the angle δ between the vertex
and the center of the CD is determined using the generalised Pythagore theorem [269]:

δ = arccos
(
d2 +R2

PMT −||~r0||2

2×d×RPMT

)
(4.5)

where d symbolises the distance from the vertex to the PMT (equivalent to dLS +dwater in
Figure 4.2), RPMT is the position (radius) of a PMT and ~r0 is the position of the vertex
in cartesian coordinates (X, Y and Z. see Figure 5.23 (Appendix) for the coordinates
convention used in this manuscript).

The part of the path travelled in the LS and water can be derived using the value of δ
and by solving trigonometric equations. The thickness of the acrylic sphere (∼12 cm) and
of the PMTs bulbs are neglected in this computation since they are small compared to
the size of the CD (35.4 meters) and water buffer (1.4 meter). In addition, the refractive
indices of the LS and acrylic are similar [270] hence the reflections and refractions at the
interface are considered negligible before that at the acrylic and water interface. Finally,
the time of flight is computed such as:

tof =
∑
n

dn/cn = dLS×
nLS
cvac

+dwater×
nwater
cvac

(4.6)
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Figure 4.2: Geometrical model used to determine the time of flight of the scintillation
photons from the vertex to the PMTs. The red diamond represents an event vertex at a
time t0 and a position ~r0 in the CD, β and δ are angles, RPMT is the position (radius)
of the PMTs, ~ri and ti are the coordinates and the photon hit time on the ith PMT,
respectively. Finally, dLS and dwater are the path lengths of the photon in the LS and

water, respectively.

where cvac is the speed of light in vacuum (299.792 mm/ns), nLS and nwater are the
refractive indices of the LS and water, respectively. As investigated in Ref. [267], the
speed of the scintillation photons slightly depends on their wavelength. This is taken into
account in the computation by introducing effective refractive indices. The indices used
for the results presented in this chapter are: nLS = 1.538 and nwater = 1.373 [266].

4.1.3 The Total Reflection area

This section briefly introduces the aforementioned reflections and refractions that the
scintillation photons can undergo at the interface between the acrylic sphere and the
water buffer. Let’s consider the problem with the Snell-Descartes law [271], that desribes
the relationship between the incidence and refraction angles of light when it passes through
the boundary of two different isotropic media. As an example, let’s consider two media:
the acrylic sphere with an index of nAS ∼1.5 and the water with an index of nwater ∼1.3,
as illustrated in Figure 4.3.

The Snell-Descartes law can be written such as:

nAS× sinθAS = nwater× sinθwater (4.7)

where θAS and θwater are the incident angle and refraction angle, respectively. Then, θwater
can be expressed such as:

θwater = arcsin
(
nAS× sinθAS

nwater

)
(4.8)

The behavior of this function is represented in Figure 4.4. It shows that for a scintil-
lation photon with an incident angle θAS . 0.9 rad (∼ 50◦), the refraction angle is θwater
< 0.25 rad (∼15◦). The deviation becomes larger and the function is asymptotic when
θAS → 1.03 rad (∼59◦). Thus, for any incidence angle θAS > 59◦, the scintillation photon
is reflected and remains in the acrylic sphere or in the LS.

Such reflections have two main consequences. First, the hypothesis of straight line tra-
jectory for the scintillation photons is no more valid for such events, which has an impact
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Figure 4.3: Sketch of the refraction/reflection occuring at the interface
between acrylic sphere and water. The black and red arrows represent
examples of the scintillation photons refracted and reflected trajectories,
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Figure 4.4: The function describing the refraction angle of the scintillation
photons as a function of their incidence angle at the boundary between the

acrylic sphere and water.

on the vertex reconstruction of the events as demonstrated in the following sections. Sec-
ond, part of the scintillation photons will undergo reflections each time they will reach the
acrylic sphere/water interface and will eventually be definitely absorbed before reaching
the PMT, with an impact on the estimation of the energy. In a spherical detector such as
JUNO, the reflection of the scintillation photons takes place only for the events occuring
at a distance from center R superior to RAS .nAS/nwater ' 15.9 m [272].

4.1.4 Center of charge as a first estimation of the vertex

The two reconstruction methods that use the temporal information provided by the
SPMTs (see section 4.1.5 and section 4.1.6) start from an hypothetical vertex and then
converge to a solution. Rather than starting with a position that would be randomly
picked into the CD, a first rough estimation is done using the so-called Center of Charge
(COC) method that uses the charge information. In this method, the X, Y , and Z carte-
sian coordinates of the vertex are estimated by computing the barycenter of the number
of PEs – also referred to as nPE in the following – recorded by each SPMT. It uses, the
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number of PEs recorded by each SPMT channel as well as their positions:

~Rcoc =A×

∑
PMTs

qi~ri∑
PMTs

qi
(4.9)

where ~Rcoc corresponds to the reconstructed coordinates, qi is the number of PEs recorded
by the ith SPMT and ~ri is its position. A is a multiplicative factor that corrects the
intrinsic bias of the barycenter computation in a sphere. This factor can be tuned thanks to
calibration data. In this study it has been set to 1.3 [266]. As an example, the performance
of this method on the reconstruction of the radius3 of electron events uniformly distributed
in the CD are shown in Fig. 4.5. In the LS, electrons with a kinetic energy in the MeV
energy range deposit it all over a very short distance (of the order of a few millimeters),
constituting a point-like source compared to the size of the detector. First of all, one can
notice that as the visible energy increases the reconstruction is more precise. Indeed, the
number of SPMTs fired increases together with the number of those that have several PEs,
hence the better effectiveness of the center of charge. Nevertheless, the strong negative
bias that appears for events in the Total Reflection (TR) area (R3

true > 4000 m3, Rtrue >
15.9 m) remains, even when the visible energy increases. The linear fit shows that between
0 and 4000 m3 (0 and 15.9 m), the recontructed radius has a positive bias of several tens
of centimeters.
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Figure 4.5: Difference between the reconstructed and the true radius for a batch of
electron events uniformly distributed in the CD using the center of charge method.
The red points represent the profile of the 2D distribution that is fit with a one

degree polynomial function. Three different visible energies (Evis) are investigated.
The SPMT system is not simulated. Similar precisions are observed for the X, Y

and Z coordinates separately.

The Figure 4.6 shows the impact of the SPMT system response4. The DCR is expected
to have an impact only at low energy. In 1 µs, all the scintillation PE are collected by
the SPMT. In this time interval, ∼14 ± 3.7 PE are generated because of their intrinsic
Dark Count Rate (DCR), which represents ∼25% of the total signal for a 1 MeV event.
Since the dark counts are uniformly distributed, they will tend to bias the reconstructed

3In this chapter, the expressions radius, reconstructed radius or true radius refer to the distance to
the center of the acrylic sphere. The radius is computed such as R=

√
X2 +Y 2 +Z2

4The SPMT system response includes: the SPMTs charge resolution, time resolution (TT and TTS),
Dark Count Rate (DCR) as well as the CATIROC features for the time and charge measurements (see
Chapter 3). The Quantum Efficiency (QE) is not considered as part of the SPMTs response since it is
already implemented at the level of GEANT4.
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radius towards the center of the CD, hence the smaller bias with respect to Figure 4.5. As
the visible energy increases, the dark counts become negligible and their impact weaker.
At low energy, the length of the signal window can be optimise (i.e shorten) in order to
eliminate the dark counts while retaining most of the signal from the energy deposition.
This has not been investigated in this work. The fit range is the same than in Figure 4.5.
At low energy (1 MeV) the bias is negative and the slope is even more negative than in
Figure 4.5 which can be explain by the significant fraction of dark counts that are uni-
formly distributed and then tend to bias the reconstructed radius towards the center of
the detector. At higher energy, the biases are slightly reduced compared to Figure 4.5
which can also be explained by the dark counts.
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Figure 4.6: Difference between the reconstructed and the true radius for a batch of
electron events uniformly distributed in the CD using the center of charge method.
Three different visible energies (Evis) are investigated, 1 MeV, 5 MeV and 10 MeV
from left to right. The SPMT system response is simulated. Similar precisions and

behaviors are observed for the X, Y and Z coordinates.

The precision that the center of charge method allows to obtain does not satisfy the
JUNO requirement. Indeed, as mentioned in section 2.1.1.3, the distance between the
prompt and the delayed signal of the IBD is of the order of several tens of centimeters
while the present resolutions are of the order of the meter or more, with strong biases.
Moreover, such a resolution would not allow to properly correct for the detector NU in the
energy reconstruction process. A more precise vertex reconstruction method is required.
Nevertheless, even if this method is unsatisfactory, it gives a reasonable first estimate
of the vertex that is used as an input for the reconstruction methods that use the time
information.

4.1.5 Peak time fitter as a second estimation of the vertex
The Peak Time Fitter (PTF) method computes a correction vector that is applied to
the vertex estimated with the center of charge method. The newly computed vertex is
corrected iteratively until the condition for stopping the process - see later in this section
- is met. The peak time fitter uses the first hit time of each SPMT fired as well as
their position. Taking the first hit times allows to mitigate the biases that secondary
scintillation photons can induce. Indeed, the latters are more likely to have experienced
reflections and refractions during their travel and the hypothesis of straight trajectory is
then no more valid. Furthermore, due to the geometry of the JUNO detector, the first hit
time of the SPMTs that have more than one PE is biased toward earlier hit times. This
can be corrected for in order to enhance the precision of the algorithm (more details on the
importance of the scintillation photons timing for the event reconstruction can be found
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in Ref. [273]). However, the majority of the SPMTs having only one PE, such correction
is not applied. Thus, from the vertex estimated with the center of charge method, the
residual time is calculated for each first hit time using equation 4.1 and the geometrical
model presented in section 4.1.2. Once the residual time of each first hit time has been
calculated, the correction vector ~δ[~r(n)] is computed with the following formula :

~δ[~r(n)] = 1
N(n) .

(
PMTs∑
i=0

tres,i(n)− tpeakres (n)
tofi

× (~r(n)−~ri)
)

(4.10)

where the sum runs over the fired SPMTs; N is the number of fired SPMTs, tres,i is the
residual time, tpeakres is the time corresponding to the maximum of the residual time, n is
the iteration number, ~r(n) and ~ri are the current vertex position and the SPMT position,
respectively. At each new iteration, a new correction vector is calculated using this new
vertex position, the corresponding new tof , tres,i and tpeakres . The algorithm stops when the
correction vector becomes inferior to 0.1 mm, far below the spatial resolution that a LS
detector can achieve [273].

The peak time fitter method also allows to determine the time of interaction (t0). In
principle, it corresponds to the value of the residual time when its distribution is maximal
(tpeakres ). However, we checked and the precision that the SPMT system can reach is of
the order of the tens of nanosecond or more which is not satisfactory. In addition, as
demonstrated in Ref. [266], the LPMT is expected to provide a precision of the order of
a few nanoseconds using this method. Such result could be used by the SPMT system, if
needed. In what follows, the t0 provided by GEANT4 is used. As for the center of charge
method, the performance on the reconstruction of the radius of electron events uniformly
distributed in the CD is shown in Fig. 4.7.
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Figure 4.7: As in Figure 4.5 for the peak time fitter method. Similar precisions
and behaviors are observed for the X, Y and Z coordinates.

As expected, a method that uses the time information is more precise than the center
of charge, the spread is smaller. In addition, the parameters of the fit show a smaller
bias that remains more constant when the radius increases, especially at higher energies
where it is < 10 cm. Furthermore, while all the events occuring in the TR area were
reconstructed at lower radii with the center of charge method, some of them are actually
well reconstructed when using the peak time fitter method. The poorly reconstructed
events are still biased toward lower radii. Indeed, the reflections make the time of flight
of the scintillation photons longer which results in an under estimation of the radius. The
Figure 4.8 shows the performance of the peak time fitter when the SPMT system response
is enabled. Since the peak time fitter uses the time information, the charge resolution is
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expected to have no impact contrary to the PMTs TTS, Dark Noise and readout electronics
time resolution. As expected, the SPMT system time resolution degrades the precision
of the peak time fitter by a few centimeters. The DN biases the reconstruction toward
smaller value, especially at low energy, in the same way than when using the center of
charge method. In conclusion, the peak time fitter enhances the precision on the vertex
reconstruction and allows to achieve precisions of the order of a few tens of centimeters.
However, both center of charge and peak time fitter are not fully reliable in the TR area (we
show later a way to provide a selection of the misreconstruced events). A better precision
must be reached especially for the reconstruction of the IBD delayed signal whose visible
energy is ∼ 2.2 MeV.
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Figure 4.8: As in Figure 4.6 for the peak time fitter method. Similar precisions
and behaviors are observed for the X, Y and Z coordinates.

4.1.6 Vertex reconstruction with the Likelihood method

4.1.6.1 Definition of the likelihood function

The last vertex estimate is done with a maximum likelihood method [274]. It is a statistical
method that aims to estimate model parameters from a data set. Generally, a likelihood
function can be expressed such as:

L(a) =
∏
j

f(xj |a) (4.11)

where j corresponds to the elements of the data set and f(xj |a) is the probability to
measure xj under the assumption of the parameter a. Thus, from a measured data set,
the principle is to compute L for different values of a. The value of a that maximises L is
the most likely to be the true one. In the present work, the parameters to estimate are the
vertex coordinates while the data set consists of the residual times. As for the peak time
fitter, it is estimated from the first hit time on the SPMTs together with the geometrical
model introduced in section 4.1.2. Thus, the likelihood function has the following form:

L(~r) =
∏
j

f(tres,j|~r) (4.12)

where the product runs over the SPMTs fired and ~r contains three coordinates: x, y and z.
First, the function f(tres) is determined. This function depends on the detector response
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(LS, PMTs, readout electronics etc.). It is expected to have the following form:

f(tres) = 1
σ
√

2π
e−

(tres−µ)
2σ2︸ ︷︷ ︸

PMT +RO+photonpath

∗
n∑
i=1

ni
τi
e
− tres

τi

︸ ︷︷ ︸
LS response

(4.13)

where µ and σ depends on the detector response, and ni and τi are the intensity and time
constant of the iih component of the LS de-excitation time profile, respectively. After be-
ing normalised, this distribution is a Probability Density Function (PDF) of the residual
times. The construction of the residual time PDF using the Monte Carlo (MC) simu-
lation of JUNO has shown that it is in reality much more complex than that described
in equation 4.13, especially because of the geometrical effects that take place in such a
large detector. In addition, since the intensity and time constants of the LS depends
on the energy deposition processes, different particles will lead to different PDF shapes.
For these reasons, MC-generated PDFs were used in this work. As for the two previous
reconstruction methods, the performance of the maximum likelihood method has been
tested in different detector configurations. It has also been tested on two different types
of particles (electrons and positrons). On the one hand, the electron provides a point-like
energy deposition which is the starting hypothesis of this reconstruction algorithm. On
the other hand, the reactor neutrinos and part of the CCSN neutrinos will be detected
via the IBD channel, whose prompt signal comes from a positron. Indeed, particular at-
tention should be paid to the effect of annihilation gammas on the reconstruction, whose
energy deposition is made over a larger distance than for electrons and positrons, making
it less point-like. The center and left panels of the Figure 4.9 show examples of PDF with
different simulation configurations. The PDF generated with positrons is less sharp than
that generated with electrons, because of the less point-like energy deposition pattern due
to the annihilation gammas. In addition, the TTS and the CATIROC time walk fluctu-
ations that smear the time measurement also contribute to flatten the PDF. Finally, as
mentioned in section 4.1.5, the first hit time of the SPMTs that have more than one PE
is biased toward earlier hit times. As shown on the right panel of Figure 4.9, the PDF
shape changes according to the number of PE/PMT. This change gets negligible when a
PMT has more than 5 PEs.
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Figure 4.9: Left: The residual time PDF for different detector simulation
configurations and different particles. Center: Zoom on the peaks of the left panel

distributions, shown in log scale. The simulation of the PMTs Dark Noise is
implemented at the level of the readout (RO) electronics simulation, hence the flat
distribution appearing at low tres in the dark brown distribution. Right: Example of

the residual time PDF for different number of PE/PMT.
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For practical reasons, the −log of the likelihood function is taken for the estimation of
parameters. Indeed, the logarithm function preserves the monotony of L and transforms
the product into a sum. Also, with the sign "-", it is a minimisation and not a maximisation
that is done, which is more practical in terms of calculation. Thus, the likelihood function
used in the algorithm is:

L=−
∑
j

log(f(tres,i|~r)) (4.14)

The minimization is performed using the MIGRAD algorithm of the TMinuit pack-
age [275] provided by ROOT [276].

4.1.6.2 Likelihood function value and event selection

The performance of the maximum likelihood method on the reconstruction of electron
events uniformly distributed in the CD is shown in Figure 4.10. The range of the Y axis
is willingly set at the same value than for the two previous methods to make the plots
comparable with each other. The performance is discussed more in details later.
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Figure 4.10: As in Figure 4.5 for the likelihood method. Similar precisions and
behaviors are observed for the X, Y and Z coordinates.

The likelihood method allows to obtain a better precision with respect to the center
of charge and the peak time fitter, with a smaller bias that remains constant over about
16.0 m. At low energy (Evis = 1 MeV), many events are still poorly reconstructed. When
the energy increases, the only events that are reconstructed far from the true vertex are
those occuring in the TR area, and their number decreases as the visible energy is larger.
Indeed, it seems that the increase of scintillation light generated at higher energy com-
pensates the error made because of the reflections of the scintillation photons which is
expected since a larger proportion of light travels to the PMTs in straight light. An indi-
cation of this effect can be observed with the LPMT system. In fact, for 1 MeV deposited,
which corresponds to ≥1345 PE, all the events are well reconstructed, the reflections and
refractions only degrade the resolution by a few milimeters [266].

The performance was also tested when the SPMT system response is simulated, they
are presented in Figure 4.11. In that case, the PDF built with the full SPMT system
response is chosen. As expected, the radial resolution is degraded, the spread is larger.
As in the previous case, the bias remains constant over 16 m. As already observed, for a
visible energy of 1 MeV, the overall bias is weaker than when the SPMT system response
is not simulated, which is due to the PEs from the PMTs DN as explained before. The
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bias slightly increases with the energy, but remains of the order of a few centimeters.
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Figure 4.11: As in Figure 4.6 for the likelihood method. Similar precisions and
behaviors are observed for the X, Y and Z coordinates.

The poor reconstruction of the some events’ vertices has two main impacts. First,
the aforementioned detector Non-Uniformity (NU) correction (energy reconstruction) is
wrong, which eventually degrade the energy resolution. Second, the selection of the IBD
candidates based on the spatial coincidence (section 2.1.1.3) is not reliable. Thus, it is
of crucial importance to identify the poorly reconstructed events, at least for rejecting
them in the analyses, or even to reconstruct them with more efficient techniques (Machine
Learning (ML) for example [277]). The identification of these events can be done using the
value of the likelihood function after the minimizer has converged. Indeed, this value is
significantly larger for the poorly reconstructed events than for the correctly reconstructed
ones as shown in Figure 4.125. This arise from the way the likelihood function is min-
imised. Indeed, for a given vertex that is tested by the algorithm, the value of the PDF
for residual times (tres) that are out of the range (i.e < -20 ns and > 300 ns) is equal to
zero, so that nothing is subtracted to L (see equation 4.14). Thus, when the algorithm
does not manage to converge and only tests vertices that are far away from the true ver-
tex, very few residual times feed the likelihood function so that when the algorithm stops
the final value is on average larger than when it converges close to the true vertex. As a
consequence, the poorly and correctly reconstructed events can be separated by means of
a cut on the minimised likelihood function value, referred to as the likelihood quality cut
in the following.

Furthermore, the distribution of the minimised likelihood function value shows a low
dependence on energy, as shown on the left plot of Figure 4.13. For instance, ∼25% (∼2%)
of the events are rejected when setting a cut at 7.5 for 0 MeV (8 MeV) positrons. In the
following, the same cut is used for all the reconstructed events at any energy. One can
also observe that some of the correctly reconstructed events have a minimised likelihood
function value that is the same than that of the poorly reconstructed ones, which implies
that they are also rejected by the likelihood quality cut. This concerns ∼0.7% of all the
reconstructed events and ∼15.0% of the rejected events. The right plot of Figure 4.13
shows the radial resolution after the likelihood quality cut is applied. A batch of 140,000
positron events with a flat visible energy distribution ranging from 1 to 10 MeV were sim-
ulated, with the full detector and readout electronics simulation. The likelihood quality
cut shown on the left plot of the same figure is applied to each reconstructed event. In

5In Figure 4.12 the 3D spatial difference between the true and the reconstructed position is com-
puted such as δR =

√
(Xrec−Xtrue)2 + (Yrec−Ytrue)2 + (Zrec−Ztrue)2.
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Figure 4.12: Left: Correlation between the vertex reconstruction performance – δR is
the 3D spatial distance between the true and the reconstructed vertex – and the

minimised likelihood value for positron events with a visible energy between 1.022 and
10.022 MeV (flat distribution). Right Scatter plot of the correlation shown on the left
panel. Setting a cut at 7.5 allows to reject all the poorly reconstructed events and a

small sample of well reconstructed ones.

total, over the 140,000 events simulated, ∼133,000 (∼95%) of them pass the cut.
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Figure 4.13: Left: The minimised likelihood function distribution for batch of events
with different visible energies. The distributions show a slight energy-dependence.

Right: The difference between the reconstructed and true radius for a batch of positron
events uniformly distributed in the CD using the likelihood method. The visible energy
distribution is flat and ranges between 1.022 and 10.022 MeV. The likelihood quality

cut is applied to select the events. The SPMTs charge resolution, the readout
electronics response and the PMTs dark counts are simulated.

As expected, over the three different methods explored here, the maximum likelihood
method provides the best precision and stability over all the detector and is the only one
that allow to identify and reject the poorly reconstructed events. The radial resolution
performance shown here is of a few tens of centimeters, i.e of the order of the distance
between the prompt and the delayed signal of the IBD, which is satisfactory. Such reso-
lution is two orders of magnitude below that of the size of the detector, which will allow
a precise detector NU correction in the energy reconstruction.

4.1.6.3 Bias and Resolution in the reactor energy range

In this section, the performance of the maximum likelihood method is investigated more
in detail. The resolution in the cartesian (X, Y , Z) and spherical (R, θ, φ) coordinates are
shown (see Figure 5.23 (Appendix) for the coordinates convention used in this manuscript).
Moreover, a particular attention is paid to the bias and resolution of the reconstruction
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at different energies. The full detector and electronics response were simulated to obtain
the results presented below - unless mentioned otherwise in the plot - and the likelihood
quality cut is systematically used.

The Figure 4.14 shows the resolution along the X, Y and Z coordinates for 1 MeV
(kinetic energy) positrons uniformly distributed in the CD. The distributions can be fit
with a gaussian function and the corresponding reduced chi-squared is χ̃2 6 1.7. The
modelling of the distributions with a gaussian function allows to estimate the bias and
statistical error on the reconstruction and to associate a confidence interval [274]. The
statistical error is referred to as the "resolution" here. For example, according to the fit
of the left plot in Figure 4.14, the resolution along the X coordinate is 35.4 cm and the
bias is of 0.8 cm, with a confidence level of 1σ (68% of the distribution). The same results
are observed for Y and Z, within ∼1 cm. This method is used to evaluate the biases and
resolutions presented in the following.
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Figure 4.14: The resolutions of the vertex reconstruction against the X, Y and Z
coordinates for positron events (Evis = 2.022 MeV).

The reconstruction of positron events with kinetic energies < 1 MeV cannot be perfectly
modelled by a gaussian fit, notably because of non-gaussian tails in the distributions. At
such energies, the χ̃2 is ∼3. This means that some systematic effects come into play. There
are at least two reasons for this:

1. The lack of scintillation photon statistics. Indeed, too little information provided on
the timing of the events in such a large detector can make the performance of the
reconstruction less stable.

2. This reconstruction is based on the principle that the scintillation photons have a
straight trajectory and that their source is pointlike. For low energy positrons, the
energy deposition is dominated by the annihilation gammas (1.022 MeV), for which
the light source cannot be considered as point-like. As shown in the previous section,
in cases where the starting assumptions are not valid, the algorithms are less efficient.

As it will be described more in detail in section 4.2, the detector NU is mostly radial and
zenithal (θ) dependent. The performance along these coordinates must also be carefully
studied. They are shown for 1 MeV kinetic energy positrons in Figure 4.15, together with
that along φ.

As mentioned earlier, the performance along the R coordinates is similar to that along
X, Y and Z. The bias is of 0.8 cm and the resolution is of 33.5 cm for 1 MeV positrons.
The resolution along the φ and θ angles are of 2.0◦ and 1.6◦, respectively. Such values are
satisfactory and will allow a precise detector NU correction in the energy reconstruction.

Finally, the Figure 4.16 shows the radial bias and resolution (1σ) as a function of the
visible energy, ranging from 1 to 10 MeV. The performance for both electron and positron
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Figure 4.15: The resolutions of the vertex reconstruction against the R, θ and φ
coordinates for positron events (Evis = 2.022 MeV).

events is detailed. In the low energy range (Evis < 3 MeV), the performance for electrons
is better than for positrons, being 40 cm and 60 cm at 1 MeV, respectively, when the
SPMT system response is simulated. This arises from the energy deposition pattern that
is point-like for electrons while for the positrons, the annihilation gammas lay down their
energy over a few tens of centimeters. However, when the visible energy increases – i.e
when the kinetic energy of the electrons/positrons increases – the resolutions are similar
for both particles. Indeed, the energy deposition of the positron events – that includes
the kinetic energy of the positron and the annihilation gammas – becomes more and more
point-like as the kinetic energy of the positron becomes dominant, hence the performance
becomes similar for positrons and electrons when the visible energy (Evis) exceeds 3 MeV.
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Figure 4.16: Left: Radial bias and resolution of the vertex reconstruction for electron
events. The SPMT system response is simulated for the light blue points. Right: Same
plot but for positrons. The SPMT system response is simulated for the light red points.
In both panels, the efficiency (in grey) corresponds to the fraction of events that were
not rejected by the likelihood quality cut in the case the SPMT system response is

simulated.

The SPMTs and readout electronics time response degrade the resolution over all the
energy range. In the low energy range, the resolution is degraded by ∼45% for electrons
and by ∼17% for positrons. As the energy increases, the deterioration of the resolution
is of 45% in both cases. This confirms that the energy deposition pattern plays an im-
portant role in the performance of the algorithm. For both particle types, the bias of the
reconstruction is within 10 cm, except in the very low energy range (Evis ∼ 1 MeV) where
it can reach ∼20 cm for positrons which remains two order of magnitudes smaller than the
size of the detector. The selection efficiency after the likelihood quality cut is displayed
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in grey. The efficiency for electrons is ∼5% smaller than that for positrons in almost all
the energy range. Indeed, the same likelihood quality cut (optimised for positrons) has
been used to obtain the electrons and positrons results presented here. However, we have
seen that different PDF have been used (one for the electrons and one for the positrons)
leading to slight different distributions of the minimised likelihood function values in each
case, hence the cut for positron does not perfectly suit to the electrons. A finer tuning of
the likelihood quality cut would allow to fix this problem. The efficiencies remain however
around ∼90-95%. Thus, since this algorithm originally aims to be used for the reconstruc-
tion of CCSN neutrino events whose average visible energy is > 10 MeV, this discrepency
was not investigated further.

4.1.7 Application to IBDs from CCSN neutrino events

In JUNO, the reactor ν̄e as well as ∼50% of the CCSN neutrinos will interact via the
Inverse Beta Decay (IBD) which will produce two temporally and spatially correlated sig-
nals (see section 2.1.1.3 for more details). The neutron produced during the IBD will be
captured by an hydrogen nucleus (11H) - in more than 99% of the cases - or by a Carbon-12
nucleus. The neutron capture by an hydrogen nucleus will induce the emission of a single
2.2 MeV gamma while several gammas with a total energy of 4.95 MeV will be produced
as it is captured by a Carbon-12 nucleus. In the previous section, we have seen that the
efficiency of the vertex reconstruction algorithm is not 100% when using the maximum
likelihood method, especially at low energy. This is important for the reconstruction of
the delayed IBD delayed signal consists of a 2.2 MeV gamma. Furthermore, such a gamma
deposits its energy over several tens of centimeters, making the assumption of point-like
source of scintillation photons less strong. As a consequence, the resolution along the R,
X, Y and Z coordinates are of the order of ∼37 cm against ∼30 cm for the positrons and
∼27 cm for the electrons with the same visible energy. The efficiency is of the order of
∼90%. In the case of CCSN, the IBD prompt energy spectrum ranges from 0 to 100 MeV
with an average energy of ∼15 MeV. The resolution is of the order of ∼10 cm and the
efficiency reaches ∼98%.

The prompt and delayed signals of the IBD being temporally and spatially correlated,
the selection of the IBD events partly relies on the vertex reconstruction of them. The
Figure 4.17 shows the distance between prompt and delayed signals for the true (dark
red) and the reconstructed (light red) vertices of a set of IBDs from CCSN ν̄e events. In
order to assess which of the center of charge method or the peak time fitter method is
the best to recover the events rejected by the likelihood quality cut, two configurations of
the algorithm were tested. On the left plot, when a reconstructed event does not pass the
likelihood quality cut, the vertex is reconstructed using the peak time fitter while in the
right one, it is reconstructed using the center of charge.

According to the Monte Carlo (MC) truth, δR is typically below 5 meters while it
goes up to 35 meters when using the reconstructed vertices. The distributions from the
reconstruction clearly shows three structures. The leftmost one - peaked within few meters
- corresponds to the IBDs whose both prompt and delayed signals are well reconstructed
by the likelihood method (∼90% of the events). The peak is less sharp compared to the
MC truth because of the finite resolution of the reconstruction. The second structure,
between 5 and 10 meters, corresponds to IBDs whose delayed signal was rejected by the
likelihood quality cut and then reconstructed with a less effective method (∼8.1% of the
events). Finally, the rightmost structure - the flat one, above ten meters - corresponds to
IBDs whose gamma of the delayed signal escaped from the detector before depositing all
its energy, making the reconstruction very difficult (∼1.5% of the events). Their numbers
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Figure 4.17: Left: The 3D spatial distance between IBDs prompt and delayed signals
from CCSN ν̄e events. The peak time fitter method is used to reconstruct the events
that did not pass the likelihood quality cut. Right: Same plot but the center of charge

method is used to reconstruct events that did not pass the likelihood quality cut.

is negligible with respect to the rest of the distribution. The structures resulting from the
reconstruction using the center of charge method (right plot of Figure 4.17, between 4 and
35 meters) are smoother and show higher stability. As a consequence, when an event is
rejected by the likelihood quality cut, the reconstructed vertex from the center of charge
method is used for the analysis. The impact of the reconstruction on the CCSN neutrino
event selection are investigated Chapter 5.
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4.2 Energy Reconstruction
As previously mentioned, the reconstruction of the events is of paramount importance for
most of the physics goals of JUNO. In a LS detector, the reconstruction of the energy of
the events is based on the number of PEs. Previous experiments using cylindrical and
spherical LS detector have shown that the observed nPE is not linear with the energy
deposited, this effect is referred to as the Liquid Scintillator Non-Linearity (LSNL) and is
well reproduced by the GEANT4 simulation of the JUNO detector. The nPE also depends
on the event location due to geometrical effects which is referred to as the detector Non-
Uniformity (NU). If they are not properly taken into account in the energy reconstruction,
these effects have a non-negligible impact on the energy resolution. As a consequence, the
energy reconstruction must be carefully studied and optimised. This section presents an
energy reconstruction method that have been developed for the SPMT system and that is
based on the nPE (section 4.2.1). The aforementioned detector effects are corrected for in
the reconstruction process, the LSNL is addressed with calibration data from the DayaBay
experiment [229] while the NU is addressed using the vertex reconstruction algorithm
presented above (section 4.2.3). The performance of the algorithm in terms of energy
resolution and bias is tested on events in the MeV energy range. Particular attention is
paid to the evolution of the energy resolution with the deposited energy and the consistency
with the so-called abc model is checked (section 4.2.5). Finally, the performance is tested
on prompt and delayed signals of IBD events from CCSN ν̄e (section 4.2.6).

4.2.1 Energy estimator

The LS of JUNO has been designed and optimised to produce ∼13,000 scintillation pho-
tons for 1 MeV of energy deposited. Thus, counting the number of scintillation photons
produced by a particle that interacted in the LS provides a direct measurement of the
energy it deposited. The JUNO detector is designed to collect a sample of the scintillation
photons, by means of PMTs. Indeed, when they hit the photocathode of the latter, the
scintillation photons have a probability to be converted into PE by photoelectric effect (see
section 2.2.2.2). As explained in section 2.2.2.3, the reconstruction of the time and charge
of the SPMTs output signal is ensured by CATIROC [231], a readout chip embedded in
the SPMT system front-end electronics. Thus, for each event, the SPMT system provides
a number of PEs that is used as an estimator for the energy deposited. The SPMT system
is expected to have ∼40 PE/MeV for an event occuring at the center of the CD. This
number will be referred to as the energy scale in the following. This number depends on
the characteristics of the LS and the SPMTs with the main contributions listed below for
the typical case of a 1 MeV electron at the center of the detector:

• Light Yield : ∼13000

• Attenuation factor from quenching effects : ∼0.99

• Attenuation factor from absorptions and re-emissions by the bis-MSB [278] : ∼0.92

• Attenuation length of the LS [215] ∼25.8m → attenuation factor : ∼0.47 (19.3 m)

• SPMTs Quantum Efficiency (QE) [213] : ∼0.27

• SPMT system photo-coverage [76] : ∼0.027

By multiplying these numbers, one can get a rough estimation of the SPMT system energy
scale. Of course, a precise determination of the energy scale is needed, as described in
section 4.2.2.
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With a photo-coverage of ∼2.7%, the SPMT system works in the photo-counting
regime. Thus, for a typical reactor neutrino energy spectrum, more than 95% of the
SPMTs fired have 1 PE and ∼ 4.8% have ∼2-5 PEs. In comparison, in the same energy
range, ∼42% of the LPMTs have 1 PE and the rest of them have > 2 PEs. Thus, in-
terestingly, the reconstruction of the energy with the SPMTs can also be based on the
total number of CATIROC triggers6 registered by the SPMT system, disregarding the
number of PEs. Indeed, the SPE resolution of the SPMTs and the possible electronics
non-linearity smear the number of PEs and consequently degrade the energy resolution.
Counting the number of CATIROC triggers also give an estimation of the energy, without
suffering from the SPE and readout electronics finite charge resolution. However, as ex-
plained in section 3.3.2, because of the SPMTs functioning, if two scintillation photons hit
the same SPMT in a time interval inferior to 10 ns, a single signal (with double charge)
is produced and sent to CATIROC. In such a case, the use of the number of CATIROC
triggers would not properly measure the PEs since it would count one PE instead of two.
The energy would then be underestimated. As a consequence, in the following, the charge
reconstructed by CATIROC is used as input for the energy reconstruction. The CATIROC
trigger counting method is only explored at the end of this section.

4.2.2 Energy scale determination
The energy scale of the JUNO detector is determined using several radioactive sources [239]
as well as a UV laser for the Dual Calorimetry [230]. The calibration strategy of the JUNO
experiment notably involves the use of an AmC (Americium-Carbon) source, which will
serve two different purposes. The first one is the determination of the LSNL in the higher
energy range of the reactor antineutrino spectrum thanks to the 6.13 MeV gamma emitted
by the excited Oxygen (16

8 O
∗) (Eq. 4.15). The second one is the determination of the energy

scale, by measuring the 2.2 MeV gamma emitted during the neutron capture (Eq. 4.16).

241
95 Am−→237

93 Np+4
2α+γ(49.5keV )

4
2α+13

6 C −→16
8 O∗+n (4.15)

n+1
1H −→2

1 d+γ(2.2MeV ) (4.16)

In principle, by applying a 2µs cut on the PMTs hit times, the 2.2 MeV gamma signal
can be isolated from the Oxygen de-excitation gamma one. In this work, for simplicity
and in order to save computational time, solely 2.2 MeV gamma events were simulated
instead of all the AmC source decay chain. The Figure 4.18 compares the total number
of PEs obtained for small data sets of 2.2 MeV gammas emitted in the center of the CD
and the encapsulated AmC source also positioned at the center of the detector. The nPE
differs by 1.4%, which is considered as negligible for this study.

By dividing the average number of PEs found in Figure 4.18 by 2.2 MeV, the energy
scale found for the SPMT system is 40.01 PE/MeV. This number is defined as Y0 in the
following. In real conditions, the energy scale could slightly change with time (SPMT
system dead channels, opacification of the LS...). For this reason, it will be weekly moni-
tored, as described in Ref. [239]. At this stage, the estimation of the energy can be done
such as:

Erec = nPE

Y0
(4.17)

6As a reminder, the CATIROC readout chip directly integrates the SPMTs output signals and com-
pute the corresponding time and charge (i.e PE) information (see section 2.2.2.3).
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Figure 4.18: Left: The total number of PEs from 2.2 MeV gammas from the neutron
capture of an AmC source, by setting a 2 µs cut to isolate it from the rest of the AmC
decay chain. Right: The total number of PEs from solely 2.2 MeV gammas. In both

cases, the events are simulated at the center of the detector.

where nPE is the number of PEs for a given event and Y0 is the energy scale. However, this
formula does not take into account the LSNL and NU. The corrections that are needed as
well as the way they are determined are detailed in the following section.

4.2.3 Visible energy correction

In this section, the LSNL and NU are introduced and the way they are addressed in this
energy reconstruction method is described.

4.2.3.1 Liquid scintillator non-linearity

When charged and neutral particles interact with the LS molecules, scintillation photons
are emitted [279]. Basically, the molecules are excited by the energy deposition and then
de-excite via phosphorescence and fluorescence. However, there is always a part of the
deposited energy that is irreversibly absorbed and lost. These effects are referred to as
quenching effects [280]. The proportion of energy which is quenched varies with the de-
posited energy and also depends on the particle mass.

The energy deposition processes in the LS also include a Cherenkov light contribu-
tion [234]. The Cherenkov light is emitted when the speed of a particle propagating in
a given medium is larger than the speed of light in this medium. As for the scintillation
light, the Cherenkov light emission depends on the energy and on the mass of the particle,
making the overall quantity of light produced even more non-linear. When it is emitted,
part of the Cherenkov light is absorbed and re-emitted by the wavelength shifters of the
LS. The re-emitted photons are in the same wavelength range than the scintillation pho-
tons, making them hardly distinguishable of each other.

The left plot of Figure 4.19 – from Ref. [281] – sums up the contribution of both
quenching and Cherenkov effects to the LSNL for electrons depositing their energy in the
LS of JUNO. It has been obtained with simulation data. The plot shows that the ratio be-
tween the visible energy (Evis) and the deposited one (Ekin) is not constant and increases
with the kinetic energy of the particle. The quenching effects make the visible energy
smaller than the deposited one while the add of the Cherenkov effect in the simulation
makes the ratio larger than unity as the kinetic energy of the particle increases. Since this
work is focused on the reconstruction of positron events, the corresponding LSNL must
be used. Even if the mass of the electron and positron are the same, the gammas from
the positron annihilation will make the shape of the curve different. The one used for this
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work is shown in the right plot of Figure 4.19. It has been determined from measurements
at Daya Bay [229, 278], which has a similar liquid scintillator recipe than JUNO. An ex-
trapolation in the low energy range (< 1 MeV) is derived for this work. Note that the
value of Evis / Edep is referred to as fLSNL in the following.

1 2 3 4 5 6 7 8 9 10 11 12
 [MeV]depE

0.8

0.85

0.9

0.95

1

1.05

de
p

 / 
E

vi
s

E
 LSNL from DayaBay data+e

Extrapolation for this study

Figure 4.19: Left: An example of a LSNL curve for electrons - from [281]. This plot
is only intended to show the contributions of the scintillation light (full line) and the

Cherenkov light (dashed line) to the LSNL. Right: The LSNL curve for positrons down
to 1 MeV from the Daya Bay data. This curve is used for the neutrino oscillation
parameters and NMO sensitivity studies. At lower energy, the curve is extrapolated.

It is important to mention that, as explained in section 2.2.2.3, the LSNL cannot be
determined absolutely. Since its measurement is based on the ratio between the true and
the reconstructed energy – using known radioactive sources – it means that it is in fact
interwined with the instrumental non-linearity (from the PMTs and electronics). The
Dual Calorimetry Calibration (DCC) [230] (see Chapter 2) is expected to allow a more
precise calibration of the instrumental non-linearity and by extension enhance the LSNL
calibration.

4.2.3.2 Non-uniformity correction

The detector response NU mainly arises from the non-perfect transparency of the LS as
well as the fact that the PMTs are not perfectly uniformly distributed around the acrylic
sphere. Indeed, the number of scintillation photons that will hit the PMTs depends on
the distance they travel in the LS, because of the different physical processes they will
undergo (see section 4.1.2). The closer to the PMTs is the emission point, the more likely
the scintillation photons will hit them. The TR area (see section 4.1.3) also contributes
to decrease the number of scintillation photons that reach the PMTs. As a consequence,
the energy reconstruction is position dependent. Since the SPMTs and LPMTs are part
of two different systems, a NU correction specific to each of them must be determined.

The spherical shape of the JUNO central detector (CD) makes the number of PEs
mostly radial dependent. However, the layout of the PMTs on its internal surface lead to
a non-negligible dependence along the zenithal angle, referred to as θ in the following. The
dependence along the longitudinal angle (Φ) is considered negligible in this study. The
dependence of the total number of PEs on these three variables is shown in Figure 4.20.
It shows that along the radial component, the number of PEs increases by ∼10% between
events at the center of the CD and events occuring at a radius R3 ∼ 3000 m3. Moreover,
it drops by ∼10-15% when the events occur at the very edge of the acrylic sphere with
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respect to events occuring at the center. Along the θ coordinate, the difference between
the maximum and the minimum number of PEs is of ∼14%. These variations are not
negligible.
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Figure 4.20: The evolution of the nPE as a function of φ, θ and R for a batch of 15
MeV (Ekin) positron events uniformly distributed in the CD.

As a consequence, the number of PEs must be corrected according to the position of the
event, hence the need for a precise reconstruction of the events’ position. The correction
of the number of PEs following the event position is done with a correction factor that is
determined by simulating 2.2 MeV gammas at different calibration points, that have been
preliminary determined [239]. In real conditions, an AmC source will be deployed, but as
explained previously, using solely 2.2 MeV gamma leads to a difference that is considered
as negligible in this study. The calibration source is deployed in ∼245 points distributed
on a vertical plane (X,Z), as shown in Figure 5.24 (Appendix). The calibration units that
will be used to place the source at the different points allow to know the position of the
source with a precision better than 3 cm (Chapter 2). In this study, we consider that the
position of the calibration source is perfectly known. For each of these points, a batch of
10,000 events is simulated and a gaussian fit is performed in order to retrieve the average
number of PEs, in the same way than in Figure 4.18. The possible tails that can appear
in the spectrum - because of leakage effects like particles escaping the detector - are not
fitted. If one wants to fit the tails, appropriate fit functions can be found in Ref. [282].
The correction factor is then calculated such as:

fcorr = nPE(Rcalib,θcalib)
Y0

(4.18)

where nPE(Rcalib,θcalib) is the average number of PEs at the calibration point and Y0 is
the energy scale. In order to determine the value of fcorr at any point in the detector, a
Delaunay interpolation is performed with the ROOT [276] software. The map obtained
after the interpolation is shown in Figure 4.21.

The correction factor is applied on the numer of PE using the reconstructed radius
and zenithal angle (Rrec and θrec). The reconstructed vertices of the events that are
rejected by the likelihood quality cut (see section 4.1.6) will not be used to correct for the
detector NU. Since these vertices are reconstructed sometimes several meters away from
the true vertex and the number of PEs varying a lot with the position, the estimation
of the energy of these events would be completely skewed. In practice we could ignore
these events but it means that many of them would be lost, especially in the low energy
range, where the vertex reconstruction efficiency is of ∼70%. Here an alternative is tested.
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Figure 4.21: Map of the non-uniformity correction factor following the R and θ
coordinates. The Left plot is a 3D representation while the Right one is a 2D

representation.

When an event is identified as poorly reconstructed, the detector NU is corrected following
a coarser correction factor - as shown in Figure 4.22 - which replaces the fcorr determined
in Figure 4.21. This new correction factor was determined by comparing the total number
of PEs for the poorly and correctly reconstructed events. To be fully consistent, the
parametrisation should be done by comparing the total number of PEs of the poorly
and correctly reconstructed events only for the ones that occured in the TR area, where
the efficiency of the maximum likelihood method drops. Indeed, using all the events
as it is done here adds the detector NU systematics effect that we don’t want in this
parametrisation specifically. However, at the time of this work, not enough simulation data
were available. This parametrisation is fully reproductible with the calibration sources that
are forseen to be used in JUNO. From Figure 4.22, an average correction factor fcorr =
0.923 – that is energy independent – is determined and is applied to any event with a poor
reconstruction of the vertex.
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Figure 4.22: The ratio between the total number of PEs for the poorly and well
reconstructed events as a function of the energy. From this plot, an average correction

factor fcorr = 0.923 is determined.

4.2.4 Visible energy computation
This section details how the energy is determined and the applied corrections. Based
on what has been detailed in the previous sections, we first reconstruct the energy using
the energy scale and correct the value with the correction factor corresponding to the



4.2 Energy Reconstruction 119

reconstructed vertex: fcorr(Rrec,θrec). The result obtained is defined as Erec :

Erec = nPE(Rrec,θrec)−NDC

Y0×fcorr(Rrec,θrec)
(4.19)

where nPE(Rrec,θrec) is the number of PEs reconstructed, Y0 is the energy scale, fcorr(Rrec,θrec)
is the NU correction factor corresponding to the reconstructed vertex and NDC is the av-
erage number of dark counts expected from the SPMT system within the time window
length for an event triggered by the JUNO global trigger system. In this study, we consider
that NDC = ∼13 PE/MeV.

Then, Erec is corrected from the LSNL using fLSNL (Figure 4.19, right plot) and the
final reconstructed energy is defined as Evis:

Evis = Erec
fLSNL

(4.20)

If an event has a reconstructed energy higher than 12 MeV – which will happen for
CCSN neutrino events – the LSNL correction value is set at 1.05, according to the trend
of the right plot curve in Figure 4.19. Note that, in principle, the LSNL correction for
reconstructed energies higher than 12 MeV could also be determined from the JUNO
simulation in order to obtain more accurate correction values. When reconstructing a
batch of events at a given energy, the energy resolution is derived from the distribution of
Evis and is computed as:

Eres = σEvis
Etrue

(4.21)

where σEvis is the standard deviation of the fit of the distribution – assuming that it
follows a Gauss function – and Etrue is the deposited energy (from the MC truth). The
relative bias is defined as :

Bias= 100× Etrue−Evis
Etrue

[%] (4.22)

where Evis is the mean of the fit of the distribution.

4.2.5 Energy resolution model

As the deposited energy increases, the evolution of the energy resolution is expected to
follow a specific model. The modelling of the energy resolution is of crucial importance
when it comes to estimate the uncertainties on a reconstructed energy spectra, for example.
In a LS detector, the energy resolution as a function of the visible energy can be expressed
such as:

σE
E

=

√
σ2
stochastic

E
+σ2

non−stochastic(E) (4.23)

σstochastic is the stochastic term and σnon−stochastic the non-stochastic one. In JUNO, the
resolution is also expressed using the so-called abc model:

σE
E

=
√(

a√
E

)2
+ b2 +

(
c

E

)2
(4.24)

where a corresponds to the stochastic term while b and c corresponds to the non-stochastic
ones. The a term is mostly driven by the fluctuations of the nPE that follow a Poissonian
statistics. In such case, the uncertainty on the number of PEs is computed such as

√
nPE
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and the energy resolution is then proportional to 1/
√
nPE. The latter shows that the en-

ergy resolution is expected to get better when the visible energy increases. Typically, with
∼40 PE/MeV, statistical term of the energy resolution is expected to be ∼15.8%. Several
studies within the JUNO collaboration that consisted in simulating electron and positron
events at the center of the detector considering only the LS and PMTs responses demon-
strated that the "b" term vanishes when the Cherenkov light and quenching effects are
disabled while it is of the order of 1% when these effects are enabled [283]. It was notably
demonstrated that even if the Cherenkov light contribution to the nPE is corrected (see
section 4.2.3.1), the corresponding statistical fluctuations add a constant noise to the nPE
that eventually feed the "b" term [239, 284]. The "b" term is also driven by the capabil-
ity to address the detector response non-unformity using the event vertex reconstruction.
Finally, the "c" term is mostly driven by the PMTs Dark Noise. Indeed, the dark counts
constitute additional PEs that do not come from the energy deposition in the detector.
Since the number of dark counts is constant in a given time window, the "c" term linearily
decreases with the visible energy. It is also important to mention that the aforementioned
study of the energy resolution in JUNO [283] showed that the annihilation gammas from
the positrons also contribute to the "c" term. The Figure 4.23 shows the contribution of
the three terms to the model, assuming values that are close to that expected combining
the two PMT systems of JUNO. It shows that the energy resolution is largely dominated
by the PE stochastic fluctuations.
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Figure 4.23: Example of the energy resolution model used in this work (equation 4.24)
for values of a, b and c that are close to that expected in JUNO (using all the PMTs).

In order to better understand the impact of the different components of the detector
response on the energy resolution and bias, the performance of the energy reconstruction
presented here has been tested under different detector response configurations. More
precisely, the distribution of the events in the CD is varied (center, uniform) and the
SPMT system response7 as well as the spatial reconstruction are enabled or disabled. The
following configurations are tested:

• Events at the center of the CD, no SPMT system response, no spatial reconstruction
[ideal case]
• Events at the center of the CD, SPMT system response, no spatial reconstruction
[study of the impact of the SPMT system response]

7The SPMT system response includes: the SPMTs charge resolution, time resolution (TT and TTS),
Dark Count Rate (DCR) as well as the CATIROC features for the time and charge measurements (see
Chapter 3). The Quantum Efficiency (QE) is not considered as part of the SPMTs response since it is
already implemented at the level of GEANT4.
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• Events uniformly distributed in the CD, no SPMT system response, no spatial re-
construction [study of the impact of the non-uniformity correction]
• Events uniformly distributed in the CD, no SPMT system response, spatial recon-
struction [study of the impact of the spatial resolution on the non-uniformity cor-
rection]
• Events uniformly distributed in the CD, SPMT system response, spatial reconstruc-
tion [more realistic case]

For each configuration, the consistency of the energy resolution with the abc model is
verified by fitting the energy resolution against the energy with equation 4.24. This study
also allows to identify ways to optimise the energy resolution of the SPMTs system.

4.2.5.1 Events at the center of the CD

First, the events are generated at the center of the detector, the true vertex is considered
and the SPMT system response is not simulated. The reconstructed energy (Evis) dis-
tribution is fitted with a Gauss function, the standard deviation σ and the mean µ are
extracted and used to compute the energy resolution and bias using equation 4.21 and
equation 4.22. The results for positrons with Ekin = 0 MeV are shown in Figure 4.24. The
expected total visible energy is 1.022 MeV.
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Figure 4.24: Left: Distribution of the reconstructed energy for Ekin = 0 MeV positron
events at the center of the CD, the SPMT system response is disabled. Right: Same

plot as the one on the left, the SPMT system response is enabled.

The resolution is of 14.7% when the SPMT system response is disable, which is below
the bottom limit of 15.8% expected because of the stochastic term in case of a number of
PEs of 40 per MeV. This inconsistency comes from the LSNL correction used in this study
that does not exactly corresponds to that of the JUNO LS simulation (see section 4.2.3.1).
The resolution at 1 MeV goes from 14.7% to 17.9% when the SPMT system response is
simulated. This mostly arises from the SPMTs DN. Indeed, the number of dark counts in
an event follows a Poissonian statistics with a standard deviation of

√
NDC where NDC is

the number of dark counts in a given time window. Although NDC can be subtracted from
the nPE - as in Eqn. 4.19 - the uncertainty on the latter and thus on the reconstructed
energy increases correspondingly. As already mentioned in section 4.1.4, the signal time
window – i.e the signal captured by the global trigger of JUNO – that is used for the re-
construction could be optimised in order to reject as many dark counts as possible without
losing the LS signal. The impact of the offline event builder readout window (Chapter 3)
on the energy resolution has not been studied. The resolution of the Single Photoelectron
(SPE) – ∼30% on average for the SPMTs – also degrades the energy resolution but to a
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lesser extent. It increases the PE uncertainty at the channel level. Finally, the readout
electronics charge integration uncertainty is expected to have a negligible impact on the
reconstruction of the number of PEs. In both case, the bias of the reconstructed energy
is within 4%.

The Figure 4.25 shows the evolution of the energy resolution as a function of the energy,
fitted with the model in equation 4.24. For this plot and all the following ones, the errors
are computed and displayed but they can’t be seen because they’re smaller than the size
of the points.
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Figure 4.25: Top: Energy resolution as a function of the visible energy for
positrons for two different cases. In light blue, the SPMT system response is

disabled while it is enabled for the dark blue curve. Bottom: Relative bias on the
reconstructed energy.

When the SPMT system response is disabled, the "a" term is 14.4%. The "b" term is
1.4% which can be explained by the cherenkov light and LS quenching effects. Finally,
the "c" term is vanishing but with a large uncertainty so that no conclusion can be made
on this value. The overall energy resolution being widely dominated by the statistical
fluctuations of the nPE, it is likely that the systematic fluctuations that are expected to
feed the "b" and "c" term are too tiny and are then not identified when fitting with the
abc model.

When the SPMT system response is taken into account, "a" increases (15.2%) mainly
because of the SPE resolution and the DN. Indeed, the PE amplification process that
occurs in the PMTs follows a Poissonian distribution, adding stochastic fluctuations to
the nPE. The "c" term is now 8.0%, mainly because of the DN as explained earlier. The
"b" is now compatible with 0% but with a large uncertainty so that no conclusion can be
done here. Finally, the bias is within ∼4% all along the energy range, in both cases. Also,
the χ̃ is 5.5 while it is 2.2 when the SPMT system response is disabled.

4.2.5.2 Events uniformly distributed in the CD

In this section, we consider events uniformly distributed in the CD in order to study the
influence of the detector response NU as well as that of the vertex reconstruction on the
energy resolution. In fact, in one case, the NU correction (section 4.2.3.2) is done by
using the true event position and in the other case, the reconstructed position is used.
The SPMT system response is disabled in this configuration. The events being uniformly
distributed in the CD, the nPE is on average larger than the case of center-simulated
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events leading to smaller statistical fluctuations (decrease of "a"). The results are shown
in Figure 4.26.
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Figure 4.26: Top: Energy resolution as a function of the visible energy of positrons
using the true (light blue) and reconstructed (dark blue) vertex for the non-uniformity
correction. The SPMT system response is disabled. Bottom: Bias on the reconstructed

energy.

First of all, comparing the value of a, b and c of the present cases with those of the
previous one (events simulated at the center of the detector, no SPMT system response),
in both cases the "a" term has actually increased from 14.4% (Figure 4.25) to 15.5% and
15.6% (Figure 4.26). This anomaly has not been investigated in this manuscript but cross-
contaminations between the different terms (a, b and c) could explain this inconsistency.
Concerning the "b" term it has also increased in both cases (by 0.3%) meaning that a
residual NU remains even after the correction. The reason is that the NU correction map
is generated with finite calibration points, it is not absolutely precise, hence the NU cannot
be perfectly corrected. As in the previous case for which the SPMT system response is
disabled, the "c" term vanishes. The χ̃ of the light blue curve is of 1.7 and it increases to
6.2 when using the reconstructed vertex (dark blue), which mostly come from the points
at low energy.

One can also notice that, whether using the true or the reconstructed vertex, the "b"
term is the same – within uncertainties – meaning that the vertex reconstruction perfor-
mance allows to keep the energy resolution at a level very close to the one using the true
vertex. This is not totally correct at low energy (< 1.5 MeV). Indeed, we have seen (sec-
tion 4.1.6) that the precision on the vertex reconstruction is of the order of ∼50 cm, with
a non-negligible proportion of events that are rejected by the likelihood quality cut and
for which the NU correction factor is less accurate (Figure 4.22). Hence the degradation
of the energy resolution. In the contrary, when the visible energy increases, the precision
of the spatial reconstruction gets totally negligible before the size of the detector and the
efficiency increases. The NU correction is then more accurate.

Finally, concerning the bias, it is a bit larger than for events simulated at the center
of the detector. This is explained by the events occuring at the edge of the acrylic sphere.
Such events do not deposit all their energy in the LS - especially because of the annihilation
the gammas that cover larger distances (∼20 cm) - or a large fraction of the scintillation
photons never reach the PMTs because of the reflections. The non-linearity correction is
then also potentially false, hence the bias. This also contribute to degrade the resolution.
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At higher energy, the fraction of energy deposited in the LS - mostly by the positrons - is
larger, hence the smaller bias. A study focused on applying a fiducial volume cut could
be done in order to reject the events occuring at the edges of the acrylic sphere. A quick
test using the true vertex and a FV cut of 17.2 m showed that this enhances the energy
resolution by 1% for Evis = 1 MeV and by 0.3% for Evis = 10 MeV.

In the configuration considered in the following, the events are uniformly distributed,
the reconstructed vertex is used for the NU correction and the SPMT system response is
abled. The results are shown in Figure 4.27. In the first case (light blue), the readout
charge from CATIROC is used. The "b" term vanishes with a non-negligible uncertainty.
The "c" term is non-zero since the DN is simulated. The resolution is Eres = 19.5% at 1
MeV. In the second case (dark blue), the number of CATIROC triggers is used instead of
the nPE in order to mitigate the SPMT charge resolution, as explained in section 4.2.1.
A smaller value of the "a" term is expected since the stochastic fluctuations of the SPMTs
charge amplification process does not impact the reconstruction. The "b" and "c" term
both increase by ∼3%. Comparing the two approaches, according to the points, the one
using the CATIROC triggers allows to significantly enhance the energy resolution for ener-
gies between 1 MeV and 5 MeV, beyond, the resolutions of the two approaches get similar.
However, according to the fit functions which χ̃ are relatively bad (8.4 and 4.4) the use
of the CATIROC triggers only allows to narrow the energy resolution down to 19.2% at 1
MeV. Also, as the visible energy increases, the probability to have several PEs in the 10
nanoseconds long integration window of the SPMTs is larger so that the relative bias of
the reconstructed energy increases.
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Figure 4.27: Top: Energy resolution as a function of the visible energy for positrons
uniformly distributed in the CD. In light blue, the energy is reconstructed using the
readout charge of CATIROC to estimate the nPE, while in dark blue the number of

CATIROC triggers is used. Bottom: Bias of the reconstructed energy.

All the results presented in this section were obtained with a simulation of the JUNO
detector. The effects that will have the strongest impact on the event reconstruction are
already included in the software. However, the aging of the detector [239], that could lead
to a decrease of the light yield, the LS opacification or to the loss of some SPMT system
channels, is not taken into account here. This would represent new uncertainty sources
on the energy reconstruction, which can be patially corrected by periodic calibration cam-
paigns.
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4.2.6 Application to the CCSN IBD neutrino events
The development of this energy reconstruction algorithm was primarily intended for use
in the studies of CCSN neutrino bursts in JUNO. The information about the energy of the
events is used in the selection of the IBD candidates, for example for the identification of
the delayed signal (2.2 MeV). In addition, as explained in Chapter 1, the reconstruction of
the CCSN neutrinos energy spectra is an important observable that will help constraining
the explosion models. This section briefly presents the performance on a sample of prompt
and delayed signals of IBDs from CCSN ν̄e. The full detector and readout electronics sim-
ulation have been included. The plots comparing the true and the reconstructed energy
spectra of both prompt and delayed signals are shown in Figure 4.28.
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Figure 4.28: Left: Comparison between the true prompt signal energy spectrum
(blue histogram) and the reconstructed one (dark blue dots). The relative bias for
each bin is shown on the bottom panel. Right: Comparison between the true

delayed signal energy spectrum and the reconstructed one. The three structures are
well identified but the resolution of the SPMT system in this energy range strongly

smears them out.

The bias of the prompt signal reconstructed energy spectrum with respect to the true
one is <2% on average over the full energy range, as shown in the bottom panel of the
left plot of Figure 4.28. Regarding the delayed signal spectrum, two different pics are
expected, the first one around 2.2 MeV and the second one around 4.95 MeV. A third
structure is observed on the left part of the plot. It comes from gammas that escaped the
detector and did not deposit all their energy. The reconstructed spectrum does show these
three structures, but the energy resolution of the SPMT system in this energy region is >
10%, hence the smeared shape. A gaussian fit of the Hydrogen peak shows that the energy
resolution is about 12.05%. It is worst than the results presented in the previous section.
The first reason arises from the vertex reconstruction, that is less precise for 2.2 MeV
gamma (large energy deposition area, the event is less point-like) so the non-uniformity
correction is skewed. The second one arises from the energy non-linearity correction used
in the reconstruction. It is the one for positron while here we are reconstructing gammas.
However, as it will be demonstrated in the next chapter, these precisions are satisfactory
for the selection of the IBD events for CCSN neutrinos studies.
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Summary

Some physics analyses like the measurement of the neutrino oscillation solar parameters
or the reconstruction of the CCSN burst neutrinos signal can be done using the SPMT
system only. They will notably include the reconstruction of the neutrinos energy spectra
as well as a rigorous event selection. It is then mandatory to test the performance of the
SPMTs as a standalone system for the energy and vertex reconstruction.

As a first step, a vertex reconstruction algorithm was developed. Indeed, the recon-
struction of the position of the events is necessary to fully exploit the IBD events topology
during the event selection. It is also essential to correct the error made on the energy esti-
mate due to the non-uniformity of the detector. The algorithm consists of three different
reconstruction steps. The first one uses the charge information to fastly get a prelimi-
nary estimation of the vertex. It serves as a starting point for a second approach that
uses the time information and that enhances the resolution of the preliminary estimation
by ∼70%. Finally, the position estimated by this second method is used as the starting
point of a maximum likelihood method. The latter improves the resolution by ∼25%.
The algorithm has been tested with different detector simulation configurations in order
to understand the influence of the detector response on the reconstruction precision. In
addition, electron and positron events were reconstructed in order to probe the impact of
the energy deposition pattern on the reconstruction quality. The first point that this work
highlighted is that using the time information to reconstruct the position of the events
allows to get better resolutions. However, a fraction of the events, especially those with
a small visible energy (< 3 MeV) or occuring in the TR area, are reconstructed far from
the true vertex (several meters away). They can be identified and rejected thanks to the
minimised likelihood function value. With the cut applied on the latter, for positrons at
rest (1.022 visible energy from annihilation gammas), the resolution is 60 cm with a ∼70%
efficiency while it is 15 cm with a 97% efficiency for 9 MeV ones. These resolutions are
almost 2 orders of magnitude under the size of the detector which will allow a precise
correction of the detector NU in the energy reconstruction process. The aforementioned
partial efficiency has an impact on the IBD event selection, which is investigated in Chap-
ter 5. Machine Learning (ML) techniques are under investigation beyond the scope of
this thesis in order to retrieve the events that are poorly reconstructed by the method
presented in this chapter.

In JUNO, the estimation of the energy deposited during an event is based on the
number of PEs combined to the energy scale (nPE/MeV). The latter must be precisely
determined by means of calibration sources. It is then possible to determine the energy
of any event from the number of PEs recorded by the PMTs. However, the intrinsic non-
linearity of the LS (LSNL) as well as the huge size of the detector make the energy scale
not sufficient to precisely determine the energy. The calibration strategy of the JUNO
experiment [239] includes a precise determination of the detector LSNL and NU using
calibration sources. While waiting for JUNO data, in this work, the LSNL determined at
Daya Bay - that is used for the preparation of the NMO analysis in JUNO - is taken, and
the NU is determined using simulation data. The performance of the method is assessed
by determining the resolution and the bias at different energies in the reactor neutrino
energy range. As for the vertex recosntruction, different simulation configurations are
set in order to understand the influence of the detector response on the quality of the
reconstruction. The evolution of the resolution with the visible energy consistency with
the "abc" model is systematically checked. It has been demonstrated that the energy
resolution is dominated by the statistical fluctuations of the nPE due to the small energy
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scale of the SPMT system. In addition, the DN from the PMTs as well as their charge
resolution - to a lesser extent - seems to have the largest impact on the energy resolution
and the performance. The impact of the DN could be reduced by optimising the event
readout window (rejection of the dark counts) while the latter can be mitigated by using
the number of CATIROC triggers rather than on the corresponding readout charge for
the reconstruction of the energy. The performance of the vertex reconstruction algorithm
allows a good correction of the detector response NU and the related systematic term is
at the level of ∼2%. This number could be constrained even more thanks to a better
efficiency of the reconstruction and to the application of a fiducial volume cut to the data.
After the full simulation of the detector geometry and electronics, the resolutions given
by the best fit are ∼19.2% at 1 MeV and ∼5.4% at 10 MeV with χ2/d.o.f = 4.4. In the
CCSN energy range, the algorithm allows to obtain satisfactory results with an average
relative difference between the true and the reconstructed spectra < 2%. It is satisfactory
to work on the reconstruction of the CCSN energy spectra with the SPMTs.
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CCSN neutrino energy spectra recon-
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The study of CCSN burst neutrinos with the SPMT system is motivated by two main
aspects. The first one is that performing such analysis with two different PMT systems
(LPMT and SPMT) – although they are only semi-independent – will allow to maximise
JUNO’s potential to extract the CCSN physics from the neutrino signal. The second
one is that the small size of the SPMTs notably provides a fast response and smaller
saturation effects which will surely constitute assets, especially for nearby CCSN1. The
analysis presented in this chapter is a continuation of the tools presented in the two
previous chapters. Indeed, as already mentioned, the rate capability of the SPMT system
– see readout electronics performance and event builder (Chapter 3) – has a direct impact
on the event vertex and energy reconstruction performance (Chapter 4) whereas the latter
is of paramount importance for the physics analysis that are foreseen to be done with the
SPMT system, including the CCSN analysis. As a reminder, the two main observables
that will allow to probe the CCSN mechanisms and to retrieve its parameters are the

1It is worth pointing out that at the beginning of this PhD thesis, the SPMT was the only PMT sys-
tem of JUNO that planned to operate in trigger-less mode (i.e all the data are sent continuously to the
DAQ). Such feature constitutes an asset, especially when the event rate drastically increases (CCSN),
it notably gives the opportunity to adapt the event builder strategy afterwards and to be sure not to
loose data. However, recently, the LPMT system teams also developed a trigger-less mode (continuous
transfer of the T,Q pairs – not the full waveforms – toward the DAQ.
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flavor-wise neutrino luminosities and energy spectra (Chapter 1). As indicated in the title
of this chapter, the work presented in the following focuses on the latter subject, using
the SPMT system. In section 5.1, an event selection strategy that aims to perform a
preliminary classification of the interaction channels – and thus of the incident neutrino
flavors – is presented. Then, section 5.2 presents preliminary results on the energy spectra
unfolding. The unfolding procedure applied here mitigates the detector response effects
in the energy reconstruction of the IBD and Neutrino-Electron Elastic Scattering (νeES)
selected samples. Such work is necessary before comparing the energy spectra to the ones
predicted by models or to compare the energy spectra from different experiments.

5.1 Event selection
In Chapter 2, we have seen that the CCSN neutrinos can interact with the JUNO LS via
six channels, they are recalled in Table 2.3. This table shows that some of the channels
are exclusive to an (anti)neutrino flavor while (anti)neutrinos of all flavors can interact via
some of the others. Thus, the determination of the flavor-wise neutrino luminosities and
energy spectra primarily depends on the ability to distinguish the interaction channels of
each other.

Neutrinos interaction channels in JUNO
Interaction Chan. Type Num. evts (@10kpc)
ν̄e+p→ e+ +n CC ∼5000
ν+p→ ν+p NC ∼2000
ν+e−→ ν+e− NC ∼300

ν+12C→ ν+12C∗ NC ∼300
νe+12C→ e−+12N CC ∼100
ν̄e+12C→ e+ +12B CC ∼100

Table 2.3: Number of neutrino events in JUNO with their corresponding interaction
channels for a typical CCSN at a distance of 10 kpc, where ν collectively stands for

neutrinos and anti-neutrinos of all flavors.

Some of these interaction channels (IBD and CC interactions on 12C) produce a co-
incidence between two signals while the others (νpES, νeES and NC interaction on 12C)
result in a single one. Moreover, each of these signals lie in specific visible energy range,
as show in Figure 5.1.

Thus, before describing in detail the selection strategy and its performance, the spatial
and temporal topology of the events with two signals as well as the typical visible energy
of each signal type are introduced. They will constitute the main selection criteria in this
analysis. In Chapter 3, we have seen that the distance to the CCSN is the parameter
that has the biggest impact on the number of neutrino interactions (and rate) in JUNO.
In addition, at a fixed distance, the two CCSN explosion models available in the JUNO
simulation software (Garching and Nakazato) also lead to differences in the total number
of events, event rate as well as in the neutrino energy spectra etc. Thus, the optimal
selection cuts – that would allow to properly select the different channels limiting the
contaminations between them – vary according to these parameters. Since 10 kpc is the
most probable distance to the next galactic CCSN, the study presented in the following
is done with CCSN progenitors at such distance. Also, the simulation files used for the
analysis presented in the following were produced using the Garching model with the
following configuration:

• Shen et. al equation of state
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Figure 5.1: The energy spectra of the different interaction channels in the JUNO
detector for a typical CCSN at 10 kpc. Taken from [76].

• 25 M�
• No neutrino opacities

Such configuration was chosen because the number of neutrino interactions and the
event rate are in the average of all the configurations available for the two models.

5.1.1 Event topology and visible energy

The event topology and visible energy are studied after having simulated large samples of
each of them using the model presented above. The detector and readout electronics sim-
ulations are included, and the events are reconstructed following the process described in
Chapter 4. Each events are reconstructed independently of the others. For each channel,
the reconstructed and true energy spectra are compared. The spatial and temporal coin-
cidences of the double signal events obtained from the reconstruction are also compared
to those from the MC truth.

Inverse Beta Decay (IBD)

The performance of the vertex and energy reconstruction of IBD events from CCSN ν̄e
was already presented and discussed in Chapter 4, respectively in section 4.1.7 and sec-
tion 4.2.6. The plots are shown again in this paragraph for convenience, the reader can
refer to the aforementioned sections for details about them. The temporal coincidence
that, in the analysis, is computed by subtracting the first hit time of the prompt signal to
that of the delayed one is also shown. It is compared to the subtraction between the time
of creation of the positron and the neutron capture time (Figure 5.2). The distributions
are the same, which is expected since the possible difference induced by the scintillation
photons travel time are of the order of the tens of nanoseconds, well below the average
temporal difference between the positron creation time and the neutron capture time that
is of ∼220 µs. The impact of the reconstruction performance on the event selection is
presented later in this chapter.

νeES and νpES

Figure 5.3 compares the true and reconstructed spectrum for νeES (left) and νpES (right)
events. The νeES spectrum ranges from 0 to 50 MeV. It is worth pointing out that whereas
the energy spectra for the other interaction channels compare the true and reconstructed
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Figure 5.2: Top left: Comparison of the true (blue histogram) and reconstructed (dark
blue dots) IBD prompt signal energy spectrum. The relative bias for each bin of the
histogram is shown on the bottom panel. Top right: Comparison of the true and

reconstructed IBD delayed signal energy spectrum. Bottom left: 3D spatial distance
between the IBD prompt and delayed signals. The results from the MC truth are shown
in dark red while those from the reconstruction are shown in pink. Bottom right:

Temporal difference between the IBD prompt and delayed signals.

deposited energy – i.e after correction of the Liquid Scintillator Non-Linearity (LSNL) –
the νpES one compares the true visible energy – i.e before the correction of the LSNL –
to the reconstructed one. Indeed, as detailed in Ref. [285], the scintillation light is highly
quenched for proton energy depositions in liquid scintillators so that the number of scintil-
lation photons produced is way smaller than for gammas, electrons and positrons at equal
deposited energies. Yet, the event selection energy cuts optimisation and the subsequent
event selection on a "blind" data file presented later in this chapter have been done with
events whose energy was systematically corrected from the LSNL (following the energy
reconstruction procedure presented in Chapter 4). To be fully consistent, in the future,
the optmisation of the selection cuts and the selection itself should be repeated with events
whose reconstructed energy is not corrected from the LSNL. In fact, such correction must
be done after the event selection, once the particle type have been identified (when it is
possible). Concerning this work, since the LSNL of positrons, electrons and gammas are
relatively close to each other (within a few percent at most), especially in the CCSN en-
ergy range where they all tend to saturate (see Ref. [229] for gammas and positrons LSNL
at Daya Bay and Ref. [239] for those implemented in the JUNO simulation software) it is
assumed that the energy reconstruction procedure adopted is reasonable and that it has
no significant impact on the results. The visible energy spectra of the νpES shown here
ranges from 0 to 3 MeV and the large energy resolution of the SPMT system in this energy
range tends to distort the energy spectrum.
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Figure 5.3: Left: Comparison of the true (blue histogram) and reconstructed (dark blue
dots) νeES energy spectrum. The relative bias for each bin of the histogram is shown on

the bottom panel. Right: Comparison of the true and reconstructed νpES energy
spectrum. The relative bias for each bin of the histogram is shown on the bottom panel.

CC and NC on 12C

The upper plots of Figure 5.4 compare the true and reconstructed spectra for the prompt
(left) and delayed (right) signals of the ν̄e+12C→ e+ +12B reaction. The prompt signal
ranges from 0 to 60 MeV while the delayed one ranges from 0 to 13 MeV. The lower plots
show the equivalent distributions for the νe+12C→ e−+12N reaction. Here, the prompt
signal also ranges from 0 to 60 MeV while the delayed one ranges from 1 to 17 MeV.

The spatial and temporal coincidence between the two signals is shown in Figure 5.5.
The upper plots show the distributions for the ν̄e+12C→ e+ +12B reaction. Even if the
temporal coincidence is of the order of the tens of miliseconds, the 3D spatial difference2 is
of the order of a few tens of centimeters, representing a strong asset for the selection since
the probability to have several events in such a small space is weak in a detector as large
as JUNO. The lower plots show the same distributions but for the νe +12C → e−+12N
reaction. The temporal coincidence is similar to the previous case and here also, the
selection can certainly benefit from the strong spatial correlation between the signals. All
in all, the topologies of the two CC interactions on 12C are very similar and it will be
difficult to distinguish them from each other.

Finally, the Figure 5.6 compares the true and reconstructed energy spectra of the 15.11
MeV gamma from the 12C∗ de-excitation. The finite energy resolution of the SPMT system
smears the reconstructed spectrum but it is well centered around 15.11 MeV. Also, the plot
shows that a small fraction of the events deposit less energy. These events correspond to
gammas that can escape from the acrylic sphere before having deposited all their energy.
A FV cut can be applied to reject these events during the selection.

5.1.2 Event selection strategy
The major step forward anticipated from the detection of neutrinos from the next galactic
CCSN compared to the SN1987A is the number of interactions expected in the neutrino
detectors. Indeed, thanks to the present (SK) and future (JUNO, HK, DUNE...) large
scale neutrino detectors, the statistics should be increased by one to two order(s) of mag-
nitude at an equivalent distance (∼50 kpc), allowing to precisely constrain the CCSN
explosion models. The most probable distance has been evaluated to be ∼10 kpc and in
such case, JUNO is expected to be able to reconstruct the luminosities and energy spectra
of the three neutrino flavors thanks to the IBD and νpES detection channels. We have

2The 3D spatial difference between two signals position is computed such as
δR =

√
(X1−X2)2 + (Y1−Y2)2 + (Z1−Z2)2.
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Figure 5.4: Top left: Comparison of the true (blue histogram) and reconstructed (dark
blue dots) prompt signal energy spectrum of the ν̄e + 12C reaction. As for the other
plots of this Figure, the relative bias for each bin of the histogram is shown on the
bottom panel. Top right: Comparison of the true and reconstructed delayed signal

energy spectrum of the ν̄e + 12C reaction. Bottom left: Comparison of the true and
reconstructed prompt signal energy spectrum of the νe + 12C reaction. Bottom tight:
Comparison of the true and reconstructed delayed signal energy spectrum of the νe +

12C reaction.

seen that four additional interaction channels, from which O(100) events are expected, are
also relevant for JUNO. The challenges for the selection of the six channels are quickly
described below and further investigated later in this section:

• Inverse Beta Decay (IBD) The coincidence between two signals and the fixed
energy of the delayed one constitute a powerfull discrimination tool that makes the
IBD the golden detection channel for JUNO. This channel is only sensitive to ν̄e.
• Neutrino-Proton Elastic Scattering (νpES) The νpES consist in single signals
that widely dominates in the lower energy range (0 to 3 MeV). In this work, the
selection of the νpES can only rely on the visible energy criteria. Given the low
energy resolution of the SPMT system in such range, the selection presented in
the following does not focus on this channel. This channel is sensitive to the three
(anti)neutrino flavor.
• Neutrino-Electron Elastic Scattering (νeES) The νeES also consists in single

signals whose visible energy ranges between 0 and 50 MeV. The selection of these
events can only rely on the energy selection criteria. It is important to point out
that the energy spectrum is superimposed with almost all the spectra of the other
channels (Figure 5.1), making the selection of them challenging. This channel is
sensitive to the three (anti)neutrino flavors even if it favors νe [146].
• NC interaction on 12C This channel results in a gamma with a fixed energy of
15.11 MeV. The selection of it can also only rely on the energy criteria. Moreover,
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Figure 5.5: Top left: The 3D spatial distance between the prompt and delayed signals
from the ν̄e + 12C reaction. The results from the MC truth are shown in dark red while
those from the reconstruction are shown in pink. Top right: The temporal difference
between the prompt and delayed signals from the ν̄e + 12C reaction. Top left: The 3D
spatial distance between the prompt and delayed signals from the νe + 12C reaction.

Top right: The temporal difference between the prompt and delayed signals from the νe
+ 12C reaction.
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Figure 5.6: The comparison between the true (blue histogram) and the reconstructed
(dark blue dots) energy spectrum of 15.11 MeV gamma events from 12C∗ de-excitation.

this channel only gives an information on the (anti)neutrino luminosities (all flavors),
not on the energy spectra, making this channel irrelevant regarding the objective of
this work.
• CC interactions on 12C These channels also consist in a coincidence between two
signals, constituting a powerfull dscrimination power. However, the large temporal
separation between the two signals makes the selection of them more difficult than
that of the IBDs. Note that for one of the channels, the prompt signal is an electron
and the delayed signal is a positron while it is the inverse for the other one. Thus,
distinguishing between these two channels is challenging and would require to be able
to distinguish between electrons and positrons. Such a possibility was not explored
in this PhD thesis. These channels are sensitive to ν̄e and νe.
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In the end, the two most relevant channels for the SPMT system are the IBD – whose
high statistics and topology makes it the perfect channel to detect ν̄e – and the νeES that
is the only channel that offers the opportunity to probe the heavier lepton flavors (νµ, ντ ,
ν̄µ and ν̄τ ). As a consequence, the selection strategy has been organised as follows. It is
designed for the selection of the IBDs and νeES by making the most of the interaction
channel topologies:

1. Selection of the IBDs using the spatial and temporal correlation between the prompt
and delayed signals. The ν̄e spectrum can be extract from this channel.

2. Selection of the CC interactions on 12C. Since their visible energy spectra overlap
with that of the νeES, they must be removed from the data before selecting the
latter. They are selected using the spatial and temporal correlation between the
prompt and delayed signals.

3. Selection of the NC interactions on 12C. The signal consists in a gamma ray with a
fixed energy of 15.11 MeV that also overlaps with the νeES spectrum.

4. At this stage of the selection, all the events populating the higher visible energy
range (1-100 MeV) are expected to be selected except the νeES events. Then, they
can be identified according to their visible energy only.

5.1.3 Simulation for event selection
Before starting the analysis, the events are generated using the CCSN generator imple-
mented in the JUNO simulation software using the model indicated in introduction of
section 5.1, the distance is 10 kpc, the detector as well as the electronics simulation are
processed. The events are ordered on a time line as a function of their first hit time on
the SPMTs and the event builder presented in Chapter 3 (section 3.4) is applied. Note
that the potential false trigger events of the event builder are reconstructed and taken into
account in the analysis. As a reminder, in such configuration, ∼1-2% of the events are
piled-up and the event builder allows to separate ∼75% of them. In addition, the number
of events expected per 2 milliseconds (maximum temporal difference between the prompt
and delayed signal of the IBD) is ∼0.75 when the event rate reaches its maximum (∼200
ms after the start of the burst). The diameter of the acrylic sphere is ∼35.4 meters. Thus,
the probability that two consecutive neutrino interactions occur in a "virtual" sphere of
4 meters of diamater (maximum spatial difference between the prompt and delayed sig-
nal of the IBD) is ∼1% according to the ratio between the two corresponding volumes.
The event rate from the detector intrinsic radioactivity is expected to be 60 Hz without
Fiducial Volume (FV) cut and ∼7 Hz with FV cut of 17.2 meters (radius), considering an
energy threshold of 0.7 MeV [173]. Given that the energy threshold of the event builder
is ∼0.8 MeV and that ∼104 neutrino interactions are expected within a few seconds, the
intrinsic background of the detector is considered as negligible and is consequently not
simulated. A FV cut of 17.2 meters is applied during the event selection. Note that this
cut is only applied on the events that are identified as well reconstructed by the likelihood
quality cut of the vertex reconstruction algorithm (see Chapter 4). Those that does not
pass the likelihood quality cut are not rejected from the data file and are analysed anyway.

In order to evaluate the impact of the event reconstruction on the selection, the latter
is performed twice. Once using the MC truth information (true vertex, true energy,
true timing) – i.e assuming that the detector is perfect – and once after having run the
simulation chain described in the previous paragraph. The selection cuts are optimised
on a set of data files and then the selection is applied on other data files which data are
"blinded" in order not to bias the estimate of the selection performance. It is important
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to mention that the selection using the MC truth information also allows to estimate the
limits of the selection strategy and technique presented here. In order to estimate the
effectiveness of the selection, three quantities are defined:

ε= Nsel,i

Ni
and φ= Nsel,i

N
and θ = Nunsel,i

Ni
= 1− ε (5.1)

where ε, φ and θ indicate the efficiency, the purity and the loss, respectively. Also, Nsel,i is
the number of events of the i-th signal type – e.g. IBD prompt signal, IBD delayed signal,
νeES, νpES etc. – in the selected sample, Ni is the total number of events for the i-th
signal type in the data file, N is the number of events in the selected sample and Nunsel,i

is the number of events of the i-th signal type that were not selected. Requirements on
the efficiency, purity and loss of the selected samples are used to determine the optimal
selection cuts. It mainly consists in a trade-off between preserving the purity of the sample
– notably to conserve the shape of the energy spectrum – and keep a significant number of
events in the selected sample – to have a reasonable statistical uncertainty. The number of
interactions expected in the different channels going from a hundred to several thousands,
the preferred purity and loss criteria are not always the same. Typically, concerning the
IBD, for which several thousands of events are expected, strong purity constraints can be
imposed. Indeed, even if some events are lost, in the end the statistics of the selected
sample will remain large enough. In the contrary, for the νeES for which the number
of events expected varies between 100 and 300, the margin on the loss is smaller. In
the following sub-sections, they are systematically stated, for each channel. Also, the
results and discussions are always those obtained with the full simulation chain (detector,
electronics, reconstruction etc.) and the results obtained with the MC truth information
are indicated at the end of each sub-section for comparison.

5.1.4 Selection of the IBDs
In section 5.1.1, we have seen that the prompt and delayed signals of the IBD lie in specific
energy ranges and that they are temporally and spatially correlated. These information
are used to tagg so-called IBD candidates among all the events present in the data. The
strategy to identify them is the following:

1. Identify a prompt signal candidate based on a specific visible energy criteria.
2. Open a time window with a specific length.
3. Identify a delayed signal candidate in this time window, based on a specific visible

energy criteria.
4. Calculate the spatial distance between the prompt and the delayed candidates.
5. The delayed candidate found must be the only existing candidate in the time window.

This is referred to as the unicity condition in the following.

The cuts applied on the selection criteria (time, vertex and energy) must be optimised
in order to select as many IBDs as possible (high efficiency) without selecting signals from
other interaction channels (high purity). First, the optimal energy windows are determined
and then the temporal and spatial cuts are optimised.

5.1.4.1 Prompt and delayed energy window

As seen previously, the IBD prompt signals occupy the entire energy range of the events.
The Figure 5.7 shows that defining the prompt signal energy cut such as Evis > 3.0 MeV
allows to select > 99.5% of them and to reject ∼98% of the νpES and IBD delayed signals.
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Furthermore, such a cut would also allow to reject 100% of the events from the JUNO
detector intrinsic radioactivity. No improvements are identified with a different energy cut
when using the MC truth information, therefore the same cut is used.
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Figure 5.7: The selection efficiency (ε) as a function of the inferior visible energy cut
for different signal types. The green line – labelled as "other" – include all the signal

types that are not represented by the other colored line.

The delayed signal energy window is defined as Evis ∈ [1.6;6.0] MeV. The lower limit
of 1.6 MeV aims to reject as many νpES event as possible. Indeed, given the low reliability
of the vertex reconstruction in the low energy range, the objective is to reject as much
signal as psossible before the spatial coincidence cut. The upper limit of 6.0 MeV allows
to tag the events from the neutron capture on 12C and to reject the signals from the
other channels that have higher visible energies. With such energy window, > 99% of
the delayed signals are selected and ∼90% of the νpES signals are rejected. The optimal
energy cut when using the MC truth information is Evis ∈ [1.6;5.0] MeV. The upper cut
is lower since the delayed signal 12

6 C peak is not smeared by the energy resolution.

5.1.4.2 Prompt and delayed coincidence

The temporal and spatial cuts are optimised by running the IBD candidate selection with
different δT/δR pairs (where δT is the upper limit of the time window and δR is the upper
limit for the 3D spatial difference between the two signals). The energy cuts defined above
are used and the aforementioned unicity condition is applied. For each pair, the purity
(φ) of the selected sample as well as the loss (θ) are computed. To check if a pair selected
is an actual IBD, it has to meet the three following conditions:

• The prompt candidate is a positron from and IBD (and not from another channel).
• The delayed candidate is indeed a 2.2 MeV gamma from an IBD.
• Both candidates originate from the same ν̄e

Given the size of the detector (∼35 meters), the typical spatial distance between a
prompt and a delayed signal (∼1 meter), the fraction of IBDs expected in the total number
of neutrino interactions (∼40%) and the maximum neutrino interaction rate for the model
used (∼10·ms−1) it is quite unlikely that prompt and delayed signals from several IBD are
mixed after applying the spatial cut. The purity and loss against different δT/δR pairs
are shown in Figure 5.8.

The pair that maximises the ratio φ/θ is retained, provided that φ > 99%. Indeed,
the powerful selection criteria of the IBD and the large statistics expected allow to impose
such requirement on the purity. The operation is repeated on five different files from the
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Figure 5.8: Left: Example of the evolution of the purity of a selected sample for
different δT/δR pairs. Right: Example of the IBD loss for different δT/δR pairs. On

both plots, the optimal configuration (calculated with the ratio x/y) is indicated.

same model but generated with different seeds. The optimal δT and δR are obtained by
averaging the five results. The best cuts are δT < 1.20 ms and δR < 2.76 m. The
corresponding purity and loss are ∼99.4% and ∼7.1%, respectively. The main reason
for such a large fraction of IBDs lost is mainly the poor reconstruction of the delayed
signals. Indeed, we have seen that they can be reconstructed several meters away from
the true vertex so that they do not pass the spatial coincidence cut. The bottom left
plot of Figure 5.2 that shows the distribution of the reconstructed prompt-delayed δR,
one can see a bump between 3 and 10 meters. As a consequence, after the selected IBD
candidates have been removed from the data, a second attempt is performed to try to
retrieve the unselected IBDs by relaxing the δR cut. The latter needs to be optimised
again, together with the temporal coincidence cut. The pair that maximises the ratio φ/θ
is selected, the requirement on the purity is such as φ > 95%. The analysis showed that
if the purity required is too high, the number of IBDs that are retrieved is too small. The
best cuts are δT < 0.60 ms and δR < 5.16 m. As expected, the relaxed spatial cut
must be combined with a tighter temporal cut in order to conserve a high purity of the
selected sample. The corresponding purity and loss are in average ∼95.8% and ∼70.0%,
respectively. Such a configuration allows to retrieve ∼30% of the untagged IBDs without
degrading too much the purity of the selected sample. In the end, the purity and the loss
of the IBD selected sample – after the two selections – are the following:

φ= 99.3% and θ = 4.8% (5.2)

Most of the remaining untagged IBDs have a prompt-delayed signal distance that is
larger than the cut because of delayed signals that are poorly reconstructed. The Figure 5.9
compares the normalised IBD prompt signal true energy spectrum, the one of the selected
IBD prompt signal sample and the one of the unselected IBD prompt signals. It shows no
significant energy bias in the selected sample, except in the low energy range (< 3 MeV)
which is explain by the prompt signal energy selection window that indeed starts at 3
MeV.

A new vertex reconstruction algorithm based on Machine Learning (ML) techniques is
currently under development at Subatech. The first results showed that, in contrary to the
algorithm presented in this manuscript, no event is reconstructed far – i.e several meters
away – from the true vertex, even those occuring in the Total Reflection (TR) area. Such
performance should allow to get an equivalent efficiency/purity with only one selection.
The optimal cuts from the MC truth information are δT = 1.64 ms and δR = 1.52 m.
The resulting purity and loss are φ = 99.8% and θ = 1.2%, respectively. The loss is due



140 CCSN neutrino energy spectra reconstruction with the SPMT system

0

0.02

0.04

0.06

0.08

0.1

0.12 IBD prompt signal energy spectrum
IBD prompt signal selected
Unselected IBD prompt signals

 

0 10 20 30 40 50 60
 [MeV]visE

0.6
0.8

1

R
at

io

 

Figure 5.9: Top: Comparison of the IBD prompt signal true energy spectrum, the one
of the selected IBD prompt signal sample and the one of the unselected IBD prompt
signals. Bottom: Ratio plot between the true energy spectrum and the selected one.

to the unicity condition.

5.1.5 Selection of CC interactions on 12C

The CC interactions on 12C selection strategy is the same than that for the IBDs, it relies
on the prompt-delayed signal coincidence as described at the beginning of section 5.1.4.
The effectiveness of the selection is also evaluated.

5.1.5.1 Prompt and delayed energy window

The Figure 5.10 shows that the selection efficiency of the prompt signals remains 100% if
a lower selection cut on the visible energy is set at 1.6 MeV. As for the IBDs, such a cut
allows to eliminate part of the νpES and other low energy signals that could contaminate
the prompt signal selected sample. We have seen in section 5.1.1 that the visible energy
of the prompt signals of both CC interaction on 12C does not exceed 60 MeV. Since the
IBD selection strategy presented in the previous section does not allow to obtain a 100%
efficiency, some prompt signal – whose energy varies from 0 to 100 MeV – remain in the
data. Thus, in order to limit the CC interaction on 12C prompt signal contamination by the
remaining IBD prompt signals, the energy window is defined as Evis ∈ [1.6;60.0] MeV.
It is also used in the selection using the MC truth information.

The energy range of the delayed signal is smaller than that of the prompt signal.
Given the energy spectrum of the 12B decay, a relatively low limit of the energy window is
required to have a 100% selection efficiency, as shown in Figure 5.10. However, given the
non-perfect IBD selection efficiency, some IBD delayed signals (2.2 MeV) remain in the
data after the IBD candidate selection and then a too low energy selection cut leads to
a heavy contamination of the selected sample. For this reason, the delayed signal energy
window is defined as Evis ∈ [3.0;17.0] MeV so that a large fraction of the remaining IBD
delayed signals are rejected. The drawback is that a significant fraction (∼15%) of signals
from the 12B decay are not selected. In the previous sub-section, we have seen that the
fraction of IBDs that are not selected is of ∼1.2% when using the MC truth information.
Thus, the number of IBD delayed signals remaining in the file being smaller, the inferior
cut of the delayed signal energy window can be lowered so that the selection window in
the MC truth analysis is: Evis ∈ [1.0;17.0] MeV.
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Figure 5.10: The selection efficiency (ε) as a function of the visible energy window
lower limit for the different signals from CC interaction on 12C.

5.1.5.2 Prompt and delayed coincidence

As for the IBD selection, the temporal and spatial cuts are optimised together and the
δT/δR pair that maximises the ratio φ/θ is retained. As a reminder, the sole purpose
of selecting these interaction channels is to "clean up" the data file in anticipation of the
selection of νeES events that comes afterwards and that will only be made according
to the visible energy. The search of the optimal φ/θ following various purity and loss
requirements showed that the best trade-off – for this work – is to require a purity >
90%. Indeed, a higher requirement leads to a number of non-selected signals that is too
important (> 50%), which would result in a prohibitive contamination of the νeES. The
purity and loss against different δT/δR pairs are shown in Figure 5.11. The cuts that
are retained for the selection are δT < 102 ms and δR < 0.72 m. The corresponding
average purity and loss are the following:

φ= 96.5% and θ = 17.9% (5.3)

A large part of the signals that are not selected arise from the delayed signal energy
window that starts at 3 MeV. The rest is not selected either because of the temporal and
spatial cuts – especially the latter – that are necessarily tight because of the requirement
of the selected sample’s purity, either because the prompt or the delayed signal of a given
pair was already selected during the IBD selection. One could expect that the large δT
cut (∼100 ms) would mean that the unicity condition would often not be met, but the
analysis showed that it does not. This is explained by the large size of the detector that
makes very unlikely to have several signals in a small area. However, since many more
neutrino events are expected for closer CCSN, this case could occur more often. The
optimal cuts from the MC truth information are δT = 101.6 ms and δR = 0.7 m, they are
very similar to those determined with the full chain simulation which is expected since the
reconstruction quality is very good for events at such energies. The resulting purity and
loss are φ = 90.6% and θ = 9.1%, respectively. The purity drops by 5% because of the
relaxed delayed signal energy window. Finally, the loss is mainly due to the tight spatial
cut.

5.1.6 Selection of the NC interactions on 12C

The signals that remain in the data file after the IBD and CC interaction on 12C events
are the "single" signals: the νpES, the νeES and the 15.11 MeV gammas from 12C∗ de-
excitation. In this analysis, the selection of them only relies on the visible energy and
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Figure 5.11: Left: Example of the evolution of the purity of a selected sample for
different δT/δR pairs. Right: Example of the CC on 12C events loss for different

δT/δR pairs. On both plots, the optimal configuration is indicated.

we have seen that the energy spectra of the νeES and gammas overlap. The Figure 5.12
shows the reconstructed energy spectra of a large data set of both of them (no selection
applied). The selection strategy being designed to retrieve the neutrino energy spectra
from the νeES events, the 15.11 MeV gamma events are selected first so that they do not
distort the energy spectrum. In order to select as few νeES events as possible, the energy
window must be optimised.
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Figure 5.12: Example of the reconstructed energy spectra of νeES and 15.11 MeV
gamma events. The red box shows that ∼90-95% of the gamma events have a

reconstructed energy that is between 13.0 MeV and 16.5 MeV.

The fiducial volume cut does not allow to reject all the events that leaked out of the
detector before depositing all their energy. Moreover, the small reconstructed energy of
some events can also be due to the TR area, hence the reconstructed spectrum of the
gamma events is distributed between 0 and 18 MeV. About 90-95% of the distribution
ranges between 13.0 and 16.5 MeV. It is in this interval that the distribution of the
gamma events is higher than that of the νeES and would distort the most the νeES
energy spectrum. As a consequence, the gamma events selection energy window is defined
as Evis ∈ [13.0;16.5] MeV. The average purity and loss of the selected sample are the
following:

φ= 86.2% and θ = 6.4% (5.4)

Such "poor" purity mainly arises from the SPMT system energy resolution. Indeed, the
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smearing of the 15.11 MeV gamma energy peak imposes a relatively wide selection energy
window that inevitably also contains νeES events. Thus, about 30% of the contamination
consists of νeES, another 30% consists of unselected IBD prompt signals and the rest
mainly consists of unselected signals from CC interactions on 12C. In the analysis with
the MC truth information, the selection energy window can be drastically reduced: Evis ∈
[15.0;15.2] MeV. In such case, the purity of the selected sample is φ = 99.4% and the
fraction of gamma events lost is θ = 3.2%.

5.1.7 Selection of the νeES

At this stage of the selection, ∼85% of the events (false triggers excluded) that occured
within the FV have been selected. Among the remaining ones, ∼60% are νpES, ∼20% are
prompt or delayed signals from IBDs, ∼15% are νeES and ∼5% are events from CC/NC
interaction on 12C. In view of these numbers and given the visible energy spectra of the
different channels (Figure 5.1), it is clear that the selection of the νeES based on a selection
energy window only will result in a contamination of the selected sample by the remaining
prompt IBD signals as well as by the CC/NC interactions on 12C events. In addition,
as already mentioned, the number of νeES expected in JUNO varies between 100 and
300 depending on the CCSN model. Such small statistics impose strong constraints on
the loss. Indeed, the more the event loss the more information lost for studying CCSN
physics. First of all, the contamination by the other channels can be limited by optimising
the selection energy window. Thus, the lower limit is fixed at 3 MeV. This allows to
reject >98% of the νpES as well as the remainig IBD delayed signals (see Figure 5.7).
About 95% of the νeES visible energy spectrum being contained between 0 and 30 MeV,
the selection energy window is defined as Evis ∈ [3.0;30.0] MeV. Even if ∼5% of the
νeES is lost, the upper limit allows to reduce the contamination by part of the remaining
IBD prompt signal. However, the latter remain numerous in the selection energy window
just defined. For this reason, an additional requirement is formulated. The 2 miliseconds
that follow a νeES candidate must not contain a signal with a visible energy such as
Evis ∈ [0.5;3.0] MeV. Such a requirement allows to attenuate the contamination by IBD
prompt signals by a factor ∼6 but inevitably results in the rejection of some νeES signals.
Since the vertex of most of the remaining IBD delayed signals are poorly reconstructed,
no spatial coincidence cut is used. After applying this selection, the average purity and
loss for the νeES are the following:

φ= 63.7% and θ = 60.8% (5.5)

About ∼10% of the νeES events are lost because they were selected with the γ events
and another ∼20% is lost because of the selection energy window. The rest is rejected
because of the temporal cut that aims to reject IBDs. The Figure 5.13 compares the
normalised νeES true energy spectrum, the one of the selected νeES sample and the one
of the unselected νeES. Given the important number of events in the first bin (0-2 MeV)
of the true energy spectrum and the selection energy window that starts at 3 MeV, the
spectrum of the selected events looks strongly distorted compared to the true spectrum,
their shape are relatively similar. This is further investigated in section 5.2 where the
comparison of the true and selected spectra focuses on the energy range of the selected
one.

In the analysis using the MC truth information, the events that remain in the data
file at this stage of the selection are mostly νpES (∼75%) and νeES (∼20%), the frac-
tion of IBD prompt signals is < 1%. Thus, the νeES energy window selection is relaxed:
Evis ∈ [3.0;50.0] MeV. The same temporal and energy cuts are used to reject the con-
tamination from the few remaining IBDs. The purity of the selected sample is then φ =



144 CCSN neutrino energy spectra reconstruction with the SPMT system

0

0.05

0.1

0.15

0.2

0.25

0.3
eES energy spectrumν
eES selectedν

eESνUnselected 

 

0 10 20 30 40 50
 [MeV]visE

1
1.5

2

R
at

io

 

Figure 5.13: Top: Comparison of the νeES true energy spectrum, the one of the
selected νeES sample and the one of the unselected νeES signals. Bottom: Ratio plot

between the true energy spectrum and the selected one.

77.5% and the fraction of νeES events lost is θ = 46.6%, the majority of the latter coming
from the lower boundary of the selection energy window that reject many νeES events,
actually more than in the analysis using the informtion from the reconstruction. Indeed,
the SPMT system energy resolution smears the spectrum at low energy and the straight
lower cut (3 MeV) has really different consequences depending on whether the MC truth
or the reconstruction information is used.

Any remaining signal with an energy that is such as Evis ∈ [0.7;2.2] MeV is considered
as a νpES. The results show that the selected samples is highly contaminated by false
trigger events from the event builder (see Chapter 3, section 3.4.4). The average purity
and loss are the following:

φ= 25.2% and θ = 89.3% (5.6)

As mentioned previously, the selection of the νpES events was not the objective of this
work, it is therefore not investigated further. In the next section, the performance of the
selection for each of the channels is summarised and the results are further discussed.

5.1.8 Summary and discussions

The cuts and the performance of the IBD, CC/NC interactions on 12C and νeES selec-
tions using the information after full chain simulation and the MC truth information is
summarised in Table 5.1 and Table 5.2.

The selection strategy presented in the previous section is optimised for the IBDs and
νeES events. Despite the poor reconstruction of ∼10% of the IBD delayed signals – that
makes the spatial coincidence cut not usable for the selection of them – the purity and
loss of the prompt signal selected sample are > 99% and < 5%, respectively. Such results
guarantee the preservation of the ν̄e energy spectrum shape as well as a good reconstruction
of their time-dependent luminosity. The poor reconstruction of the IBD delayed signals
is in fact more problematic for the rest of the selection. Indeed, the ∼5% of unselected
IBDs, which represent ∼150 prompt and ∼150 delayed signals, populate the entire energy
range: the remaining delayed signals around 2.2 MeV and the prompt signals between 0
and 80 MeV. The Figure 5.14 is a contamination matrix that summarises the performance
of the selection of each channel. It shows that the selection of the CC interactions on
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MC FC
Prt. Evis [MeV] > 3.0 > 3.0
Dld. Evis [MeV] [1.6;5.0] [1.6;6.0]

δT [ms] 1.64 1.20
δR [m] 1.52 2.76
φ [%] 99.8 99.3
θ [%] 1.2 4.8

(a) Summary of the IBD selection.

MC FC
Prt. Evis [MeV] [1.6;60.0] [1.6;60.0]
Dld. Evis [MeV] [1.0;17.0] [3.0;17.0]

δT [m] 101.6 102.0
δR [ms] 0.70 0.72
φ [%] 90.6 96.5
θ [%] 9.1 17.9

(b) Summary of the CC on 12C selection.

Table 5.1: Summary of the double signal event selection. The left table is for IBDs and
the right one is for CC on 12C. The column "MC" is for the analysis using the MC truth
information while the column "FC" is for the analysis with the full chain simulation.

MC FC
Evis [MeV] [15.0;15.2] [13.0;16.5]
φ [%] 99.4 86.2
θ [%] 3.2 6.4

(a) Summary of the 15.11 MeV γ selection.

MC FC
e− Evis [MeV] [3.0;50.0] [3.0;30.0]
Dld. Evis [MeV] [0.5;3.0] [0.5;3.0]

δT [ms] 2.0 2.0
φ [%] 77.5 63.7
θ [%] 46.6 60.8

(b) Summary of the νeES selection.

Table 5.2: Summary of the single signal events selection. The left table is for γ and the
right one is forνeES. The column "MC" is for the analysis using the MC truth

informtion while the column "FC" is for the analysis with the full chain simulation.

12C events is not contaminated by these remaining IBDs which is due to the spatial and
temporal coincidence that is a powerful way to reject the IBDs. In contrast, given that
the selection of the single signals (νeES and γ) only relies on the reconstructed energy,
strong constraints on the selection energy windows must be imposed in order to limit the
contamination. The analysis showed that such constraints are not sufficient – the purity
of the selected sample would be < 30% – and that an additional selection criteria allows
to mitigate further more the contamination (see section 5.1.7). The analysis showed that
actually very few νeES events are rejected because of this condition. In the end, ∼10% of
the νeES events selected are actually IBD prompt or delayed signals.

The selection strategy also allows to obtain relatively good purity and loss of the 12C∗
de-excitation gamma selection: ∼88% and ∼6%, respectively. Even though this channel is
not relevant for the neutrino energy spectra reconstruction, it allows to probe the global
neutrino flux. In Chapter 1, we have seen that the combined luminosities of the νe and
ν̄e can be used to constrain the Proto-Neutron Star (PNS) properties (Chapter 1). Thus,
even if this work does not allow to distinguish between the two CC interactions on 12C,
these channels, that are identified with a relatively good purity (∼95%), also constitute
candidates to study the CCSN.

5.2 Energy spectra unfolding
In Chapter 1, we have seen that the neutrino flavor-wise luminosities and energy spectra
are the two main observables that can be used to retrieve various parameters of the CCSN
(PNS mass, size, mass accretion rate, progenitor compactness etc.). The analysis presented
in the previous section consisted in making an initial selection of the neutrino events in
order to classify them, that is, identify the interaction channel. Such work is necessary
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Figure 5.14: Example of a contamination matrix obtained with the selection strategy
applied on a CCSN neutrino burst (10 kpc) after full processing of the events (detector
and electronics simulations, event builder, vertex and energy reconstruction). The results

are slightly different than those presented in the previous section because they are
obtained from a single file while those of the previous section are averaged on several
files. The sum of the cases of each line is equal to 100%. The "true class" includes the
different types of signals of the different channels as well as the false trigger events

(referred to as "noise"). The "selected class" includes the label of the events as identified
in the selection strategy. In the rightmost column, the numerator indicates the number
of events selected in the sample (even those that are not selected as the right class) and

the denominator indicates the number of events that were simulated in the FV.

to derive the incident neutrino flavor. The results showed that it is very challenging to
separate the interaction channels from each other so that cross-contaminations between
them occur throughout the selection. Furthermore, even if the selection would have allowed
to achieve a perfect classification, information about the events would still be missing:

• The flavor content of the selected sample is incomplete since the three elastic scat-
tering channels derive from the three neutrino flavors.
• The energy deposited through elastic scatterings is only a fraction of the total energy
of the incident neutrino. Thus, the energy spectrum of the latter still needs to be
extracted from the reconstructed one.
• The measured energy of the events is actually distorted by the finite resolution of
the detector.
• The neutrino luminosities remain undetermined. Indeed, the total number of neutri-
nos that in fact crossed the detector can be extracted from the number of neutrino
interaction registered. Then, the neutrino luminosities at the level of the CCSN can
be extrapolated.
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The determination of these observables from the data constitutes a significant part of
the CCSN neutrino analysis. The present section focuses on the third item of the above
list, the energy spectra of the IBD prompt signals and νeES selected samples are studied.
First of all, unfolding methods are used in order to retrieve the underlying true energy
distribution by correcting the reconstructed energy spectra from the detector response.

5.2.1 Unfolding methods

Unfolding methods are widely used in particle physics to solve inverse problems, for ex-
ample to determine cross-sections using events counted by a detector or to extract true
distributions from experimentally measured ones. Indeed, any experimental measurement
is inevitably folded with the response of the detector that is used to make it. Thus, the
unfolding procedure consists in using the detector response (resolution, acceptance etc.)
– that is preliminary determined thanks to calibration data and MC data – to correct for
the measured distribution from the distortions caused by detector effects. For example,
let’s consider a binned energy distribution. Basically, because of the detector energy res-
olution, some events feed the ith bin while according to its true energy it should be in the
ith + 1 bin (see migration effects in the following). Typically, in such case, the unfolding
procedure aims to rebin the distribution by taking into account how the energy resolution
distorts it.
Unfolding methods will also play a central role in the context of the future galactic CCSN
neutrino burst. Indeed, the burst will be seen by several detectors with different responses
((Chapter 1, section 1.2.3). As already mentioned, the pooling of data will maximise the
information about the CCSN that can be extracted from the signal. To make these data
comparable with each other, it will be of paramount importance to unfold them from the
detector responses. In the following, the two unfolding methods that have been used for
the energy spectra unfolding are briefly introduced.

5.2.1.1 TUnfold unfolding algorithm

The TUnfold algorithm [286, 287] is a tool implemented in the ROOT software that aims to
correct for migration and background effects in distributions, which is particularly relevant
for the present use-case. Before going any further, it is worth pointing out that, even
though the "backgrounds" could here refer to the contamination of the selected samples
(IBD and νeES) by events from other interaction channels, the present work only focuses
on the migration effects. Thus, the inverse problem can here be written such as:

ỹi =
m∑
j=1

Aij x̃j , 1≤ i≤ n (5.7)

where m is the number of bins of the true distrubution x̃j , ỹi is the distribution of the
average expected counts at the detector level and Aij is the matrix of probability that
describes the migrations from the jth bin of the true distribution to any of the n bins of
ỹi. Note that, as other unfolding algorithms [288, 289], TUnfold requires that the measured
distribution has a finner binning than that extracted through the unfolding process. The
matrix Aij is also referred to as the detector response matrix in the following. Equation 5.7
can be shematised as in Figure 5.15.

Inverse problems are often solved using a least square regression. However, it can
happen that for a given matrix A, there exists several x that satisfy the equation (ill
posed problem) so that such method is not suitable anymore. Then, one has to choose a
unique solution, that can be prefered compared to the others for reasons that depend on the
problem itself (for example, solutions with negative energies would not be relevant in the
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Figure 5.15: Schematic view of the migration effects and statistical fluctuations
between a true (x) and measured (y) distribution. Each case represents a bin. The

matrix A contains the probability of migration from one bin to another.

present case). A way to optimise the choice of the solution is to introduce a regularisation
term to the inverse problem, so that equation 5.7 can be rewritten such as:

ỹi =
m∑
j=1

Aij x̃j + Γx̃j (5.8)

where Γ is referred to as the regularisation matrix. This method, on which the TUnfold
algorithm is based, is also known as the Tikhonov regularisation [290]. There are several
ways to find the optimal regularisation term (Γ), the TUnfold algorithm uses an L-curve
scan [291]. It consists in a plot that shows the evolution of the regularised solution of the
inverse problem against the corresponding residuals. The best Γ is the one for which the
curvature is maximal. An example of L-curve scan is shown in Figure 5.25 (Appendix).
A complete description of the TUnfold algorithm is available in Ref. [286].

5.2.1.2 SVD unfolding algorithm

In mathematics, the Singular Value Decomposition (SVD) consists in the factorisation of
a matrix. It is in fact applicable to unfolding problems in particle physics in which the
detector response matrix can be decomposed [292]. The ROOT software implements a
SVD approach [293]. The principle is to decompose the detector response matrix in a
product of matrices such as:

A= U ×S×V T (5.9)

where U and V are square and orthogonal matrices and S is a diagonal matrix with
non-negative diagonal elements. The SVD highlights many information on the detector
response matrix that can be used for the unfolding. Note that the algorithm requires that
the detector response matrix is a square matrix and that the dimensions of the input and
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output spectra are equal. As the TUnfold algorithm, the approach consists in regularising
the inverse problem which is simplified thanks to the SVD. A full description of the SVD
approach is available in Ref. [292].

5.2.2 Detector response matrix

The detector response matrix occupies a central part in the unfolding procedure. It is
important to mention that since the JUNO detector is still under construction, the detector
response matrix used in this analysis is based on MC data only. In the future, when the
data will come, the simulation software of JUNO will be tuned with real data in order
to match the detector response simulation with the actual detector response. A detector
response matrix for each interaction channel (IBD and νeES) is generated using large
sample of events that followed the full processing (detector and electronics simulation,
event builder, reconstruction) except the event selection. The one for the IBD prompt
signals is shown in Figure 5.16. On the left, it is displayed with a fine binning in order
to see in detail how the reconstructed and true energy are correlated. The profile of the
matrix is also drawn and compared with a one degree polynomial function whose slope and
intercept are equal to 1 and 0, respectively. The comparison shows that the profile deviates
from the function. Indeed, the event builder used preliminarily to the event reconstruction
(see Chapter 3) has been designed to capture 300 nanoseconds of signal when it triggers.
Such length was optimised on events with energies between 0 and 9 MeV, it allows to
capture at least 95% of the signal without bringing any additional bias to the vertex and
energy reconstruction and to retrieve a large fraction (> 75%) of the events piled-up for
CCSN at a distance farther or equal to 3 kpc. However, in a LS detector, the average
signal length of the events increases with the deposited energy. Thus, a larger and larger
fraction of signal is lost for an increasing deposited energy when fixing the event builder
signal window capture at 300 ns, which explains the difference between the reconstructed
and true enegy observed. This raises an important point concerning the event builder
strategy of JUNO for CCSN burst neutrino event reconstruction, particularly for nearby
progenitors. Indeed, the setting of the event builder will have to be optimised to retrieve
as much piled-up events as possible (shortest possible window) without biasing the energy
reconstruction of the high energy (> 30 MeV) events. Such setting will mainly consist in a
trade-off between event separation and precise energy reconstruction. In the present case,
the deviation observed in Figure 5.16 typically causes migration effects in the reconstructed
energy spectrum (i.e events reconstructed with a smaller energy than the real one will feed
the wrong bins). Typically here, the unfolding procedure is expected to correct for these
migrations. On the right side of Figure 5.16, the detector response matrix is displayed with
a coarser binning, it is used in such configuration in the unfolding procedure. Note that
the TUnfold requires a second response matrix – generated with another data set – that
is used to derive systematic errors due to MC parameters uncertainties. This possibility
was not explored in this work.

As already mentioned in Chapter 4, the LSNL is particle-dependent. The top left plot
of Figure 5.17 shows the detector response matrix of νeES events which reconstructed
energy is corrected with the electron LSNL implemented in the JUNO simulation soft-
ware [239] while the top right plot shows the same response matrix with the reconstructed
energy of the νeES events corrected with the positron LSNL as used in the reconstruction
procedure (Chapter 4). The profile of both matrices is also displayed and fitted with a
one degree polynomial function (full red line) whose parameters are shown in red. These
fits show that using the electron LSNL correction allows to slightly decrease the intercept
of the profile fit, from 0.13 to 0.04 MeV, and to enhance the χ̃2 from 2.5 to 1.5. Thus,
before the unfolding procedure, the energy of the events selected as νeES is corrected using
the electron LSNL correction. A second one degree polynomial function (dashed red line)
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Figure 5.16: Left: Detector response matrix showing the correlation between the
reconstructed (Evis) and true (Etrue) energy of the IBD prompt signals. The profile of
the matrix (red points) is also shown. A one degree polynomial function (black dashed

line) whose slope and intercept are equal to 1 and 0, respectively, is shown for
comparison. Right: Same response matrix but with a coarser binning, it is used for the

unfolding procedure.

whose slope and intercept are equal to 1 and 0, respectively, is also shown on each matrix
for comparison. The reconstructed and true energy display the same discrepancy than for
the IBD prompt signals – it arises from the event builder strategy – but in a lesser extent
since the average energy is smaller for these events. The matrix used in the unfolding
procedure is shown in the bottom plot of Figure 5.17, its coarse binning is explained in
the next section.
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Figure 5.17: Top left: Detector response matrix showing the correlation between the
reconstructed (Evis) and true (Etrue) energy of the νeES events after having corrected
the energy with the electron LSNL. The profile of the matrix (red points) is also shown
and fitted (full red line). A one degree polynomial function (red dashed line) whose slope
and intercept are equal to 1 and 0, respectively, is shown for comparison. Top right:

Same response matrix, the reconstructed energy is corrected with the e+ LSNL. Bottom:
Same response matrix with a coarser binning, it is used for the unfolding procedure.
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5.2.3 Unfolded energy spectra
As mentioned previously, the rate distortion – i.e the fluctuations in the number of events
expected per bin – due to possible contamination by background events is not studied.
Thus, since the unfolding analysis only intends to correct for migration effects that could
distort the spectrum shape, the input and output spectra are normalised. The Figure 5.18
shows the true IBD prompt signal spectrum, the one obtained after the selection and the
unfolded one (TUnfold). Only the statistical uncertainties are propagated to the unfolded
spectrum. A plot of the ratio between the two reconstructed spectra (after selection and
after unfolding) and the true one is also displayed to make the comparison more conve-
nient. First of all, the comparison of the true spectrum with the one before the unfolding
shows that there shapes are very similar, there is only a little room for improvement. In-
deed, we have seen that the selected sample is very pure (∼99%) and that the correction
of the migration effects is especially expected in the higher energy range (> 30 MeV),
where the energy reconstruction is the most biased (Figure 5.16). However, the statistics
are low in this range and the statistical error is important so that the improvement from
the unfolding is not easy to see, if it exists. The comparison of the true spectrum with
the unfolded one shows that for some bins, the spectrum is well corrected while for others,
it is worsen. A fit of the ratio plots in the [0;30] MeV energy range with a zero degree
polynomial function shows that the unfolding makes the shape of the unfolded spectrum
slightly closer to that of the true spectrum: the parameter of the fit changes from 0.94 to
0.95. However, both fits are compatible within uncertainties. A more global examination
of the spectra shows that the unfolding smoothens the spectrum. Indeed, the spectrum as
it is prior to the unfolding has stronger differences between consecutive bins (for example
between the second and the third one) with respect to the unfolded one.

Figure 5.19 shows the true νeES spectrum, the one obtained after the selection and the
unfolded one (TUnfold). Only the statistical uncertainties are propagated to the unfolded
spectrum. A ratio plot is also displayed to make the comparison more convenient. The
unfolding performance is limited by the poor event statistics of the selected sample. Indeed,
any empty bin in the distrubtion makes it crash. As explained in section 5.1.6, the selection
of the 15.11 MeV gammas also implies the selection of all the νeES events in the selection
energy window. As a consequence, the selected νeES energy spectrum has a "hole" in it
and a coarse binning (10 bins here) is required to have no empty bins. Furthermore, the
binning of the extracted distribution (see section 5.2.1.1) is even coarser (5 bins here). In
such case, no important migration effects correction can be expected since the flexibility
is very small, which is confirmed by the fits of the ratio plots whose parameter p0 are both
equal to 0.83.

The results of the unfolding using the SVD approach are shown in Figure 5.20 (IBD)
and Figure 5.21 (νeES). In both cases, the unfolding allows to smooth the spectrum
and the bin-to-bin comparison shows an improvement, especially for the νeES spectrum
where the parameter of the fit of the ratio plots change from 0.83 to 0.96. The better
performance of the SVD approach can be partly explained by the larger dimension of the
detector response matrix that gives it more flexibility. However, it is important to point
out that the error on the fit parameter for ratio plot of the the unfolded spectrum is larger
(0.15). Indeed, the algorithm used includes stochastic and systematic fluctuations from
the unfolding procedure. These errors are propagated to the ratio plot and thus to the fit
parameter which, although close to one, is still compatible with the fit parameter of the
spectrum before the unfolding.
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Figure 5.18: Top: Normalised true IBD prompt signal energy spectrum (full blue line),
the one obtained after the event selection (black dots) and the unfolded one (red dots,
TUnfold) for a 25M� CCSN progenitor (Garching model 82500). The small panel

focuses on the [0;30] MeV energy range. Bottom: The ratio to the true spectrum for
both spectra from selection (black dots) and unfolding (red dots), they are fitted with a

zero degree polynomial function whose parameter (p0) is shown on the top panel with the
corresponding color.
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Figure 5.19: Top: Normalised true νeES energy spectrum (full blue line), the one
obtained after the event selection (black dots) and the unfolded one (red dots, TUnfold)
for a 25M� CCSN progenitor (Garching model 82500). Bottom: The ratio to the true
spectrum for both spectra from selection (black dots) and unfolding (red dots). They are
fitted with a zero degree polynomial function whose parameter (p0) is shown on the top

panel with the corresponding color.
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Figure 5.20: Top: Normalised true IBD prompt signal energy spectrum (full blue line),
the one obtained after the event selection (black dots) and the unfolded one (red dots,
SVD) for a 25M� CCSN progenitor (Garching model 82500). The small panel focuses
on the [0;30] MeV energy range. Bottom: The ratio to the true spectrum for both

spectra from selection (black dots) and unfolding (red dots), they are fitted with a zero
degree polynomial function whose parameter (p0) is shown on the top panel with the

corresponding color.
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Figure 5.21: Top: Normalised true νeES energy spectrum (full blue line), the one
obtained after the event selection (black dots) and the unfolded one (red dots, SVD) for
a 25M� CCSN progenitor (Garching model 82500). Bottom: The ratio to the true

spectrum for both spectra from selection (black dots) and unfolding (red dots). They are
fitted with a zero degree polynomial function whose parameter (p0) is shown on the top

panel with the corresponding color.
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Summary
In this chapter, a CCSN neutrino event selection strategy was presented and applied to
a CCSN neutrino burst simulated in the JUNO detector. This analysis was in continuity
with the study of the SPMT system rate capability and event reconstruction and allowed
to have a first estimate of the performance of the SPMT system for CCSN neutrino
energy spectra reconstruction. The primary objective is to get a(n) (in)direct access to
the incident neutrino flavor, whose respective luminosities and energy spectra will be
used to probe the collapse and subsequent explosion mechanisms of the CCSN. Before
starting the analysis, the events were fully processed, from the detector simulation to the
reconstruction. The event selection strategy focused on the IBDs whose selection benefits
from the powerful discrimination power provided by the temporal and spatial coincidence
of the prompt and delayed signal. This channel is particularly relevant for the study of
the ν̄e. Although it is more sensitive to the νe, the νeES interaction channel derives from
neutrinos of all flavors and the visible energy of such events is relatively high (∼10 MeV
on average) representing a good candidate for the event selection with the SPMT system.
The purity and loss of the IBD selected sample are > 99% and < 5%, respectively, while
those of the νeES are ∼63% and ∼60%, respectively. Indeed, the νeES selection only
relies on the energy selection criteria which makes it difficult to separate from the rest of
the events. The event selection is in fact the very first step towards the extraction of the
luminosities and energy spectra. Indeed, we have seen that the complete flavor content
determination also requires the use of interaction cross-sections for some channels (νpES,
νeES, NC on 12C). Furthermore, the computation of the luminosities and energy spectra
requires unfolding techniques. Thus, this chapter also includes a preliminary unfolding
analysis for the IBD prompt signal and νeES energy spectra. Two different unfolding
approaches (Tikhonov regularisation and SVD + regularisation) were used to correct for
the migration effects in the energy spectra that are notably due to the finite resolution of
the SPMT system and to the event builder strategy. The spectrum of the IBD selected
sample had only little room for improvement. When comparing the spectra before and
after the unfolding to the true one, it appears that the unfolding does not allow significant
corrections of the migration effects, especially at higher energy. This is explained by the
low statistics per bin in this energy range. However, the unfolding procedure allowed to
smooth the shape of the spectrum. No significant improvement is observed for the νeES
sample neither although the low purity of the νeES selected sample leaves more margin
for imporovement. In this case also, the spectrum shape is smoothed by the unfolding
procedure, especially when using the SVD method. Given the high contamination of the
spectrum, it is more distorted and taking it into account in the unfolding procedure –
which would actually be equivalent to consider background effects – could improve the
results. Better energy spectrum reconstruction will also require better event selection
performance.



Conclusion

Thirty-five years ago, the Kamiokande, IMB and Baksan detectors measured a burst of two
dozens of neutrinos from a Core-Collapse Supernova (CCSN) located 50 kpc away from
the Earth, this event is nowadays referred to as SN1987A. Such experimental achievement
opened a new era in the study of CCSN. Indeed, in contrary to the electromagnetic radi-
ations emitted throughout the collapse and subsequent explosion and that only allow to
probe the surface layers of the dying star, the neutrinos are emitted from the deep interior
of it and therefore offer the unique opportunity to scrutinise in more details the CCSN
mechanism. JUNO is a future large-scale liquid scintillator neutrino detector of 20 ktons
currently under construction in China to be completed by the end of 2023. JUNO has for
primary objectives to resolve the Neutrino Mass Ordering (NMO) – 3σ in 6 years of data
taking – and to measure at the sub-percent level three neutrino oscillation parameters.
However, its huge detection volume also makes it a good candidate for the detection of the
next galactic CCSN neutrino burst, foreseen to be at an average distance of ∼10 kpc. More
precisely, the detection of a few hundreds to a few thousands of neutrinos will allow a pre-
cise flavor-wise reconstruction of the neutrino luminosities and energy spectra. In addition
to strongly constrain the multiple CCSN models that have been developed during the last
decades, such observables are expected to give a direct access to various parameters of the
Proto-Neutron Star (PNS), neutrinosphere and even on the progenitor star, having direct
implications for nuclear physics and particle physics. The JUNO detector is composed
of two complementary Photomultiplier Tube (PMT) systems, the LPMTs (∼18,000) and
the SPMTs (∼26,000). In addition to provide a better control of the energy resolution
systematic errors, the SPMT system will also allow to perform semi-independent physics
analyses. In particular, their fast time response and smaller saturation effects are expected
to be assets in case of CCSN, especially for a very nearby one. Indeed, the neutrino burst
is expected to last ∼10 seconds so that, according to the distance to the explosion, the
neutrino interaction rate in JUNO is expected to range between the kHz and the MHz,
representing an unprecedent challenge for a liquid scintillator detector. The work realised
and presented in this manuscript focuses at different levels of the SPMT system detection
chain.
During the first year of this PhD thesis, the Subatech laboratory was strongly involved
in the development of the SPMT system, especially in the characterisation of the readout
electronics (mainly CATIROC), including the preparation of a test-bench for the SPMTs
acceptance tests as well as in the development of a code that simulates the response of
CATIROC. Thus, first of all, a fast charge calibration method for CATIROC has been
tested and validated. It will allow to significantly reduce the number of calibration runs
which is a critical point given the number of channels of the SPMT system. Then, the
CATIROC simulation code has been used to test the SPMT system performance during
a CCSN neutrino burst. The main result from this analysis is that for a neutrino burst
from CCSN at a distance equal or farther than 1 kpc, the performance of CATIROC
will allow to trigger on > 96% of the input signals from the SPMTs and to measure >
96% of the total charge. The majority of the information loss will occur during the first
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hundreds of miliseconds of the burst. The main conclusion raised from this analysis is
that the impact of CATIROC on the CCSN neutrino events reconstruction is expected to
be negligible. The SPMT output data rate resulting from a CCSN neutrino burst is also
of critical importance due to potential data loss during the transfer to the DAQ in case
of data overflow. It has been computed together with the resulting total data amount.
The latter reaches ∼300 MB per 128 SPMTs for a 1 kpc away CCSN. The DDR storage
memory that will be embedded in the front-end electronics (1 GB per ABC + 2 GB per
GCU) of the SPMT system is more than enough to temporary store all the data produced.
The ∼10 seconds of data from the burst will then be tranferred and stored at the DAQ
level. Given the risk of event pile-up due to the potential high neutrino interaction rate, it
provides the opportunity to optimise the event building strategy, notably to retrieve the
events piled-up. Thus, an offline event builder has been developed and optimised for the
SPMT system. If capturing 300 ns of data each time an event is triggered by the event
builder, which allows to conserve the reconstruction quality of the events in the reactor
energy range, ∼75% of the events that are piled-up (for distances equal or farther than 3
kpc) are retrieved. This number drops at ∼55% for a 1 kpc away.
The events vertex and energy reconstruction constitute milestones in most of the physics
analyses of JUNO. The vertex reconstruction is of particular relevance for detector Non-
Uniformity (NU) corrections in the energy reconstruction and to fully exploit the IBD event
topology during the event selection, which is the main detection channels for both reactor
and CCSN analyses. The reconstruction algorithms developed only use the information
from the SPMT system. The vertex reconstruction mainly uses the time information and
is based on a maximum likelihood method, its performance was tested in both reactor
and CCSN energy range (1-100 MeV). The simulation revealed the existence of a so-called
Total Reflection (TR) area (see Chapter 4). Part of the events occuring in this region
of the detector are reconstructed far from the true vertex. These events can be identi-
fied by means of a likelihood quality cut and rejected in the analysis if necessary. Thus,
the efficiency of the algorithm is ∼70-75% at 1 MeV and reaches ∼98% at 10 MeV, the
resolutions are ∼60 cm and ∼20 cm, respectively, for positron events with the full detec-
tor and electronics simulation. Such resolution are about two orders of magnitude below
the size of the JUNO detector. Machine Learning (ML) techniques are currently being
developed by the Subatech team and the preliminary results showed that it can achieve
similar resolutions but also retrieve the poorly reconstructed events (in the TR area). The
energy reconstruction is based on the number of PE registered by the SPMT system. The
Liquid Scintillator Non-Linearity (LSNL) and detector NU are corrected for in the energy
reconstruction process. A study of the energy resolution model of JUNO – the so-called
abc model – is done and applied to the results obtained for positron events in the reactor
energy range. Given the low energy scale of the SPMT system (∼40 PE/MeV), the energy
resolution is largely dominated by the stochastic term. With the full detector simulation,
according to the best fit (χ2/d.o.f = 4.4), the resolution is ∼19.2% at 1 MeV and ∼5.4%
at 10 MeV. Ways to improve these results were also identified and described in Chapter 4.
The performance in the higher energy range allows a precise reconstruction of most of the
events from CCSN neutrinos, νpES excluded (low energy processes).
In continuity to the SPMT system readout electronics performance study and event recon-
struction development, a selection strategy has been developed for the CCSN neutrinos.
Such work constitute the first step towards the reconstruction of the aforementioned flavor-
wise luminosities and energy spectra. The strategy is primary designed for the selection
of the IBD and νeES events, but also allow to classify the events from the other channels.
The purity and loss of the IBD selected sample are > 99% and < 5%, respectively. Those
of the νeES selected sample are ∼60% and ∼60%. A preliminary unfolding procedure to
correct for the migration effects – that are due to the detector response – in the energy
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spectra of the selected samples has also been tested using two different unfolding algo-
rithms (TUnfold and another one implementing a SVD). Even though the comparison of
the unfolded energy spectra with the true ones show no significant improvement, they are
in good agreement. More work would be required to identify ways of improvement and
retrieve the luminosities as well as the true energy spectra of the incident neutrinos from
νeES events.

Several aspects of the CCSN neutrino detection with the SPMT system have been
explored throughout this thesis and useful tools have been developed for the SPMT sys-
tem. The different studies realised allowed to obtain a relatively accurate picture of the
performance of the system in both reactor and CCSN energy range. In addition, ways
of improvement at each level were identified, particularly in the event reconstruction and
CCSN neutrino analysis. More broadly, the JUNO detector will enable the testing of a
new instrumental calibration system for neutrino detectors: The Dual Calorimetry. The
SPMT system is the centrepiece of this technique. Furthermore, JUNO will be one of the
spearhead detectors for neutrino astronomy, not only through the detection of the next
CCSN neutrino burst but also by becoming a powerful machine to monitor the transient
sky thanks to the development of a Multi-Messenger (MM) trigger and by joining the
Supernova Early Warning System (SNEWS).
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Appendix

Figure 5.22: Summary of the SPMTs acceptance criteria and test results for different
parameters.

Figure 5.23: Cartesian and spherical coordinates convention used in this manuscript.
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Figure 5.24: Positions of the calibration points that will be used during the calibration
campaigns of the JUNO detector. They are distributed on a vertical plane.

Figure 5.25: Left: The L-curve scan of the IBD prompt signal selected sample spectrum
unfolding. Right: The L-curve scan of the νeES selected sample spectrum unfolding.

In both plots, The red star indicates the τ used for the regularisation.
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Titre : Vers la Détection des Neutrinos issus de l’Explosion des Supernovae à Effondrement
de Coeur avec les système PMT 3 pouces du détecteur JUNO
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Résumé : Les supernovae à effondrement
de coeur (SNEC) sont des explosions gigan-
tesques qui se produisent à la fin de la vie
d’une étoile massive. Il y a trente-cinq ans,
pour la première fois, deux douzaines de
neutrinos provenant d’une SNEC (SN1987A)
ont été détectés, marquant le début d’une nou-
velle air dans l’études des SNEC. JUNO est
un détecteur à liquide scintillant (LS) actuel-
lement en construction en Chine. Deux sys-
tèmes de tubes photomultiplicateurs (PMT),
le premier constitué de ∼18,000 PMT de 20
pouces et le second constitué de ∼26,000
PMT de 3 pouces, collecteront la lumière
produite par les interactions des neutrinos
avec le LS. Les objectives primaires de

JUNO sont de déterminer l’ordre des masses
des neutrinos et de mesurer précisément
trois paramètres d’oscillation. Grâce à son
immense volume de détection, JUNO devrait
également détecter une salve de quelques
centaines à quelques milliers de neutrinos
provenant de la prochaine SNEC galactique.
Cette thèse se concentre sur divers aspects
de la détection des neutrinos des SNEC avec
le système PMT 3 pouces de JUNO. Basé sur
des données de simulation, les performances
de lecture du système sont évaluées, les
algorithmes de reconstruction de la position
et de l’énergie des évènements dévelopés
ainsi qu’une analyse pour la reconstruction
des spèctres en énergie sont présentés.

Title: Towards the Detection of Core-Collapse Supernovae Burst Neutrinos with the 3-inch
PMT System of the JUNO Detector

Keywords: Neutrinos; Supernovae; JUNO; PMT; Detection; Supernovae Neutrinos

Abstract: Core-Collapse Supernovae
(CCSN) are gigantic explosions that occur
when a massive star comes to death.
Thirty-five years ago, for the first time, two
dozens of neutrinos from a CCSN (SN1987A)
were detected, marking the beginning of a
new era in the study of CCSN. JUNO is
a 20 kton liquid scintillator (LS) detector
currently under construction in China. Two
photomultiplier tube (PMT) systems, the first
one made of ∼18,000 20-inch PMTs and
the second one made of ∼26,000 3-inch
PMTs, will collect the light produced by the
neutrino interactions in the LS. JUNO primary

objectives are to determine the neutrino mass
ordering and to precisely measure three
oscillation parameters. Thanks to its huge
detection volume, JUNO is also expected to
detect a burst of a few hundreds to a few
thousands of neutrinos from the next galactic
CCSN. The present thesis focuses on various
aspects of the detection of CCSN neutrino
using the 3-inch PMT system of JUNO. Based
on simulation data, the rate capabilities of the
system are assessed, the events vertex and
energy reconstruction algorithms developed
as well as an analysis for energy spectra
reconstruction are presented.
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