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Abstract 

The high global consumption of fossil energy fuels is accelerating their depletion and threatening the 

Earth's environmental balance. For that, new categories of energy based on renewable sources are 

developed to build a new diversified and decarbonized energy mix. In order to allow a massive 

penetration of these renewable energy sources (RESs) into the conventional grid, the use of new electrical 

system structures seems to be a promising solution, taking into account several aspects such as the costs, 

the security of supply, and the ease of implementation. Thus, microgrids (MGs) constituted by 

decentralized energy sources and energy storage systems have been developed to replace or complement 

the main centralized grid. They can ensure some support functions, i.e., enhancement of the grid stability, 

black-start operation, replacement of diesel generators, etc. In addition, the consumers become producers 

and are able to inject a part of their surplus of energy into the public grid. In urban areas, the solar 

photovoltaic (PV) system has been extensively examined for decades and is widely used thanks to its 

many advantages such as low environmental impact, easy integration in buildings, reduction of 

transportation losses, etc. Recently, small-scale wind turbines (SSWTs) are also becoming more and more 

used, as a complementary source for PV systems, especially for applications near ground level and in 

urban areas where wind speed is a few meters per second. However, the use of wind power is still 

nowadays a challenge for the urban MG. In this present thesis, two different types of studies are 

conducted for a SSWT. i) the first one concerns new power control strategies for a SSWT. It deals with 

limited power point tracking (LPPT) as an emerging new technology for power management controllers 

for SSWTs. The LPPT operates in such a way that power requested by the user can be extracted from the 

wind turbine (WT) while respecting constraints and limitations. However, operating in LPPT mode still 

requires a deep understanding to obtain a compromise between minimizing power oscillations and 

transient response. For that, three LPPT power control strategies for a SSWT based on the perturb and 

observe (P&O) principle are investigated. The proposed algorithms are P&O with fixed step size, P&O 

based on Newton’s method, and P&O based on the fuzzy logic (FL) technique. The experimental results 

highlight that all methods function correctly and reach the limited power point (LPP). The FL method 

shows good dynamic performances with more steady oscillations around LPP compared to other methods. 

ii) in the second study in this thesis, the integration of a SSWT into a direct current (DC) MG was 

investigated. The RESs (PV sources and WT), storage, and public grid are included and a supervisory 

system is suggested to manage the power. The power balance is ensured thanks to the real-time power 

management in the operational layer of the supervisory system. The power is managed based on the rules 

made according to several aspects, such as every component's energy cost or tariff and its physical 

limitations. Excess of power produced by PV sources and WT is one of the problems that face the 

reliability of the MG and should be resolved. Thus, a strategy to limit power from each source is 

suggested. It is based on two coefficients,   and  , called “shedding coefficients” that have the role of 

calculating the quantity of power that should be limited from each source. Simulation tests are carried out 
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using two power management strategies: optimization and without optimization (storage priority). The 

results reveal that the coefficient   reduces the overall cost and whatever the coefficient that is applied, 

optimization still provides good performances and significantly reduces the global cost. 

Keywords: DC microgrid; small-scale wind turbine; limited power point tracking; energy 

management; power management; supervisory system; optimization; shedding constraints.
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WTi  Current of the DC bus (A) 

diffp  The absolute value of the difference between WTp  and limP (W) 

nX  The initial value of X  

( )nF X  The value of the X  at the point nX  

'( )nF X  The derivative of function at nX  
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v  Variable step sizes (V) 

1u  The first normalized input of the FLC 

2u  The second normalized input of the FLC 

refp  Compensation power by the public grid and storage 

t  The time interval between two samples (s) 

t  Continues time (s) 

0t  Initial time instant (s) 

Ft  Final time instant (s) 

PVp  Photovoltaic power (W) 

WDp  Wind turbine power (W) 

Lp  DC load power (W) 

Pp  System dynamic power for P controller 

Sp  Battery storage power (W) 

Gp  Public grid power (W)  

pK  Proportional gain of DC bus voltage controller 

 DC refV  DC bus voltage control reference (V) 

 DC busv  DC bus voltage (V) 

_PV MPPTp  Photovoltaic power by MPPT algorithm (W) 

_WD MPPTp  Wind turbine power by MPPT algorithm (W) 

_PV Sp  Photovoltaic shed power (W) 

_WD Sp  Wind turbine shed power (W) 

_G MAXp  Maximum power that the public grid can buy or sell ( _ G MAXp ) 

GIp  Public grid power injection(W) 

_GI MAXp  The limit for grid power injection (W) 
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GSp  Public grid power supply(W) 

_GS MAXp  The limit for grid power supply (W) 

REFC  Capacitor of battery storage (Ah) 

SOC  State of charge of batteries storage (%) 

MAXSOC  Upper limit of a state of charge of batteries storage (%) 

MINSOC  Lower limit of a state of charge of batteries storage (%) 

Sv  The storage voltage (V) 

_S MAXp  Battery storage maximal power limit (W) 

_L Sp  DC load shed power (W) 

_L OPTp  DC load power after the real-time load optimization (W) 

_L Dp  DC load demand power (W) 

AVAILp  Total available DC microgrid power (W) 

_PV SC  Photovoltaic shedding cost (€) 

_WD SC  Wind turbine shedding cost 

_L SC  DC load shedding cost (€) 

GC  Public grid cost (€) 

SC  Storage cost (€) 

TOTALC  Total energy cost (€) 

Gc  Public grid energy tariff (€/kWh) 

NHc  Public grid tariff in normal hours (€/kWh) 

PHc  Public grid tariff in peak hours (€/kWh) 

Sc  Battery storage energy tariff (€/kWh) 

_PV Sc  Photovoltaic shedding energy tariff (€/kWh) 

_WD Sc  Wind turbine shedding energy tariff (€/kWh) 
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_L Sc  DC load shedding tariff (€/kWh) 

Dk  Power distribution coefficient between the public grid and battery storage 

_REN SHEDDp  The total renewable power to be shed (W) 

PV  Shedding coefficient for PV source without taking into account the cost 

WD  Shedding coefficient for wind turbine without taking into account the cost 

PV  Shedding coefficient for PV source with taking into account the cost 

WD  Shedding coefficient for a wind turbine with taking into account the cost 

PV  Shedding coefficient cost for PV source 

WD  Shedding coefficient cost for wind turbine source 

PVN  Number of the PV panel 

_PV STCP  PV at standard test condition (W) 
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General introduction 

Electric energy is a determining element for any socio-economic growth and development. It has 

become essential in the daily lives of populations in many countries worldwide. It is also increasingly 

demanded due to the fast development of the industry, the widespread introduction of new energy-

efficient technologies, such as electric vehicles and heat pumps, the proliferation of household appliances, 

the increase in demand for digitally connected devices, and air conditioning systems [2]. These 

developments pose significant challenges to the power system, in which supply should fully follow 

demand. Faced with the extensive rise in electricity demand and the decrease in world hydrocarbon 

reserves, including the fear of increasing destruction of ecosystems, industrialized countries have resorted 

massively to nuclear power plants. This source of energy has the undeniable advantage of not causing 

atmospheric pollution, unlike traditional thermal power stations, but the risk of a nuclear accident (such as 

the Chernobyl disaster of April 26, 1986, and the recent nuclear accident at the Fukushima plant in 

Japan), the treatment and waste burial are very real problems that make this energy unattractive for future 

generations. 

Nowadays, with the increasingly serious problems of fossil energy depletion and awareness of 

environmental issues, RESs has received more and more attention. Indeed, RESs such as wind electric 

conversion systems, PV systems, biomass resources, and tidal energy have many advantages in terms of 

their efficient production of electrical energy, reliability, ease of installation, and less environmental 

impact.According to the international energy agency, renewable power capacity rises annually associated 

with dropping costs and investment growth. For example, the amount of renewable-based generated 
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electrical energy will be increased from 5525 TWh in 2015 to 14979 TWh in 2030 (Figure 1).This 

increase will present almost two-thirds of global electricity generation (including hydropower) [3]. 
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Figure 1. Renewable power generation by technology in the sustainable development scenario (SDS) 

2000-2030 

As producing energy from RESs is becoming the priority of electricity production, their integration 

into the existing utility grid gives rise to distributed power generation (DPG). This latter has attracted 

wide attention and contributed to alleviating the pressure of energy shortage and reducing environmental 

pollution [4]. Thus, the DPG is evolving as an emerging power scenario for electric power generation and 

a promising approach to relieving existing power systems from today’s stress on transmission and 

distribution systems [5]. These motivations are changing the power generation concept worldwide with 

the appearance of new challenges in the generation and distribution markets. The political encouragement 

and the purchase of renewable energy production, which is qualifying for advantageous rates, make the 

DPG develop significantly through the PV plants, wind farms, and small power production points such as 

small plants PV integrated into building or urban WTs, etc. [6]. Hence, the DPG is then based on systems 

that can work in grid-tied conditions, for a total and permanent power injection into the utility grid, 

islanded conditions, especially in rural areas or remotes sites, or as a combination of grid-connected / off-

grid conditions [7]. This means that the urban and rural areas are going to have the ability to control DPG 

as well as to produce and consume the power locally. However, systems based on DPG are changing the 

manner of transmission of energy through the utility power grid. Their increased development leads to 

serious connection issues with a public grid, which constitutes true scientific and technical constraints. 

Consequently, the power system architecture must be reformed into a more flexible, scalable, and 
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powerful management topology. This request results in the appearance of the smart grid (SG) concept, 

which is an advanced framework based on new electricity transport and distribution network that allows 

bidirectional communication between suppliers and consumers to adjust the flow of electricity in real-

time and enables more efficient management of the electricity grid [8]. The main components of the SG 

are MGs. Indeed, the MG is known as an electrical energy distribution network consisting of multiple 

generations, storage, and load managed from the grid more extensive transportation. The interest in MG 

has grown significantly due to its benefits in providing efficient, secure, reliable, environmentally 

friendly, and sustainable power from RESs. However, the generation and integration of DPG into the MG 

system remain a challenge because many important parameters must be considered. The complex 

structures of MG due to the extensive integration of distributed RESs and their intermittent behavior may 

influence the power system stability and security. It should be known that the MG has more issues than 

conventional power grids. These issues depend on different aspects such as power converter (components 

and power quality), power balancing, protection, and power and energy management. This latter is the 

center part of MG. Its main objective is to well manage the power flow in real-time and give a long-term 

energy schedule in order to satisfy load demand, increase the integration of the RESs, and minimize the 

overall cost. It consists of two approaches: i) the rule-based approach, which is easy and robust but does 

not ensure optimal performance in some conditions. ii) the optimization-based approach that provides an 

optimal solution. 

One of the most used RES is the wind generation system. This latter can be sorted into three 

categories depending on the power productivity: small, medium, and large scales. A large wind 

generation system is widely used for a wind farm, while medium and small-scale WTs can be exploitable 

in a more flexible environment. A SSWT, for example, is commonly used in the distributed energy 

system and is more suitable in the urban area. In this work, the integration of a SSWT based on a 

permanent magnet synchronous generator (PMSG) into a DC urban MG is studied. The work presented in 

this manuscript is organized into three chapters (Figure 2). After the general introduction, the first 

chapter consists of a bibliographic study on renewable energies, DC MG and wind turbines. Firstly, this 

part recalls the context of the evolution of the electrical system and the appearance of intelligent grids. 

The MG as a key element of smart grids is then detailed in different aspects before tackling the wind 

turbine characteristics that will be studied in this thesis. 
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Figure 2. Thesis structure 

The second chapter suggests a sensorless limited power extraction control for a small-scale wind 

energy conversion systems (WECS) using a PMSG. Different power control strategies are proposed to 

produce the required power and meet flexible energy demand. The proposed methods use the output 

voltage and current of the rectifier and the limited power required by the user to calculate the reference 

voltage for the controller. Based on the rectifier output power and the difference between the operating 

point and the limited point, the step size change until the limited point is attained. Three LPPT control 

strategies for a SSWT are investigated. These methods concern fixed step size, Newton’s method, and FL 

technique. In addition, the effect of the sudden variation of some conditions, such as power required by 

the user or climatic changes (wind speed), on the performances of the suggested LPPT methods is 

examined. Finally, other experiments dealing with the transition between maximum power point tracking 

(MPPT) mode and LPPT mode are conducted. Performances of the proposed control strategies are 

evaluated and validated by laboratory experiments using a real SSWT placed in a wind tunnel equipped 

with ventilation.sensorless controller. 

The third chapter is dedicated to examining the power and energy management of a DC MG during 

the integration of a SSWT. It consists firstly of modeling a DC MG connected to the grid. The key MG 

elements are SSWT, solar PV, battery, DC load, and a connection to the grid. A supervisory system is 
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also introduced with a formulation of the optimization problem. During the supervision process, some 

criteria such as the physical limits and tariffs of the components are taken into account. Then, the 

suggested power management strategy aims to achieve an instantaneous power balance considering a 

rule-based power flow and depending on the criteria above-mentioned. To better meet the power balance, 

the current study has explored the constraints related to the control and supervision of the studied DC 

MG. Performance measures include the overall system cost and renewable curtailment (RESs energy that 

cannot be utilized and should therefore be limited). For that, a strategy for power limitation is suggested. 

It consists of using two types of shedding coefficients to calculate the power that should be limited from 

each renewable source in case of energy surplus. Simulation results are presented and showed that the 

studied MG can control the power flow at an optimum energy cost. Furthermore, once the limited power 

will be calculated thanks to the shedding coefficient, it will be able to be generated by the WT thanks to 

the limitation strategies already set up.in chapter 2. 

Finally, general conclusions and perspectives of the research of this thesis are provided at the 

end.Equation Chapter (Next) Section 1 
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Chapitre I. Connection and integration of renewable 

energies in utility grid 

I.1. Towards the next generation of electricity grid: the 

emergence of smart grids concept 

The power balance between the demand and the supply side of an electrical grid is one of the most 

important issues in grid operation. These issues are mainly related to fluctuations in energy demand and 

renewable energy generation. On the one hand, the power balance was historically achievable to a certain 

level thanks to the conventional power grid that was designed with large centralized generation plants and 

which assured that the power generation followed the electricity demand [9]. However, this generated 

power is transferred to consumption on the unidirectional way and over long-distance transmission lines, 

which causes a certain amount of power loss. On the other hand, the integration of DERs, characterized 

by bidirectional power flow, is a delicate matter for the utility grid that was not planned for that. The 

intermittent nature of RESs and the difficulty of forecasting make them very unsettled. In addition, they 

behaved as passive electric generators, and then did not participate in technical regulation for grid 

connection. All these problems associated with growing demands and peak loads lead to a rise in the 

pressure on the electrical structure and affect the power reliability and quality [10]. To cope with these 

new problems, it is necessary to: 

 reinforce the classical power grid, with new devices from power electronics (PEs) and new 

information technologies like advanced control systems; 
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 control and improve renewable power injected into the utility grid; 

 manage the intermittence and reduce the fluctuations of RES. 

One of the avenues to respond to these new constraints is to develop a smarter electrical system 

through SG technologies [11]. 

I.1.1. Smart grid characteristics and literature survey 

I.1.1.1. Smart grid definition 

With the fast development of electric distribution technology, the concept of SG has been developed 

notably through the electricity market liberalization, the evolution of PE devices, and the enhancement of 

information and communication technologies [12]. A SG does not have a unique universal definition to 

be precisely described. Yet, it can be seen as an intelligent automated network that can store, 

communicate and make its own decisions [13]. US Energy Independence and Security Act 2007 had 

provided a similar definition for the SG [14]. It is defined as a modernized form of the traditional grid 

capable of monitoring, increasing grid resilience to disturbances, and automatically optimizing grid 

operation of interconnected system components (i.e., central generating units, distributed generation, 

transmission network, and loads). 

Furthermore, “a modern grid adapts bi-directional flows of energy” was the definition provided by 

the US National Institute of Standards and Technologies (NIST) to describe the SG [15]. It guarantees a 

wide range of functionalities and applications thanks to the utilization of a two-way flow of energy, data, 

and control strategy. In addition, the Electric Power Research Institute (EPRI) based in the US [16] 

defines the SG as “the transition from the current grid where the flow of power is permitted from the 

central generation to load location into a grid where there is a peer to peer consumer interactions, 

distributed generation, and control centers”. 

The Department of Energy and climatic change (DECC) in the UK [17] highlights the role of the SG 

in achieving power balance and intelligent management of the electrical system. With SG information and 

communication tools, operators become more aware of supply-demand balance and participate in shifting 

non-critical demand from peaking periods to off-peaking instants. 

Numerous entities and researchers have stated more definitions of SG that could be found for 

example in [18]–[24]. Indeed, the number of publications dealing with SGs is illustrated in Figure 3. An 

advanced search in Scopus with a filter for SG technologies in the abstracts, titles, keywords, and text 

fields of publications from 1999 to 2020 shows an increased interest in SG area. 



-29/150- 

 

Figure 3. Number of SG keywords in publications 

I.1.1.2. Smart grid characteristics 

The SG can shift the already existing power system infrastructure into a modernized form with more 

flexibility and reliability. This new form of the grid permits intelligently the integration of users, 

generators, and consumers to provide efficient, secure, and economically feasible supplies [21]. 

The SG integrates distributed energy resources (DERs) that include sustainable energy sources. It is 

supposed to handle a bidirectional-based structure for energy flow and communications to perform 

continuously a dynamic optimization of grid operation. Also, it contains demand-side response programs 

and demand-side resources [25]. Moreover, the SG is a network that digitizes information, enhances the 

integration of smart appliances, and is fortified against cyber threats. Furthermore, the SG should be 

equipped with advanced storage devices and peak-shaving technologies. 

I.1.1.3. Smart grid advantages 

Generation and distribution of electricity with minimal issues is the main goal behind empowering 

the transition toward the SG [23]. According to [16], [18], [20], it is estimated that, by 2030, applications 

based on SG can reduce the nation’s carbon dioxide emission from 211 to 60 million metric tons 

annually. The advantages of developing the SG are numerous: increasing the flexibility and the quality of 

the power grid, reducing power losses and greenhouse gaseous emissions, improving the reliability of 

electricity supply, facilitating the incorporation of DERs (better penetration of RESs), enabling predictive 

maintenance and self-healing capacities, and enhancing system security [26]–[28]. 

Despite the intelligent tools and advanced communication protocols employed in SG, its realization 

remains complex. Then, the development of this active and intelligent network requires the design of new 
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structures associated with the existing framework. In this context, SG can be seen as the aggregation of 

several cells called MGs. This latter was defined by Hatziargyriou in [29] as a “building block of the 

smart grid”. The possible SG topology evolution facilitated by MG is shown in Figure 4 [7]. MGs are the 

most promising new structure of grids, and their characteristics will be detailed in the next section. 
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Figure 4. Possible topology of SG 

I.2. Microgrid: the backbone of smart grid 

I.2.1. Definition 

Nowadays, several definitions of MG exist in the literature and are proposed in various journals and 

reports. A significant one is given by the U.S Department of Energy’s Microgrid Initiative: 

Definition.1 “A Microgrid is a group of interconnected loads and distributed energy resources within 

clearly defined electrical boundaries that acts as a single controllable entity with respect to the grid. A 

Microgrid can connect and disconnect from the grid to enable it to operate in both grid-connected or 

island mode” [30]. 

Another definition that includes components, architecture, and operation of MGs is given by [31]–

[33]: 

Definition 2: “Microgrids comprise low voltage distribution systems with distributed energy sources, 

such as micro-turbines, fuel cells, PVs, etc., together with storage devices, i.e., flywheels, energy 

capacitors and batteries, and controllable loads, that behave as a coordinated entity”. “Such systems can 

be operated in a non autonomous way, if interconnected to the grid, or in an autonomous way if 
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disconnected from the main grid. The operation of micro-sources in the network can provide distinct 

benefits to overall system performance, if managed and coordinated efficiently”. 

From these two definitions, the authors concluded that the MG could be considered as a critical 

component of modern power systems. It includes interconnection and distribution properties that provide 

the ability to increase and facilitate the integration of RESs and eco-friendly power generation 

technologies to contribute to zero emissions. Furthermore, MG may be capable of working in two 

operating modes: grid-connected and islanded mode. During grid-connected mode, a power balance 

between consumption and generation must be established, and users are then more flexible to supply or 

consume a specified amount of energy and cost-effectively dispatch their resources. Whereas, 

independence from the main grid allows providing energy for isolated places. In this context, DPGs and 

storage devices have to meet the load demand using effective control strategies. The general topology of a 

MG is shown in Figure 5 [34]. 

 

Figure 5. MG general scheme 

I.2.2. MG Architecture: AC, DC, and Hybrid 

The architecture of MGs is another fundamental parameter to be discussed. MGs can be classified 

into three types based on how components are connected and the nature of the output voltage fed to the 

load. There are (i) alternating current (AC)-MG, (ii) DC MG and (iii) hybrid-MG [33].
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i) AC-MG 

AC-MGs attracted the interest of many researchers and have been tested and discussed in several 

industrial applications thanks to their easy integration into the existing distribution networks. In an AC-

MG, all components are interconnected through AC power lines. Thus, AC loads would be directly 

supplied [35]. However, DPGs such as PV, storage devices, and most modern loads are inherently DC 

which requires more integrated inverters [36], (e.g., DC/AC PE devices) as shown in Figure 6. 

Researchers at the Consortium for Electric Reliability Technology Solutions (CERTS) had proposed and 

tested this type of MG [37]. They presented a new approach for integrating DERs and studied a radial 

three-feeder grid with loads, RES-based DERs, and combined heat and power [33]. Their conclusions 

highlight the robustness, reliability, and economic benefits behind operating this MG in islanded mode. 
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Figure 6. Structure of an AC-MG with a single power line 

ii) DC MG 

Different authors have tackled the importance of developing DC MGs thanks to their simplicity and 

wide range of applicability. Indeed, DC MGs generally contain one or more feeders in DC, and the 

components are interconnected through DC power lines (see Figure 7). They present natural interfaces to 

many types of RES and energy storage systems (ESSs) (e.g., fewer conversion stages), decreasing then 

energy losses. Furthermore, they do not allow the circulation of reactive power, which increases the 

overall efficiency of the configuration [36]. Moreover, this type of configuration does not need 

synchronization of DERs, which guarantee simple power strategies [33]. For a DC MG operating at low 

voltage, the CESI RECERCA DER Test Facility is an example of a project involving a well-structured 

DC MG. It functions at 400V and is connected to the medium voltage (24kV) to perform several tests 

about energy management strategies for DC configuration and to monitor the power quality of the entire 

system.[38]. More information about DC MG will be provided in the next section. 
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Figure 7. Structure of a DC MG with the single power line 

iii) Hybrid-MG 

Hybrid-MG is a configuration that combines the characteristics and advantages of both AC and DC 

MGs presented above. This complex architecture facilitates the insertion of AC and DC-based 

technologies and allows increasing efficiency by reducing multistage conversions. Furthermore, with the 

increase of the number of DC components, the hybrid-MG becomes feasible and more economical than 

AC-MG [38]. However, this configuration still requires complex management strategies to guarantee a 

simultaneous control of AC and DC components. Figure 8 depicts an example of a hybrid-MG with 

different AC and DC devices. 
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Figure 8. Structure of an AC/DC hybrid MG 
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I.3. DC MG 

I.3.1. Introduction 

The current electrical infrastructure was structured and organized based on historical precedence. 

Consumers find themselves forced to purchase electricity in the form of AC without taking into account 

the current power needs. However, the shift toward RESs and the remarkable development of the 

semiconductor industry had changed the power market towards systems based on DC. 

The struggle over an adequate electrical power infrastructure dates back to the 19
th
 century that 

witnessed a fierce battle about introducing electricity to consumers and how it would be generated, 

transmitted, and utilized. This famous battle was commonly referred to as the “War of Currents” and that 

was waged between Westinghouse supporting AC, on one side and Edison supporting DC, on the 

opposite side. This debate was ended by the predominant AC distribution network, which secures the 

rights to distribute power due to reasons that made much sense at that time. Some of these reasons were: 

AC power could travel long distances with fewer losses, the invention of transformers which cover a large 

area of the distribution system, production by large plants was cheaper than many distributed ones, the 

invention of poly-phase AC machines, etc. However, DC systems were not disappeared completely, and 

technological advancement was not taken into account by AC systems’ defenders. Indeed, systems were 

being forced to apt to AC power despite the notable decrease in efficiency. Moreover, all electronics rely 

on transistor technology depend on DC power to function. Thus, DC voltage regulation becomes a simple 

task. Furthermore, the increase of loads that could be DC supplied and the penetration of DERs 

encouraged researchers and industries to revalue DC distribution in today’s power system. 

I.3.2. Motivations behind rethinking of DC deployment 

Recently, the DC power systems have met standards in a cost-effectively and seamlessly manner 

thanks to the stunning advent of semiconductors and significant development of PE converters. Also, 

loads, RESs, and storage devices could be other reasons for reconsideration, and the importance of DC 

deployment. 

I.3.2.1. DC loads 

DC power system paradigm paved the way for extensive use of DC loads. Different authors tackled 

the consummation of electricity in DC form, especially at offices and homes. Various appliances such as 

laptops, phones, TVs, microwave ovens, etc are DC supplied [39], [40]. In addition, authors of [41] and 

[42] highlighted the efficiency and low cost of using lighting systems such as LED fixtures and 

fluorescent in a DC distribution system. Moreover, the use of DC applications in different industrial 

sectors has attracted the interest of many researchers. As described in [43], an analysis was developed 
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about the use of DC chopper in the electrochemical industry, while [44] provided a deep study on the use 

of DC electric arc furnaces in the steel industry. 

I.3.2.2. Conversion efficiency 

Other authors opted for the analysis of the efficiency of DC systems. For example, nearly 30% of all 

AC power generated passes through PEs before it is utilized [45]. Another study about wasteful 

conversions from AC to DC was conducted in [46] and concluded that the among of energy losses varies 

with types of devices, but generally it lies within the range of 10-25%. Similarly, researchers on in [47] 

mentioned that the power conversion efficiency decreases by about 8% while using AC-bus instead of the 

DC one. They concluded that thanks to DC-bus, around 25% of the devices’ cost could be saved by 

removing some components like a rectifier. 

I.3.2.3. RES 

To respect environmental requirements and economic conditions and overcome power shortages, the 

proliferation of RESs became a trend all over the world. Some of the RESs, such as PV and fuel cells 

(FCs), are natively DC, whereas WT still needs a conversion step. However, authors in [48], [49] showed 

that in the case of offshore WTs with the aims to be integrated to AC grid through DC-bus, converting the 

distribution system to DC can eliminate a stage of conversion and then decrease losses and increase the 

efficiency. 

I.3.2.4. Storage 

DC power systems can also integrate storage elements easier and more efficiently than conventional 

AC-based systems. Most storage devices such as batteries and ultra-capacitors are already DC. In this 

context, an advantage of DC MG is its inherited ability to facilitate static storage integration [49]. 

Besides, [50] and [51] focused on mechanical energy storage a flywheel that is generally coupled to a 

PMSG integrated into the distribution system through DC-bus. 

I.3.2.5. Data centers 

Datacenter energy consumption also presents another focus of the discussion. In reality, high 

reliability is the main feature that must be maintained in data centers power [52]. One way for that is to 

operate the facility on a DC distribution. Although AC remains the preferred method for distributing 

power in data centers, almost all of the critical payloads in the data center are DC loads. Thereby, DC 

distribution offers the ability to eliminate intermediate DC/AC and AC/DC power stages and improve 

then the efficiency of the entire system [53], [54]. 
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I.3.2.6. Plug-in electric vehicles 

As RESs, electric vehicles (EV) also increase in popularity and interact with existing grids. 

Researchers examine the issues related to the coordination of charging a large number of EVs and work 

then on developing the concept of smart charging parks. They concluded that these charging parks should 

operate as DC MG with a common DC-bus at which the EV batteries and any distributed energy units 

could be integrated [55]–[57]. 

I.3.3. Topology/design of DC MG 

Numerous topologies of DC MG were proposed in the literature and can be classified into three 

categories: i.e., single-bus topology, multi-bus topology, and reconfigurable topology, respectively. The 

decision to choose a specific topology of DC MG depends essentially on the application, voltage level, 

and reliability level [58].  

I.3.3.1. Single-bus topology 

Single-bus topology (Figure 9) is the most used topology for designing a DC MG. It is based on the 

singular bus to which storage devices could be directly connected (Figure 9.a) or connected through a 

dedicated converter interface (Figure 9.b) [59]. For the first configuration, the number of series battery 

depends mainly on the voltage of the loads. Yet, the state of charge (SOC) and the battery’s current make 

the voltage of the common bus uncontrollable [60]. Thus, the application of such a system is limited to 

dense and singular bus systems such as telecoms applications that historically operate at 48V [60] or 

industrial applications that use electrochemical battery stack [60]. For the second configuration and to 

regulate the low-voltage of the DC-bus, the battery devices are connected to the common bus through 

adequate converters. Consequently, the system becomes more reliable and easy to be controlled [61]–

[66]. However, some technical problems appeared and need to be solved. For example, consumers had 

only one DC-bus to be powered from and the equivalent capacitance of DC-bus that becomes smaller 

than the one in case of the battery directly connected to the common bus [59]. To overcome these 

problems, some alternative configurations, such as the bipolar single regulated bus, are suggested in the 

literature [60]. 
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Figure 9. Single-bus DC MG with storage: a) directly connected to the common DC-bus; b) connected to 

the common DC-bus through the dedicated converter 

I.3.3.2. Multi-bus topology 

Multi-bus MG, as reported in Figure 10 [59], is extended from the single-bus topology, and it has 

gained a considerable potential in the industry since recent electronic appliances are operated on 

distinctive voltage levels [67]. This configuration provides enhanced energy efficiency, reliability, and 

power density by reducing possibly the global cost [68]. Nonetheless, this complex architecture is 

difficult to be controlled and evaluate its stability. The line resistances and power flow affect the power 

management and power-sharing between sources and also deviate the load bus voltage from its nominal 

value [68]. Control schemes like the FL control method proposed in [69] or the modified control method 

proposed in [68] are required to overcome these issues and improve the system bus voltage regulation 

under different operating conditions. Furthermore, stability is another issue of this type of topology. 

Indeed, the integration of many converters and numerous DC-buses cause different interactions between 

these components, which lead to the instability of the overall system. Different authors proposed 

stabilization methods and models such as the multiple droop control sources and loads [68] or even 

multiple DC voltage control units and constant power loop [68] to maintain stability. 
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Figure 10. Multi-bus DC MG with all components connected through dedicated converter interfaces 

I.3.3.3. Reconfigurable topology 

To increase the flexibility of the system, reconfigurable topologies for a DC MG were suggested in 

different studies. Figure 11.a [70], for example presents a DC ring bus topology that is constituted by 

overlapping nodes and links controlled by intelligent electronic devices (IEDs). The main goal of this 

proposed configuration is to ensure high reliability and redundant operation. The faults in this DC MG are 

detected and isolated without de-energizing the entire system. Also, in this topology, loads could be fed 

bi-directionally. Then, in case of fault that is firstly located and isolated by the IEDs, loads continue to be 

supplied by other sources that work in a standard alternative path. Similarly, the authors of [71] 

employed another DC MG topology based on zonal configuration (Figure 11.b) [71]. This type of DC 

MG contains multiple DC distributions units connected to each other in series for forming a zonal 

architecture. All portions or zones have two redundant DC buses and load power could be obtained by 

one of them. Indeed, when a fault is detected, static switches are used to isolate the system at the end of 

these buses, and power converters feed the system by de-energizing the defective bus. Then the system 

could receive power from a voltage source converter (VSC) from the same zone or the converter of 

another zone via the connection to adjacent buses. 
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Figure 11. Reconfigurable DC MG based on a) ring bus [70], b) zonal configuration 

I.3.4. Control 

To ensure the regular operation of DC MG, control topologies (Figure 12 [72]), had to be 

established. They play a crucial role in the rising stability and efficiency of the overall system. In fact, the 

PE converters, regarded as voltage sources, are considered as interfaces to control the grid by limiting and 

regulating the value of DC-bus voltage and also using a strategy for current-sharing. They also facilitate 

the integration and interconnection of various components that constitute a DC MG. Thus MG control 

ensures a reliable and economical operation of the MG. Some desirable features and targets of the control 

system are [73]: 

 regulation of voltage and current sharing and ensure their oscillations damping. 

 easy transition from grid-connected mode into stand-alone mode. 

 accommodation of sudden active power imbalances, (excess or shortage), by keeping frequency 

and voltage deviations within acceptable ranges. 

 Reduction of the operating costs and increase of profit by adopting an appropriate and economic 

dispatch of DPG units, etc. 

Three main and distinctive approaches can be identified: centralized, decentralized, and distributed. 

Firstly, a fully centralized control relies on the operation of a central controller and determines the control 

actions of all the units at a single point. Secondly, in the decentralized approach, each unit is controlled by 

its local controller and interacts within the MG. Finally, the distributed approach combines the advantages 

of both centralized and decentralized controllers [74]. 
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Figure 12. DC MG control strategies 

I.3.4.1. Centralized Control 

Centralized control architecture consists of gathering the relevant information at a single point, at the 

same time; which requires the implementation of online optimization routines. The data are firstly 

collected from units of a DC MG. Then, these collected data are processed and controlled via a 

communication medium. The central controller can use an online calculation of the optimal or 

information from an offline calculation to pre-build and continuously updated data. Generally, centralized 

approaches that are characterized by strong controllability of the entire system are more suitable for 

remote areas and isolated MGs with fixed infrastructures and critical demand-supply balances [73]. 

A master-slave control is a well-known centralized control technique to achieve parallel operation of 

multiple sources. This mechanism uses one converter as master and commands slave units in order to 

regulate the DC bus. For example, a VSC can act as a master, and the remaining converters act as slaves. 

These latter feed the system by respecting the instructions provided by the master controller. Also, the 

master converter has the role in maintaining the grid voltage within an acceptable band while the slaves 

help it to achieve this goal [74]. 

I.3.4.2. Decentralized control 

The decentralized control is a topology that intends to solve problems related to the energy 

management of the MG while providing a high level of autonomy for various DPG units. These latter are 

easily incorporated into a MG without making changes to the controller parameters. Indeed, each DPG 

unit is controlled by an autonomous local controller via independent local variables without using a 

communication medium. However, this controller suffers from difficulties in handling MG’ operations 

which require high levels of coordination. Despite these problems, this control strategy is the most 
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reliable. Its autonomy is achieved using a hierarchical structure with three levels: the first one is the 

Distribution Network Operator that is responsible for the interaction of the MG with the distribution 

network and also with neighboring MGs. The second level is the MG Central Controller which is 

responsible for the coordination between different DPGs units and loads within the MG and the 

interaction of the overall system with the main grid. The third level contains the Local Controllers that 

communicate with the Central Controller in order to exchange information, requests, and services [75]. 

Some of the widely decentralized control schemes are conventional droop control (CDC) and 

adaptive droop control (ADC). 

The role of CDC is minimizing or eliminating the circulatory current between converters without the 

use of a communication link. Furthermore, this controller participates in the regulation of the MG voltage. 

Authors of [75] proposed a decentralized droop method for a low-voltage DC MG with the purpose of 

achieving perfect power-sharing by taking into account the effects of line resistances and also the SOC of 

the batteries. However, there are tradeoffs between current sharing among distributed resources and DC 

bus voltage stability while using a CDC for a DC MG. Then, to satisfy both power-sharing and DC bus 

voltage stability criteria, an ADC strategy for a DC MG is proposed in [76]. This method is based on 

closed-loop reference adaptive control and uses a time-varying model, a projection algorithm, and a 

normalization technique. Experimental results showed the capability of this proposed strategy to regulate 

the current sharing and stabilize the DC bus voltage at 400V. 

I.3.4.3. Distributed control 

Distributed control is a strategy that was proposed in many types of research studies to combine the 

advantages of both centralized as well as decentralized control systems. It forms a network of several 

controllers equipped in each PE source and helps to maintain steady grid voltage by ensuring proper load 

sharing [74]. This type of control facilitates the increase and integration of DERs contrary to the 

centralized control scheme. It also ensures the system's function in case of a communication link break. 

I.3.5. Stability 

One of the main concerns of power system engineers is the stability. Ensuring the dynamic stability 

of a MG in all its operating states is the crucial key for obtaining safe and reliable performance. In this 

context, many works have been done to establish the stability criteria of an AC MG while the stability of 

DC power systems is still under investigation. In a DC MG, instability is mainly caused by impedance 

mismatch specifications, including the impedance mismatch between damped filters on the source side 

and regulated power converters on the load side and the impedance ratio calculated by dividing the input 

impedance representing the load and the output impedance representing the source. Furthermore, many 

stabilization techniques and strategies were proposed in the literature to overcome these instability issues 

and smooth the input filter's resonant peak. For this, two types of stabilization are possible: passive 
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stabilization based on adding damping elements (resistors and inductors) and active stabilization, 

including small-signal stabilization and large-signal stabilization. More details are provided in Appendix 

n°1. 

It is crucial to note that the broad deployment of DC systems negatively impacts the stability of the 

utility grid. Indeed, various studies have been done to overcome such an impact. In [77], it was found that 

DGs in a DC MG are characterized by a low or total absence of inertia dynamics which lead to instability. 

To handle this problem, researchers of [78] suggested a solution based on the use of synchronverter. The 

idea behind the use of this type of inverter is to emulate virtual rotor characteristics, particularly 

synchronous generators [79]. This solution was improved by making necessary changes that such an 

inverter would be capable of synchronizing with the utility grid without the need of PLL [80]. 

I.3.6. Protection 

DC MG is becoming nowadays a well-known and typical distribution network thanks to its 

remarkable performances, advantages, and facilities. At present, researchers on DC MGs primarily focus 

on the topology structure, control methods, and energy control techniques. However, good functioning of 

this electrical structure requires an appropriate protection system design. The protection of DC systems 

has presented many challenges, such as the autonomous location of a fault in a MG, improved DC 

devices, and the absence of standards, guidelines, and enough experiences. Thus, additional efforts and 

attention should be deployed to have a clear understanding of fault analysis, detection, and isolation and 

thereby resolve protection issues. 

In DC systems, the fault current quickly increases with large peaks because of the low fault 

impedance. Thus, fault detection and isolation should occur. Appendix n°2 first depicts the DC fault 

analysis and characteristics. Secondly, the type of grounding that could affect safety, the ability to 

identify the fault, and the survivability of DC MG under faulty conditions are also investigated. Finally, 

the current protection systems, including DC fault detection methods, protective devices, and faults 

location approaches, have been presented in detail. 

According to the contents mentioned above and the distinct characteristics of DC MGs during fault 

scenarios, a proper protection system must be considered. The system design process should take into 

consideration some systematic aspects, such as grid topology, grounding, and interactions between inter-

connected converters during fault events. Moreover, the concept of protection is becoming extended 

thanks to the huge development of DC MGs, which contain many electronic devices. Thus, a coordinated 

strategy of control and protection could be more effective than considering only traditional protection 

schemes.
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I.3.7. DC MG developed in AVENUES 

DC MG developed in AVENUES is an urban MG dedicated to tertiary building. This development 

allows the establishment of a MG control combined with energy management and SG interaction. The 

main goal is to improve the penetration of the DERs with respect to end-user demand and local 

optimization of power flow. As presented in section I.1, the MG is the key element of the SG. In fact, the 

urban DC MG studied in AVENUES is connected to the SG through a controller that plays the role of an 

interface between the utility grid and loads. Its main goal is to ensure optimal power management (Figure 

13) [81], by creating a power management interface using data exchanged between the MG and the utility 

grid. Firstly, this controller had to collect different information, such as the availability and dynamic 

pricing of the public grid. Secondly, the control system sends information about the SG injection 

intention and power supply forecast. Thirdly, the terminal users’ requirements must be satisfied under all 

physical and technical limits. Finally, all the systems should function with the lowest energy costs. 

 

Figure 13. Power management interface principle 

The research works in the AVENUES laboratory were started by studying, developing, and 

analyzing a multisource system belonging to a DC MG with consideration of some aspects for power 

quality [6]. This DC MG is constituted by PV sources, security system elements, electrochemical storage, 

and the public grid. This latter was used, in case of a storage shortage, to supply power to the load and to 

trade back excess energy. The technical feasibility of the multisource system was experimentally 

validated using the technological platform of AVENUES laboratory called PLER (Production Locale 

d’Electricité Renouvelable [82]). For energy management, the priority was given to storage that is 

characterized by its SOC. For this DC MG, hierarchical supervision integrating communication with the 

SG is feasible and was conducted by our team research in [34]. 

The control system called “supervision” handles together power balancing, energetic cost 

optimization, metadata using, and information exchanges from both end-users and the SG. It is proposed 

in 

Figure 14 [7] and classified into four layers with an operating scale time that varies from days to less 

than seconds. 
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 The human-machine interface is the first layer that contains end-user requirements and some 

specific criteria such as the critical building loads or load shedding limits. 

 The prediction layer is the second layer that takes into account two types of information: 

- The end-user options are provided from the first layer. 

- Forecast data for several variables for calculating two power variables: the predictions 

of RE production and the energy demand. 

 The energy management layer is the third layer responsible for calculating the energy costs 

optimization by using the previously calculated power predictions and the operating constraints 

such as dynamic pricing, grid power limits, peak consumption, storage capacity, etc. The 

optimization is solved using mixed-integer linear programming under CPLEX [83]. The results 

obtained by this solver are the evolution of the optimal power of each source that guarantees the 

minimal total cost for the considered time duration. To transfer these data as an input for the next 

layer (first output of this layer), it is necessary to translate the power flow into a single interface 

parameter showing the power balancing control. The second output of this layer concerns 

information about the injection and supply predictions that should be transmitted to the SG. 

 The operational layer receives the predictive control parameter from the previous layer, the grid 

power limits from the SG, and some components limits (storage limits, power states, etc.) from 

the MG. The algorithm developed in this layer controls the power balancing of the MG system. It 

provides real-time references of the system powers and the eventual shedding coefficient of loads 

or renewable sources. 

The optimization difficulty is due to the mismatch between the predictions and the real-time 

operating conditions and the limitation due to the constraints imposed by the utility grid. 
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Figure 14. DC MG system overview 

The supervision has been validated by experimental tests. Unless there were some uncertainties, the 

feasibility of implementing optimization in real-time operation was validated. The suggested supervision 

showed its ability to manage the power flow efficiently while maintaining power balancing. However, the 

effectiveness of the optimization depends mainly on the accuracy of the prediction. This was carried out 

in [84] and was based on updating the optimization in real-time. The main objective was to manage the 

energy power flow while ensuring voltage stability. Other goals concern reducing the energy cost to the 

end-users and the negative impact on the main grid. 

To improve global efficiency and reduce energy cost, other aspects have also been studied by other 

members of the AVENUES team. The study in [85] investigates the power losses generated by the static 

power converters in the urban DC MG. The multi-source MG consists of several sources, especially RESs 

that bring variable power losses and the converter efficiency that is often treated as a constant, but 

experimental tests showed its variation. Thus, an energy model was developed and applied in real-time to 

DC/DC and DC/AC converters used in the MG. The proposed energy management strategies were able to 

shed the powers in the MG in a flexible way. Furthermore, these strategies accelerated the convergence 

speed of control through the knowledge of power losses of each converter. 

The aforementioned research of AVENUES laboratory focused either on the grid-connected or the 

off-grid mode. Nevertheless, the grid failure in the on-grid mode and the low power supply reliability in 

the off-grid mode still consist of serious problems that must be solved. The study in [86] proposed a full 

DC MG combining the advantages of the grid-connected and off-grid modes. It consists of RESs, storage, 

public grid, and backup sources applied to reduce the load shedding. The suggested supervisory system 
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consists of real-time power management to ensure power balance. This power is managed using the 

energy cost or component’s tariff, while the load demand optimization is responsible for managing the 

appliances by the MG and the end-users. The suggested supervisory also considers the dynamic efficiency 

of the converter to raise the power quality impacted by the instability of the DC bus voltage. 

The MG research project of AVENUES laboratory considers not only the PV sources as a RES but 

also a SSWT that has to be integrated into the described DC MG. The small-scale wind generator is seen 

as a complementary RES compared with PV source. However, the energy potential and dynamic 

characteristics of the wind generator are very different from PV generators. 

The study of [87] suggests an appropriate approach to minimize the integration cost of a wind 

generator into DC urban MG. In this case, a SSWT based on a PMSG was studied. As the mechanical 

sensor for such a structure is expensive, many WECSs were suggested to choose an active structure 

associated with a sensorless PMSG. The idea is to replace the costly mechanical sensor with a 

speed/position estimator. Four methods were proposed: rotor flux estimation with a phase-locked loop, 

sliding mode observer, Luenberger observer of reduced order, and extended Kalman filter (EKF). The 

latest one was selected as the more appropriate technique that allows sensorless drive control in a wide 

speed range and estimates the rotation speed with a rapid response. An adaptive EKF was also proposed 

to overcome the problems related to the tuning parameters of the traditional EKF. This technique tends to 

decrease the total cost of the studied WECS. In the same context, [88] presents different MPPT for a 

SSWT, to answer the demand for flexible energy production. Experimental results showed that the lookup 

table can handle all requirements of MPPT mode, but in more flexible power demand operating mode, a 

combination of P&O and FL could present the best performance. This was achieved in the actual work 

characterized by using for the first time a real SSWT placed in a wind tunnel in plateforme PLER. 

Different control strategies were tested and validated experimentally (see Chapitre II). The second 

contribution concerns the integration of the SSWT into the studied DC MG. Simulation results are 

provided in Chapitre III. 

I.4. Place of the wind power generation in the DC MG 

I.4.1. Historical development of wind turbine 

Wind energy is a clean, free, and one of the most abundant renewable energy resources on the earth. 

It has been targeted mainly with the development of electric power. It is predicted that human beings have 

been using wind energy to propel boats as early as 5000 BC [89]. 

I.4.1.1. Vertical axis windmills 

King Hammurabi, as early as 1,700 B.C, had to use power provided from wind to irrigate the plains 

of Mesopotamia [90]. The energy of the wind was also used through windmills to grind cereal grains, 

such as wheat or corn [89]. Some of these oldest windmills used by early human civilizations are shown 
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in Figure 15 [90]. It is noticeable that most of the world’s primitive windmills had a vertical axis of 

rotation. Their main advantage is that they were independent of the wind direction. The simplicity of 

design and construction is displayed in Figure 15(a)-(c) [90]. The braided mats or sails were attached to 

the central axis that, thanks to the wind; caused drag forces for driving the rotor. Later on, other versions 

of vertical axis mills were developed in Europe. The windmill with flapping sails, (Figure 15.d), was 

developed in France. Its millstone is attached directly to the vertical drive shaft without a gear that should 

redirect the rotational movement. An advanced windmill (Figure 15.e) was created by the Italian Fausto 

Veranzio. It can be regarded that this windmill was designed to drag-driven rotors with a low tip speed 

ratio. However, it was equipped with a gearing mechanism that allows millstones to run at a much higher 

speed [90]. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

Figure 15. Some of the world’s oldest vertical axis windmills; (a) Ruins of a vertical axis windmill in 

Afghanistan, approx. 700 AD (picture taken in 1977); (b) Persian windmill; (c) Chinese windmill with 

flapping sails, approx. 1000 AD; (d) Vertical axis windmills with flapping sails, France 1719 AD; (e) 

Vertical axis windmills with bodies driven by drag forces, Italy, approx. 1600 AD; All pictures are 

adapted from [90] 
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I.4.1.2. Horizontal axis windmills 

Albeit much later, the horizontal axis windmills were developed rapidly in the Occident and widely 

used by the Greeks [91]. Historically, horizontal axis windmills have been found in literature since the 

12th century. Indeed, this type of windmills was mentioned in the statutes of the French city of Arles 

(Provence) and its picture was found in an English prayer book [90]. However, in-depth studies on the use 

of this type of device were not revealed until the beginning of the 20th century [90]. 

Figure 16.a shows one of the most popular tower mills that existed in southern Europe. It is an early 

Mediterranean horizontal axis wind turbine (HAWT) equipped with sails and dated back to the 13th 

century [90]. Moreover, there are some other types of horizontal axis windmills that exist in different 

parts of the world. The post windmill (Figure 16.b), for example, was exclusively used for grinding grain. 

Later on, the Wipmolen (Figure 16.c) appeared and was the result of modifying the post windmill to use 

the wind energy to drive the pumps. Regarding, the Dutch smock mill shown in Figure 16.d, it came into 

use in the 16th century. It was applied in Europe for grinding grain while it was used for the drainage of 

the polders in Holland. Figure 16.e showed a special version of the Dutch smock mill called a sketch of a 

gallery windmill. Due to greater exploitation of wind energy, the use of this type of windmill had known 

standardization in the Netherlands in the 18th and 19th centuries [90]. 

 

(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

Figure 16. Some of the world’s oldest horizontal axis windmills; a) Mediterranean tower mill with sails b) 

Section of a post mill; c) Section of a wipmolen d) Section of a Dutch smock mill e) Sketch of a gallery 

windmill [90] 

Nevertheless, the American windmill was the most popular HAWTachieving success in the world. It 

was invented in 1854 by Daniel Halladay and is mainly used to lift drinking water from wells in North 

America. In addition to that, it was used to assure some tasks such as grinding grain, chopping hay, 

sawing wood, and providing water supply for the steam locomotives railways [90]. A windmill developed 

by Halladay’s company, the U.S Wind Engine & Pump Co, is shown in Figure 17.a. It has led to 

improving the quality of life by providing drinking water without pumping it with physical labor [92]. 

Figure 17.b represents one of such wind farms utilizing the American windpumps for water pumping 

[93]. 

 

(a) 

 

(b) 

Figure 17. Western windmills: a) an American windmill developed by U.S. Wind Engine & Pumping Co 

[4]; b) The Mid-America Windmill Museum, in Kendallville, Indiana [93] 
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I.4.2. Current status of wind power generation 

In recent years, the world has known the fast-growing wind energy development. This innovative 

electricity generation has reached high levels of installed capacity. This growing trend is evidenced in 

Figure 18 [94], which shows the evolution of wind power capacity per year, whose total amount reached 

743GW in 2020, a growth of 14% compared to 2019. 
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Figure 18. Evolution of wind power capacity 

In this context and according to the Global Wind Energy Council (GWEC), 2020 saw global new 

wind power installation surpass 90GW, a 53% growth compared to 2019 ( Figure 19.a). This outstanding 

increase in 2020 was driven primarily by explosive growth in the world’s two largest wind power 

markets, China and the United States. China alone holds 56% of the new global worldwide wind power 

capacity (see Figure 19). 
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Figure 19. New wind power installations growth: a) per year; b) per region 
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Moreover, according to WindEurope (Figure 20.a), Europe installed 14.7GW of new wind capacity 

in 2020. This was 6% less than in 2019 and 19% less than what was expected pre-COVID. 80% of the 

new wind installations were Onshore with 11.8GW. This was 22% lower than the pre-COVID forecast. 

However, Offshore wind installations were 2.9GW, in line with what was forecasted before the pandemic. 

Consequently, Europe now has 220GW of wind capacity. The Netherlands installed the most wind 

capacity in 2020, most of it Offshore wind. Norway built the most Onshore wind, with Spain and France 

not far behind. Germany’s new installations were their lowest since 2010 (see Figure 20.b). 
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(b) 

Figure 20. New Onshore and Offshore wind installations in 2020: a) in the world, b) in Europe 

Today, wind energy represents one of the leading means of energy generation and plays a key role in 

the road to net zero. It meets 16% of the EU’s electricity demand, up from 9% in 2015. It overtook coal-

based energy generation and then became the second largest form of installed power capacity. In France, 

for example, wind and solar alone overtook fossils for the first time, marking the next green milestone, 

which is already met by Denmark and Sweden. Thus, Renewables, in 2020, has overtaken fossil fuels for 

the first time in the EU (see Figure 21) [95]. 
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Figure 21. Share of electricity in Eu-27 

I.4.3. Classification of wind turbines 

I.4.3.1. Vertical axis vs. horizontal axis wind turbines 

There are essentially two orientations of WTs: HAWTs and vertical axis wind turbines (VAWT). 

Each kind of orientation has its advantage and drawbacks. 

As the name indicates, the rotor of VAWTs rotates perpendicular to the ground, and they use drag 

forces to rotate their blades. As mentioned in section I.4.1, the early WTs were VAWT thanks to their 

simplicity during the construction. Indeed, VAWTs did not require any mechanism to be oriented, and 

they could accept wind from any direction at any time. Nowadays, they are three famous deign of 

VAWTs. Figure 22(a)-(c) shows Savonius, straight-blade Darrieus VAWT, and curved-blade Darrieus 

rotors, respectively [96]. This type of WT could be manufactured at a lower cost since the blades are 

generally straight, without any taper on the long axis. Also, the maintenance costs could be reduced due 

to the blades that rotate around a vertical axis while the drive train is located near the ground. However, 

although VAWTs can easily accept wind from any direction, they generally have poor efficiency (less 

than 25%) and suffer from larger fatigue damage on their blades at the rotor because of the cyclic 

aerodynamic stresses [97]. 

In contrast, the rotor of HAWTs is positioned in a horizontal direction i.e. parallel to the ground and 

they use lift forces to rotate their blades. At present, HAWTs are the most popular among all windmill 

designs and currently dominate the wind power market. They consist of a rotor, a gearbox, a generator 

and, a yaw system. Figure 23 shows a HAWT commercialized by SIEMENS (model: SWT-2.3-82 VS) 

[98]. HAWTs are generally large, which makes the solidity low. Solidity is defined as the ratio of blade 

area to swept blade area. Then, if the solidity is low, the cost per kilowatt is also decreased. Furthermore, 

this type of WT is often mounted on top of a larger tower, which minimizes the initial investment cost 
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[97]. Moreover, HAWTs generally have much higher efficiency than VAWTs. The maximum power 

coefficient reported for a modern HAWT is up to 45% to 50% whereas the one for an efficient VAWT 

lies below 40% [99]. Yet, HAWTs, contrary to VAWTs, can’t catch the wind from all directions and still 

need mechanical equipment to turn the rotor to face the wind and they are very sensitive to changes in 

design, blade profile, and surface roughness. 

Consequently, as explained previously, HAWTs dominate the market, but some benefits to the 

VAWTs rotor may be worth considering for some future applications. Thus, the limitations of each design 

should be taken into account with a clear understanding of some possible options to overcome those 

limitations. 

 

(a) (b) (c) 

Figure 22. Vertical Axis WTs: a) Straight-blade Darrieus, b) Savonius rotor, and c) Curved-blade 

Darrieus rotor 

 

Figure 23. Siemens HAWT (model: SWT-2.3-82 VS)  

I.4.3.2. Fix speed vs. variable speed wind turbine 

There are two types of rotors possible for a WT: fixed speed rotors and variable speed rotors. They 

are determined depending on the requirements of the electrical generator and the gearbox [100]. The 

entire design of a fixed speed rotor gains efficiency only when wind speeds are optimal. Even though 

fixed speed rotors constitute the majority of the WTs currently in use, variable speed rotors are still 

gaining market share. Indeed, the rotor speed for this field of WT is allowed to vary to capture more 
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energy from the wind and more flexibility while choosing the generator. Another advantage of such a 

rotor is the ability to reduce loading on the WT rotor and drive train components. Besides, variable-speed 

rotors incorporate PE converters so that they became able to adjust the resulting electric power to the 

voltage and frequency required for transmission on the grid. Thanks to this flexibility in using PE 

converters, a wind generator could be chosen for a low-speed operation which helps to eliminate the 

gearbox. However, before designing such a WT, it is imperative to take into account the possible effect of 

an electrical noise that can be generated due to the PEs in the variable speed turbine [97]. 

I.4.4. Wind turbine constitution and model 

I.4.4.1. Wind turbine configuration 

A typical configuration of a HAWT, as shown in Figure 24, is mainly composed of three blades, a 

rotor, a nacelle, and a tower.  

The nacelle is positioned on the top of a wind tower, housing the most turbine components inside 

and also equipped with an anemometer, for wind measurement, outside. The blades are mounted on the 

rotor hub, which is connected via the main shaft to the gearbox. The rotor of the wind generator is 

connected to the output shaft of the gearbox. Thus, the rotational speed of the rotor hub is gradually 

increasing until the desired rotational speed of the generator rotor is reached. 

 

Figure 24. Typical configuration of a HAWT 

The mechanism of a WT describes the transformation of wind power into electric power. This 

transformation can be divided into three types of conversion: each of which describes: 

 The conversion from wind power to mechanical power. 

 The transmission of the mechanical power to be converted into electrical one. 

 The conversion of the mechanical power into electrical one. 

Firstly, the conversion of wind power to mechanical power reflects the aerodynamic effect of the 

system. Indeed, the wind's kinetic energy captured by the turbine is transformed into the mechanical 

energy of the turbine rotor, which rotates at an angular speed. Secondly, the transmission of the 
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mechanical power is related to the WT mechanical system. This later is essentially composed of the rotor 

and can be based on vertical axis technologies or horizontal ones. Finally, the conversion from 

mechanical power into electrical one is obtained using an electric generator. While there is still existing 

WT based on fixed-speed technology, the most employed technology recently concerned the variable-

speed one, where the rotor can assume angular speed values within a given range. More details about 

types of WT and generators are given in I.4.5.1. 

I.4.4.2. Wind turbine mathematical model 

The WT mechanical system is a nonlinear dynamic system, mainly due to the aerodynamic relation 

describing the conversion from wind to mechanical energy of the turbine rotor that is turning at an 

angular speed r  and subject to a torque rT . In order to model the power extracted from the wind, it has 

been shown that considering the wind speed v  component in the only longitudinal (axial) direction 

guarantees sufficient model reliability. Moreover, from the wind field impact on the turbine, the extracted 

power can be described by the function: 

 2 31
( , )

2
 aero r r pP T C R v      {1.1} 

Where   is the air density, R  is the radius of the rotor blades,   is the pitch angle,   is the tip 

speed ratio. 

I.4.4.2.1. Power coefficient 

Power coefficient pC  is defined as the amount of mechanical power produced by a WT against the 

total available wind power. Sometimes, it’s also called the coefficient of performance and 

mathematically, it is calculated using the following expression [101]: 

 
2 31

2

 mech
p

P
C

R v

   {1.2} 

Where mechP  is the mechanical power generated by the WT,   is the density of the wind, R  is the 

tip radius by the rotor, and v  is the free wind speed. The denominator term ( 2 31

2
R v ) of the 

equation{1.2} denotes the total available wind power passing across the swept area of the WT rotor. It 

also describes the ratio between the extracted and the available wind power as a function of the tip speed 

ratio and pitch angle. This is typically provided in the turbine specifications as a lookup table. In 

literature, the expression of pC  is often approximated by an analytic function to be treated for control 

synthesis purposes. It can be differently described by using a polynomial, a sinusoidal, or even an 

exponential function. 

Typically, pC  can be described firstly by a polynomial function of the form [102]: 
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Where ,1cn  and ,2cn  are the polynomial degree and ija  its coefficients. Moreover, it can be simply 

expressed as [103]: 
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Where nc is the polynomial degree. This regression can be expressed by polynomials of different 

degrees. 

The second form of pC  can be expressed by the following exponential forms as [104], [105]:  
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The third form of pC  can be expressed by the following sinusoidal forms as [106]: 
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It can be concluded that the evolution of pC  is specific data for each WT, and only the experimental 

tests carried out on each WT can give an approximation of the expression of this coefficient. 

I.4.4.2.2. Betz’ law 

The German physicist BETZ defined through his theorem an upper limit of the power coefficient 

,maxpC  [107]. It calculates the maximum mechanical power produced by a WT in an open wind flow. 
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According to Betz's law, any turbine cannot extract more than 16/27 (59.3%) of the kinetic energy in 

wind. The factor 16/27 (0.593) is the maximum value of the power coefficient of a WT and it is most 

commonly known as Betz's coefficient or Betz’s limit. 

 
16

0.5926
27

 pC  {1.9} 

 

Figure 25. Aerodynamic power coefficient as a function of the normalized rotational speed λ
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I.4.4.2.3. Tip speed ratio 

The tip speed ratio   is the most commonly and conveniently used scaling parameter, which 

integrates the principle aerodynamic effect of the wind speed, rotor size, and rotor’s angular speed with 

the power coefficient of the WT rotor. It evaluates the tangential speed of the turbine’s blade concerning 

the free wind speed and is given as [101]: 

  r R

v


   {1.10} 

Where r  is the angular speed of the WT rotor, v  is free wind speed and R  is the radius of the rotor 

blades. 

I.4.5. Need and application of the small-scale wind turbine 

In the wind energy literature, the definition of "small" and "large" scale WTs remains vague. Indeed, 

the definition of a WT as “small” comes from its ability to produce enough electrical power to meet the 

electrical needs of an individual household [108]. However, the consumption of electricity by a household 

is not constant and changes depending on the place and time. For example, in the United States of 

America, one household requires around 10kW to meet their full electrical consumption, while in Europe, 

an average family needs around 4kW. However, a Chinese family needs only 1kW [108]. Thus, there is 

no standard to generalize the range for the rated power related to each type of WT. In this context, small 

WTs could be referred to small and medium power turbines (100 watts to 20 kilowatts) mounted on 10 to 

35 meter masts, connected to the grid, or stand-alone in remote locations [107]. The European standard 

EN 61400-2 [109] limits the category of small WTs to machines with a swept area of less than 200 m² 

and an operating voltage of less than 1000 V AC or 1500 V DC. Consequently, and in order to bring 

consistency to the analysis, the classification of WTs could be based on the size of the HAWT rotors as 

follow [110]: 

 Micro-scale WT: rotor diameter 10cm, 

 SSWT: 10cm < rotor diameter ≤ 100cm, 

 Mid-scale WT: 1m < rotor diameter ≤ 5m, 

 Large-scale WT: rotor diameter > 5m. 

Although large-scale WTs are efficient and have a power coefficient of up to 40%-45% [24], they 

still require high wind speeds (12m/s-14m/s) to operate. In addition, this category of WT should be 

installed in wind farms, far from cities and urban areas to ensure human safety and avoid noise emission. 

In contrast, SSWTs can operate at low wind speed, be placed in urban areas (no known safety hazards), 

and generate supportable and minimal noise. 
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I.4.5.1. Several types of machines 

The most commonly used generators for WTs, namely synchronous and asynchronous machines, are 

shown in Figure 26,Figure 27, Figure 28, and Figure 29 and will be discussed in this section [111]–[116]. 

For SSWTs, various types of electrical machines could be used. Although an induction machine may be 

useful in that case, a PMSG is still the most used thanks to its efficiency, reliability, small size, and light 

weight [88].  

I.4.5.1.1. Asynchronous/induction machine 

 Squirrel-Cage Induction Generator 

Thanks to their robustness, brushless structure, and lower price, induction generators are widely used 

in the WECS [117] and most WT manufacturers mainly built constant speed WTs with power levels 

increasing to 1.5MW [111]. This fixed speed system (Figure 26) consists of a three-stage gearbox and a 

squirrel-cage induction generator directly connected to the utility grid. While all induction generators 

draw reactive power from the grid, this electrical structure uses the capacitor bank for compensating for 

the reactive power and a current limiter to decrease the inrush current during the startup of the induction 

generator [118]–[120]. 

gearbox grid
rotor

Compensating

capacitors

Squirrel cage 

induction 

generator

 

Figure 26. Fixed-speed WECS, directly connected with the grid 

 Doubly Fed Induction Generator 

Recently, many WT manufacturies change from fixed to variable speed systems with a doubly fed 

induction generator (DFIG). This latter occupies near 50% of the wind energy market, and it is 

recommended for WTs with power levels above roughly 1.5MW [121]. As shown in Figure 27, the 

WECS consists of a gearbox, a relatively low-cost standard DFIG, and a partly rated PE converter feeding 

the rotor winding. DFIG with low-rated power converters (usually 25-30% of the rated power of the 

system) leads to improve efficiency [122], [123]. Pitch control also helps to limit the output power to 

rated power at high wind speed (wind speeds above rated). 
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Figure 27. Variable-speed doubly-fed induction generator with partial scale power converters 

I.4.5.1.2. Synchronous generator 

Generating power at low wind speeds is one of the critical issues of WECS. The salient pole 

machines are c characterized by having a high number of poles which facilitates generating power even 

for low wind speeds [124]. Recently, the PMSG based on a PE system (Figure 28) is a promising and 

interesting approach to generate power without the need of the gear-box [125]–[127]. The absence of slip 

rings in PMSG reduces the necessity of higher technical maintenance and increases then the efficiency of 

the overall system. Furthermore, PMSG is known for its lower weight and has its own reactive power 

controlling capability which helps to stabilize it more than other types of generators [128]. As shown in 

Figure 28 and Figure 29, the synchronous generators can be connected with or without gear. 

grid
rotor PE 

converter

Permamant Magnet

Synchronous generator

 

Figure 28. Variable-speed, gearless multi-pole PMSG based WECS 
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Figure 29. Variable-speed synchronous generator with full-scale power converter 

To conclude, several architectures can be used for the SSWT. Yet, a PMSG with a high number of 

pole pairs seems to be the most convenient for such an application. It can operate at low speed without 

decreasing efficiency and by avoiding the use of a gearbox. It can also be adapted for variable-frequency 

operations induced by wind-speed variations. 
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I.4.5.2. Converters 

The WT, as PV source, is operated to increase the energy benefits. This is ensured through extracting 

the maximum power by using suitable algorithms, i.e. MPPT algorithm. The study through this thesis 

focuses not only on extracting the maximum power but also the limited power under all operating 

conditions. As explained in I.4.3.2, the WT could function with fixed or variable speed. Yet, extracting 

the maximum power is only possible with variable speed WTs. In this context, the PE converter is a key 

element of the WECS and has the role to convert either the variable voltage/frequency of the generator 

into a fixed voltage /frequency suitable for the load [88]. In the case of a SSWT, there are two types of 

structures aiming to convert mechanical energy into electrical one: passive and active structures (see 

Figure 30). 

Passive structure, as shown in Figure 30.a, uses a no controllable three-phase AC-DC converter like 

a three-phase diode bridge and it is characterized by its robustness and low cost. Nonetheless, active 

structure, as its name indicates, is based on a controllable three-phase AC-DC converter (see Figure 30.b). 

Another active structure is possible by adding a controllable DC-DC converter to a passive structure 

(Figure 30.c) [87]. 

 

Figure 30. Electrical structure of power conversion 
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It is necessary to consider different requirementsduring the design and the choice of a convenient 

topology of converters. All topologies of static requirements could be applied for medium or high power 

scales applications. However, it is necessary to take into consideration the global cost while choosing 

suitable converters for small-scale applications, i.e. SSWTs. In that case, a wholly controlled structure 

could be too expensive. Indeed, it is reasonable to select a passive structure such as the diode bridge since 

it reduces the cost and provides acceptable energy performances. Thus, the three-phase diode bridge 

rectifies the voltage provided from the PMSG, and the output of the rectifier is continuous. However, it is 

crucial to use additional PE devices to meet the load requirements. The key element of the WECS with 

variable speed that allows extracting the maximum power produced by the WT is the static converter. 

Then, using a controlled PWM rectifier as presented in Figure 30.b or a rectifier of three-phase diode 

bridge associated with a controlled converter as shown in Figure 30.c allows the system operating at 

variable speed to extract the maximum power provided by the WT. 

Since the fully controlled rectifier seems to be an expensive and complex structure to control the 

output power and it requires a solid background and experience, this research is based on using a passive 

structure associated with a DC/DC converter as displayed in Figure 30.c. The control of this structure 

remains simple and robust and guarantees fewer power losses than the controlled one [88] [87]. 

I.5. Conclusion 

Nowadays, pollution has reached record levels since the world still heavily relies on fossil fuels and 

continues subsidizing them. The recent consideration of environmental and economic factors is forcing 

researchers and manufacturers to encourage the use of clean energy even if replacing fossil-fuel 

infrastructure will take time and require consistent support from the states and communities.  

Since 2011, renewable energy has grown faster than all other energy forms. Like all other energy 

sources, renewable energies have their trade-offs. However, they guarantee several benefits over the 

devasting impacts of fossil fuels, namely lower greenhouse gas emissions, less air and water pollution, 

and reduction of water and land use. 

This chapter is started with a description of the electrical system evolution through the integration of 

renewable energies in the utility grid. For that, the SG concept was introduced as a solution to favorite the 

DPG use and answers the requirement of both the utility grid and end-user. The SG can be described as a 

power grid equipped with communication and information technology that can solve peak consumption, 

optimal energy, and energy demand problems. 

Since this thesis focuses on the control of a SSWT that will be integrated into an urban DC MG. a 

literature review about DC MGs was firstly detailed in this chapter. It concerns the essential concepts of a 

DC MG, namely: 

 Motivations: DC deployment; 
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 Topologies: single-bus, multi-bus, and reconfigurable topologies; 

 Control: centralized, decentralized, and distributed controls; 

 Stability: impedance specifications and stabilization strategies; 

 Protection: DC faults analysis and detection, grounding, protective devices, and fault 

location. 

Secondly, the importance of wind power generation was given attention by describing the historical 

and current evolution of of RESs. Moreover, some key concepts about wind technology were given, 

starting with a description of the turbine types (horizontal and vertical axis) and constitution (blades, 

rotor, generator, etc.). A particular interest in a SSWT with a horizontal axis dedicated to the urban 

environment was mentioned. Need and applications of this set of RESs are presented. Furthermore, types 

of machines useful for this category of a WT were presented and the PMSG was chosen thanks to its 

multiple benefits and suitability in this study. For performing the control, several architectures were 

suggested and studied. 

The next chapter will present a study concerning the control power strategies using the system 

composed of the chosen architecture (generator and power conversion structure). The study used for the 

first time a SSWT located in the experimental platform of AVENUES. The principle of the power control 

strategies such as LPPT and MPPT will be proposed and detailed. These algorithms are studied and 

implemented, and experimental results show the efficiency of each method. Other experiments are carried 

out to reveal the system's flexibility and applicability of the studied power control strategies. 

Equation Chapter (Next) Section 1 
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Chapitre II. Limited power point tracking for the 

studied small-scale wind turbine-control analyses 

II.1. Introduction 

The research community is still exploring all possibilities to provide an alternative to traditional 

energy resources based on fossil fuels in order to reduce environmental issues such as greenhouse gas 

emissions and global warming [129]. In this context, the use of renewable energy resources has 

significantly increased in recent decades with more intention to integrate them into the utility grid [8]. For 

this reason, the SG has been created and developed to manage renewable energy resources in the utility 

grid. The SG is a new electricity transport and distribution network that allows bidirectional 

communication between suppliers and consumers in order to adjust the flow of electricity in real-time and 

enables more efficient management of the electricity grid [8]. The main components of the SG are MGs. 

Indeed, an MG is based on the idea of providing electrical energy in a decentralized form: it combines 

loads, storage and multiple energy sources (traditional and renewable) in one unique entity. The MG can 

operate on-grid and off-grid. Thus, it is suggested to facilitate the realization of the SG, supply isolated 

areas, ensure power balancing and promote local energy consumption and production [130], [131]. There 

are three different structures of MGs depending on the common bus, i.e., DC or AC, of its various 

components: AC MG, DC MG, and hybrid AC/DC MG [132]. While the AC MG has been the subject of 

remarkable dynamic research for enhancing its performance, several works have presented the attractive 

uses of the DC MG thanks to its high efficiency to integrate DC native renewable energies. 
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In this perspective, wind energy is forming part of DC MG’s distributed energies, and it fits well into 

this paradigm of using renewable energy resources for responding to environmental issues. Wind energy 

is earning more interest thanks to its lower space occupancy, significant power cost reduction, and zero 

carbon emissions during operation [133]. This is true not only for high-power WTs but also for small 

ones. According to the market reports of the World Wind Energy Association, the small wind capacity 

installed worldwide increases annually with a growth rate of 12%. Approximately 270MW of new 

capacity is forecasted to be installed in 2020 and then 1.9GW of cumulative installed capacity will be 

achieved by 2020 [134]. SSWTs provide electric energy, supply off-grid consumers like remote villages, 

and can be used as distributed resources in MG systems [133]. Although the implementation of SSWTs 

has grown worldwide, the efficiency of wind energy systems is still impacted by many factors. For 

instance, the empirical extraction capacity of wind power makes the stability between supply and demand 

for energy very difficult to maintain. 

For a small wind energy conversion system (SWECS), several generators could be used to transform 

wind energy into electrical power. The most used amongst them are AC generators, particularly induction 

generators and PMSGs. These latter are mostly used thanks to their high efficiency, low cost, and low-

priced maintenance [132]–[135]. To apply the power control strategies to the WT, the PMSG is connected 

to PE converters. There are three types of converters, i.e., diode bridge rectifiers, boost converters, and 

inverters, that can be classified into two kinds of electrical structure: passive and active [136]. A three-

phase diode bridge, as a passive structure, is an uncontrollable structure, robust, and less expensive. An 

AC/DC converter (inverter) is an active structure fully controlled that may either require rotation speed or 

torque. The active converter’s topology that is based on a three-phase diode rectifier with a boost 

converter is more suitable for SWECS applications, due to its low cost and high reliability [137]. Indeed, 

a three-phase diode bridge guarantees less power loss and the DC/DC converter is still more robust and 

simpler compared to the controlled rectifier. 

When the WT system is connected to the grid, it generally operates at MPPT which allows for 

extracting the maximum power from the wind energy system in all environmental conditions [138]. 

However, for distributed generation systems, there may be constraints where WT systems are not 

supposed to generate maximum power. Indeed, taking into account some constraints in terms of economy 

and system security of the MG, e.g., when the storage device is fully charged or there is low demand, a 

technique able to function below MPPT must be used instead. This technique, called limited LPPT, 

allows for more flexible operation of the system [135]. Consequently, a general control strategy that can 

deal with both MPPT and LPPT is very important for WT systems. Several power control strategies, 

especially MPPT algorithms, have been suggested in the literature with the main objective of extracting 

the desired power, reducing power oscillation, using excess power and improving the quality of the power 

injected into the grid. They are classified into three categories: direct power controllers (DPCs) 

[139][140], indirect power controllers (IPCs) [141]–[143] and advanced power controllers (APCs) 

[141][142][144]. The main DPC methods are the P&O method or its derived version called hill-climb 
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search (HCS) and the incremental conductance (IC). Regarding IPCs, three algorithm methods are mostly 

considered: the tip speed ratio (TSR), the power signal feedback (PSF) and the optimal torque (OT). 

APCs are characterized by using soft computing techniques like FL and artificial neural networks 

(ANNs). These techniques could work independently or combined with other methods to reach the 

operating point [144]. An overview and details about these techniques are provided in Section 2. Some of 

these algorithms have already been modified to allow the possibility of operating in LPPT mode. 

However, the change from one operating point to another still represents the most critical situation for the 

system’s stability. In addition, the sudden variation of some conditions, such as power required by the 

user or climatic changes, e.g., wind speed, can have an impact on power output [145]. 

Therefore, the purpose of this work is split into three objectives: 

 To propose a strategy to limit the power provided from a SSWT that will be integrated into a DC 

MG. 

 To propose two LPPT algorithms based on the P&O principle to overcome drawbacks of the 

conventional P&O method. 

 To test the impact of a sudden variation of the power and the wind speed on the performances of the 

selected LPPT methods. 

Firstly, this chapter presents an overview of control power strategies found in the literature. 

Secondly, a description of the MG, the experimental test bench, and the proposed power control strategies 

are given in Section II.3. Finally, the strategies are validated by experimental tests, and the performances 

of the proposed methods are investigated in section II.4. 

II.2. Related work 

The enhancement of monitoring, management and control of WTs has become an essential key to 

guarantee better quality of the grid injected power. In recent years, many studies have been carried out to 

improve the control of the WECS and develop power extraction techniques. These techniques could be 

evaluated depending on the requirements of each method, such as wind speed information, turbine 

parameters, use of sensors, simplicity of implementation and robustness. The majority of studies found in 

the literature [141], [142], [146] mainly deal with MPPT strategies. Each method has its specific 

advantages and drawbacks. For example, the TSR algorithm is a simple control method that requires 

keeping the TSR at the optimum value by regulating the rotational speed of the generator. It provides 

efficient results and a quick response. Nevertheless, its robustness decreases when the wind speed 

suddenly changes. In addition, this method requires previous knowledge of power coefficient (TSR 

characteristic curve) and also the use of an accurate sensor for wind and turbine speeds, which increases 

the cost of the system, especially for SSWTs. Concerning the MPPT based on OT, the PMSG torque is 

controlled and set to its optimal value [141]–[143]. This optimal reference is obtained according to the 



-67/150- 

WT’s maximum power at a given wind speed. This strategy provides a smooth output power with slow 

transient responses. Despite its robustness and effectiveness, it can not be generalized to all turbines 

because it requires specific characteristics of each WT. 

Contrary to the previous techniques, some enhanced methods are developed with no need to know 

the turbine characteristics, wind measurement or mechanical speed sensors [141][142][144]. The fuzzy 

logic controller (FLC) is one of those methods that can be used independently or along with other 

methods. According to the results reported in [147], [148], the FLC can provide a fast response and a 

quick change in parameters when climatic conditions change. Despite the robustness and effectiveness of 

this method, it requires a large memory for resolution during fuzzification and defuzzification stages and 

prior knowledge of the results in order to choose the rule base, the levels of membership function and the 

appropriate error. With the development of soft computing technologies, MPPTs based on ANNs are 

becoming more and more popular. ANN techniques offer three types of layers: input, hidden and output 

layers. The ANN’s architecture (number of neurons in each layer, number of layers, etc.) is chosen 

depending on the task to learn. For a WT system, the input variables can be wind speed, rotor speed, 

output torque, etc. The output can be a reference signal such as reference power, reference torque, etc. 

This output is used to operate the converter at the maximum power point (MPP). The authors of [149], 

[150] show sensorless MPPT algorithms based on ANN techniques. The inputs are the rotor speed and 

the output power of the turbine while the output is the optimal rotor speed. The latter is used to control the 

generator and then to obtain the optimum power. This ANN-based controller decreased the response time 

with the ability to provide a smooth power transition during wind speed variations. 

Furthermore, the most used MPPT methods to target the MPP for SSWTs are PSF and P&O. 

Regarding MPPT-PSF, this method is based on an optimum relationship. It requires parameters of a 

specific WT such as mechanical power equation or maximum power curve [8]. In these work [151], 

[152], an example of controllers based on optimum relationships was reported, such as the output power 

with the rotational speed or the torque with the rotor speed. These relationships make the system more 

expensive (by using mechanical speed sensors) and complex (by using estimators for rotor speed). 

However, some studies highlight that the use of the DC bus’s parameter in SWECS, equipped with a 

PMSG and a diode rectifier, makes the system more reliable with no need to use a mechanical sensor. 

This method remains simple and allows for a fast response of tracking the MPP, but defining an accurate 

relationship for a real WT system is still difficult. 

Concerning MPPT-P&O, this technique is the most used for power extraction. It is a simple 

technique that allows for reaching the MPP without knowledge of the WT system parameters. It consists 

of perturbing the system, observing and analyzing the output electrical power and then deciding the 

direction of the next perturbation based on that outcome. Several variables could be perturbed in this 

method, such as the DC bus voltage, the DC current and the rotational speed, or the duty cycle of the 

boost converter could be adjusted [139][140]. However, it is not preferable to perturb the rotor speed in 

order to avoid the use of a mechanical sensor. Moreover, the choice of the appropriate perturbation step 
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size is not obvious. Indeed, according to the chosen step size, the performances of the WT (response time, 

oscillation around the MPP and high mechanical vibration) change. For this reason, many authors 

suggested an adaptive P&O method with a variable step size. Belhadji et al. [153] suggested an adaptive 

P&O method where the variable step size was calculated by multiplying the fixed step size by a variable 

gain. Harrag et al. [154] proposed an adaptive duty cycle step using proportional–integral–derivative 

controller based on a genetic algorithm. In [155], an ANN approach is proposed to provide the power 

converter duty cycle under different atmospheric conditions. 

Besides the MPPT method presented above, other control strategies, such as pitch control, could be 

added to increase the performances of the WT system. These control strategies are mostly used to protect 

WTs, especially when the rated power is reached while the wind speed is still increasing. SSWTs are not 

concerned by this type of control since their pitch angle is always set at 0°. Even though small-scale wind 

energy production should ideally operate to extract the maximum power, its exploitation can require the 

use of an additional strategy to limit the generated power. Only a few studies have been interested in 

limiting the generated power of SSWTs. Hui et al. [156] proposed an intelligent power management 

controller for a small standalone off-grid wind energy system equipped with a PMSG. It consists of two 

methods: a slope-assisted MPPT algorithm, which tracks the MPP and minimizes the logical errors by 

identifying the changes in atmospheric conditions, and a power-limited search (PLS) algorithm which 

minimizes the surplus generated power and avoids energy dissipation. 

In this chapter, three LPPT-P&O algorithms for the SWECS are proposed. The SSWT used in this 

work will be integrated into a DC MG. It should respect the MG constraints and requirements. In this 

case, the SSWT should not always extract the maximum power but rather provide the power depending 

on the needs of the MG. The proposed algorithms are P&O with fixed step size, P&O based on Newton’s 

method, and P&O based on the FL technique. All proposed methods should have the ability to perform at 

two operating points. They ensure an easy transition from one point to another depending on the user’s 

requirements and the turbine’s characteristics (less power loss, low generator speed, etc.). 

II.3. Studied wind turbine: MG overview and experimental test 

bench 

II.3.1. MG overview 

The SSWT studied in this work is intended to be integrated in a DC MG applied to tertiary buildings. 

Figure 31 illustrates the topology of a DC MG. This MG consists of a small WT and PV panels as RESs. 

Storage is added to deal with the intermittence of power generated by this type of energy. A utility grid is 

also connected to the MG in order to ensure the exchange of power. All these components are connected 

to a common DC bus through their appropriate converters. The power system of this MG supplies a DC 

load (the building’s electrical appliances) which is directly connected to the DC bus through a capacitor 
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DCC  in order to stabilize its voltage. In this context, the DC power system is chosen thanks to its many 

advantages. Examples of these benefits are the fact that the DC MG could efficiently integrate many DC 

native power generators (PV or FCs), and that the majority of tertiary buildings’ electrical appliances can 

be DC supplied [130]. 

The MG is supervised by an energy management strategy which controls each physical element by 

an independent controller. This strategy aims to ensure the power balance between power production and 

power consumption [157]. Therefore, the SSWT must be driven to provide the maximum power and 

ensure more benefits. However, when the power provided by the WT source exceeds the needs of the 

MG, this could destabilize the entire system and risk damaging components, especially when they reach 

their physical limits. Thus, limiting the power provided by the WT source is a solution to keep the power 

balance and prevent any critical operating situations. In this case, LPPT mode is activated by the SSWT. 
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Figure 31. The MG overview 

II.3.2. Experimental setup for the SSWT 

The WT rotor converts the kinetic energy of wind into mechanical energy. The aim of this study is to 

integrate a SSWT in the DC MG already developed in a research testing platform in the AVENUES 

laboratory of the Université de Technologie de Compiègne (UTC), France. The experiment was 

conducted in a wind tunnel, as shown in Figure 32.a. 

The SSWT is installed in a ventilation tunnel with an axial fan. It is placed downstream of the WT to 

reduce aeraulic disturbance. This wind tunnel is also equipped with two differential pressure transmitters 

(KIMO CP210) (red lines in Figure 32.b). One of them is combined with a Pitot tube (blue lines in Figure 

32.b) that is used as a flow transmitter. This Pitot tube measures the dynamic pressure of the air produced 

by the fan in the wind tunnel and then can deduct the wind speed in m/s (see Appendix n°3). 
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(a) 

 

(b) 

Figure 32. a) Wind tunnel; b) pressure transmitters and Pitot tube 

In this study, the SSWT used is a horizontal axis WT produced by ATMB Marine (Appendix n°4). It 

is constructed of five blades and the diameter of the turbine is 1.1m. This SSWT is designed by the 

manufacturer to operate at a rated power of about 400W at 11m/s while the maximum power is 600W. 

The maximal rotational speed is estimated to be 1250rpm at 11.5m/s. 

The SWECS investigated in this study is based on a three-phase diode rectifier to convert AC 

voltage obtained from the PMSG to DC voltage (Figure 33). A smoothing capacitor 
WTC  is used to 

constitute the DC bus of the SWECS. Then, a controllable DC/DC converter with a controller bloc, where 

the algorithms are implemented and which is driven by dSPACE, is designed to adjust the desired power 

and reach the operating point. Finally, to emulate the MG load demand, a programmable DC electronic 

load is used. Thus, the power required by the MG load or the user, limP , and the DC bus voltage, WTv , are 

used as parameters for algorithms which aim to manage the electrical power available in the DC bus 

( WTp ). The result provided by the controller is _WT REFv . 
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Figure 33. Electrical scheme and components of the studied SWECS 

Prior to investigating different power control strategies, several tests are carried out within the wind 

tunnel by changing the load and the wind speed. The voltage, the current and the electrical power in the 

DC bus are then measured. In addition, the mechanical speed ( ) of the PMSG is observed and 

measured in order to not exceed the maximum value recommended for this WT. Collected experimental 

data are given in Figure 34. 

As can be seen in Figure 34.a,c, all power curves reach a maximum point and then decrease as WTv  

and   rise. Additionally, it is noticed that each value of WTv  corresponds to one value of 
WTp . However, 

one value of WTi  is attributed to two values of WTp  (Figure 34.b). Thus, WTv  is used as the controlled 

parameter. 
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(a) 

 

(b) 

 

(c) 

Figure 34. a) Electrical power WTp  based on the bus voltage WTv ; b) electrical power WTp  based on 

the bus current WTi ; c) electrical power WTp  based on mechanical speed   

II.4.  LPPT control strategies 

The use of power control strategies to maximize the efficiency of the WT system is still relevant. 

MPPT control is a well-known mechanism developed to keep the power output of the WT system at the 

MPP [138] (green point in Figure 35). However, some power limitations can be associated with this 

tracking method and then the WT is supposed to provide less power [156]. Thus, the LPPT mode is 

chosen and activated (pink line in Figure 35). The suggested control power strategies presented in this 
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study focus on LPPT characteristics and evolution. The principle of LPPT control for the WT system is 

explained with the help of the WT WTp v  curve shown in Figure 35. 

When the SSWT converter operates in LPPT mode, the 
limP  is under maximal value, which means 

that the user or loads ask for less power. Therefore, to function correctly in LPPT mode, the absolute 

value of the difference between 
WTp  and 

limP  should be calculated as 
lim diff WTp p P . This 

diffp  must be 

low in order to reach the operating point. For this reason, algorithms used in the LPPT control strategies 

aim to decrease the value of 
diffp  as much as possible. Overall, in LPPT mode, two limited power points 

(LPP1 and LPP2) could be achieved by reducing 
diffp . Consequently, the WT WTp v  curve is divided into 

four regions, which are characterized by different conditions (see Figure 35), allowing the transition from 

one operating point to another according to the needs of the user and the constraints of the used 

equipment. Thus, it is crucial to make a wise choice based on the advantages and disadvantages of each 

point. To avoid the generator’s over-speeding and minimize the mechanical stress, the proposed power 

control strategies should seek LPP1, whereas LPP2 ensures less power loss and low currents. In this 

study, the limits of the test bench equipment restrict the WT system to operate at a specific point. In this 

context, the characteristics of the SSWT used in this study (Figure 33.a,c) show that for high wind speeds, 

the system can operate only in LPP1. Indeed, the rotor maximum rotation speed estimated at 1250rpm can 

be exceeded while trying to reach the second point LPP2, which can damage the WT. 

 

(a) 

 

(b) 

Figure 35. Operating cases for: a) LPP1; b) LPP2 

The selected controller in this present study is P&O, which is very simple and allows for a fast 

dynamic in tracking the operating power points. It does not require knowledge of SWECS components. It 

consists of perturbing the operating voltage of the system and analyzing the resulting change of power to 

decide the direction of the next perturbation. The P&O principle is used and presented in Figure 6. It is 

different from the flowchart for classical P&O [138] because it takes into account two operating points. 
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Thus, several conditions were analyzed in order to identify the four regions (r) presented in Figure 35. 

The value of _WT REFv  is calculated following the conditions in Figure 36. This flowchart measures at each 

k instant the variables ( )WTv k  and ( )WTi k , calculates ( )WTp k  and ( )diffp k , and then compares them with 

powers calculated at the k-1 instant: ( 1)WTp k  and ( 1)diffp k . Three LPPT control strategies based on 

P&O are presented below. 
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Figure 36. Principle of P&O method for LPPT mode 

II.4.1.1. P&O with fixed step size 

The P&O with fixed step size is the conventional algorithm that is widely used for the MPPT 

method. Some direct methods focus on perturbing the converter’s variables (input voltage [140], input 

current [138] or duty cycle [158]) or the inverter input voltage [159], whilst others observe the 

mechanical power while perturbing the mechanical speed [130]. 

In this study, the P&O with fixed step size method is used to perturb the DC-bus voltage ( )WTv k  to 

track LPP1 and LPP2. Three different perturbation step size v  (2V, 4V, and 6V) were applied to the 

system to analyze the stability and the speed tracking. 
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II.4.1.2. P&O with variable step size based on Newton’s method 

The second method used in this work is Newton’s method. It was developed to improve the 

efficiency and rapidity of the traditional P&O. This method allows for calculating the variable 

perturbation step size according to the operating point [135]. Indeed, if the operating point is far away 

from the LPP, the step size increases rapidly to approach the LPP. Conversely, if the operating point is 

close to the LPP, the step size decreases. In this method, the root value is calculated through the following 

equation [160]: 
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where nX  is the initial value of X , ( )nF X represents the value of the X  at the point nX  and '( )nF X  

is the derivative of function at nX . The Newton’s method applied in this study depends on the evolution 

of diffp  as a function of WTv . The calculation of step size following this technique is based on the iterative 

method mentioned in {2.2}-{2.7} for each k instant as shown below: 
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The variable step sizes provided by this method were limited for protection and saturated to 2V, 4V 

and 6V in order to compare their performances with the ones provided by the method with the fixed step 

sizes. 

II.4.1.3. P&O with variable step size based on FL 

The variable step size based on the FL method is gaining popularity as a method for the MPPT 

technique. It was used by many authors [144] to extract the maximum power thanks to its fast 

convergence and handling of the non-linearity of the system. However, few studies have been carried out 

using this method to investigate the WT’s performances when limited power is required [161]. The FL 

method consists of mapping the input space and the output space through logical operations. This 

method’s realization process is divided into three steps: fuzzification, fuzzy reasoning and defuzzification 

[135] (Figure 37). In order to calculate the variable step size, the inputs here are the slope 
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( ( ) / ( ) WT WTp vk k ) and ( )diffp k . They are converted, during the fuzzification process, into fuzzy 

linguistic sets using the Mamdani method [8] and the universe of discourse of the inputs and the output is 

normalized into [–1, 1]. Thus, 1u  is the first normalized input corresponding to ( ( ) / ( ) WT WTvp k k ) and 

2u  is the second normalized input corresponding to ( )diffp k . These fuzzy sets are then analyzed by the 

fuzzy reasoning surface where a fuzzy output s is obtained by using fuzzy rules. To simplify the study, 

forms of membership function were selected as triangular and trapezoidal. Furthermore, the 

defuzzification process converts this fuzzy output to the desired output value v  and the operator used in 

this study is the center of gravity. The FL controller presented in this study allows for examining the first 

input and, if this value is greater than zero, the step size increases until the LPP is reached. If it is less 

than zero, the opposite occurs until the operating point is reached. The second input is then used to adjust 

the value of the step size and determine the region of the operating point. 

The fuzzy subsets corresponding to the first input ( ( ) / ( ) WT WTp vk k ) are divided into five values: 

negative big (NB), negative small (NS), zero (ZE), positive small (PS) and positive big (PB), while the 

second input ( )diffp k  is divided into three values: negative (N), zero (Z) and positive (P). For example, if 

the value of ( )diffp k  is zero, whatever the value of the slope is, the predefined value assigned to the 

output s  is zero, which means that the LPP is reached. All rules are provided in Table 1. As in the 

previous method, the variable step sizes provided by this controller were limited to 2V, 4V and 6V. 
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Figure 37. Structure of FLC 

Table 1. Rule base for LPPT mode. (N: negative; P: positive; Z: zero; S: small; B: big) 
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II.5. Experimental results and discussion 

II.5.1. Performance of proposed power control strategies 

In order to demonstrate the effectiveness and applicability of the proposed power control strategies, 

algorithms were performed using MATLAB Simulink. At first, the simulations were carried out to 

investigate the performances of the WT under varying step sizes for each algorithm. Due to the 

constraints linked to the characteristics of the WT studied in this work, two points, LPP1 and LPP2, allow 

for reaching the same power for a specific wind speed. They are examined in Figure 38. Thus, the wind 

speed is fixed at 6.5m/s and the limited power (
limP ) at 50W, which is under the maximal power provided 

in this case. After studying the performances of each proposed control strategy, a comparison of the 

results with a specific step size is carried out. 

 

Figure 38. WTp  based on WTv  for selected wind speed 

II.5.1.1. P&O with fixed step size 

Figure 39 and Figure 40 present the experimental results of P&O with three different fixed step sizes 

(2, 4, and 6V) to target LPP1 and LPP2 for a wind speed of 6.5m/s. As can be seen in these figures, the 

power generated ( WTp ) for different fixed step sizes is oscillating at around 50W for both LPP1 and 

LPP2, whereas the voltage ( WTv ) varies close to 15V and 60V for LPP1 and LPP2, respectively. This 

corresponds to the selected case (see Figure 38). In addition, during the transition from LPP1 to LPP2, the 

current decreases approximately from 3.5A to 1.5A (Figure 39.d and Figure 40.d). 
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It can be obviously observed in the figures that according to the voltage perturbation step size, the 

results are not similar. Indeed, increasing the step size leads to a faster response with more power 

oscillations around the 
limP  and, hence, less efficiency. In contrast, a smaller step size enhances 

efficiency, but reduces the convergence speed. This is in agreement with the results found in the literature 

[162][163]. In addition, comparing LPP1 and LPP2 reveals that working in LPP2 point leads to more 

power oscillations around the 
limP . This could be related to the rotor speed, which is less braked in LPP2, 

inducing an increase in the voltage and the rotor speed and thus generating more power oscillations 

compared to LPP1. 

Figure 39. Fixed step-size P&O for LPP1: a) evolution of step size v ; b) evolution of WTp ; c) 

evolution of WTv ; d) evolution of WTi  

  

(a) (b) 

 

(c) 

 

(d) 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 40. Fixed step-size P&O for LPP2: a) evolution of step size v ; b) evolution of WTp ; c) 

evolution of WTv ; d) evolution of WTi  

II.5.1.2. P&O with variable step size based on Newton’s algorithm 

Figure 41 and Figure 42 present the experimental results of P&O with three different variable step 

sizes, which are limited to 2, 4, and 6V, in order to target LPP1 and LPP2 for a wind speed of 6.5m/s. The 

power generated ( WTp ), for different varied step sizes, follows the user recommendation well. It oscillates 

at around 50W for both LPP1 and LPP2, whereas the voltage ( WTv ) varies close to 15V and 60V for LPP1 

and LPP2, respectively. In addition, concerning the current, it varies from 3.5A to 1.5A for LPP1 and 

LPP2, respectively. 

As for the P&O with a fixed step size method, the performances differ according to the selected step 

size. A larger step size leads to a faster transient response with more power oscillations around the 
limP  
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and, hence, less efficiency. Contrariwise, a smaller step size enhances efficiency, but reduces the 

convergence speed. These results mean that with the variable step size method, a compromise must be 

chosen between the state of dynamic transient response and the oscillation state. In addition, working in 

LPP2 point leads to more power oscillations around 
limP  for all variable step sizes compared to LPP1 

point. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 41. Newton’s variable step-size P&O for LPP1: a) evolution of step size v ; b) evolution of 

WTp ; c) evolution of WTv  ; d) evolution of WTi  
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 42. Newton’s variable step-size P&O for LPP2: a) evolution of step size v ; b) evolution of 

WTp ; c) evolution of WTv ; d) evolution of WTi  

II.5.1.3. P&O based on FL 

Figure 43 and Figure 44 illustrate the experimental results of P&O based on the FL method. In the 

same way as previous methods, the voltage perturbation step sizes were limited to 2, 4, and 6V to be 

tested and to achieve LPP1 and LPP2 points, for the same wind speed (6.5m/s). The results show that the 

WTp  for different step sizes oscillates near to 50W for both LPP1 and LPP2, whereas the WTv  varies close 

to 15V and 60V for LPP1 and LPP2, respectively. The current ( WTi ) evolves inversely with the voltage 

and decreases during the transition from LPP1 to LPP2. 

Whatever the step size is used, the FL method allows fewer power oscillations around 
limP  which 

leads to more efficiency. However, the response timeliness differs depending on the step size. Indeed, 

increasing the step size leads to reaching 
limP  quickly. Moreover, the results also reveal that there are 
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more power oscillations for LPP2 compared to LPP1. This confirms what was observed in the fixed step 

size and Newton’s methods while comparing between LPP1 and LPP2. 

Figure 43. FL variable step-size P&O for LPP1: a) evolution of step size v ; b) evolution of WTp ; c) 

evolution of WTv ; d) evolution of WTi  
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(a) 
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(d) 

Figure 44. FL variable step-size P&O for LPP2: a) evolution of step size v ; b) evolution of WTp ; c) 

evolution of WTv ; d) evolution of WTi  

II.5.1.4. Comparison of the power control methods 

In order to compare the performances of the proposed power control methods previously mentioned, 

the voltage perturbation step size of 4V is selected.  

Figure 45.a,b depicts the effectiveness and the system response for LPP1 and LPP2. It can be 

observed that the response timeliness is identical whatever the algorithm method used. In contrast, the 

oscillation state differs according to the power control method. The FL method’s power control has better 

dynamic performances with more steady oscillations compared to the fixed step size and Newton’s 

methods. 

Figure 46.a, b represents the descriptive statistical analysis (called a boxplot) of these three selected 

methods. The boxplot is a standardized way of displaying the dataset based on a five-number summary 

i.e., the minimum, the maximum, the sample median, the first quartile (25th percentile) and the third 



-84/150- 

quartile (75th percentile). The results clearly show a huge power variation of the fixed step size and 

Newton’s methods compared to the FL technique, despite having roughly the same mean and median 

(around 49–50W) (Table 2). The variability could be calculated by measuring the interquartile range 

(IQR) which means the difference between the third and first quartiles (the distance covering 50% of the 

data). Regarding LPP1 (Figure 46.a), the IQR values are 29, 11 and 3W for the fixed step size, Newton’s 

and FL methods, respectively, whereas for LPP2 (Figure 46.b), the IQR values are 32, 12 and 5W for the 

fixed step size, Newton’s and FL methods, respectively. These values reflect the power oscillations’ 

variations for each technique. In addition, when comparing boxplot results between LPP1 and LPP2 for 

the same method, it is obvious that the power oscillations around LPP2 are larger than those around 

LPP1. However, if there is a possibility to work in both LPP1 and LPP2, the priority should be given to 

LPP2. Indeed, as losses are mainly related to the current, LPP2 is placed in the high voltage and low 

current side, which insures less power loss. Yet, sometimes the system should operate in the low voltage 

and high current side (LPP1) to respect the equipment’s physical limits (to avoid reaching the maximal 

generator speed and minimize the mechanical stress). 

Summarizing all presented results, it can be concluded that all proposed LPPT control strategies are 

able to work properly, reach operating points and identify the direction of the next perturbation. However, 

the performances of the FL method are better, despite its complexity when implemented. FL enhances the 

overall efficiency and eradicates the limitations of the fixed step size and Newton’s methods 

Figure 45. Comparison of experimental results: a) evolution of WTp  at LPP1; b) evolution of WTp  at 

LPP2 

 

(a) 

 

(b) 
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(a) 

 

(b) 

Figure 46. Statistical analysis of experimental results: (a) evolution of 
WTp  at LPP1; (b) evolution of 

WTp  

at LPP2 

Table 2. WTp  reached using different control method strategies. SD: standard deviation 

 WT
p  (W) 

Control Strategy Method LPP1 (Mean ± SD) LPP2 (Mean ± SD) 

Fix step size 48.6 ± 15.4 49.8 ± 19.3 

Newton’s method 49.5 ± 10.0 48.3 ± 12.7 

FL 49.6 ± 2.4 49.3 ± 5.6 

II.5.2. Impact of sudden variations on the performance of the WT system 

The impact of a sudden increase and decrease in limited power and the variation of wind speed on 

the SSWT’s performances by using the proposed power control strategies is investigated. The LPP2 is 

selected as the operating point since it allows the system to work in the low current and high voltage side. 

II.5.2.1. Power variation 

The change of power represents a frequent situation in LPPT mode. Figure 47.a,b depicts two cases 

of a sudden variation of power, i.e., the sudden increase and decrease in power. The selected 
lim1P  and 

lim 2P  correspond to 50W and 82W, respectively. For both cases, the wind speed is maintained constant at 

6.5m/s. It can be clearly observed in the case of a sudden increase and decrease in power that all power 

control strategies operate successfully with a difference in terms of oscillation as described previously. 

The required time to make a transition to the new operating point is almost the same for all power control 

strategies. However, the decrease in power requires more time than the increase in power. It means that 

the increase in power from 
lim1P  to 

lim 2P  needs 13s, while it takes place within 20s in the opposite case. 

It is important to also note that the FL technique stabilizes quickly compared to the fixed step size and 

Newton’s methods in the case of an increase and decrease in power. 
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(a) (b) 

Figure 47. Drop in power: a) sudden increase of WTp ; b) sudden decrease in WTp  

II.5.2.2. Wind speed variation 

The sudden change of wind speed represents the most critical situation for the wind system stability. 

Despite the variation of wind speed, the WTp  must reach the 
limP  recommended by the user. A wind speed 

profile varying from 6.5, 5.5 to 4.5m/s and a limited power of 50W are selected ( 

Figure 48). Based on different tests performed to characterize the WT for the selected wind speeds, a 

presentation of WT WTp v  and WTp t  curves are illustrated in Figure 49. 

As can be clearly observed, all proposed power control strategies have an identical behavior during 

wind speed variation. At the start, the wind speed is 6.5m/s and the system is following the 
limP  of 50W 

which is situated at point 1 with a voltage of 63V. With the weather’s variation, the wind speed drops to 

5.5m/s, but the 
limP  is maintained at 50W. Indeed, prior to reach point 2, the power decreases to 12W and 

is then raised to reach the 
limP . In this case, the WT is still able to deliver that power since 

lim  WT WTP p v  curve. Later on, the wind speed drops to 4.5m/s and, thus, the power drops to 20W. Since 

the 
limP  has become higher than the maximum power that can be generated for this wind speed, the 
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system is unable to deliver it. In such case, the algorithms of the proposed power control strategies are 

adapted to avoid the drop in power to 0W if the 
limP cannot be reached. Therefore, as can be seen in 

Figure 49.a, when the 
limP  is not found, the system searches for the MPP (point 3) delivered under this 

wind speed. In addition, it is also important to notice that the time required to make the transition to the 

new operating point is almost similar for all proposed power control strategies. However, what changes is 

the oscillations’ state around 
limP . Overall, there are very large oscillations around 

limP  when the wind 

speed is high, which could be related to the increase in machine vibrations. Furthermore, it is evident that 

the FL technique allows for getting better performances around 
limP  even with a sudden change of wind 

speed compared to the fixed step size and Newton’s methods. 

 

Figure 48. Wind speed profile 

1
2

3

Cross MPP

(a) (b)
 

(a) (b) 

Figure 49. Drop in wind speed: (a) WTp  based on WTv ; (b) evolution of WTp  in time
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II.5.3. Transition between MPPT and LPPT modes 

By integrating the SSWT in the DC MG, LPPT mode will not be the only mode that would be 

carried out. Indeed, when the power produced by the WT is totally consumed by the loads, the MPPT 

mode is activated. Once there is an excess of power production, MPPT mode switches to the LPPT one in 

order to decrease this power. Thus, it is crucial to test the transition between these two modes to 

demonstrate the effectiveness and applicability of the proposed power control strategies. The power 

profile displayed for these tests is presented in the  

Figure 50. The wind speed is fixed at 7.5m/s, the limited power (
limP ) at 90W, and the maximum 

power ( maxP ) is around 125W. LPP2 was chosen as the limited point in the case of LPPT mode (see green 

arrow). 

  

 

Figure 50. Power profile for the selected wind speed 

The tests with a variation of step-sizes perturbation for each method were performed during the 

transition between LPP2 and MPP (Figure 51 and Figure 52). The performances (power WTp  and voltage 

WTv ) of all methodes differ according to the selected step size. In general, a larger step size induce a faster 

transient response with more power oscillations around the target and, hence, less efficiency. In constrast, 

a smaller step size enhances efficiency but reduces the convergence speed.  
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(a) 

 

(b) 

 

(c) 

Figure 51. Evolution of WTp  while the transition between LPP2 and MPP for: a) Fixed step-size P&O: b) 

Newton’s variable step-size P&O; c) FL’s variable step-size P&O 

 

(a) 

 

(b) 

 

(c) 

Figure 52. Evolution of WTv  while the transition between LPP2 and MPP for: a) Fixed step-size P&O: b) 

Newton’s variable step-size P&O; c) FL’s variable step-size P&O 

Figure 53 shows the compriason of performances of these methods. The selected voltage 

perturbation step size for this example is 6V. Firstly, it can be observed in the Figure 53, that the system 

with all methods operates correctly during the transition between MPPT and LPPT. As remarked 

previusouly, the oscillation state differs according to the power control method. The FL method’s power 

control (green line) has better dynamic performances with more steady oscillations during MPPT and 

LPPT transition compared to the fixed step size and Newton’s methods. It means that the results of the 

fixed step size and Newton’s methods show a huge power variation compared to the FL technique. This is 

in agremmenet with the results obtained during the tests of proposed methods for LPPT modes. 
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Cross MPP

 

Figure 53. Comparison of experimental power results while the transition between LPP2 and MPP 

II.6. Conclusion 

In this study, the performances of LPPT control for a SSWT were investigated. Three different LPPT 

control power strategies for a SSWT were proposed and tested in order to compare their characteristics 

and study the effect of some sudden variations (i.e., power variation and weather condition change) on 

their performances. The proposed methods are the fixed step size, Newton’s method and the FL 

technique. All these methods are based on the P&O principle. The results show that whatever method is 

used, the system operates correctly, reaches LPPs, and identifies the direction of the next perturbation. 

However, what changes are the performances of each method. At first, the results differ according to the 

perturbation step size used. Indeed, for the fixed step size and Newton’s methods, a large step size 

contributes to a faster dynamic response but excessive steady-state oscillations, which result in a low 

efficiency. This situation is reversed when the LPPT is running with a smaller step size. Thus, the LPPT 

with a fixed step size and variable step size based on Newton’s methods should make a satisfactory 

tradeoff between the dynamics and oscillations. Regarding the FL method, it has better dynamic 

performances with more steady oscillations compared to the fixed step size and Newton’s methods. In 

addition, it is also clearly demonstrated that all methods react correctly during a sudden change of power 
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and wind speed. They change identically in terms of the response time. The FL technique stabilizes 

quickly compared to the fixed step size and Newton’s methods, both in power increase or decrease and in 

rapid change of wind speed. This method is also interesting for the control of a SSWT in a DC MG. 

Indeed, it will guarantee less fluctuation in the generated power that can be injected into the public grid. 

The next chapter will concern the integration of the SSWT in a DC MG with the adaptation of the 

proposed control strategies to the constraints linked to power and energy management. The main 

objective is to apply a supervisory system that can take into account the impact of adding a second RES, 

namely a SSWT, into the MG. The study focuses on the case of RESs excess power production by 

suggesting coefficients helping to well manage the energy and power flow and reducing the overall 

cost.Equation Chapter (Next) Section 1 
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Chapitre III.  Integration of a small-scale wind 

turbine into the DC microgrid 

III.1. Introduction 

In recent years, providing energy by using fossil fuels has rapidly increased environmental 

pollution and global warming. In addition, a lack of pure and inexpensive energy is still felt due to the 

rising fuel cost and energy demand. In this context, RESs such as PV and WT have been introduced and 

developed to partially solve issues related to energy. Besides, to increase power supply efficiency and 

save costs, DERs based on RESs have also been proposed and studied. Nonetheless, increasing RESs 

power’ cannot be directly exploited or entirely stored due to the intermitted power generation. This makes 

the management of the electrical network a critical issue. Therefore, the deployment of conventional and 

RESs alongside local loads in small-scale networks such as a MG is one of the newest aspects of 

electrical networks as well as a solution to solve the intermittency problem [164]. 

MG can be described as an integrated power system that functions in a small power range 

compared to the public grid. This electrical structure offers many benefits, such as stability, 

independence, and flexibility. It also guarantees economic advantages by reducing costs owing to the 

liberalized electricity market and decentralized power management [157]. Thanks to these MG 

characteristics, the power supply systems in the form of MG have been very studied in recent years. The 

research in the MG field has tackled different aspects such as power balance, and energy management by 

investigating defects and advantages [165]. The main objectives of all these research works are related to 
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the power flow distribution and the achievement of the lowest MG operating cost by keeping the power 

balance among every component, meeting load demand, and encouraging the use of RESs. 

This chapter studies the impact of integrating a SSWT into a DC MG connected to the grid. Three 

points were approached. Firstly, an algorithm for both power control and power management for the 

studied DC MG considering the grid-connected mode is suggested. The constraints of all physical 

components of this MG have been taken into account. Secondly, in case of an excess in power produced 

by PV panels and WT, two types of coefficients called “shedding coefficients” are proposed to calculate 

the amount of power that should be limited from each RESs. Finally, two strategies for energy 

management, i.e, optimization, and storage priority (without optimization), are considered during the 

simulation. 

This chapter is organized as follows: a literature review about power and energy management is 

provided in section 2. The DC MG modeling is presented in section 3. The supervision overview, 

including power control and energy management, is described in section 4. Shedding coefficients are 

proposed and detailed in section 5. The performance of the proposed coefficients is verified using 

simulation, and the results and analysis are discussed in section 6. The conclusions are given in section 7. 

III.2. Literature review 

Researchers have made remarkable efforts to increase environmental protection to overcome the 

fast depletion of fossil fuels and the energy crisis. In this context, RESs have been deployed in the power 

system to meet the energy demand and respond to environmental issues. Thus, MGs are introduced as a 

new electrical structure to combine DERs, ESSs, and loads. However, despite the significant growth of 

the MG concept, its architectures and control system are still novel and under continuous development. 

Some problems such as the intermittence of PV and WT power generation, the physical 

constraints related to the components, the uncertainty of the power prediction, the overall operating cost, 

etc have to be considered while designing a MG. In this regard, a supervisory system including a power 

and energy management system is crucial for the optimal exploitation of DERs in secure, reliable, and 

intelligent ways. It is based on the collection and communication of the information, a system for power 

prediction, an economic dispatch system, and the needs of the end-users. The main goal is to meet load 

demand at the lowest operating cost by managing the power flow in real-time, improving power quality, 

optimizing a long-term energy schedule, raising the use of renewable energy, and smoothing power 

fluctuations from RESs. 

In aMG, economic dispatch optimization and power management systems are always considered 

to minimize power losses and simplify the control process. The energy management system (EMS) for a 

MG can be described as a multi-objective system that optimizes the economic dispatch, operation, energy 

scheduling, system reliability, and the global cost of the system for both grid-connected and islanded 
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modes [166]. Several studies in the literature suggest different energy management strategies to achieve 

an optimal and efficient operation of the MG. Many classifications may exist for the common methods 

used for the EMS. Strategies such as rule-based and optimization-based EMS have been suggested. Yet, a 

combination of different methods could be a practical solution for EMS. In general, EMS techniques can 

be classified into two major categories, i.e., classical and artificial intelligence (AI) methods, as shown in 

Figure 54. 

 

Figure 54. Proposed classifications of energy management strategies (adapted from [72]) 

The iterative non-deterministic algorithm is one of the classical methods used for executing the 

EMS. It can be utilized to realize several design objective functions, such as the single objective 

optimization (SOO) or the multi-objective optimization (MOO), which can be optimized. If a SOO 

approach was adopted by the designer, it means that a single–objective is optimized during the process of 

the optimization and can also be extended to many non-conflicting objectives. However, once multiple, 

conflicting objectives need to be optimized simultaneously, SOO deteriorates some objectives to achieve 

only one. In such a case, MOO makes a trade-off and provides the best values of all objectives. Many 

works of using iterative algorithms for the exploitation of RESs were found in the literature [167]–[169]. 

The authors of [170] proposed an SO optimal sizing algorithm for an islanded MG. This approach 

performs energy management in terms of determining the optimal components sizing for the studied MG. 

Some criteria such as the battery SOC and the power balance between demand and supply were analyzed 

to evaluate the system reliability. The authors of [171] highlighted another example of the SOO 

algorithm, applied to study the techno-economical feasibility of a stand-alone hybrid PV-WT-FC–battery 

storage (BS) system. The main interest is reducing the system’s total cost in four regions in Iran with a 

steady demand of 10kW. 

Most studies about deterministic optimization in the literature employ a forecasting algorithm to 

predict future energy pricing, load profile and power generation from RESs. Authors of [172] proposed an 

optimization technique based on linear programming (LP) for sizing and simulating a stand-alone hybrid 

PV-WT-BS system located in rural areas in favor of reducing the total cost by measuring power supply 

probability losses. A novel optimization methodology that also used LP was suggested in [173]. It aims to 
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solve the optimal scheduling problem of DERs containing BS systems to ensure economic benefits and 

peak-shaving. Mixed-integer linear programming (MILP) is another deterministic method that is used by 

several authors for MG EMS. It takes advantage of its ability to use integer and binary variables to decide 

on the operation system. In [174], researchers highlighted and designed an EMS model through a MILP 

optimization for residential MG system. It is constituted by PV panels, which its power was forecasted by 

NN method, thermal storage, and batteries, which were realized by load management. The conclusion 

placed the batteries as an uncompetitive element in the case of residential applications because of their 

high investment and replacement cost in the residential market.  

As mentioned before, most EMS dispatch algorithms based on deterministic methods depend on 

forecasting algorithms and are assumed to be 100% accurate over the future dispatching interval [175]–

[179]. Nonetheless, these deterministic approaches did not take into account the effects of forecasting 

errors which can provide a sub-optimal dispatch solution In the wind energy market, for example, it has 

been found that even some of the best forecasting algorithms available on the market are subject to 

standard deviations ranging from 10 to 20% [180], [181]. To overcome these errors, some solutions were 

suggested in the literature. In this work, the authors [182] proposed to solve the problem by implementing 

a second dispatching algorithm to the ideal forecast scheduler to adjust the real-time dispatch and take 

into consideration the forecasting errors. 

Many authors have suggested stochastic economic dispatch techniques to deal with constrained 

optimization with uncertainty in the MG system. The MG is characterized by an increasing number of 

variable and volatile generation sources under fluctuating energy markets. A two-stage stochastic 

optimization model was presented by several authors. In [183] an optimization built on two stages for the 

MG operation, with consideration of load demand and uncertainties of RESs, was presented. The first 

stage performs the optimization based on the investment cost of the MG and the second stage attempts to 

deal with the energy management operation of the MG. Another two-stage stochastic optimization was 

proposed in [184], where the economic dispatch in the first stage was associated with the expected 

forecast, and the second stage attempts to mitigate any discrepancies by reacting to the deviations as they 

occur. Although many stochastic methods perform favorably compared to deterministic approaches, their 

solutions still require a high level of complexity in the formulation. 

Model predictive control (MPC) is very suitable for defining EMS and is widely used to decrease the 

daily cost and emission of the MG by taking into account the physical limits and technical constraints in 

real operation cases. Many authors tackle the EMS strategies based on the MPC approach [185], [186]. 

[187], for example, presents an MPC approach that considers the uncertainties associated with renewables 

and electricity demand. Smart loads were used to perform an efficient operation and a supervised NN was 

applied to estimate the controllable residential load. In another study presented in [186], the MPC-based 

EMS was suggested to ensure better utilization of the battery during peak load demand. Moreover, this 

study aims to maximize the use of wind power generation to meet the local demand and then reduce the 

cost induced by the energy trading with the public grid. The authors concluded that this power-sharing 
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helps to establish a fault-tolerant scheme that facilitates the MG operation during sudden failures of WTs 

or power supply shortages. The most remarkable about this method is the ability to predict the 

deterioration of the grid elements, mainly storage systems. 

Several recent studies have focused on utilizing AI methods for performing the EMS for the MGs. 

These approaches could be applied to solve both SOO and MOO problems. Firstly, the FL technique is an 

artificial method commonly used for EMS in both grid-connected and stand-alone energy systems. 

Researchers in [188] discuss an EMS based on fuzzy control for a DC MG. The study focuses firstly on 

modeling MG components, i.e., the DERs and storage devices. Secondly, the FLC supervises the SOC of 

the battery to guarantee its long life and reduce the global system cost. In [188], the authors enumerate the 

advantages of the FL-based EMS over other methods by comparing the response capability and the ease 

to be adapted to sudden changes during the period of operation. The study was about a FL-based EMS 

that was used for a residential system and contained PV, WTs, a FC system, and batteries. The FLC was 

responsible for regulating the power flow while keeping the battery SOC at the desired value. Secondly, 

the NN in another intelligent approach widely used for control and energy management in MG systems. It 

is able to handle complex–non linear system in a reliable way. [188] presents a control strategy for a 

multi-energy common DC hybrid power system. The model developed by the authors is about an hourly 

forecast of PV and wind renewable energy systems, and to accelerate the convergence and to prevent 

oscillation, the control strategy is based on a NN approach. Results showed that this strategy can keep the 

voltage stable and continuous during the maximum use of RESs, which can be satisfied to consumers’ 

electricity needs Other studies based on NN approaches to optimize the economic dispatch could be 

found in [189], [190]. Thirdly, evolutionary algorithms, inspired initially by biological evolution, 

constituted another subfield of AI. Genetic algorithm (GA) is one of the popular algorithms in this 

category. In several studies [191]–[193], GA was used thanks to its powerful optimization capacity. An 

interesting study was conducted in [191] where authors applied a GA algorithm in four different 

residential zones in India for an optimal sizing of RESs associated with ESS. Results showed that a 

combination of PV, WT, and BSs guarantee the most cost-effective solution for residential applications. 

Other algorithms such as fruit fly optimization [194], ant colony optimization [195], and particle swarm 

optimization [196] are also used to solve the non-linear optimization problems. Finally, a multi-agent 

system (MAS) is composed of several intelligent agents designed and integrated into different sources 

and loads. They cooperated to solve the problem of controlling energy consumption and reach an optimal 

operating strategy for the EMS. [197] and [198] suggested a MAS-based EMS for monitoring and 

efficient operation of a grid-connected residential (home/buildings) MG system with various RESs, 

controllable loads, and ESS. The purposes of the proposed method were to minimize the operational cost 

while satisfying the consumer’s comfort and meeting the system’s objectives and related constraints. 

Therefore for control purposes, it is necessary within a MG, that an EMS has a connection with a 

power management strategy to achieve the goals of the supervision. 
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The power in a MG should be well distributed to keep the power balanced among every component. 

For this purpose, power management, including source, storage, and load management, should be 

considered. The intermittency related to power generated by RESs makes its usage and control necessary 

and more difficult. Thus, the authors of [199] suggested an optimal power scheduling of PV-WT-FC-

diesel generator (DG)-battery-based MG to stable the frequency and overcome voltage fluctuations that 

may occur in the system. Therefore, storage devices can be the most viable option to handle the 

intermittent issues of RESs. In this context, batteries with different ratings used for storage and connected 

to the grid (to sell/buy power from the MG) are termed as a distributed energy storage system. The 

optimal power management of this MG emphasizes the control of the charging and discharging rates of 

the individual battery by using a droop-based controller. The power in the MG is distributed among the 

various charging stations (CSs) that distribute in their turn the power among the individual batteries by 

using a droop participation factor. Thus, the batteries’ charging and discharging rates are controlled to 

reach the desired power flow between the CSs and MG. Another control and power management system 

for PV-battery-based hybrid MGs is suggested in [200] to regulate the DC and AC bus voltages and 

frequency under different operating circumstances. Yet, the battery here is considered limited in terms of 

capacity, charging, and discharging current. Then, the public grid is presented as an important power 

exchanges interface to complete the battery functions and provid a low-cost operation. In [201], the 

authors propose a new control algorithm for effective power management in DC MG with RESs and ESS. 

The purpose is to overcome the average power-sharing and bus voltage regulation problems and 

maximize the utilization of source power. The control scheme treats the additional power available 

beyond its average rated value as a virtual generation. Thus, new references are generated considering 

virtual generation. This proposed algorithm allows using the virtual generation in operation to reduce the 

charging/discharging cycles of ESS. Hence, it increases the life span of the ESS, reduces power 

fluctuations, and regulates the system bus voltage. Reference [202] presents a battery energy management 

system for a MG, in which PVs and DG are the primary sources of electricity; the novelty of the proposed 

battery EMS lies within the energy management of multiple types of batteries’ characteristics and the 

reduction of the DGs’ operating hours simultaneously. In this work [203], a distributed robust energy 

management scheme for multiple interconnected MGs is developed. It aims to optimize the total 

operational cost of the MGs through energy trading with neighboring MGs and the main grid in the real-

time energy market. To keep consistent with the distributed nature of the multiple MGs, a distributed 

adjustable robust optimal scheduling algorithm is suggested. Each MG energy management system 

determines its own selling price and operation schedule via distributed communication of noncritical 

information with its neighboring MGs. Robust optimal scheduling and fair energy trading can be 

collectively achieved. 

III.3. DC MG modeling with the integration of a SSWT 

III.3.1. MG system and power balance 
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A MG consists of multiple sources and storages, and a real-time power controller that achieves 

different users’ load demands and controls the instantaneous power balance.  

The proposed DC MG (Figure 55) is composed of its supervisory system, which consists mainly of 

an energy management layer and a power management layer. The aim of power management is to control 

the real-time power flow for reaching power balance, while the objective of energy management is to 

optimize the energy cost by dispatching power sources according to the PV, WT and load power 

predictions and measurement data under the constraints of every physical component. 
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Figure 55. DC MG structure 

In order to keep the power balance and to stabilize the DC-bus voltage, a proportional (P) controller 

is used to calculate the amount of power that should be compensated by the public grid and storage. This 

power balance neglects the power loss in the conversion and is expressed in the steady-state as: 

      ref PV WD L P S Gp p p p p p p  {3.1} 

Where refp  is the compensation power, PVp  is the power of PV sources, WDp  is the power of the 

WT, Lp  is the DC load power, Pp  is the system dynamic power for the P controller, Gp  is the public 

grid power, and Sp  is the storage power. Pp  can be expressed as follows: 

   ( ) P P DC ref DC busp K V v  {3.2} 

Where PK  is the proportional gain of the P controller and  DC busv  is the common DC-bus voltage that 

should be kept at the reference voltage noted by  DC refV . 
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III.3.2. PV sources 

Many approaches for modeling PV arrays have been suggested in the literature [204][205]. In this 

study, a mathematical model based on an experimental comparison of PV panel operating cell 

temperature was used [206]. To maximize the economic and energetic benefits, the PV model should 

generate maximal power by using an MPPT method. When the PV power is greater than the needs of the 

MG, a limited control [207] should occur to operate PV shedding and protect MG devices. The PV power 

is expressed by {3.3}: 

 _ _ PV PV MPPT PV Sp p p  {3.3} 

Where _PV MPPTp  is the MPPT PV power and _PV Sp  is the shedding power of PV. 

III.3.3. Wind turbine 

The WT power is calculated at maximal value ( _WD MPPTp ) by using the MPPT strategy. Parameters 

of the mathematical model can be defined by using experimental tests for the studied WT (see I.4.4.2.1). 

_WD Sp  is the power that should be subtracted in case of a surplus of production. Many limited power 

control strategies were suggested in Chapitre II. The WT power is then expressed by {3.4}: 

 _ _ WD WD MPPT WD Sp p p  {3.4} 

Where _WD MPPTp  is the MPPT WT power and _WD Sp  is the shedding power of the WT. 

III.3.4. Public grid connection 

The public grid is a complex and larger electricity delivery system. It can be connected to a MG in 

order to be used as a source that can supply and absorb power. For that, some power limitations must be 

taken into account for protection reasons. Thus, the public grid power Gp  is limited as in {3.5}: 

 _ _( )  G MAX G G MAXP p t P  {3.5} 

Where _G MAXP  is the maximum power that the public grid can buy or the limit for grid power 

injection _GI MAXP , _ G MAXP  is the maximum power that the public can sell or the limit for grid power 

supply _GS MAXP . These limits are imposed by SG messages in order to solve some problems such as 

peerforming peak shaving and avoiding undesired injection, etc. 

During DC MG operation, the grid should be controlled as: 
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 _ _0 ( ) G I GI MAXp t P  {3.6} 

 _ _0 ( ) G S GS MAXp t P  {3.7} 

III.3.5. Storage system 

The battery storage can charge and discharge power to keep the MG power balance. The soc  is 

calculated according to {3.8}, where 
0soc  is the initial state of charge of the storage, 

REFC is the battery 

capacity, 
Sv  is the storage voltage, and soc is limited between 

MINSOC  and 
MAXSOC  in {3.9}. The 

storage charging and discharging powers are limited by _S MAXP  and _ S MAXP  respectively, as in {3.10}. 
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 ( ) MIN MAXSOC soc t SOC  {3.9} 

 _ _( )  S MAX S S MAXP p t P  {3.10} 

III.3.6. DC load 

The DC load is the electrical appliances of a building, in which a load shedding real-time 

optimization [208], [209] is applied. The problem is formulated and solved by MILP in IBM CPLEX 

[20]. The load power defined the needs of the end-users that have to be satisfied. However, if the load 

power cannot be fully met, the load must be partially shed. The load power Lp  and the load shedding 

power _L Sp  are given respectively by {3.11} and {3.12}, where _L OPTp  is the load power after the load 

real-time optimization, AVAILp  is the total available DC MG power, and _L Dp  is the load demand power. 
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 _ _ L S L D Lp p p  {3.12} 

III.4. MG supervision overview 

The proposed multi-layer supervisory system (Figure 56) [86] is structed into four main layers that 

interact between them and operate in different scale time. The aim of the MG supervisory is to interact 

with the SG and the end-user. It is able to receive metadata from external sources, and keep the 
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instantaneous power balance in the MG. Several works carried out in the AVENUES laboratory have 

been based on this structure [6], [84]–[86], [210], [211]. 

Parameters refer to a group of parameters related to the MG and their physical limitations. The 

metadata receives the forecast data. The SG is responsible of exchanging messages and communication 

with the public grid. Characteristics of each layer have been explained in details in I.3.7. 

User layer

Humain-machine interface

Prediction layer

Load prediction 

model

Renewable power prediction 

model

Energy management layer

Day-ahead optimization MILP

Operational layer

Real time power management 

Component controller

Communication  

layer

SG messages

Metadata

Parameters

Measurements

 

Figure 56. The details of the MG multi-layer supervisory concept  

III.4.1. Energy management 

The energy management layer aims to optimize and minimize the total energy cost by dispatching 

power flow according to the power prediction, SG messages, and measurement data under the constraints 

of the modeling. In this section, optimization for a grid-connected mode is studied. 

MILP is chosen as a solver for the formulated problem, and the optimization is performed day-ahead 

by using prediction data. The optimization results are the power flows of sources and load translated into 

a distribution coefficient. This latter is regarded as a predictive control variable responsible for 

communication with the operational layer to ensure an optimal operation. 

The proposed problem formulation is based on the components characteristics and constraints 

already presented on {3.2} {3.3} {3.4} {3.5} {3.6} {3.7} {3.8} {3.9} {3.10} {3.11} {3.12}.The stability 

of the DC bus voltage is then ensured by the power balance constraint presented in {3.13}. The controller 

dynamic considered for the MG is not used in this study. 

 ( ) ( ) ( ) ( ) ( )   PV WD L S Gp t p t p t p t p t  {3.13} 

The total cost result of the optimization is expressed in {3.14}: 
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 _ _ _    TOTAL PV S WD S L S S GC C C C C C  {3.14} 

Where _PV SC  is the PV shedding energy cost, _WD SC  is the WT shedding energy cost, _L SC  is the 

load shedding energy cost, and SC  is the storage energy cost, 
GC  is the public grid energy cost.  

The tariffs _PV SC  and _WD SC  are calculated in {3.15} and {3.16} according to the amount of PV and 

WT shedding power. 
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The cost of load shedding is defined in {3.17}, and it introduces inconvenience for end-users: 
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The grid cost is defined in {3.18}, and it shows that the grid power could be bought or sold at the 

same price 
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Where _G Ip  and _G Sp  are respectively the power grid and supply. 

This study takes into consideration a single rate for energy purchased or sold and the grid energy 

tariff is defined according to peak hour ( PHc ) or normal hour ( NHc ). 

The storage cost is provided in {3.19}, and it is based on storage aging: 
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S S i S C i S D i

t t

C c t t p t p t  {3.19} 

Where _S Cp  and _S Dp  are respectively the storage power charge and discharge. 

This optimization is considered under the following constraints: 

Minimize:  

 _ _ _    TOTAL PV S WD S L S S GC C C C C C  {3.20} 

With respect to: 
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All these constraints have been explained in section III.3.1. The three constraints preceded by “if” 

show that no load shedding power is allowed when the load can be fully supplied, while no PV and WT 

shedding power could occur when the PV and WT power can be fully consumed. Moreover, neither load 

shedding nor RESs power shedding could happen when there is no production from PV and WT. 

Additional constraints are given in {3.22}: 
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The additional constraints show that the storage and the grid cannot directly exchange power. 

The coefficient 
Dk  is given to introduce the day-ahead optimization results into the power management 

layer and to decouple the system operation between the power management layer and the energy 

management layer. It is calculated according to {3.23}: 

  , 0,1    


S
D D

S G

p
k k

p p
 {3.23} 

Where 
Dk  is the power distribution rate between storage and public grid. 

III.4.2. Power management 

The power management is performed in the operational layer that is responsible for keeping the 

instant power balance and ensuring the DC bus voltage stabilization concerning the system’s constraints 

and physical limits. The applied algorithm started first by reading the fixed parameters, the real 

measurements, and the updated parameter value provided from the optimization. Secondly, the 

compensation power is calculated according to the {3.1}. Using the resulting power and the distribution 

parameter, the power that should be exchanged with the public grid and the storage is calculated to ensure 

power balance and voltage stability. The suggested power management strategy is a rule-based method. It 

is presented in the flow chart given in Figure 57 

The Dk  is calculated in the energy management and introduced in the real-time power management 

strategy. As illustrated in the flow chart, the storage reference is updated two times: the first one is for 

power balancing before that the grid reaches its limits. Once this latter occurs a second update of the 

storage reference is happened to perform load shedding or PV and WT constrained production. 

Furthermore, the proposed power management strategy consists of two extreme cases: i) if there is 

shortage energy for supplying load, which means that PV panels and WT produce an insufficient power, 

the grid reaches its limit and the storage is empty. It this case load shedding happened. ii) if the PV panels 

and WT power production cannot be totally consumed, which means that the grid reaches its injection 

limit, the storage achieves the soc  upper limit, and the load is fully supplied or cannot consume enough, 

the PV and WT energy should be limited. 

To separate and calculate the power which must be limited from each source, two coefficients called 

“shedding coefficients” have been proposed. The idea is to first calculate the total power which must be 

shed from the two sources and multiply it respectively by the shedding coefficients in order to define the 

power which must be shed by each source. 
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Figure 57. Flowchart of power management of the DC MG in power management layer
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III.5. Shedding coefficient 

After installation of PV sources and WT, only the maintenance involves costs while the production 

does not need extra fees. However, shedding PV and WT power represent that the assets are not fully 

used. So the PV sources and WT powers shedding are penalized in the optimization and their costs are 

already defined in {3.15} and {3.16}. 

The total renewable power to be shed is defined as follows: 

  _ _ _ _ _ _      REN SHEDD PV S WD S PV MPPT WD MPPT L D S Gp p p p p p p p  {3.24} 

The role of the shedding coefficients related to the RESs was not emphasized or even noticed in the 

case where the renewable production was completely consumed. In this case, the two renewable sources ( 

PV sources and WT) were considered as one renewable source and their production was mainly destined 

to feed the load and the rest to be stored in batteries or injected into the public grid (depending on the 

adopted power management strategy). Once the production of these RESs exceeds the needs of the MG, 

namely the limit of injection into the grid, limits of storage, and the load that is fully supplied, the power 

generation from PV sources and WT must be limited. The shedding coefficients embody the principle of 

separation of the two sources and the calculation of the power that must be limited from each source by 

taking into account different criteria such as the share of each source in this excess generation and the 

shedding cost attributed to each source. 

III.5.1. Alpha coefficient 

Alpha coefficients are proposed in order to calculate _PV Sp  and _WD Sp . They are based on the 

contribution of each renewable source in generating _REN SHEDDp  without taking into account the PV 

sources and WT shedding costs. Thus, the source that generates more and is responsible for the excess of 

power should be more limited. Here, the penalization cost associated with each source is not considered. 

Their expressions showed the percentage of the contribution of each source in generating the total power 

that should be shed and they are calculated as follows: 
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 1 PV WD   {3.27} 

The PV and WT shed powers are then given in {3.28} and {3.29} respectively: 
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 _ _.PV S RE EDDV NP SHp p  {3.28} 

 _ _.WD S RE EDDD NW SHp p  {3.29} 

III.5.2. Gamma coefficient 

Gamma coefficients are proposed in order to calculate _PV Sp  and _WD Sp . They are based not only on 

the contribution of each RESs in generating _REN SHEDDp  but also on the PV sources and WT shedding 

costs. In fact, the percentage already calculated based on the coefficient   is added to another coefficient 

called  . This latter reflects the impact of the shedding cost of each RESs on the global contribution of 

each source in generating the total power that should be shed. They are calculated as follows: 
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Where 
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c c
  are two coefficients that take into 

account the costs of shedding PV and WT powers respectively. 

III.6. Simulation results and analysis 

III.6.1. Power profile 

In order to study the shedding coefficients, arbitrary power curves were selected (Figure 58). As it 

can be seen, the maximum power provided by the WT was limited and fixed to 500W, which is the 

maximal limit of the studied SSWT. The load power curve was fixed at 1000W. The PV power curve is 

calculated according to the weather data recorded on the 29th of June 2019 in Compiègne. In addition, the 

selected simulation time horizon is from 07:00 until 20:00. During this period, the DC MG operates only 

in on-grid mode. 

It should know that the choice of such power profiles is to analyze the optimization of the DC MG in 

the case of production excess. In the opposite case, PV sources and WT are considered as a single source 

of renewable energy since the amount of power that they produce is completely consumed. 
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Figure 58. Power profile proposed randomly 

III.6.2. Simulink parameters 

Table 3 shows the simulation parameters values which are tested during the similuation. The grid 

tariff proposed in normal hour NHc  is close to the ones proposed by most energy providers, while for 

peak hours, PHc  a penalized purchase tariff that was chosen to perform power peak shaving. Other tariffs 

were chosen arbitrary but they respect the logic of management strategy, which is an energy trend for the 

next 20 years. Thus, the energy tariffs are considered in the order given by {3.33}: 

 , , _ _ PVS WDS LS G PH G NH Sc c c c  {3.33} 

Table 3. Parameters for simulation tests 

 Parameters Values 

Grid 
_ _GI MAX G MAXP P  500W 

_ _ GS MAX G MAXP P
 

-500W 

Storage 

_S MAXP  1300W 

MINSOC  20% 

MAXSOC  80% 

0soc  50% 

REFC  130Ah 

sv  48V (4×12) 

DC bus  DC ref
V  400V 

PV sources 

(Appendix n°5) 

PVN  18 

_PV STCP  25W 

WT _WD MPPTP  600W 
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DC load LDP  1000W 

Tarrifs 

Gc  
NHc  0.1€/kWh 

PHc (11:00-13:00 and 18:00 20:00) 0.7€/kWh 

Sc  0.01€/kWh 

PVSc  1.5€/kWh 

WDSc  1.2€/kWh 

LSc  1.8€/kWh 

III.6.3. Simulation results and analysis 

The DC MG supervisory control for grid-connected mode is simulated based on the power profile 

presented in Figure 58. The system is put in a situation of energy excess produced by renewable sources 

and the power flow in two instances depending on the value of 
Dk  was analyzed. The first instance is 

based on a constant value of 
Dk  which is equal to 1. In this case, the simulation is carried out without 

optimization, and the power balanced is ensured by the storage firstly and the grid intervenes only when 

the storage has reached its limits. This is called “storage priority”. The second instance is about a power 

flow simulation controlled by a variable 
Dk p rovided from the optimization calculation under CPLEX. 

This case is called “optimization”. Shedding coefficients mentioned in III.5 are applied for these two 

power management strategies. The power management of the DC MG is verified in MATLAB/Simulink, 

and the optimization is performed using CPLEX [212]. 

III.6.3.1. Simulation scenarios 

The power balancing control in the operational layer is an independent function that can work with 

any value of ( )Dk t . Thus, two scenarios’ cases presented in Table 4 are applied to show the influence of 

shedding coefficients on the operation cost of the DC MG. 

Table 4. Simulation cases 

Shedding coefficients 

Cases 
  coefficient   coefficient 

Storage priority ( Dk =1) 
YES YES 

Optimization ( Dk = ( )Dk t ) 
YES YES 

III.6.3.2. Simulation without Optimization (Storage Priority) 

III.6.3.2.1. Power flow controlled by the coefficient   for PVS WDSc c  and PVS WDSc c in the case 

of Storage Priority 
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The power management strategy mentioned in the flowchart of Figure 57 was implemented using the 

MATLAB/Simulink environment. 
Dk  (cyan bleu curve) and _D realk  (blue curve) represent the same 

variable. In fact, 1Dk  was selected to show that the storage had a higher priority than the public grid to 

supply the DC MG while _D realk  represented the real value of 
Dk  during the simulation depending on the 

use or not of the storage. 

First, in Figure 59, the 
Dk  was set to 1 during the period of 07:00–11:05, meaning that only the 

storage was used. In the period 07:00–08:00, the soc  decreased first which indicated that the storage was 

discharging. After that, in the period 08:10–11:05, the storage started recharging, which is explained by 

the increase in the soc . At 11:05, Dk  should switched to 0 ( _D realk ) and soc  stabilize at the upper limit 

(80%). It is crucial to mention that the evolution of Dk  is the same whatever the value of PV or SSWT 

shedding tariff. 

Regarding the power flow provided in Figure 60, the period 07:00–07:55 was characterized by 

supplying DC load (red line) using the total power produced by PV sources (blue line) and the SSWT 

(purple line) and also discharging the storage (magenta curve). From 07:55 until 11:05, the power 

produced by renewable sources was enough to supply the DC load and contribute to charging the storage. 

At 11:05, the storage was full, and turned into 0, allowing the public grid (cyan bleu curve) to ensure the 

power balance. After at 11:05, the load was fully fed, the storage was completely charged, and the grid 

reached its limit of injection, the PV and SSWT shedding happened. The blue and purple curves are, 

respectively, the _PV MPPTp  and _WD MPPTp  that are usually provided to meet the power balance and should 

be limited. The green and the brown curves show the new powers that should be provided. At 18:40, the 

power balance was again ensured by the public grid that was injected until 20:00. 

Figure 61 presents the period where the PV and SSWT shedding occurred in the case of storage 

priority. As can be seen in this figure, the amount of power that each renewable source should shed was 

calculated using the   coefficient. The duration of shedding lasted for 7 h and 45 min (11:05–18:40). 

Therefore, in order to compare shedding powers of PV source and the SSWT (black square and blue star 

markers, respectively), percentages (black and blue dashes lines) were calculated depending on the total 

power that should be shed _REN SHEDDp  (red triangle marker) and the   coefficient. The results (Figure 

5Table 5) clearly show that these power percentages were identical whatever the used tariffs 

(  PVS WDSc c  or  PVS WDSc c ). In fact, _PV Sp  constituted around 75.8% of _REN SHEDDp , while _WD Sp  was 

about 24.2% of this power. Thus, applying coefficient   provided the same distribution of 

power that should be shed from each source without taking into account the shedding tariffs. 
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Figure 59. Evolution of Dk , _D realk and soc  without optimization by applying   coefficient 

 

Figure 60. Power flow curves without optimization by applying   coefficient 

 

Figure 61. PV and SSWT shedding curves by applying the   coefficient in the case of storage priority 
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Table 5. Energy shedding calculation for the   coefficient in the case of storage priority. 

 

Storage Priority 
  

  
PVS WDS

c c (2 > 1 (€/kWh)) or   
PVS WDS

c c  (1 < 2 (€/kWh)) 

PV SSWT 

Total energy shedding (kWh) 6.74 

Energy shedding per source (kWh) 5.1 1.64 

Contribution of each source (%) 75.8 24.2 

III.6.3.2.2. power Flow Controlled by the coefficient   for PVS WDSc c  and PVS WDSc c  in the 

case the of Storage Priority 

The The evolution of 
Dk , _D realk , and soc  in the simulation without optimization by applying the   

coefficient are shown in Figure 62a,b. During the period from 07:00 to 11:05 the 
Dk  was set to 1, which 

indicated that only the storage was used, while _D realk  represents the real value of Dk  during the 

simulation depending on the use or not of the storage. In the period between 07:00 and 07:55, the soc  

decreased, which means that the storage was discharging, while in the period from 07:55 to 11:05, the 

soc  increased until reaching the upper limit. At 11:05, 
Dk  switched to 0 ( _D realk ) and the soc  stabilized 

at 80%. 

Concerning the power flow provided in Figure 63a,b, the period from 07:00 to11:05 was 

characterized by using the total power produced by PV sources (blue line) and the SSWT (purple line) to 

supply the DC load (red line) and recharge the storage (magenta curve). At 11:05, the storage was full, 

and turned into 0, letting the public grid (cyan bleu curve) ensure the power balance. At 11:05, the load 

was fully fed (1000 W), the storage was completely charged (1300 W), and the grid had reached its limit 

of injection (500 W). Then, the excess of power from PV and SSWT should be limited. Since   takes 

into account the shedding tariff of each source, a difference in the amount of power that should be limited 

from each source was then noticed. The blue and purple curves are, respectively, the _PV MPPTp  and the 

_WD MPPTp  that are normally provided and the green and the brown curves, ( PVp  and WDp , respectively) 

show the limited powers that should be provided to meet the power balance. It can be noticed in Figure 

63a (  PVS WDSc c ) that the SSWT power was totally limited (the SSWT turned off) in the period from 

11:05 to 16:40, while the rest of the power was limited from the PV source. However, when 

 PVS WDSc c (Figure 63b) and since an important amount of power was produced by PV sources, only 

these later were limited and the SSWT continued to produce at its maximum power. At 18:40, the power 

balance was again ensured by the public grid that was injected until 20:00. 

Figure 64a,b presents periods where the shedding occurred for PV and SSWT in the case of storage 

priority by applying   for  PVS WDSc c and  PVS WDSc c , respectively. As can been seen in these figures, 

the amount of power that should be shed by each renewable source was calculated using the   coefficient 
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and different shedding tariffs. Durations of shedding were identical (7 h 45 min). Nevertheless, in the case 

of  PVS WDSc c , both PV sources and the SSWT (black square and blue star markers, respectively) were 

contributing to limiting the _REN SHEDDp  (red triangle marker), while in the case of  PVS WDSc c , only PV 

sources were responsible for the power balance ( _REN SHEDDp  and _PV Sp  lines are combined). Thus, in 

order to compare shedding powers of PV sources and the SSWT, respectively, percentages (black and 

blue dashes lines) were calculated depending on _REN SHEDDp  and the   coefficient. Table 6  provides 

these percentages according to the simulation cases. The results clearly showed that in the case of 

 PVS WDSc c , _PV Sp  and _WD Sp  constituted 40.2% and 59.8% of _REN SHEDDp , respectively. Otherwise, 

when  PVS WDSc c , only PV sources were limited (100% of _REN SHEDDp ). 

  
(a) (b) 

Figure 62. Evolution of Dk , _D realk , and soc  without optimization by applying the   coefficient in the 

case of: (a)  PVS WDSc c ; (b)  PVS WDSc c . 

  
(a) (b) 

Figure 63. Power flow curves without optimization by applying the   coefficient in the case of: (a) 

 PVS WDSc c ; (b)  PVS WDSc c  
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(a) (b) 

Figure 64. PV and SSWT shedding curves without optimization by applying the   coefficient in the case 

of: (a)  PVS WDSc c ; (b)  PVS WDSc c  

Table 6. Energy shedding calculation for the  coefficient in the case of storage priority. 

 

Storage Priority 
  

 PVS WDSc c  

 (2 > 1 (€/kWh)) 

 PVS WDSc c  

(1 < 2 (€/kWh)) 

PV SSWT PV SSWT 

Total energy shedding (kWh) 6.74 6.74 

Energy shedding per source (kWh) 2.71 4.03 6.74 0 

Contribution of each source (%) 40.2 59.8 100 0 

III.6.3.3. Simulation with optimization 

III.6.3.3.1. Power flow controlled by the coefficient   for PVS WDSc c  and PVS WDSc c  in the 

case of Optimization 

The optimization issue was solved by CPLEX in the energy management layer. Indeed, this latter 

provided the optimum energy flow management that helped to calculate ( )Dk t . The distribution 

coefficient was then transmitted to the operational layer to run the power system. 

As can be observed in Figure 65, Dk  (cyan bleu curve) and _D realk  (blue curve) were confused since 

Dk  was the result of the optimization. During the period between 07:00 and 07:55, the Dk  was set to 1, 

which indicated that only the storage was used. In addition, the soc  decreased during this period, 

meaning that the storage was discharging. In the period from 09:10 to12:30, the value of Dk  evolved 

between 0 and 1, indicating that both the public grid and storage supported the MG. It can be notice that, 

despite the difference in the value of PV or SSWT shedding tariff, the evolution of Dk  still remained the 

same. 



-115/150- 

Concerning the power flow provided in Figure 66, the power balance in the period from 07:00 to 

07:55 was ensured by discharging the storage and using the production of PV sources and the SSWT. 

From 07:55 to 12:30, the total power produced by PV sources (blue line) and the SSWT (purple line) was 

used to supply the DC load (red line), recharged the storage (magenta curve), and was injected into the 

public grid (cyan bleu curve). After 12:30, the load was fully fed, the storage was completely charged, 

and the grid reached its limit of injection, therefore, PV and SSWT shedding happened. The blue and 

purple curves are, respectively, the _PV MPPTp  and _WD MPPTp  that are normally provided but to meet the 

power balance, these powers should be limited. The new powers that should be provided are shown by the 

green and the brown curves. At 18:40, the power balance was again ensured by the public grid that was 

injected until 20:00. 

Figure 67 presents the period where the PV and SSWT shedding occurred in the case of 

optimization. As can be seen in this figure, the amount of power that should be shed by each renewable 

source was calculated using the   coefficient. The duration of shedding lasted for 6 h and 10 min 

(12:30–18:40). Therefore, in order to compare shedding powers of PV source and the SSWT (black 

square and blue star markers, respectively), percentages (black and blue dashes lines) were calculated 

depending on the total power that should be shed _REN SHEDDp  (red triangle marker) and the   coefficient. 

The results in Table 7 were identical whatever the used tariffs (  PVS WDSc c  or  PVS WDSc c ). In fact, 

_PV Sp  constituted around 76% of _REN SHEDDp , while _WD Sp  reached 24% of this power. Thus, applying 

coefficient   provided the same distribution of power that should be shed from each source without 

taking into account the shedding tariffs. 

 

Figure 65. Evolution of Dk , _D realk  and soc  without optimization by applying   coefficient. 
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Figure 66. Power flow curves with optimization by applying the   coefficient. 

 
Figure 67. The PV and SSWT shedding curves by applying the   coefficient in the case of optimization. 

Table 7. Energy shedding calculation for the  coefficient in the case of optimization. 

 

Optimization 
  

 PVS WDSc c  (2 > 1 (€/kWh)) or PVS WDSc c  (1 < 2 (€/kWh)) 

PV SSWT 

Total energy shedding (kWh) 5.46 

Energy shedding per source (kWh) 4.15 1.31 

Contribution of each source (%) 76 24 

 

III.6.3.3.2. Power flow controlled by the coefficient   for PVS WDSc c  and PVS WDSc c  in the 

case of Optimization. 

Figure 68a,b shows that Dk  and _D realk  were confused since Dk  is the result of the optimization. In 

the period between 07:00 and 07:55, Dk was set to 1 and the soc  also decreased, which means that the 
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storage was discharging, while in the period 09:10–12:30 the value of 
Dk  varied between 0 and 1, 

indicating that both the public grid and storage supported the MG. 

Regarding the power flow provided in Figure 69a,b, the period 07:00–12:30 was first characterized 

by using the power produced by PV sources (blue line) and the SSWT (purple line) and discharging the 

storage (magenta curve) to supply the DC load (red line) (07:00–07:55) and second, by using the total 

renewable power to feed the DC load, recharge the storage and to be injected into the public grid (cyan 

bleu curve) (07:55:12:30). The PV and SSWT shedding happened at 12:30 since the load was fully fed, 

the storage was completely charged, and the grid had reached its limit of injection. The blue and purple 

curves are, respectively, the _PV MPPTp  and _WD MPPTp  that are normally provided to meet the power 

balance, these powers should be limited (green and the brown curves). Thus, in Figure 69a, where 

 PVS WDSc c , the SSWT was turned off in the period from12:30 to 16:40 and the rest of the power that 

should be limited was subtracted from the production of the PV sources. Nonetheless, when PVS WDSc c  

(Figure 69b) only PV sources were limited and the SSWT continued to produce at its maximum power. 

At 18:40, the power balance was again ensured by the public grid that was injected until 20:00. 

Figure 70a,b present periods where the shedding occurred for PV sources and the SSWT in the case 

of optimization by applying   for  PVS WDSc c and PVS WDSc c , respectively. The durations of shedding 

were identical (6 h10 min) and calculated depending on the   coefficient and different shedding tariffs. It 

was noticed that in the case of  PVS WDSc c , both PV sources and SSWT (blue star marker) powers were 

limited. Yet, when  PVS WDSc c , _REN SHEDDp  (red triangle marker) and _PV Sp  (black square marker) were 

combined, which means that only PV sources power was limited. Consequently, percentages (black and 

blue dashes lines) were calculated depending on _REN SHEDDp  and the   coefficient with the aim to 

compare shedding powers of PV sources and the SSWT, respectively. Table 8 provides these percentages 

according to simulation cases. The results clearly showed that in the case of  PVS WDSc c , _PV Sp  and 

_WD Sp  constituted 41.5% and 58.5% of _REN SHEDDp , respectively. Otherwise, when PVS WDSc c  only PV 

sources were limited ( _PV Sp  100% of _REN SHEDDp ). 
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(a) (b) 

Figure 68. Evolution of 
Dk , _D realk  and soc  with optimization by applying the   coefficient in the case 

of: (a)  PVS WDSc c ; (b)  PVS WDSc c . 

  

(a) (b) 

Figure 69. Power flow curves with optimization by applying the   coefficient in the case of: (a) 

 PVS WDSc c ; (b)  PVS WDSc c . 
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(a) (b) 

Figure 70. PV and SSWT shedding curves with optimization by applying the   coefficient in the case of: 

(a)  PVS WDSc c ; (b)  PVS WDSc c . 

Table 8. Energy shedding calculation for coefficient   in the case of optimization. 

 

Optimization 
  

PVS WDSc c  (2 > 1 (€/kWh)) PVS WDSc c  (1 < 2 (€/kWh)) 

PV SSWT PV SSWT 

Total energy shedding (kWh) 5.46 5.46 

Energy shedding per source (kWh) 2.26 3.2 5.46 0 

Contribution of each source (%) 41.5 58.5 100 0 

III.6.3.4. Energy cost comparisons 

In order to make cost comparisons of energy calculated using shedding coefficients, the case where 

PVS WDSc c  was selected. The energy costs calculated by   and   coefficients are listed in Table 9. The 

results showed that the cost of PV energy shedding ( _PV SC ), SSWT energy shedding ( _WD SC ), load 

shedding energy ( _L SC ), storage energy ( SC ), and public grid energy ( GC ) differed according to the 

performed simulation. The total cost of the   coefficient calculated for priority storage was higher 

(10.46€) compared to that obtained after optimization (8.08€) It means that the total cost was decreased 

by about 22.8%. In addition, the total energy cost of the   coefficient calculated after the simulation 

without and with optimization was 8.06€ and 6.21€, respectively. This indicates that the optimization 

allowed minimizing the energy cost. Indeed, the optimization favored the exchange of power between the 

public grid and the storage in order to establish the power balance. It can be also noticed that for the same 

simulation case, the total energy cost obtained by using the   coefficient was significantly lower than the 

one obtained by applying the   coefficient. 
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Table 9. Energy cost calculation for   and   coefficients 

Cost (€) 

    
Storage 

Priority 
Optimization 

Cost 

Decrease (%) 

Storage 

Priority 
Optimization 

Cost 

Decrease(%) 

_PV S
C

 
10.21 8.3  5.41 4.54  

_WD S
C

 
1.63 1.31  4.03 3.20  

_L S
C

 
0 0  0 0  

G
C

 
−1.4 −1.55  −1.4 −1.55  

S
C

 
0.02 0.02  0.02 0.02  

TOTAL
C

 
10.46 8.08 22.8 8.06 6.21 23 

III.7. Conclusion 

The integration of a SSWT into a DC MG connected to the grid requires a deep understanding of 

many parameters, including factors related to energy and power management. In this article, the 

supervision control design was described. In this context, a strategy for optimizing the MG that permits 

transactions with the main distribution network and the participation of the end-user customers has been 

suggested. The optimization and minimization of the total operating cost were investigated by dispatching 

power flow according to the power profiles and measurement data under the constraints of the modeling. 

Indeed, in the case of the power excess produced by PV sources and the SSWT, it is crucial to perform 

the power limitation to ensure power balancing, which is the main goal of the supervision. For that, two 

approaches were suggested: 

The first one was based on applying a shedding coefficient called   that was based on limiting 

power depending on the percentage of contribution of each source in generating the excess of power. This 

coefficient was performed in two different cases: storage priority and optimization. 

The second one was about using a second shedding coefficient called   This latter principle was 

limiting the excess of power by taking into account not only the production of each RESs but also the 

shedding cost related to each source. This coefficient was tested in scenarios with and without 

optimization. 

The results highlighted that the coefficient   provides good performances in terms of the cost 

compared to   since the coefficient   takes into account the RESs’ tariff in the case of renewable power 

shedding. In addition, the results also revealed that whatever the scenario used, the simulation with 

optimization conditions leads to reduce the costs compared to the simulation without optimization. The 

optimization permits minimizing the cost by favoring the exchange of power between the public grid and 



-121/150- 

the storage (selling power to the grid). This study showed the importance of the optimization method and 

the impact of the shedding coefficients in obtaining the best energy performances with the lowest cost. 

Moreover, the optimization gave better energy performance while minimizing PV and SSWT power 

shedding. 

To conclude, simulation results showed that the supervision control can maintain power balancing 

while performing optimized control, even by using an arbitrary power profile and arbitrary energy tariffs. 

The optimized power control handles several constraints, such as storage and grid power limitations. 

Further work will focus on experimental validation of the studied DC MG by taking into account the 

dynamic efficiency of the converters and real-life random trends. The supervisory system should be also 

improved to be able to manage and decrease power losses in the converters and contribute to the 

stabilization of the bus voltage. 
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General conclusion and perspectives 

The fast development of the industry and the widespread introduction of new energy technologies 

induce a continuous increase in energy demand and the incessant growth of global electricity 

consumption. To meet these energy needs, it necessitates finding new methods for energy production. In 

the last years, the growing awareness of environmental factors, sustainability, industrial ecology, and eco-

efficiency is applied to the development of a new generation of energy issued from renewable energies. 

The depletion of fossil fuels, combined with increasingly restrictive regulations, acts in synergy to 

encourage the development of RES. In this context, the cost of wind power energy knows an annual 

decrease, conducting to the establishment of large-scale wind power plants. However, large-scale wind 

power is more suitable in remote areas since it takes up ample space. Therefore, in recent years, the 

research has been interested in the SSWT installed in urban/rural areas and locally consumed, which 

minimizes the use and pressure of public grid energy. This interest in small-scale RESs leads to the 

appearance of a microgrid, which reduces the power grid's operating pressure and provides efficient, 

secure, reliable, environmentally friendly, and sustainable power from RESs. 

The presented thesis makes a contribution in the field of RESs, mainly in the SSWT sector. At first, 

the main objectives were proposing and performing power control strategies for the SSWT and then 

analyzing the integration of this renewable source into a DC urban MG.  

In the first chapter, a state of art focused on renewable energies is presented. Firstly, a description of 

the electrical system evolution through integrating renewable energies in the utility grid is introduced. 

Since the thesis concerns controlling a SSWT integrated into an urban DC MG. A literature review about 

DC MGs was first detailed in this chapter. It concerns the important concepts of a DC MG, namely 
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topologies, control, stability, protection, etc. Secondly, the importance of wind power generation has been 

given attention. It concerns the historical and current evolution of this field of RESs with a description of 

the turbine types and constitution. A particular interest in a SSWT with a horizontal axis was mentioned. 

The types of machines useful for this category of WTs were presented such as the PMSG that was 

selected thanks to its multiple benefits and suitability in this study. For performing the control, several 

architectures were suggested and studied. The active structure based on a three-phase diode bridge and a 

boost DC-DC convertor was chosen. 

In the second chapter, different power control strategies to produce energy as much as possible and 

meet flexible energy demand for SSWTs intended to be integrated into a DC urban MG were suggested 

and compared. These methods concern P&O with fixed step size, P&O based on Newton’s approach, and 

P&O based on FL technique. A test bench constituted of a ventilation tunnel, where the SSWT is 

installed, was used to perform this study. The SWECS is based on a three-phase diode rectifier to convert 

AC voltage obtained from the PMSG to DC voltage, a controllable DC/DC, and a programmable DC 

electronic load. The experimental results highlighted that all the methods worked correctly, identified the 

direction of the next perturbation and reached the LPPs. However, the performances of each method are 

different. Indeed, for the fixed step-size and Newton’s methods, large step sizes provided faster dynamic 

responses with excessive steady-state oscillations, which decreased the system’s efficiency. Hence, these 

methods should make an acceptable compromise between the dynamics and oscillations. In addition, 

compared to fixed step size and Newton’s methods, the FL method showed better dynamic performances 

with more steady oscillations around LPP. During a sudden change of power and wind speed, all the 

suggested methods reacted correctly and changed identically in terms of response time. The FL technique 

stabilized quickly compared to other methods, both in power increase or decrease and in the sudden 

change of wind speed. This technique could also be interesting for controlling a SSWT during its 

integration in a DC MG. It is able to guarantee less fluctuation in power that can be injected into the 

public grid. Thus, the FL method stabilized quickly and ensured a good balance between reducing 

oscillation of WT output power around the operating point and convergence of rising time toward LPP. 

The third chapter focused on studying the impact of the integration of a SSWT into a DC MG and 

investigated the constraints that can intervene in the system control and supervision. The studied DC MG 

is constituted by RESs, which were assumed to produce an amount of power based on weather data and 

mathematical modeling, battery storage, and connection to the public grid. To ensure that the load was 

met, a dispatch algorithm was proposed to distribute the RES’s energy to the load firstly, then to the 

storage or the grid depending on the selected power management strategies. Minimizing the system cost 

with constraints on renewable curtailment was given particular attention. In this case, the RESs (PV and 

WT) produced a surplus of power, and a strategy for renewable energy limitation was proposed. It 

consisted of suggesting two types of coefficients, called “shedding coefficients”, to calculate the power 

that should be limited from each source. To perform these coefficients, namely coefficient   and 

coefficient  ., two types of scenarios were used during simulations (optimization and priority storage). 
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The obtained results showed that the proposed coefficient   provides good performances in terms of the 

cost compared to   since the coefficient   takes into account the RESs’ tariff related to the power 

shedding of each renewable source. Moreover, the simulation with optimization leads to reduce costs 

compared to the simulation without optimization whatever the used coefficient. The optimization permits 

minimizing the cost by favoring selling the excess of power to the grid and the exchange of power 

between the public grid and the storage. To conclude, this study showed the importance of the 

optimization method and the impact of the shedding coefficients in getting the best energy performances 

at a low cost. 

This thesis opens multiple perspectives that need to be treated and improved: 

 effective integration of the studied SSWT into the DC MG already developed in the experimental 

platform of AVENUES laboratory; 

 the WT power is very dependent on the wind speed. Thus, an accurate measure of wind speed is 

the key for calculating the accuracy of WT prediction power. Nowadays, it is easy to get the wind 

speed from Meteo France, but it is still difficult to get an accurate prediction of wind speed 

because of the intermitted of the WT generation. Thus, suggesting and comparing wind speed 

prediction models could be important and can impact the DC MG cost positively; 

 the dynamic efficiency of the converters is an important aspect that should be considered while 

building a DC MG. Thus, the supervisory system should be improved in order to be able to 

manage and decrease power losses in the converters and contribute to the stabilization of the bus 

voltage; 

 as renewable energy from a PV source and WT is dispatched to the load or is stored for later use, 

evaluating the MG performances by measuring both the renewable energy penetration and the 

renewable curtailment could be interesting in calculating the system cost over time; 

 built a supervisory system that can operate in 24 hours. 
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Appendix 1: 

Impedance specifications 

One of the typical sources of instability in DC power systems, particularly DC MG, is the impedance 

mismatch between damped filters on the source side and regulated power converters on the load side. 

These converters are modeled as the constant power loads (CPLs) [213]. It was shown in [214] that the 

negative input resistance of the equipment can exceed the positive output resistance of the LC filter and 

the power source. Thus, the whole system can oscillate causing instability. The author of [215] and [216] 

investigated the problem of the negative impedance characteristics in low frequency. A switch-mode 

converter was the solution proposed by the author and it was based on providing the input filter of this 

switch-mode converter and keeping the output of the filter smaller than the input impedance of the 

converter. 

Another solution to deal with the instability in a DC MG was based on the Nyquist stability criterion. 

This solution is based on dividing the full system into two subsystems, i.e., a load subsystem modeled by 

an input impedance and a source subsystem modeled with an output impedance [217]. The impedance 

analysis consists then of calculating the impedance ratio and defining a forbidden region. The impedance 

ratio is the ratio between the output ratio and the input ratio and it expressed the interaction of these two 

impedances and is often referred to as the minor loop gain [218]. The forbidden region is a region already 

defined by the Nyquist criterion. In order to preserve the stability, the impedance ratio must meet the 

stability condition by keeping the minor loop gain outside the forbidden region [219].  

It is worth noting that the proposed impedance-based approach was all established for voltage source 

systems. Indeed, studies about current source systems showed opposite characteristics for stability 

requirements [220]. Authors of [220] analyzed the stability for a DC-DC converter with its input filter 

using the Routh-Hurwitz criterion. They concluded that for current source systems, the system is stable if 

the impedance ratio is less than unity while for voltage source systems, this ratio should be more than 

unity. 

Stabilization strategies 

The presence of resonant conditions because of the virtual inductance provided by the operation of 

CPLs harms the stability of the system. Thus, the common way to meet impedance criteria and stability is 

to smooth the resonant peak of the input filter. For this, two types of stabilization are possible: passive 

stabilization and active stabilization. 

Passive stabilization consists of adding physical resistors in series and /or parallel with inductors and 

capacitors, respectively [215], [221], [222]. Yet, adding these damping elements introduces and increases 
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dissipative and transmission losses [213]. Consequently, a tradeoff must be considered between the 

system stability and transmission losses. 

Active stabilization or active damping consists of modifying control loops of load converter or 

source converter. For that, two strategies are deployed by researchers to achieve stability, i.e. small-signal 

stabilization and large-signal stabilization. 

Small-signal stabilization is a strategy that is based on a linear feedback control loop. Its objective is 

to produce the same damping effects as the real damping elements by modifying the loop gain of the 

system. Thus, the efficiency of the overall system is conserved. This active damping can shape the closed-

loop impedance related either to the point of the load converter or the output impedance of the power 

supply. One example of this active compensation method was presented in [63]. This study aims to 

overcome the instabilities caused by the negative incremental input admittance in DC systems feeding 

PMSGs. For that, and to shape the input impedance, the stabilization block was made of a proportional 

compensator followed by a bandpass filter. This later takes the DC link voltage as a reference and input 

and adds its output to the current reference calculated by the speed control. Similar algorithms were 

adopted for speed drives DC voltage [223], [224] and also for brushless DC motors drive as in [225]. 

However, large-signal stability is ensured by using nonlinear controllers. Authors of [64] and [226] 

present an example of a nonlinear method based on a geometric principle. This study proposed a 

boundary control that consists of driving the source converter, which feeds CPLs, to a specific operating 

point. This approach allows tracking every state variable of the source converter and the switching occurs 

when the boundary is crossed by the trajectories of selected state variables. Another nonlinear controller 

was proposed in [227] with the aim to regulate DC voltage in DC distribution systems. It was designed 

for a VSC and used a sigma-delta modulation scheme. Results showed good stabilization achievement of 

all system states. 
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Appendix 2: 

DC fault analysis and characteristics 

In a DC MG, DC fault could usually arise either in the DC bus or at the DC cables that connect all 

the components that make up the MG. Furthermore, DC bus and DC interconnections are also responsible 

for the energy transfer between DERs, ESSs, and loads through the single point of energy interface. Thus, 

an adequate protection system is crucial to provide a fatal impact of any single fault in the system [228]. 

The battery, for example, might be placed far away from DC bus and transmission lines, but if the fault 

occurs, the fault current could be calculated based not only on line resistance and inductance but also on 

internal resistance and inductance of the battery. Similarly, for loads, the fault current could be measured 

depending on the type of load that can be categorized into a constant impedance, constant power, and 

constant current [229]. Consequently, the fault type can be bus fault or feeder fault depending on the fault 

location. 

Other possible faults could exist in DC systems: pole to pole faults and pole to ground faults. A pole-

to-pole fault also named line to line fault, happened when a path between the positive and negative line is 

created, short-circuiting them together. It is characterized by low fault impedance. However, the 

impedance of a pole to a ground fault could be either low or high. This type of fault occurs when either 

the positive or the negative pole is short-circuited with to ground. It is the most common fault in 

industrial systems. The line-to-line fault is the most typical type in a DC MG. A response for such a fault 

could be depicted in three different stages including capacitor-discharge stage, diode free wheel stage, 

and grid-side current stage [230].  

Since the MG systems need to be multi-terminal, these latter take advantage of the VSC that must be 

used to interface different subsystems to the bus, i.e. the AC side through an inductor and the DC side 

through a capacitor. Internal switch faults can occur at the VSCs, causing a line-to-line short circuit fault. 

This is considered as terminal faults that generally cannot be cleared. In such a case, the devices have to 

be replaced, and using fuses could be an appropriate protection measure in this case [231]. 

Different types of grounding system for DC MG 

Grounding is a serious issue for DC MG protection and it relates to different design objectives and 

system considerations that include essential safety of equipment and personnel, grid reliability, ground 

fault detection, and minimization of leakage current [232]. Thus, the main purposes of grounding designs 

are to ease the ground fault detection, minimize DC stray current, and reduce the common-mode voltage 

(CMV) [233]. The latter are related to each other by the grounding resistance. A DC MG could be 

grounded with high resistance, low resistance, or even ungrounded. High resistance ground results in very 
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low stray current and high CMV while a low grounding resistance leads to low CMV and high stray 

current [59]. 

According to IEC 60364-1, there are three grounding strategies including Terre-Neutre (TN), 

Isolated-Terre (IT), and Terre-Terre (TT). The first letter, T or I, refers respectively to the direct 

connection of the earth and no connection to the earth while the second letter, T or N, denotes 

respectively direct earthing of the exposed conductive parts and connection of the exposed parts to the 

earth neutral.  

Different types of DC fault detection methods 

Considering serious problems that can cause DC fault current and to avoid any damage to 

equipment, the fault must be located reliably. Yet, the coordination between different protective devices is 

still very difficult because of the fast rate of change of sudden inception of DC fault [234], [235]. 

Until now, the methods to detect and identify the faulty section could be subdivided into five main 

categories including overcurrent, directional overcurrent, current derivative, differential, and distance-

based strategies have been proposed.  

 The overcurrent method is based on defining a threshold current for the fault occurrence. The 

current is measured using an overcurrent relay. Once the value of that current reached the 

predefined threshold, a signal is sent to the circuit breaker (CB). This type of protection is 

implemented for simple DC MGs. Indeed, complex DC MG architecture may cause some 

problems related to time response or disconnecting some essential parts of the network 

responsible to solve the problem [236].  

 The current derivative is a protection method where the current derivative increases from 0 to a 

high value to detect the fault quickly. The value of that current depends essentially on the fault 

impedance and the cable length [237]. 

 Directional overcurrent protection is proposed for DC MG. In that case, the direction of the 

current could be from either side and a communication system exists to help identify the direction 

of all branches. Thus, when the fault occurs, the direction and the magnitude of fault current 

change, and the location of the faulty line become easier [238], [239].  

 Distance protection is a method that functions by measuring the impedance from the first point of 

measuring until the fault point. The protection is then ensured by sending a tripping signal to the 

CB based on the distance related to the measured impedance. Nonetheless, this technique loses its 

performance especially in the case of high impedance faults and short cable section [240], [241]. 

 Differential protection is a technique based on measuring the value of the current from each side 

for a specific element. Then, a current transducer is used to verify if there is any difference 

between the measured currents. Any difference in these values shows that a fault has occurred. 

Nevertheless, using this method for a DC MG is susceptible to current transducer errors and will 

require a robust communication system and backup protection [242], [243]. 
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Protective devices 

In a DC MG, components, size, and configuration are the essential parameters to be taken into 

account for the selection of appropriate protective devices. At the moment, fuses [244] and CBs [245] are 

the commercially available approaches designed for the protection of DC distribution systems. They are 

the components in the power system that can open the circuit during a fault. In the case of an over-

current with an arc, both of these protection devices begin the process of opening a current flow path. 

 Fuses are the most traditional protection devices and could be applicable for both AC and DC 

systems. For DC systems, that have low inductance, fuses are useful for traction, battery 

protection, auxiliary low voltage power supplies, and power circuit protection [71], etc. However, 

fuses are not a good solution to protect DC MG. Indeed, many constraints may appear on the 

length of the distribution cable and the difficulty of predicting transient effects on the MG voltage 

due to fuse opening [244]. 

 CB is one of the most important pieces in a DC system and it can replace fuses and enhance the 

operating conditions of a system. However, conventional CB still suffers from some obstacles 

because of the lack of a natural zero crossing in DC fault currents. Indeed, these traditional 

breakers cause arcs during the interruption and cannot meet fault cleaning time requirements 

[246]. To overcome these drawbacks and improve the protection, PE switches have been 

proposed and developed. These commonly refer to solid-state CBs [247], [248] and Hybrid CBs 

[249], [250] with less/no arcing and minimum fault clearing time. Different types of 

semiconductors determine the characteristics of these protection devices and are available for DC 

MG systems [251]–[254]. They are: gate turn off thyristors, insulated gate bipolar transistor and 

insulated gate commutated thyristors. Yet, the economic feasibility of these breakers must be 

analyzed before designing the protection system for DC MG. Furthermore, despite the increase of 

power losses while using this new protection equipment, they guarantee to meet the strict 

protection requirements. 

Faults location approaches 

As highlighted at the beginning of this section, the fault must be located quickly and precisely to 

repair the faulty segment without impacting the MG reliability. For that, two types of fault location 

approaches were proposed in the literature: active methods and passive methods.  

On the one hand, active methods are characterized by their high accuracy and no requirement of 

communication devices. They are using external equipment for injecting a signal which is responsible to 

locate the fault. Active impedance estimation (AIE) [255]–[257] and power probe unit (PPU) [70], [258] 

are the two well-known injection-based active methods. The first one uses a triangle current waveform 

signal injected by a power converter with the aim to calculate the impedance at the coupling point. The 

second one creates a second-order RLC circuit in to calculating the fault distance by analyzing the probe 
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current response. However, these active methods require more equipment to function and then increase 

their implementation cost.  

On the other hand, passive methods, contrary to active ones, are using existing signals to identify the 

location of the fault without the need for extra devices. The main inactive approaches are including 

Traveling Wave (TW) and the local measurement. TWs are the voltage and current signals that propagate 

through a DC MG once the fault occurs. The location of that fault is identified by analyzing some 

characteristics of the TWs such as the measurement of first arrival times of the waves at the converter 

station [259] or the interval times at different locations [260]. Yet, these techniques are not applied for 

MG applications since they require accurate data acquisition using high-performance equipment. Local 

measurement is another passive method that does not use communication but focuses on exploiting local 

electrical variables to calculate the fault distance. For example, the location of the fault could be 

estimated either by using an iterative method based on measuring the voltage across a length of the line 

[240] or by calculating the equivalent inductance between protective devices and a fault [261]. However, 

this method cannot be applied to DC MG in which the capacitor is not connected to only one end of the 

cable, unlike AC MG. 

To conclude, in DC MGs, these fault location methods are an even much more demanding issue 

because the DC line resistance and reactance are considerably lower than in AC systems.
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