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Si l’oxyde de cuivre peut être une malédiction pour les anciennes casseroles, il serait plutôt
une bénédiction pour le monde scientifique. La découverte des cuprates en 1986 par Bednorz
et Müller, une famille de matériaux à haute température critique ayant comme élément central
les plans 2D CuO2, a lancé un champ entier de recherche. D’immenses efforts ont été déployés,
menant à la découverte d’un diagramme de phase bien plus riche que le seul dôme supracon-
ducteur. Même s’il est établi que les plans 2D de CuO2 sont responsables des propriétés élec-
troniques à basses énergies, une compréhension globale théorique fait toujours défaut. La raison
principale tient dans le fait qu’il est extrêmement difficile de modéliser les cuprates puisqu’ils
font partie de la famille des matériaux à fortes corrélations électroniques. Dans ces systèmes,
l’énergie d’intéraction de Coulomb est dumême ordre de grandeur que l’énergie cinétique, ce qui
rend ineffectives les théories de perturbation, et les approximations de couplage faible/fort. Le
travail des théoriciens est donc de développer des modèles plus affinés, mais toujours solubles
numériquement ou analytiquement.

Dans cette thèse, nous nous concentrons sur l’étude des propriétés spectrales et magnétiques
de deux oxydes de cuivre : Ca2−𝑥Na𝑥CuO2Cl2 (NaCCOC) et CuO tétragonal (t-CuO). Une grande
partie de cette étude est faite en adoptant le modèle de Hubbard à une bande pour capturer l’es-
sentiel de la physique des plans de CuO2. Malgré son apparente simplicité, cemodèle ne peut être
résolu, et nous utilisons donc la théorie du champ dynamique appliquée aux amas (CDMFT). En
complément, nous mobilisons la théorie fonctionelle de la densité (DFT). En sus de cet approche
théorique, nous avons fait deux campagnes de mesure de spectroscopie par photoémission ré-
solue en angle aux synchrotrons SOLEIL (Saint-Aubain, France) et Photon Factory (Tsukuba,
Japon).

Cette combinaison d’outils théoriques et experimentaux nous permet d’étudier en détail les
propriétés spectrales de NaCCOC non-dopé, et dopé en trou. Ce matériaux a une structure crys-
talline simple, et n’est pas supraconducteur à faible dopages (𝑥 < 0.1, 𝑥 étant le taux de trous), ce
qui le rend intéressant pour l’étude de la phase pseudogap qui survit donc jusqu’à des tempéra-
tures abritrairement basses. Nos calculs et mesures révèlent que les fluctuations antiferromag-
nétiques de spin jouent un rôle prépondérant. En premier lieu pour le phénomène de ”cascade” :
nous montrons qu’il s’agit d’un croisement entre une physique de polaron de spin en haut de
la bande de valence, et une physique d’électrons localisés à plus haute énergie. Cette explica-
tion, mise en évidence par l’utilisation d’un modèle effectif de spin résolu avec l’approximation
auto-cohérente de Born pour les polarons de spin et l’approximationHubbard-I pour les électrons
localisés, reste valide à faible dopage en trou. Nous montrons également que les fluctuations de
spins sont à l’origine d’interférences destructives supprimant les excitations à basse énergie au
point anti-nodal dans la zone de Brillouin. Cela entraîne l’ouverture du pseudogap, que l’on ob-
serve également en photoémission. Enfin, nous observons qu’à basse température la fonction
de corrélation de spin à temps long ne diminue pas en augmentant le dopage, mais au contraire
augmente jusqu’à 𝑥 = 0.05, stagne, puis diminue. Ce phénomène s’étend même aux corrélations
de spin entre plus proches voisins, et prochains plus proche voisins.

t-CuO possède une structure cristalline encore plus simple que NaCCOC, puisqu’il est seule-
ment composé de plans 2D CuO qui se superposent dans une symétrie tétragonale sur un sub-
strat de SrTiO3 (STO). Il a été observé expérimentalement que les plans CuO se décomposaient
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en deux sous-réseaux CuO2 faiblement couplés. En utilisant la CDMFT avec plusieurs résolveurs
d’impurité complémentaires, nous expliquons ce phénomène comment étant la conséquence de
l’intéraction de Coulomb locale. La suppression des corrélations entre plus proches voisins, i.e.
entre sous-réseaux, entraîne de façon effective une renormalisation des termes de saut qui ré-
sulte en un fort découplage. La symétrie du paramètre d’ordre est directement impactée : nous
prédisons qu’elle est du type 𝑑𝑥𝑦, au lieu du typique 𝑑𝑥2−𝑦2 pour les cuprates.
Enfin, des expériences ontmontré récemment l’émergence demoments pamagnétiques de spin

et de moments orbitaux fixes sur les atomes de Cu. Compte tenu des connaissances actuelles sur
t-CuO, de tels moments sont surprenants. En utilisant la DFT sur de larges cellules unitaires,
nous démontrons qu’il est possible d’expliquer les deux types de moment par la formation de
lacunes d’oxygène à l’interface t-CuO/STO. En effet, si les lacunes se forment dans le plan inter-
facial TiO2, un gaz d’électrons en 2D est généré dans le plan interfacial CuO. Ce gaz d’électrons
serait à l’origine des moments paramagnétiques de spin. De plus, la formation de lacunes engen-
dre de fortes distortions dans le plan CuO à l’interface, au point où la symétrie par rotation locale
et globale sont brisée. Cela engendre la fixation du moment orbital dans le plan. Notre scenario
étant capable d’expliquer l’observation expérimentale, il reste à le confronter à d’autres expéri-
ences supplémentaire pour attester de sa validité : nous proposons donc plusieurs expériences
qui permettrait de le vérifier.

4



Part II

Introduction

5





AF Superconductivity

Pseudogap

Strange 
metal

x
0.05 0.10 0.15 0.20 0.25

Fermi 
Liquid

T(
K

)
50

15
0

10
0

20
0

25
0

30
0

Charge 
order

T*
TN

Tc

Ca
Cu
Cl
O

(a) (b)

(c)

1

2 3

4 (0,0)

D13 D42

(π,π)

a) b)  c)

Figure 1: (a) Sketch of a typical cuprate’s phase diagram as a function of hole doping 𝑥 and temperature 𝑇.
The acronym AF refers to an antiferromagnetic charge transfer insulator phase. (b)-(c) Crystal
structures of the undoped (𝑥 = 0) NaCCOC and t-CuO respectively.

Copper oxide systems belong to the fascinating family of strongly correlated solids. These
materials display extremely rich physics, providing a wide range of properties and applications.
Some are good metals, other large-gap insulators, they can also be strong ferromagnets, or show
antiferromagnetic ordering as for the undoped cuprates. All these different properties originate
from a common ground: the electron-electron interactions are strong and can not be approxi-
mated as is usually the case for metals. Worse than that, the kinetic energy can neither be ne-
glected since usually the Coulomb interaction is of the order of the bandwidth. In such a case,
standard mean-field theories, or perturbative expansions either in kinetic or interaction energy
fail to describe properly those materials. The strong competition between the two terms leads
to the emergence of unique properties like giant magnetoresistance, ferroelectricity, and high
temperature superconductivity to name a few, which are promising and even already used for
practical applications.

Cuprates, discovered by Bednorz and Müller in 1986 [1], are best known for their high criti-
cal temperature under which superconductivity emerges, the highest at ambient pressure for
Hg-based compounds [2], which sparked an immense scientific effort in the hope of finding the
underlying mechanism. Indeed, the standard phonon-mediated Bardeen-Cooper-Schrieffer [3]
pairing of the electrons is not compatible with the experimental evidences [4, 5]. It has been
observed that the superconducting gap has a 𝑑−wave symmetry [4, 6], and although phonons
can help the pairing caused by another mechanism [7], it can not alone account for this symme-
try. Moreover, since in cuprates both the electron-phonon coupling and the phonon frequency
responsible for the pairing are weak, the critical temperature derived from this theory could not
reach the measured values in cuprates. While the coupling constant could be increased by en-
hancing the density of states at the Fermi level, this would ultimately lead to a renormalization
of the phonons due to screening by the electronic cloud. The predominance of antiferromagnetic
fluctuations, as we shall describe hereafter, point to a possible origin of superconductivity from
antiferromagnetic correlations, but the mechanism remains mysterious [8–13]. The study is fur-
ther complicated by the discovery of a complex phase diagram at low-temperature upon hole or
electron doping. A typical example for the hole-doped compounds is sketched in Fig. 1(a) [9, 14].
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While many different cuprates exist, they all have in common the 2D CuO2 layers responsible
for the low-energy properties, eventually sandwiched between the so-called charge reservoir lay-
ers (inert electronically), as shown in Fig. 1(b)-(c) where are displayed the crystal structures of
Ca2−𝑥Na𝑥CuO2Cl2 (NaCCOC) and tetragonal CuO (t-CuO), the twomaterials onwhichwe focus
in this thesis. In the parent compounds, the Cu atoms are in a 3𝑑9 configuration, i.e. with one
partially filled orbital, while the oxygen atoms are in a 2𝑝6 configuration. The half-filled orbital is
usually of 𝑑𝑥2−𝑦2 symmetry, but it can also be 𝑑𝑥𝑦 as is the case for t-CuO.Within a band structure
picture, the presence of a half-filled band would mean that the system is metallic. However, due
to the large effective Coulomb interaction on these narrow orbitals, it is energetically favorable
for the electrons to localize [15, 16]: the parent compounds are charge transfer insulators. The
half-filled band is splitted into a lower Hubbard band (LHB) and upper Hubbard band (UHB),
and the splitting (Mott gap) is such that the lowest energy excitation is the transfer of an electron
from an O site to a Cu site, hence the name charge transfer. The gap is large: usually of the order
of 2eV or larger [9]. Even though the on-site Coulomb interaction is large, the hopping of an
electron between different Cu sites, mediated by the O atoms, is non-zero, and lead to the cou-
pling of the single electrons on each Cu site via an antiferromagnetic super-exchange term [17,
18]. Undoped cuprates are therefore antiferromagnetically ordered below the Néel temperature
𝑇𝑁 [19, 20].

Upon hole doping of the CuO2 layers, i.e. the insertion of holes, the electronic properties of the
materials change drastically. Doping is usually achieved by chemical substitution in the charge
reservoir layers that separate the 2D CuO2 layers: for instance in NaCCOC, by the substitution
of the Ca atoms by Na. At low temperatures, when increasing the hole doping one enters the
𝑑−wave [4, 6] superconductivity double dome, which vanishes at large dopings where the sys-
tem becomes a Fermi liquid. Above the second dome, at temperature 𝑇 ≥ 𝑇𝑐 is observed the
strange metal phase, characterized by a 𝑇−linear resistivity [14]. Finally, at moderate dopings
and 𝑇𝑐 ≤ 𝑇 ≤ 𝑇∗ appears the pseudogap (PG) phase [21–23] characterized in the spectral func-
tion by the opening of an anisotropic gap in the Brillouin zone (BZ) [12, 24], as well as charge
density wave (CDW) at lower temperatures [25–29].

The complex electronic properties of cuprates, highlighted by their phase diagram inwhichmany
different phases are interlaced, is extremely difficult to model theoretically. Indeed, even the
undoped antiferromagnetic insulating phase can not be accounted for by the standard density
functional theory (DFT), which within the local density approximation (LDA) would predict the
system to bemetallic since it has a half-filled band. Band structure calculations nevertheless pro-
vide a key first step in allowing to identify the partially occupied bands relevant for the description
of the low-energy electronic properties [30, 31]. In cuprates, we usually expect a single band close
to the Fermi level since only the Cu atoms have a partially filled shell. It is the result of the hy-
bridization of the Cu 𝑑𝑥2−𝑦2 and O 𝑝𝑥/𝑦 orbitals which are coupled by the hopping amplitude 𝑡𝑑𝑝.
As mentioned above, a simplified view of this problem is that the Cu 𝑑𝑥2−𝑦2 host a hole lying at
an energy 𝐸𝑑, while the O 𝑝𝑥/𝑦 is fully occupied and lies at the energy 𝐸𝑝, higher than 𝐸𝑑. The
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lowest energy excitation process is the hopping of the hole from the Cu to O with amplitude 𝑡𝑑𝑝,
but which has an extremely large cost 𝐸𝑝 − 𝐸𝑑 since the energy of double occupancy is 𝐸𝑑 ∼ 𝑈𝑑,
the Coulomb on-site repulsion. The latter being large compared to the hopping amplitude 𝑡𝑑𝑝,
the hole remains localized on the Cu site and the system has a large charge transfer gap [32].

From these considerations, the three-band model, called Emery model, taking into account the
Cu 𝑑𝑥2−𝑦2 and O 𝑝𝑥/𝑦 orbitals seems to be theminimal model possible for cuprates [33, 34]. How-
ever, a further simplification can be done by considering a single-band Hubbard model [35–37]
at half-filling, with the on-site Coulomb repulsion 𝑈 being identified to 𝐸𝑝 − 𝐸𝑑. Similarly to the
three-band model, at large 𝑈 the electrons are localized and a Mott gap opens [15, 16]. In fact,
the simplification of the three-band model to a single-band one was first argued by Zhang and
Rice, who proposed that upon doping the extra holes form a bound state between the Cu 𝑑𝑥2−𝑦2
and the surrounding O 𝑝𝑥/𝑦 orbitals, leading to the formation of the isolated Zhang-Rice singlets
(ZRS) band at the Fermi level [38]. Hence, the low-energy properties of cuprates can be ulti-
mately represented in a minimal 2D single-band Hubbard model, which we adopt in this thesis
for the study of NaCCOC and t-CuO. The one-band Hubbard model captures most of the essen-
tial phases of the phase diagram sketched in Fig. 1 when parameterized for cuprates [39]. Still, a
debate remains open on whether the one-band model can indeed capture the right physics [40,
41], and if the phenomena observed theoretically are indeed relevant for the real materials.

Although the minimal one-band Hubbard model drastically simplifies the problem, unless for
specific cases like the non-interacting and atomic limit, or in 1D, it can not be solved exactly due
to the competition between the kinetic and the electron-electron interaction terms. The Hamil-
tonian reads

𝐻 = ∑
⟨𝑖,𝑗⟩,𝜍

𝑡𝑖𝑗𝑐
†
𝑖𝜍𝑐𝑗𝜍 + 𝑈∑

𝑖
𝑛𝑖↑𝑛𝑖↓, (0.1)

where 𝑡𝑖𝑗 are the hopping amplitudes between neighbors ⟨𝑖𝑗⟩, and 𝑈 is the on-site Coulomb in-
teraction. At parameters relevant for the cuprates, the bandwidth is roughly𝑊 ≃ 8𝑡, with 𝑡 the
nearest-neighbor (NN) hopping term, and is of the order of the Coulomb repulsion 𝑈 ≃ 8 − 10𝑡
in general [31]. This prevents the use of perturbation theory, as well as weak- or strong-coupling
approximations, such that even at half-filling the problem is not tractable analytically. In this
context, the development of dynamical mean-field theory (DMFT) [42, 43], sparked by consid-
erations on the properties of the Hubbard model at infinite dimension [44–47], was a huge step
forward in the theoretical investigation of the Hubbard model, and hence of cuprates. Based on
the mapping of the full interacting lattice problem onto an embedded impurity problem, which
can be efficiently solved numerically, DMFT incorporates exactly the local correlations, and is
able to capture the Mott transition [43].

Although extremely powerful, DMFT suffers from the approximation of purely local correlations
for systems like cuprates, and in fact already at half-filling it overestimates the critical interaction
strength 𝑈𝑐 at which the Mott transition occurs [48]. A natural extension of DMFT is cluster dy-
namical mean-field theory (CDMFT), which we will use in this thesis. Within this framework,
the single site impurity is replaced by a finite size cluster of sites [49–52], so that the non-local
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correlations up to the length scale of the cluster are treated exactly in the impurity problem. The
latter is solved by the so-called impurity solvers, a large variety of which are nowadays avail-
able. Some examples are exact diagonalization methods [53, 54], renormalization group tech-
niques [55], matrix-product state (MPS) [56, 57]-based methods [58, 59], and continuous-time
quantum Monte Carlo (CTQMC) solvers [60–62]. CDMFT belongs to the family of quantum
cluster methods [52], which are either used in a self-consistent DMFT scheme like CDMFT and
dynamical cluster approximation (DCA) [63–65], or not, like the cluster perturbation theory [66,
67] and the variational cluster approximation (VCA) [68–70]. Similarly to CDMFT, although
some conceptual differences, all these techniques aim at incorporating a part of the non-local
fluctuations by considering a cluster defined in real or momentum space. Yet another route, not
used in this thesis, is to go beyond the purely local correlations by incorporating the non-local
fluctuations using diagrammatic expansions around the DMFT solution [71–76].

In addition to the theoretical difficulties in building and solving cuprates’ effective models, the
comparison to experiments is further complicated by possible effects from the charge reservoir
layers, which may shed some ambiguity on the intrinsic properties of the CuO2 planes. A typical
example is the observation in 𝑛-layer Hg based cuprates of the coexistence of CDW and antifer-
romagnetic ordering in different CuO2 layers [77, 78]. These materials are made up of groups of
𝑛 CuO2 planes, separated by charge reservoir layers. For 𝑛 ≥ 3 the CuO2 planes can be separated
into two groups: the outer planes directly connected to the charge reservoirs which can face large
structural distortions, and the inner planes protected from such deformations. While in the for-
mer the antiferromagnetic order is quickly suppressed at low doping, the inner planes show a
long-range ordering until a relatively large doping 𝑥 = 0.08 [77]. Moreover, it was interpreted re-
cently from quantum oscillations measurements that there could be a coexistence of CDW in the
outer planes and antiferromagnetic ordering in inner planes, as signaled by the presence of three
different frequencies in the oscillation spectrum [78]. This inner/outer plane differentiation also
has strong consequences on the spectral function, as was shown by angle-resolved photoemis-
sion spectroscopy (ARPES) measurements on the same family of compounds, where was found
a Fermi arc coexisting with a Fermi pocket at the nodal point in the PG phase [79]. Hence, in
order to connect the theoretical models to the experiment, it is convenient to study cuprates with
simple crystal structures, and even compounds free from charge reservoir layers.

In this thesis, we are particularly interested in NaCCOC and t-CuO, two compounds whose crys-
tal structures are shown in Fig. 1(b)-(c). NaCCOC is composed of single CuO2 planes separated
by Cl and Ca atoms, with the particularity that the apical O atoms are replaced by Cl [80–83].
It sparked some attention when discovered since this was one of the first examples of supercon-
ducting samples without oxygen octahedra [80, 81]. Strictly speaking, NaCCOC is not a copper
oxide, it is an oxychloride, but the similarity of its structure and its phase diagram [84] to those of
usual cuprates makes it a promising candidate to confront the theoretical models to experiments.
The parent compound [82] is a charge transfer insulator with a gap 0.5 ≤ Δ ≤ 2.5eV [85–89] ,
and long-range magnetic order [84]. A kink has been observed in the low-energy dispersion [86],
reminiscent of the cuprates’ waterfall feature [24], and which survives at low to intermediate
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dopings [90–92]. Upon hole doping, NaCCOC first enters the PG phase at arbitrarily low temper-
ature [26, 90–94], and becomes superconducting for dopings 𝑥 ≥ 0.1 [84].

The waterfall feature appears at the nodal point due to the crossover between two different phys-
ical regimes at low and high energy. The low-energy part is well understood in terms of spin-
polaron, that is to say carriers heavily dressed by the antiferromagnetic spin fluctuations [95–
98]. However, the high-energy part has been attributed to different possible mechanisms like
spin-charge separation [99, 100], weak-coupling spin-density wave, or to long-range hopping pro-
cesses [101, 102] within a single magnetic sublattice [98]. The PG is characterized in the spectral
function by the opening of an anisotropic gap in the BZ and the appearance of Fermi arcs (or
pockets [79]) at the nodal points [12, 24]. It was in fact first discovered in Knight shifts [21] and
spin-lattice relaxation time [22]measurements, and slightly later in transport experiments [23]. It
has been shownwith embedded quantum cluster methods like CDMFT [103–106], and DCA [65,
107–110], that the 2D one-band Hubbard model captures the PG upon hole-doping. Although
it remained mysterious for quite some time, a theoretical consensus seems to be reached nowa-
days that the PG is intimately related to the antiferomagnetic correlations. First signs were ob-
tained by quantumMonte Carlo (QMC) calculations [111], confirmed later on by quantum clus-
ter methods [104, 107, 108] using relatively small clusters, as well as larger clusters [110]. The
development of the fluctuation diagnostic reinforced the antiferromagnetic fluctuations scenario,
by showing that the dominant channel contributing to the self-energy was the spin channel at
Q = (𝜋, 𝜋) [112–114], and was further confirmed by a dual boson expansion around the DMFT
solution [75]. The similarities of the theoretical results to the experiments, for instance for the
spectral function or the phase diagram, support this interpretation [115].

We will focus on the effects of the antiferromagnetic spin fluctuations on the spectral proper-
ties of NaCCOC by simultaneously studying the waterfall feature and the PG. CDMFT [49–52]
calculations are performed with 2×2 and 8−site clusters, using the hybridization-expansion CT-
HYB [116] and the interaction-expansionCT-INT [117] solvers based on theALPSCore libraries [118],
as well as the CT-HYB [119] solver from the TRIQS library [120]. Along with the theoretical cal-
culations, ARPES measurements were carried out at the Photon Factory (Tsukuba, Japan) and
SOLEIL (Saint-Aubin, France) synchrotrons to which the author actively participated. These
measurements were performed in close collaboration with Matteo d’Astuto, Chafic Fawaz, and
Hervé Cercellier from the Institut Néel (Grenoble, France), as well as Yukiko Obata from the
Tokyo TechWorld Research Hub Initiative (Tokyo, Japan).

We find that at all dopings considered, the one-band Hubbard model solved with a 2 × 2 and
8−site cluster is in astonishing agreement with the experimental measurements. The kink in
the dispersion is particularly well reproduced, both in terms of momentum and energy position.
Consistently with the existing literature, we identify the low-energy part of the waterfall as stem-
ming from a spin-polaron by showing that the ARPES and CDMFT spectral functions are well
accounted for by the propagation of a hole in an antiferromagnetic background, the dispersion
of which is calculated within the self-consistent Born approximation (SCBA) [95]. Moreover,
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the high-energy part can be unambiguously described by assuming purely local correlations, i.e.
within the Hubbard-I approximation, which is consistent with the vision of heavily dressed car-
riers in a background of localized moments. Furthermore, by studying the state histogram of
the simple 2 × 2 cluster, it appears that the strong antiferromagnetic correlations are intimately
linked with the opening of the PG, for it promotes as the leading term of the histogram a non-
degenerate singlet state. We show, following Ref. 121, that such state leads to the suppression of
the low-energy photoemission processes and thus to the opening of the PG at the antinodes, and
argue that the picture is not limited to the specific 2× 2 cluster. Finally, we calculate the dynam-
ical spin structure factor (DSSF) for the 2 × 2 cluster, and find that it is maximum at Q = (𝜋, 𝜋)
for all dopings until 𝑥 = 0.1, confirming the role of the antiferromagnetic fluctuations. We also
identify a freezing of the inter-site spin-spin correlation function at large times 𝜏 → 𝛽/2 and at
finite dopings, in agreement with recent findings [122, 123], and show that such freezing can be
understood as a consequence of the emergence of low-energy spin excitations upon hole-doping.
Most interestingly, we argue that such freezingmay extend to arbitrarily large inter-site distances
for larger systems, given a finite momentum broadening of the Q = (𝜋, 𝜋) peak.

In contrast to NaCCOC, t-CuO has an even simpler crystal structure: it is composed of CuO
planes (not CuO2!), which are stacked along the 𝑐 axis with a tetragonal distortion characterized
by the ratio of basal and apical distances 𝑐/𝑎 ≃ 1.37 [124, 125]. In fact, t-CuOhas to be synthesized
as a thin film on a TiO2-terminated 𝑆𝑟𝑇𝑖𝑂3 (STO) substrate, and is stable until approximately 10
unit cells of CuO in the 𝑐 direction [124, 126]. Above this critical thickness, CuO returns to its
bulk low-symmetry monoclinic phase [127], in which well defined 2D CuO planes are missing.
t-CuO has not been experimentally doped yet: the lack of charge reservoir layers prevents the use
of the chemical substitution.

Ab initio studies including DFT with hybrid functionals [128–131] and DFT+U [132, 133] gave
first insights into the electronic structure of t-CuO and were able to reproduce the experimen-
tally observed tetragonal distortion [129], which is traced back to Jahn-Teller orbital ordering at
the Cu d9 ions [128, 131]. t-CuO is an insulator with a sizable gap Δ > 2.35 eV [126, 134], ac-
companied by an antiferromagnetic stripe ordering as found in resonant inelastic x-ray scattering
(RIXS) and muon spin resonance (𝜇-SR) measurements [135, 136], as well as first principle cal-
culations [128, 129, 131]. From heuristic extrapolations based on other binary transition metal
oxides (TMO) [124, 137], and DFT calculations [128, 129, 131], the Néel temperature is estimated
to be around𝑇𝑁 ≃ 800𝐾, significantly higher than the critical temperature of itsmonoclinic coun-
terpart (𝑇𝑁 ∼ 220K [127]). Most interestingly, it was observed that the ARPES and RIXS spectra
are consistent with an effective decoupling of the CuO planes into two weakly-correlated CuO2

sublattices [134, 135]. However, within the simple one-band model derived from RIXS [135], the
NN inter-sublattice hopping 𝑡𝑑 is evaluated to be about one-fourth of the next-NN (NNN) intra-
sublattice hopping 𝑡. A ratio of one-fourth is clearly too high to explain the sublattice decoupling
seen experimentally, given the strong replica features observed in ARPES and the similitude of
the magnon spectrum with that of conventional cuprates. Since the model is constructed from
a Heisenberg-like Hamiltonian, and therefore lacks the dynamical effects from electron-electron
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interactions, this raises the question on the possible role of the dynamic correlations on the sub-
lattice decoupling.

In close collaboration with Max Bramberger, Martin Grundner, Sebastian Paeckel and Ulrich
Schollwöck fromLudwig-Maximilians-UniversitätMünchen (Munich, Germany), we investigate
the dynamical influence of the electronic correlations by means of CDMFT [49–52] calculations.
Three different solvers were used: the CTQMC [60–62] hybridization-expansion CT-HYB [116]
solver for which the author performed the calculations, and two MPS [56, 57]-based impurity
solver working at effectively zero temperature and on the imaginary and the real axis [58, 59,
138–144] for which M. Bramberger and M. Grundner did the calculations. The inspection of the
different self-energy components reveals a strong suppression of the inter-sublattice correlations,
corresponding to the hopping 𝑡𝑑. This leads to an effective decrease of the non-interacting

𝑡𝑑
𝑡
∼ 1

4
ratio, and therefore the enhancement of the sublattice decoupling which justifies the view of the
CuO layers in t-CuO as two weakly coupled CuO2 layers. Having revealed the underlying mech-
anism of the sublattice decoupling, we motivate the construction of a super-cluster allowing an
improvement of themomentum resolution of our calculations without additional computational
cost. This results in a spectral function in excellent agreement with the experimental one [134],
whether using the CT-HYB sover or the MPS-based solver directly on the real axis. This hand-
shake between finite and zero temperature techniques allows to study the influence of the anti-
ferromagnetic spin fluctuations on the properties of t-CuO. Using the CT-HYB sover, we find two
different insulating regimes: a paramagnetic insulator at high temperatures, characterized by a
momentum selective divergence of the self-energy, and an antiferromagnetically ordered insu-
lator at low temperature, for which the self-energy displays a spin dependent static shift of the
order of 𝑈. This transition is accompanied by a drastic transformation of the spectral function,
which agrees with the ARPES measurements and the zero temperature calculations only in the
magnetically ordered regime, inwhich the low-energy dispersion is well accounted for by a SCBA
calculation, thus further confirming the role the spin fluctuations. Finally, based on VCA [68–
70] calculations performed by Benjamin Lenz, the sublattice decoupling is shown to survive upon
hole doping and especially in the superconducting phase: it leads to a 𝑑𝑥𝑦 superconducting or-
der parameter, which coexists with the antiferromagnetic stripes, although the two phases are in
competition [50, 145–148].

Along with the existing literature, our findings would lead to a coherent and complete picture
of the electronic properties of t-CuO, if it was not for the recent puzzling observation of param-
agnetic spin and pinned orbital moments in x-raymagnetic circular dichroïsm (XMCD)measure-
ments at the Cu 𝐿2,3 edge [136]. Since t-CuO is an antiferromagnetic insulator with a sizable gap,
one would rather expect the XMCD spectrum to be zero in the range of magnetic fields applied
(from −6.5 to 6.5T). A minimal model was proposed in Ref. 136, which captures the essential
features of the observations, but which is not line with the previous theoretical and experimental
works. Indeed, according to their model, t-CuO would be composed of CuO layers with in-plane
ferromagnetic ordering, which are antiferromagnetically stacked along the 𝑐 axis. The last layer
would follow the external field orientation and lead to the appearance of the paramagnetic spin
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moment, while the one-to-last layer would be pinned and uncompensated, hence giving rise to
the pinned moment. Instead, the presence of a 2D electron gas (2DEG) at the t-CuO/STO in-
terface would be a plausible scenario for the emergence of a paramagnetic spin moment, and
that would especially be compatible with the antiferromagnetic stripe ordering observed both in
experiments [135, 136] and ab initio calculations [128, 129, 131]. However, this possibility was
argued against in Ref. 136 because of the absence of a XMCD Ti3+ signal at the Ti 𝐿2,3 edge,
which was previously seen in LaAlO3/STO and 𝛾-Al2O23/STO heterostructures in the presence
of a 2DEG at the interface [149, 150], therefore leaving the question on the origin of these puz-
zling moments open.

By performing DFT+U [151–153] calculations on large unit cells, we show that a 2DEG emerges
at the t-CuO/STO interface upon the formation of oxygen vacancies. Most importantly, the 2DEG
is invisible at the Ti 𝐿2,3 edge since the valence of the Ti atoms remains unchanged. We there-
fore show that the 2DEG scenario for the paramagnetic spin moments is in fact not incompatible
with the XMCDmeasurements of Ref. 136. Moreover, the formation of oxygen vacancies leads to
strong distortions, mainly located at the interface, which, in combination with the misfit of the
monoxide CuO and the dioxide TiO2 layers, leads to the breaking of both the local and the global
𝐶4 rotational symmetries. This induces the pinning of the in-plane component of the orbital
moment, while the out-of plane remains proportional and collinear with the spin moments, in
excellent agreement with the XMCDmeasurements [136]. Our scenario therefore reconciles the
appearance of the paramagnetic spin and orbital pinned moments with the current knowledge
of t-CuO.

The remainder of the thesis is organized as follows. In Chap. 1, we first introduce DFT, and
discuss to which extent it can be suited for the study of the strongly correlated systems’ ground
states properties. Then, in Chap. 2, we present how a low-energy effective model suitable for
cuprates can be constructed starting from a DFT band structure, as well as a possible way of
solving it: DMFT and CDMFT. The concept of analytic continuation is introduced, which is a
necessary step to transform theMonte Carlo impurity solvers data from the imaginary to the real
axis. We also present an effective spin model suited for lightly doped cuprates that can be solved
within the SCBA, and which will prove to be useful for the interpretation of our CDMFT calcula-
tions. We proceed with the Chap. 3 dedicated to the study of NaCCOC, then Chap. 4 in which are
discussed the bulk properties of t-CuO, and finally Chap. 5 focusing on the t-CuO/STO interface
properties.
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1 Electronic Structure Calculations

1.1 Density Functional Theory

Density functional theory (DFT) has imposed itself as one of the most widely used numerical
methods to study the ground state properties of solids and molecules. One of its main strengths
lies in the fact that almost any solid can in principle be investigated ab initio, i.e. simply from the
knowledge of its crystal structure, and with nowadays computational technologies large systems
of 102−103 atoms can be considered. Another advantage of DFT is that a large range of properties
can be determined from the knowledge of the ground state: structural parameters, magnetism,
optical properties, etc. In this chapter, we aim at giving an overview of the main equations and
concepts of DFT, mainly following the review by Cottenier [154] and Kohn’s Nobel lecture [155].

A solid is composed of many electrons moving in a network of positively charged ions. The
Hamiltonian of this quantum many-body system reads:

�̂� = ̂𝑇𝑖𝑜𝑛 + ̂𝑇𝑒 + ̂𝑉𝑒−𝑖𝑜𝑛 + ̂𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 + ̂𝑉𝑒−𝑒

= −∑
𝑖

∇2
Ri

2𝑀𝑖
−∑

𝑖

∇2
ri

2𝑚𝑒
−∑

𝑖,𝑗

𝑍𝑖
||Ri − rj||

+ 1
2 ∑𝑖,𝑗

𝑍𝑖𝑍𝑗
||Ri − Rj||

+ 1
2 ∑𝑖,𝑗

1
||ri − rj||

,
(1.1)

where Ri, 𝑀𝑖 are respectively the ionic position and mass, ri, 𝑚𝑒 the electronic ones, 𝑍𝑖 is the
atomic number of the ions, and we used atomic units 𝑒 = ℏ = 1

4𝜋𝜖0
= 1. The two first terms of

the Hamiltonian ( ̂𝑇𝑖𝑜𝑛 and ̂𝑇𝑒) are the kinetic energy of the ions and the electrons, they are single
particle quantities. The last three terms are two-body operators ( ̂𝑉𝑒−𝑖𝑜𝑛, ̂𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 and ̂𝑉𝑒−𝑒) which
correspond to the Coulomb interaction between the particles. TheHamiltonian, in its exact form,
is not solvable, so methods like DFT have been developed to obtain an approximate solution.

The first step is to notice that themass of the ions is usually three orders of magnitude larger than
that of the electrons𝑀𝑖 ≫ 𝑚𝑒, such that their dynamic is much slower. The Born-Oppenheimer
approximation, in its crudest form, consists in considering the ions as frozen at fixed positions
and therefore neglecting their kinetic energy. They act as a positive charge background for the
electrons: the ion-electron Coulomb interaction term ̂𝑉𝑒−𝑖𝑜𝑛 can be considered as an external po-
tential acting on the electrons, while ̂𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 becomes a constant. Note that this assumption is
justified for the compounds under considerations in this thesis which are composed of Cu, O
atoms and eventually Ca, Cl and Na atoms, but it can break down for systems like H-based super-
conductors due to the small mass of the H atom [156]. This approximation results in a simpler
Hamiltonian:

�̂� = ̂𝑇𝑒 + ̂𝑉𝑒−𝑒 + ̂𝑉𝑒𝑥𝑡, (1.2)
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1 Electronic Structure Calculations

with ̂𝑉𝑒𝑥𝑡 the external potential created by the ionic network. A key aspect of this Hamiltonian is
that the two first terms describe a system of interacting electrons independently from the partic-
ular solid they belong to, they are universal. The material’s specificity is entirely encoded in the
external potential ̂𝑉𝑒𝑥𝑡 and the electron filling.

Although the exact Hamiltonian has been drastically simplified, Eq. 1.2 remains not solvable be-
cause of the two-body term ̂𝑉𝑒−𝑒 that couples the electrons all together. Indeed, the eigenfunctions
|𝜙(r)⟩would be obtained by Slater determinants [157], i.e. linear combinations of anti-symmetric
products of 𝑁-electron wave functions. In order to draw a rough estimate of the problem’s com-
plexity, the 𝑁-electron ground state wave function can be viewed as depending on the total num-
ber of parameters𝑀 [155]:

𝑀 ≃ 𝑝3𝑁, (1.3)

where 𝑝 is the number of parameters per variable for obtaining a desired accuracy, and at large𝑁
the number of variables for the𝑁-bodywave function is roughly 3𝑁 (in 3D space). Let us consider
the simple case of 𝑝 = 3. For a usual solid, 𝑁 ∼ 1023 and obviously Eq. 1.2 can not be solved.
A crystalline solid is periodic, so one could take into account only one unit-cell of the crystal,
making the problem much easier. For instance, the parent compound NaCCOC (𝑥 = 0) that we
study later in this thesis can be reduced to a unit cell containing a single atom of Ca, Cu, O and Cl
atoms. This amounts to a system of 74 electrons, whichwould roughly require𝑀 ≃ 33×74 ≃ 10105

parameters ! This hand wavy argument is of course simplified, but it illustrates the need for tools
to approximate the many-body problem.

One method to tackle this issue is DFT, which was formally proposed by Hohenberg and Kohn
in 1964 [158]. They formulated two theorems:

1. The ground state density 𝑛0(r) of the many-body electronic system is uniquely determined
by the external potential ̂𝑉𝑒𝑥𝑡. It follows that the ground state expectation value of any
operator �̂� is a unique functional of the ground state density

⟨𝜙0|�̂�|𝜙0⟩ = 𝑂[𝑛0] (1.4)

2. Taking �̂� to be the Hamiltonian �̂�, the ground state total energy functional reads

𝐸[𝑛] =⟨𝜙| ̂𝑇𝑒 + ̂𝑉𝑒−𝑒|𝜙⟩ + ⟨𝜙| ̂𝑉𝑒𝑥𝑡|𝜙⟩

=𝐹𝐻𝐾[𝑛] +∫𝑛(r)𝑉𝑒𝑥𝑡(r)𝑑r,
(1.5)

where 𝐹𝐻𝐾[𝑛] is the universalHohenberg-Kohn density functional that contains the kinetic
and potential energy of the electrons. The ground state energy functional𝐸[𝑛] isminimized
at the ground state density 𝑛(r) = 𝑛0(r).

These theorems tell us that the knowledge of the ground state density 𝑛0(r) provides the mate-
rial’s specific external potential ̂𝑉𝑒𝑥𝑡. Since the rest of theHamiltonian 1.2 is universal, the ground
state density determines the full �̂�, as well as the number of electrons N through its normaliza-
tion. Therefore, the ground state density contains implicitly the same amount of information
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1.2 Mapping to a solvable non-interacting problem: the Kohn-Sham equations

about the energy of the system than the ground state eigenfunction. This is a huge simplification
since only a single function 𝑛(r) has to be known. It is important to keep in mind that this is
only true for the ground state: any other density will determine a different ̂𝑉𝑒𝑥𝑡 with no physical
relevance for the system under investigation. Unfortunately, this step forward does not tell us
how to obtain the ground state density 𝑛0(r). A way to its practical determination was given by
Kohn and Sham [159] that we shall describe in the following section.

Before proceeding to the Kohn-Sham equations, it is useful to reformulate the second theorem
following the framework of Levy [160]. The idea is to start from the variational principle on the
wave functions, which gives the ground state energy as:

𝐸0 = min
𝜙
⟨𝜙|�̂�|𝜙⟩, (1.6)

where the |𝜙⟩ are chosen in a set of normalized wave functions. This minimization procedure
can be separated into two steps:
(i) given a density 𝑛(r), minimize over all the wave functions that give the density 𝑛(r),
(ii) minimize over the density functions 𝑛(r).
The energy functional therefore reads:

𝐸[𝑛] =min
𝜙(𝑛)

⟨𝜙|�̂�|𝜙⟩

= min
|𝜙⟩(𝑛)

⟨𝜙| ̂𝑇𝑒 + ̂𝑉𝑒−𝑒|𝜙⟩ +∫𝑛(r)𝑉𝑒𝑥𝑡(r)𝑑r,
(1.7)

where the minimization is done over a set of wave functions |𝜙⟩ corresponding to the density 𝑛.
Note that the second term involving an integration over the external potential does not need to be
minimized with respect to the set of wave functions since they all correspond to the same density
𝑛. The ground state energy is minimal when 𝑛 is the ground state density since:

𝐸0 = min
𝑛
[min
|𝜙⟩(𝑛)

⟨𝜙|�̂�|𝜙⟩] = min
𝑛

𝐸[𝑛]. (1.8)

The minimization has to be done under the constraint ∫𝑛(r)𝑑r = 𝑁. Introducing a Lagrange
multiplier 𝜆, we obtain the stationarity condition:

𝜕𝑇𝑒
𝜕𝑛 (r) +

𝜕𝑉𝑒−𝑒
𝜕𝑛 (r) + 𝑉𝑒𝑥𝑡(r) = 𝜆, (1.9)

which tells us that ̂𝑉𝑒𝑥𝑡 is uniquely determined by the density 𝑛.

1.2 Mapping to a solvable non-interacting problem: the
Kohn-Sham equations

The key concept of the Kohn-Sham equations is to map the many-body interacting system onto
a fictitious solvable non-interacting system which mimics the ground state density 𝑛0 [159]. Con-
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1 Electronic Structure Calculations

sider a non-interacting system, in which the electrons are moving inside an effective external
field:

�̂�0 = ̂𝑇0 + ̂𝑉0
𝑒𝑓𝑓, (1.10)

where the superscript 0 denotes the non-interacting quantities. This fictitious system can follow
the same minimization procedure as the ”true” system, and we can therefore write the following
stationarity condition:

𝜕𝑇0

𝜕𝑛 (r) + 𝑉0
𝑒𝑓𝑓(r) = 𝜆′, (1.11)

where ̂𝑉0
𝑒𝑓𝑓 is the external potential for the given density 𝑛. If this stationarity condition was to

be equivalent to that of the interacting system 1.9, we then get

𝑉0
𝑒𝑓𝑓(r) = [

𝜕𝑇𝑒
𝜕𝑛 (r) −

𝜕𝑇0

𝜕𝑛 (r)] + [
𝜕𝑉𝑒−𝑒
𝜕𝑛 (r) − 𝜕𝑉𝐻

𝜕𝑛 (r)]
⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟

𝜕𝑉𝑥𝑐
𝜕𝑛

(r)

+𝜕𝑉𝐻𝜕𝑛 (r) + 𝑉𝑒𝑥𝑡(r)

=
𝜕𝑉𝑥𝑐
𝜕𝑛 (r) + 𝜕𝑉𝐻

𝜕𝑛 (r) + 𝑉𝑒𝑥𝑡(r)

(1.12)

where the constant difference between 𝜆 and 𝜆′ can be absorbed in the external potential. 𝜕𝑉𝑥𝑐
𝜕𝑛

(r)
is the so-called exchange-correlation potential, and 𝑉𝐻 is the Hartree term defined by:

𝑉𝐻[𝑛] =
1
2 ∫𝑑r∫𝑑r′𝑛(r)𝑛(r′)|r − r′| . (1.13)

Now, the non-interacting Hamiltonian, which shall be called the Kohn-ShamHamiltonian here-
after, can be written:

(�̂�0 =) �̂�𝐾𝑆 = −∑
𝑖

∇2
𝑖

2𝑚𝑒
+∫𝑑r′ 𝑛(r′)|r − r′| +

̂𝑉𝑥𝑐 + ̂𝑉𝑒𝑥𝑡 (1.14)

where the exchange correlation potential is given by:

̂𝑉𝑥𝑐 =
𝜕𝑉𝑥𝑐
𝜕𝑛 . (1.15)

Therefore, the many-body interacting problem can be mapped onto the non-interacting effective
Kohn-Sham Hamiltonian, which consists of non-interacting electrons subject to two potentials:
the material’s specific ̂𝑉𝑒𝑥𝑡, and the effective exchange-correlation potential ̂𝑉𝑥𝑐. ̂𝑉𝑥𝑐 contains all
the involved contributions from the electron-electron interaction that are not included in the sim-
ple Hartree term. If in principle the mapping is exact, in general ̂𝑉𝑥𝑐 is unknown and needs to be
approximated.

Assuming for a moment that ̂𝑉𝑥𝑐 is known, the initial variational problem of finding the ground
state density of the fully interacting Hamiltonian is reformulated into solving the effective Kohn-
Sham Hamiltonian for its ground state. Since it is a non-interacting Hamiltonian, its eigenfunc-
tions can be obtained from:

�̂�𝐾𝑆|𝜙𝑖⟩ = 𝜖𝑖|𝜙𝑖⟩ (1.16)
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Figure 1.1: Sketch of the DFT self-consistent cycle at the iteration j. When the desired accuracy 𝛿𝑒𝑟𝑟 is
reached, the procedure is stopped and the ground state density 𝑛0 can be extracted.

where the |𝜙𝑖⟩ are the Kohn-Sham wave functions. The exact ground state density is then given
by:

𝑛0(r) =
𝑁
∑
𝑖
𝜙∗𝑖 (r)𝜙𝑖(r). (1.17)

This is a significant improvement, since instead of solving the interacting problem we can solve
Eq. 1.16. However, one has to note that the Kohn-Sham wave functions are not the eigenfunc-
tions of the original interacting problem. Only the density 𝑛0(r) calculated from these functions
using Eq. 1.17 has a physical meaning. Similarly, the Kohn-Sham energies 𝜖𝑖 are not the one of
the physical system, although some of them can approximately be identified to the ionization
energies [161, 162].

One of the prices to pay for this construction, besides the determination of the exchange corre-
lation that we still assume to be known for now, is that the latter ̂𝑉𝑥𝑐 and the Hartree potential
̂𝑉𝐻 depend on the density 𝑛(r). Hence, the Kohn-Sham Hamiltonian that we solve for its den-

sity 𝑛(r), depends on this very density 𝑛(r). We face here a self-consistent problem, that can be
tackled by the following procedure (sketched in Fig. 1.1):

(i) Start from an initial guess 𝑛𝑗=0(r) (not to be mistaken with the ground state density 𝑛0(r)),
(ii) Determine the corresponding Hartree and exchange correlation terms ̂𝑉𝐻 and ̂𝑉𝑥𝑐,
(iii) Solve the Kohn-Sham Hamiltonian 1.16 for its eigenfunctions |𝜙𝑖⟩
(iv) Compute the new density 𝑛𝑗+1(r) using Eq. 1.17
(v) if 𝑛𝑗+1(r) ≃ 𝑛𝑗(r)up to the desired accuracy, stop the procedure and the ground state density

is 𝑛0(r) = 𝑛𝑗+1(r). If not, go back to (ii) and iterate.

Up to now, asmentioned above the procedure is exact (apart from theBorn-Oppenheimer approx-

21



1 Electronic Structure Calculations

imation). In fact, the interactionswere hidden under the carpet since all the unknown termswere
put into the exchange correlation potential. For practical calculations however, approximations
of the exchange-correlation are needed.

1.3 Local Density Approximation

One of the most popular approximation to the exchange-correlation functional is the so-called
local density approximation (LDA), which was already proposed by Kohn and Sham [159]. It is
based on the observation that if the density of a system is sufficiently slowly varying, then the
exchange correlation function can be written:

𝑉𝐿𝐷𝐴
𝑥𝑐 [𝑛] = ∫𝑛(r)𝜖𝑥𝑐(𝑛(r))𝑑r, (1.18)

where 𝜖𝑥𝑐(𝑛(r)) is the exchange-correlation energy of the homogeneous electron gas at a par-
ticular density 𝑛(r), which is known numerically. The main idea behind is the following: if the
density 𝑛(r) is slowly varying, then it can be divided into infinitesimal volumes where the density
is locally constant. In each of these small volumes, at position r, the electron gas can be consid-
ered as homogeneous, and therefore the exchange-correlation energy in each individual volume
can be approximated by the well known exchange-correlation energy of an homogeneous gas of
density equal to 𝑛(r) (the local density of the true system). The total exchange-correlation func-
tional is then obtained by integrating over all these infinitesimal volumes, yielding Eq. 1.18.

Within LDA, 𝑉𝑥𝑐[𝑛] is purely local since the contribution to the functional at each point r is given
by 𝜖𝑥𝑐 evaluated at 𝑛(r), and which is independent from the surrounding density. We expect this
approximation to behave well for solids with delocalized electrons, likemetals, for the wave func-
tions in these systems extend over large distances thus leading to smoothly varying densities. In
fact, it has proven to be efficient for many other systems beyond metals. It is for this reason that
sometimes the Kohn-Sham energy bands are directly compared to ARPES measurements for in-
stance, as will be done later in this thesis: for weakly correlated orbitals, the correction from the
exchange-correlation potential is small and the electronic properties are rather lead by the crys-
talline potential which is accurately taken into account within DFT.

LDAcan be extended to the spin polarized casewith the local spin density approximation (LSDA),
which can be written:

𝑉𝐿𝑆𝐷𝐴
𝑥𝑐 [𝑛] = ∫𝑛(r)𝜖𝑥𝑐(𝑛↑(r), 𝑛↓(r))𝑑r, (1.19)

where 𝑛↓/↑ is the density for down/up spins, and 𝜖𝑥𝑐 is now the exchange-correlation energy of
the homogeneous spin polarized gas.

However, for materials like TMOs, such as NaCCOC or t-CuO that we study in this thesis, for
which the valence electrons tend to be rather localized on atomic-like orbitals, the assumption of
slowly varying density breaks down. While non-magnetic LDA predicts NaCCOC and t-CuO to
be metallic (see Fig. 3.1(c) and Fig. 4.2), experiments show that they are insulators with a quite
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1.4 Local Density Approximation + U

sizable gap [85, 124]. The electronic correlations are responsible for the localization of the elec-
trons in such system: a more refined treatment is needed.

Many improvements to the local approximation have been formulated, a natural one being the
generalised gradient approximation (GGA) in which the dependence to the gradient of the den-
sity is incorporated [163, 164], and which remains computationally cheap. Another possibility,
more computationally demanding, is to include explicitly a part of the exact Hartree-Fock ex-
change

𝑉𝐻𝐹 = −12 ∑𝑖,𝑗
𝑓𝑖𝑓𝑗∫𝑑r∫𝑑r′

𝜙∗𝑗 (r)𝜙𝑖(r)𝜙∗𝑖 (r′)𝜙𝑗(r′)
|r − r′| (1.20)

which depends on the Kohn-Sham orbitals, i.e. is indirectly linked to the density. This class
of approximation are called hybrid functionals [165], and they differ by the amount of mixing
between the exact exchange and the LDA/GGA exchange correlation energy. We do not aim here
at listing all the different approximations available which have been more or less successfully
applied to real materials studies. We will instead focus on one of these many extensions of LDA
in thenext section, called LDA+U[151–153], thatwehave used in this thesis to study the interface
properties of t-CuO.

1.4 Local Density Approximation + U

TMOs and rare-earth compounds showing theMott-insulator transition usually contain partially
filled 𝑑 or 𝑓 orbitals. The Comlomb interaction is effectively much stronger in these narrow
orbitals as compared to the other shells since the electron-electron distance is shorter, and the
inter-site overlaps smaller. Such materials can be insulating although they have a partially filled
shell, in contrast to the usual band insulators. They are called Mott insulators [15, 16]. Not only
LSDA usually predicts these materials to be metallic, but it also fails to capture the magnetic
ground state. For instance for t-CuO, or NaCCOC (𝑥 = 0), the magnetic order vanishes in LSDA
while there is experimental evidence for long-range magnetic order [136, 166]. The failing of
LSDA for these system can be traced back to two main reasons [151, 167–170]:

1. the LSDApotential is orbital independent since it is built on thehomogeneous gas exchange-
correlation potential.

2. In LSDA, the splitting between two different spin states is governed by the homogeneous
gas exchange parameter J, while in the Mott insulators it should be lead by the Coulomb
interaction 𝑈 ≫ 𝐽 as will be shown in the following [151].

In 1991, Anisimov et al. proposed in Ref. 151 to overcome the LSDA shortcomings by adding an
effective potential based on the mean-field solution of the Hubbard model [35–37], which is a
simple model known to well account for strongly correlated systems [171]. Its simplest version
consists of electrons moving on an effective single-orbital lattice:

𝐻 = ∑
⟨𝑖,𝑗⟩,𝜍

𝑡𝑖𝑗𝑐
†
𝑖𝜍𝑐𝑗𝜍 + 𝑈∑

𝑖
𝑛𝑖↑𝑛𝑖↓, (1.21)
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1 Electronic Structure Calculations

where 𝑐†𝑖𝜍, 𝑐𝑖𝜍 are the creation and annihilation operators of an electron on site 𝑖 with spin 𝜎, 𝑛𝑖𝜍
is the occupation operator, 𝑡𝑖𝑗 is the hopping amplitude from site 𝑗 to 𝑖which is summed over the
pairs of neighboring sites ⟨𝑖, 𝑗⟩, and 𝑈 is the effective on-site Coulomb interaction.

If 𝑡𝑖𝑗 ≫ 𝑈, the electrons delocalize and the ground state energy dispersion is given by the Four-
rier transformation of the hoppings 𝑡𝑖𝑗. In such a case, LSDA is a good approximation since the
electronic wave functions are delocalized and the limit of the free electron gas is recovered. If
𝑈 ≫ 𝑡𝑖𝑗 however (atomic limit), at half-filling, the electrons localize such that each orbital is
singly occupied. The hopping processes are effectively suppressed because of the strong energy
barrier 𝑈 which makes the double occupation energetically too costly. This situation is similar
to that of TMOs: the electronic wave functions are localized, they show strong local variations
leading to the breakdown of the LSDA approximation.

The LDA+U approach [151–153] consists in treating the exchange-correlation potential with a
mean-field solution of the Hubbard model in the atomic limit for the subset of 𝑑 and/or 𝑓 shells,
while the remaining delocalized 𝑠, 𝑝 electrons are still treated within LSDA. We represent the 𝑑
or 𝑓 shell by a 𝑁 orbital-degenerate system, for which the Hamiltonian can be written down for
one site only in the atomic limit 𝑈 ≫ 𝑡𝑖𝑗:

𝐻 = 𝑈
2 ∑

𝛼,𝛼′
𝛼≠𝛼′

𝑛𝛼𝑛𝛼′ (1.22)

where 𝛼 = {𝑚, 𝜎} combines the spin (𝜎) and orbital (𝑚 = 1,… ,𝑁) indices. Following Ref. 151, we
show in the following that this simple Hamiltonian can overcome the two limitations of LSDA
mentioned earlier in this section.

In the single orbital 𝑁 = 1 case at half-filling, if the system is paramagnetic 𝑛↑ = 𝑛↓ = 0.5 then
its energy at the mean-field level is 𝐸𝑃𝑀 ≃ 𝑈

4
. This is not optimal compared to the spin-polarized

case with 𝑛↑ = 1 (or 𝑛↓ = 1) which yields 𝐸𝑆𝑃 ≃ 0. The system favors the magnetic polarized so-
lution and the energy splitting between the two spin states is≃ 𝑈, i.e. is governed by the Coulomb
interaction, in contrast to the LSDA approximation where it is lead by the homogeneous gas’ ex-
change parameter. This exchange parameter is to be identified with the Hund’s exchange, which
is usually order order 1eV, much smaller than the effective Coulomb interaction𝑈 ≃ 10eV [151].

Now consider a𝑁 orbital degenerate systemwith 𝑛 electrons. In the paramagnetic (both in terms
of spin and orbital) limit, each of the 2𝑁 energy levels are filled by 𝑛

2𝑁
electrons. Thus, the mean-

field estimate for the energy is:

𝐸𝑃𝑀 ≃ 𝑈
2 2𝑁(2𝑁 − 1)( 𝑛2𝑁)

2
= 𝑈

2 (1 −
1
2𝑁)𝑛

2 (1.23)
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1.4 Local Density Approximation + U

If spin polarization only is allowed, then the majority states will be on average occupied by 𝑛
𝑁
(1)

electrons if 𝑛 < 𝑁 (𝑛 > 𝑁), and the minority states by (𝑛−𝑁)
𝑁

if 𝑁 < 𝑛 ≤ 2𝑁, and 0 otherwise.
This leads to:

𝐸𝑆𝑃 ≃
𝑈
2 𝑁(𝑁 − 1)( 𝑛𝑁)

2
= 𝑈

2 (1 −
1
𝑁)𝑛

2 𝑖𝑓 0 < 𝑛 ≤ 𝑁

𝐸𝑆𝑃 ≃
𝑈
2 (1 −

1
𝑁)𝑛

2 + 𝑈(𝑛 − 𝑁) 𝑖𝑓 𝑁 < 𝑛 ≤ 2𝑁.
(1.24)

The spin polarized solution improves the energy compared to the paramagnetic case, but it is
still not optimal. Most importantly, because of the orbital mixing the Slater gap is only between
states of different spins. Therefore, there will be a gap only at half-filling, since for lower (higher)
occupations states with the same spin flavor as the last occupied ones are available, providing
gapless excitation channels. This underlines the necessity of including orbital polarization, since
if we consider that the n electrons preferably occupy a certain set of orbitals, the ground state
energy is approximately:

𝐸𝑆𝑂𝑃 ≃
𝑈
2 𝑛(𝑛 − 1). (1.25)

Orbital and spin polarization therefore leads to the most optimal ground state energy, and the
gap between the higher occupied state and the lower unoccupied is ≃ 𝑈, in contrast with stan-
dard LSDA in which the splitting is governed by Hund’s exchange 𝐽 ≪ 𝑈 [151, 172]. Similarly
to the spins, the orbital degree of freedom also polarizes due to the interactions, what can not be
captured by the LSDA orbital-independent potential. To this effect can be added the crystal field
splitting acting on the orbitals, which is usually weaker than the Coulomb interaction driven po-
larization.

LDA+U incorporates these effects in practice by defining a rotationally invariant potential for
the correlated orbitals [153] (written for a single site for simplicity):

𝑉𝑈[𝑛] = 1
2 ∑
𝑚1,𝑚2,𝜍

𝑈𝑚1𝑚2𝑛𝑚1−𝜍𝑛𝑚2𝜍 + ∑
𝑚1>𝑚2,𝜍

(𝑈𝑚1𝑚2 − 𝐽𝑚1𝑚2)𝑛𝑚1𝜍𝑛𝑚2𝜍 (1.26)

where 𝑈𝑚1𝑚2 = ⟨𝑚1𝑚2| ̂𝑉𝐶𝑜ᵆ𝑙𝑜𝑚𝑏|𝑚1𝑚2⟩ and 𝐽𝑚1𝑚2 = ⟨𝑚1𝑚2| ̂𝑉𝐶𝑜ᵆ𝑙𝑜𝑚𝑏|𝑚2𝑚1⟩ are the screened
Coulomb interaction matrix elements. The LSDA potential is corrected via:

𝑉[𝑛] = 𝑉𝐿𝑆𝐷𝐴[𝑛] + 𝑉𝑈[𝑛] − 𝑉𝑑𝑐[𝑛] (1.27)

where 𝑉𝑑𝑐[𝑛] ensures that we recover the LSDA potential in absence of orbital polarization and
is defined by:

𝑉𝑑𝑐[𝑛] = 1
2𝑈𝑛(𝑛 − 1) − 1

2𝐽(𝑛
↑(𝑛↑ − 1) + (𝑛↓(𝑛↓ − 1)) (1.28)

with 𝑈 and 𝐽 the screened Coulomb and exchange parameters.

One of the main advantage of LDA+U is that it is computationally cheap. It will prove extremely
useful in the study of the interface properties of the t-CuO/STO junction in Chap. 5 of this thesis.
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1 Electronic Structure Calculations

For these kind of systems, DFT is the only computationally accessible technique due to the sys-
tem size to be considered and LSDA alone would fail to give a correct description. Indeed t-CuO
would be predicted to be a non-magnetic metal, preventing us to draw scenarios on the appear-
ance of magnetic moments at the t-CuO/STO interface.

A clear limitation of LDA+U is that it requires spin and orbital polarization to open an elec-
tronic gap. This is related to the fact that this method amounts to add a constant and purely real
correction term (the self-energy) to the non-interactingHamiltonian. Such correction is non zero
only if the system displays an orbital and/or spin polarization. The self-energy, that we discuss in
more details in the next chapter, incorporates the modification of the non-interacting Hamilto-
nian from the presence of electronic interactions. Since it is fully real within LDA+U, the Kohn-
Sham energies are purely real, whichmeans that they have infinite lifetime. We remain in a band
structure picture. LDA+Uwould not be able to capture a correlation-driven gap in the half-filled
paramagnetic case as we will observe later in Chap. 4. In this situation, the metal-insulator tran-
sition is related to the divergence of the imaginary part of the self-energy at the Fermi level which
suppresses the quasiparticle excitations [171] and decreases drastically their lifetime. All these
effects showed to be essential to capture the spectral properties that can be probed for instance
in photoemission measurements, and for which the knowledge of the excited states is essential
but can not be obtained from a DFT calculation.

For all these reasons, one has to go beyond DFT(+U) and treat the interaction effects in the cor-
related subsystem: the 𝑑 orbitals for the systems under investigation in this thesis. The Hubbard
model has proven to be useful at the simple mean-field level within LDA+U, but a more involved
treatment is needed to obtain the dynamic electronic properties. One powerful method is the
so-called DMFT and its cluster extension CDMFT that we describe in the next chapter.
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2 Many-Body Methods

2.1 From the band structure to a low-energy effective model

Despite the developments of new functionals, band-theory remains strongly limited for the de-
scription of correlated systems like the family of the TMOs [5], to which the copper oxides be-
long. The Coulomb interaction𝑈 being of the same order of magnitude than the bandwidth𝑊, a
mean-field treatment of the interaction fails and perturbation theory can not be applied neither
in 𝑈, nor in 𝑊. Moreover, in order to interpret experimental probes like ARPES, the inclusion
of the dynamic effects is essential (see App. A). Indeed, in a metal the quasi-free electrons have
a long life-time which leads to sharp experimental bands close to the theoretical band picture.
In contrast, strongly correlated systems can yield dramatic lifetime suppression, spectral weight
redistributions, resulting in a much different spectral function as we shall see later in this thesis.
Effective models, which focus on a restricted set of degrees of freedom, are needed to describe
the relevant mechanisms in those materials.

In this section, we first motivate the use of the Hubbard model as an effective system that aims at
describing the low-energy physics of copper oxides. We then present a way to parameterize the
model such that it is suited to capture the essential low-energy physics of a specific material.

2.1.1 The Hubbard model

The rich phase diagram of copper oxides at low temperature is related to the low-energy proper-
ties, i.e. to the electronic states close to the Fermi level. Since we have seen that the manifold of
low-energy bands for such materials is rather related to localized orbitals, we can model it by a
simple lattice of atomic-like orbitals. The overlaps between these orbitals allow the electrons to
hop between neighboring sites, which can be represented by a tight-binding (TB) Hamiltonian.
In the case of copper oxides, the 𝑑 orbitals of the Cu atoms are in a 𝑑9 configuration due to the
hybridization with the surrounding O atoms: all 𝑑 orbitals are filled but one, usually the 𝑑𝑥2−𝑦2
which is half-filled. It has been proposed by Zhang and Rice that the low-energy properties of
such system can be approximated by a single-orbital model due to the formation of ZRS between
the Cu 𝑑𝑥2−𝑦2 and O 𝑝𝑥/𝑦 orbitals centered on the Cu sites [38], which then leads to a single-band
TB Hamiltonian:

𝐻0 = ∑
⟨𝑖,𝑗⟩,𝜍

𝑡𝑖𝑗𝑐
†
𝑖𝜍𝑐𝑗𝜍, (2.1)

where the indices 𝑖 refer to the lattice sites, and 𝑡𝑖𝑗 is the hopping amplitude between two neigh-
bors ⟨𝑖, 𝑗⟩. 𝐻0 gives rise to energy bands similarly to DFT. The ZRS form a 2D lattice of single
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orbitals, and for the sake of simplicity we assume that the hopping terms are limited to the NN
term 𝑡. Using a Fourier transformation, one easily finds the following energy dispersion:

𝜖(k) = −2𝑡[cos(𝑘𝑥) + cos(𝑘𝑦)], (2.2)

where we set the lattice constant 𝑎 = 1. This dispersion (Fig. 2.1(c)) can, for instance, be com-
paredwith the band structure of NaCCOC (Fig. 2.1(a)) calculated using theWien2k package [173,
174] along the the Γ − 𝑋 − 𝑀 − Γ k-path. As expected from the ZRS approximation, the low-
energy part of NaCCOC is composed of an almost isolated single band crossing the Fermi en-
ergy. LDA predicts the system to be metallic since the ZRS band is half-filled, as discussed in the
previous chapter. The simple TB results looks quite alike the DFT band that crosses the Fermi
energy (see Fig. 2.1(c)), and in fact by including longer-range hoppings and choosing the right
hopping parameters, one can adjust the TB dispersion so to fit as best a possible the DFT bands
(see Fig. 2.1(c)). We show later in this section that this parameterization can be done rigorously
by a transformation of the delocalized Bloch-like wavefunctions used in DFT (Fig. 2.1(d)) into
a set of atomic-like localized Wannier functions (Fig. 2.1(e)). By providing the non-interacting
part 𝐻0 of the effective Hamiltonian, the band structure calculations with the LDA functional is
a good starting point.

To our TB hamiltonian we can now add the Coulomb interaction, which in principle is a long-
ranged interaction. The problem is simplified by considering that, due to electronic screening
of the Coulomb potential, the effective on-site interaction 𝑈 is much larger than the inter-site
interaction 𝑉, which is then neglected in our modeling. This is verified in cuprates as shown by
Hirayama et al. for different compounds: 𝑈 is typically almost an order of magnitude larger than
V [31]. Moreover, as is explained in Chap. II, 3 and 4, we will restrict our effective model to a
single effective ZRS orbital on each site. With the addition of the on-site interaction 𝑈, we get to
the well-known Hubbard model [35–37]:

𝐻 = ∑
⟨𝑖,𝑗⟩,𝜍

𝑡𝑖𝑗𝑐
†
𝑖𝜍𝑐𝑗𝜍 + 𝑈∑

𝑖
𝑛𝑖↑𝑛𝑖↓, (2.3)

which we already mentioned in the context of LDA+U. This model can not be solved exactly be-
cause of the interplay between the one-body kinetic term and the two-body interaction one. To
solve it beyond themean-field solution, we use the powerful method called DMFT [42, 43] that is
described later in this chapter. The combination of LDA to obtain the band structure and DMFT
to treat the correlated subsystem is usually called single-shot LDA+DMFT, and was first apply
shortly after DMFT was invented under the name of LDA++ [49, 152].

One might be puzzled here since in principle a part of the electronic interactions is taken into
account at the DFT level, and which seems to be ignored in the TB Hamiltonian, such that if
we add interactions to 𝐻0 we shall face a double-counting problem. The interactions within
DFT lead to a constant self-energy for each band, i.e. static band-dependent energy shifts which
have to be corrected before adding correlations to the model [152]. In this thesis, the problem of
double-counting is avoided since we consider only the single-band Hubbardmodel for which the
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Figure 2.1: (a) Crystal structure of NaCCOC (𝑥 = 0) with a sketch of the k path in the first BZ. (b) Band
structure obtained with a LDA calculation, along with the Wannier band obtained with the
MLWF method (blue points). (c) Wannier band (blue points), and its approximated TB band
obtained by neglecting the hoppings terms beyond the NNNN. The orange dashed-dotted line
shows the 2D dispersion of Eq. 2.2 calculated with only 𝑡. (d) Sketch of a delocalized Bloch
wavefunction 𝜙𝑛k(r): the black lines represent the periodic function 𝑢𝑛k weighted by the e𝑖kr
term (green). (e) Sketch of localized Wannier functions 𝑤𝑛(r) centered around the atomic po-
sitions {𝑛}.

constant shift can be absorbed in the chemical potential.

Now that we have motivated the use of the Hubbard model as an effective system for the cor-
related manifold, we are left with describing how to parameterize the hopping and interaction
parameters to obtain a realistic description of the low-energy properties of thematerial of interest
(the subject of the remainder of this section), and how efficiently solve this model (the remainder
of this chapter).

2.1.2 Parameterization

The DFT bands can be expressed with a set of delocalized Bloch wavefunctions (illustrated in
Fig. 2.1(d))

𝜙𝑛k(r) = 𝑢𝑛k(r)e𝑖kr, (2.4)

where 𝑢𝑛k(r) is a periodic function of r, i.e. 𝑢𝑛k(r + R) = 𝑢𝑛k(r) with R a lattice vector. To
parameterize the non-interacting part of Eq. 2.3, we need to switch to a localized basis set {|𝑤𝑖⟩}
and compute the hopping terms as the overlaps between neighboring sites:

𝑡𝑖𝑗 = ∫𝑑r⟨𝑤𝑖|𝐻𝐾𝑆||𝑤𝑗⟩. (2.5)
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2 Many-Body Methods

There exist different methods to perform the transformation to a localized basis: one can use
linear muffin-tin orbitals [49, 152, 175], N-th order muffin-tin orbitals [176], Wannier functions
constructed by projection [177, 178], or projection of the full-potential linear augmented plane-
wave onto a local basis [179, 180], just to name a few. In this thesis, we have use another method
called the maximally localized Wannier functions (MLWF) [181, 182] that we present in the fol-
lowing.

From an isolated manifold of N occupied bloch bands 𝜙𝑛k(r), a set of N Wannier functions
𝑤𝑛R(r − R), where R is a lattice vector, can be constructed:

|𝑤𝑛R⟩ =
𝑉

(2𝜋)3
∫
𝐵𝑍
(

𝑁
∑
𝑚=1

𝑈k
𝑚𝑛|𝜙𝑚k⟩)e−𝑖kR𝑑k. (2.6)

The integration is done over the BZ, and𝑈k is a unitary matrix mixing the bands at each k point.
TheWannier functions are not unique since:

(i) the Bloch wave functions are defined up to a phase factor e𝑖𝜃(k),
(ii) At each k point the set of occupied bands may be unitary transformed by some 𝑈k.

Instead of being an issue, this non-uniqueness of theWannier functions can be exploited to con-
struct MLWF as was first proposed by Marzari et al. [181]. The strategy consists in performing a
variational search of the unitary matrix 𝑈k that minimizes the spread function of the Wannier
orbitals around their center:

Ω =
𝑁
∑
𝑛=1

⟨(r − ⟨r⟩𝑛)
2⟩
𝑛
=

𝑁
∑
𝑛=1

(⟨r2⟩𝑛 − |⟨r⟩𝑛|2)

⟨ ̂𝐴⟩𝑛 = ⟨𝑤𝑛0| ̂𝐴|𝑤𝑛0⟩.
(2.7)

It is easily shown that the spread function Ω can be separated into two parts:

Ω =
𝑁
∑
𝑛=1

(⟨r2⟩𝑛 −∑
𝑚R
|⟨𝑤𝑚R|r|𝑤𝑛0⟩|

2) +∑
𝑛

∑
𝑚R≠𝑛0

|⟨𝑤𝑚R|r|𝑤𝑛0⟩|
2

=Ω𝐼 + Ω̃.

(2.8)

It turns out thatΩ𝐼 is gauge invariant [181], that is to say that it does not depend on the choice of
the unitary matrix 𝑈k, such that the minimization procedure is only done on Ω̃ by evolving 𝑈k

using a standard minimization algorithm. Note that the set of matrices 𝑈k can be constrained if
one expects a MLWF of a certain symmetry, for more details the interested reader can refer to the
wannier90 package documentation [183, 184].

The main drawback of this method is that it is constructed on the assumption that there is an
isolated set of N Bloch wavefunctions at our disposal. However, this is usually not the case, and
especially when constructing simpler effective models like the single band Hubbard model we
use in this thesis. Indeed, by inspecting Fig. 2.1(b), we notice that the band of interest is entan-
gledwith themanifold of bands lying around−1.5eV, preventing us fromusing the abovemethod
directly since it is designed to extract 𝑁Wannier functions from a set of 𝑁 bands.
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2.1 From the band structure to a low-energy effective model

To overcome this issue, a disentanglement procedure was proposed by Souza et al. in Ref. 182,
which amounts to perform an additional minimization of the gauge invariant function Ω𝐼. The
first step is to select an energy window containing 𝑁𝑘 ≤ 𝑁 bands. At each k point, there exist
multiple 𝑁-dimensional subspaces 𝒮(k) which can be spanned by unitary transformation of the
𝑁𝑘 states:

||𝑢
𝑜𝑝𝑡
𝑛k ⟩ = ∑

𝑚∈𝑁𝑘

𝑈𝑑𝑖𝑠(k)
𝑚𝑛 |𝑢𝑚k⟩, (2.9)

where 𝑈𝑑𝑖𝑠(k) is a rectangular 𝑁𝑘 × 𝑁 matrix, said to be unitary since 𝑈𝑑𝑖𝑠(k)(𝑈𝑑𝑖𝑠(k))† = 𝟙, and
|𝑢𝑛k⟩ refers to the periodic part of the Bloch functions. Since Ω𝐼 is invariant within a given sub-
space 𝒮(k), it can be considered as a functional of the subspace Ω𝐼[𝒮(k)]. For each k point, the
latter is minimized by choosing the optimal subspace 𝒮(k)𝑜𝑝𝑡, and then Ω̃ is optimized within each
𝒮(k)𝑜𝑝𝑡.

For a physical interpretation of this additional minimization, it is insightful to re-write Ω𝐼 as
follows [182]:

Ω𝐼 ∝ ∑
k,k′

𝑤k′

𝑁
∑
𝑚=1

(1 −
𝑁
∑
𝑛=1

|𝑀(k,k′)
𝑚𝑛 |2),

𝑀(k,k′)
𝑚𝑛 = ⟨𝑢𝑚k|𝑢𝑚k+k′⟩,

(2.10)

where 𝑤k′ is a weight arising from the discretization linked with finite differences [181]. Intu-
itively, we notice that Ω𝐼 is minimum when the overlaps 𝑀(k,k′)

𝑚𝑛 are maximized, i.e. when 𝒮(k)

is the subspace with minimum mismatch as k is varied. For instance, in the attempt to apply
such procedure to the case of NaCCOC, 𝒮(k) is optimal when it keeps the single band crossing
the Fermi energy and excludes the bands from the −1.5eVmanifold.

MLWF can be routinely obtained from a band structure calculation with the wannier90 pack-
age [183, 184]. Most importantly, hopping parameters can be extracted and an effective TBHamil-
tonian is obtained. In Fig. 2.1(b)-(c), we show an example of an effective MLWF band obtained
for NaCCOC by fitting the ZRS band that crosses the Fermi energy, and its approximated TB band
for which the hopping terms were kept until the next-NNN (NNNN) neighbor. The Kohn-Sham
band is extremely well reproduced by theWannier band, as well as the simpler TB band: we now
dispose of a low-energy non-interacting model with a set of hopping parameters 𝑡𝑖𝑗 obtained ab
initio.

Having determined the non-interacting part of our effective model, we are left with the Coulomb
interaction 𝑈. In principle, the Coulomb matrix (in the case of a multi-orbital system) can be
determined ab initio [185] using method like the constrained random phase approximation [186,
187], or constrained DFT [188–190], but in this thesis we either determined it via a fit to an ex-
perimental measurement, or empirically. We therefore do not describe the procedure here, and
rather go on with the description of a way to solve our realistic Hubbard model: the dynamical
mean-field theory (DMFT).
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2 Many-Body Methods

2.2 Solving the Hubbard model: Dynamical Mean-Field
Theory

There is no exact solution to the Hubbard model, except for limiting cases like the atomic limit
(𝑡𝑖𝑗 = 0), or the non-interacting limit (𝑈 = 0), or in 1D [191]. As we have seen in the previ-
ous chapter, static mean-field approaches can lead to constant and purely real corrections to the
(almost) non-interacting solution, but it is insufficient for instance to capture the physics of the
Mott insulating transition. In contrast, DMFT [42, 43] in its construction retains the full dynam-
ics of the local quantum fluctuations. It is based on a mapping from the full lattice interacting
problem onto an impurity model in which a site is dynamically embedded into a self-consistent
electron bath. The impurity model can be seen as an Anderson’s impurity model (AIM) [18] in
which all the local fluctuations are treated exactly (while non-local correlations are discarded),
and which can be efficiently solved numerically. In contrast to the well-knownWeiss molecular-
field theory for the Ising Model [192], in which the spin interactions are replaced by the action
of a static mean-field, in DMFT the occupation of the effective impurity site is not kept constant
since electrons can hop back and forth from the electron bath, i.e. it is a time-dependent problem.
In principle, DMFT makes no further approximation and is valid for all ranges of temperatures,
interaction strength, and similarly to the Weiss theory it becomes exact in the limit of infinite
dimension 𝑑 → ∞, which amounts to 𝑧 → ∞ with 𝑧 the coordination number.

In fact, DMFT was developed after the pioneering works of Metzner and Vollhardt [44–47] who
studied the properties of the Hubbard model in infinite dimensions, that we present first in this
section. Following these findings, Ohkawa [193] and Georges and Kotliar [42] showed that in the
𝑑 → ∞ limit there is an exact mapping between the Hubbard model and the AIM with an effec-
tive non-interacting electronic bath. We detail one of the possible derivations, the so-called cavity
method [42, 43], and finally present the set of self-consistent equations at the heart of DMFT.

2.2.1 The limit of infinite dimension

Similarly to the Ising model, the Hubbard model in infinite dimension yields peculiar proper-
ties [44–46] thatwill lead to drastic simplifications of the problem. We first recall theHamiltonian
for the single-orbital case:

𝐻 = ∑
⟨𝑖,𝑗⟩,𝜍

𝑡𝑖𝑗𝑐
†
𝑖𝜍𝑐𝑗𝜍 + 𝑈∑

𝑖
𝑛𝑖↑𝑛𝑖↓ − 𝜇∑

𝑖
𝑛𝑖, (2.11)

wherewe keep, for the sake of simplicity, only the nearest-neighbor hopping term 𝑡, andwe added
the chemical potential (𝜇) term. Since the Hubbard𝑈 interaction is purely local, only the kinetic
part of the Hamiltonian depends on the dimension 𝑑 of the problem. Assuming that the system
is a d-dimensional hypercubic lattice, i.e. the coordination number is 𝑧 = 2𝑑, the non-interacting
dispersion can be written:

𝜖k = −2𝑡
𝑑
∑
𝑖=1

cos(𝑘𝑖), (2.12)
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2.2 Solving the Hubbard model: Dynamical Mean-Field Theory

where we set the lattice constant 𝑎 = 1. The density of states (DOS) associated to 𝜖k is given by

𝐷(𝜔) = ∑
k
𝛿(𝜔 − 𝜖k), (2.13)

where 𝛿 is the delta Dirac function. The DOS can be interpreted as the probability density for𝜔 =
𝜖k given a random choice of k: the dispersion (Eq. 2.12) is simply a sum over random variables
−2𝑡 cos(𝑘𝑖) with k = (𝑘1,… , 𝑘𝑑). The summation being over the dimension 𝑑, in the limit of
𝑑 → ∞ one can apply the central limit theorem to the DOS 𝐷(𝜔) giving

𝐷(𝜔) ≃ 1
√2𝜋𝑡√2𝑑

e
− 1
2 (

𝜔
𝑡√2𝑑

)
2

= 1
√2𝜋𝑡√𝑧

e
− 1
2 (

𝜔
𝑡√𝑧

)
2

. (2.14)

The variance 𝜎 = 𝑡√𝑧 becomes infinite in the 𝑑 → ∞ limit if the hopping 𝑡 is not rescaled.
The DOS would therefore become flat and featureless, without any physical relevance. Rescal-
ing the hopping 𝑡 is necessary for having a well-defined DOS in infinite dimension, one of the
possible choices is

𝑡 → 𝑡
√𝑧

, (2.15)

which results in [44]

𝐷(𝜔) = 1
√2𝜋𝑡

e−
1
2 (

𝜔
𝑡 )

2

. (2.16)

When 𝑑 → ∞, with this choice of rescaling, the DOS becomes a Gaussian. Interestingly, one
observes that the DOS converges quickly to this limit as 𝑑 is increased [47]: already at 𝑑 = 3, i.e.
𝑧 = 6, the shape is very similar to a Gaussian. Note that this choice of rescaling is not the only
one possible [47], but it has the virtue of keeping the problem non-trivial at infinite dimension
since the kinetic and Coulomb parts of the Hamiltonian remain in competition.

This scaling has important consequences on the many-body observables of the system like the
Green’s function or the self-energy. As a brief reminder, the Matsubara Green’s function is de-
fined as follows

𝐺𝑖𝑗,𝜍(𝜏 − 𝜏′) = −⟨𝑇𝜏𝑐𝑖𝜍(𝜏)𝑐
†
𝑗𝜍(𝜏′)⟩ (2.17)

where 𝑖, 𝑗 denotes the site indices, 𝜏 is the imaginary time, 𝑇𝜏 is the time ordering operator, and
⟨.⟩ denotes the thermodynamic average. It measures the propagation of an electron through the
correlated system from site 𝑗 at time 𝜏′ to site 𝑖 at time 𝜏. In the case of a non-interacting system,
say the Hubbard model restricted to its kinetic part, the non-interacting Green’s function can be
written as a function of Matsubara frequency and momentum k as:

𝐺0
k,𝜍(𝑖𝜔𝑛) =

1
𝑖𝜔𝑛 + 𝜇 − 𝜖k

(2.18)

where𝜔𝑛 =
(2𝑛+1)𝜋

𝛽
are the fermionicMatsubara frequencies, 𝛽 is the inverse temperature. When

including interactions, the Hamiltonian can not be diagonalized anymore and the correlation ef-
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2 Many-Body Methods

fects can be conveniently encoded in the Self-energy Σk,𝜍(𝑖𝜔𝑛), which is related to the interacting
Green’s function by:

𝐺k,𝜍(𝑖𝜔𝑛) =
1

𝑖𝜔𝑛 + 𝜇 − 𝜖k − Σk,𝜍(𝑖𝜔𝑛)

Σk,𝜍(𝑖𝜔𝑛) = [𝐺0
k,𝜍(𝑖𝜔𝑛)]

−1 − [𝐺k,𝜍(𝑖𝜔𝑛)]
−1.

(2.19)

The second equation, that relates the Self-energy to the interacting and non-interacting Green’s
function, is the so-called Dyson equation.

To see the effects of the infinite dimension limit on the many-body observables, it is instructive
to start from the following sum rule for a non-interacting system [45]:

∑
𝑖
(⟨𝑐†𝑖𝜍𝑐𝑗𝜍⟩0)

2
= 𝑛0𝑗,𝜍 (2.20)

where the superscript 0 denotes the observables evaluated for the non-interacting system. Now,
the sum may be re-written by grouping the 𝑖 indices with respect to their distance from the site
𝑗, that is to say we group them by groups of NN, NNN, etc. Taking care of the one term 𝑖 = 𝑗,
Eq. 2.20 may be written:

∑
𝑖
(⟨𝑐†𝑖𝜍𝑐𝑗𝜍⟩0)

2
= (𝑛0𝑗,𝜍)2 +

∞
∑
𝑙=1

𝑧𝑙(⟨𝑐
†
𝑙𝜍𝑐𝑗𝜍⟩0)

2

∞
∑
𝑙=1

𝑧𝑙(⟨𝑐
†
𝑙𝜍𝑐𝑗𝜍⟩0)

2
= 𝑛0𝑗,𝜍 − (𝑛0𝑗,𝜍)2

(2.21)

where 𝑙 denotes the neighbor rank (NN, NNN, etc), and 𝑧𝑙 the number of neighbors of rank 𝑙.
Therefore, we can obtain an upper bound for the non-interacting Green’s function:

||⟨𝑐
†
𝑖𝜍𝑐𝑗𝜍⟩0|| = ||𝐺0

𝑖𝑗,𝜍(𝜏 → 0)|| ≤ [
𝑛0𝑗,𝜍(1 − 𝑛0𝑗,𝜍)

𝑧𝑙
]
1/2

, for ⟨𝑖, 𝑗⟩ of rank l. (2.22)

In an hypercubic lattice, each site has 𝑧 NN, each of them having 𝑧 − 1 neighbors (excluding the
first site), and etc. This means that in the 𝑑 → ∞ limit, 𝑧𝑙 ∝ 𝑧𝑙, such that one may write

𝐺0
𝑖𝑗,𝜍(𝜏 → 0) ∝ 1

𝑧
‖
‖Ri−Rj

‖
‖/2

(2.23)

where ‖‖Ri − Rj
‖
‖ denotes the ”Manhattan” distance between site 𝑖 and 𝑗. Although this was

demonstrated only for 𝜏 → 0, the Green’s function 𝐺0
𝑖𝑗,𝜍must follow the same scaling at all times

since it does not depend on the time evolution. We therefore have, for a general couple of sites
(𝑖, 𝑗):

𝐺0
𝑖𝑗,𝜍 ∝

1

𝑧
‖
‖Ri−Rj

‖
‖/2

(2.24)

34



2.2 Solving the Hubbard model: Dynamical Mean-Field Theory

i j

∝ 1/ z

∝ 1/ z

∝ 1/ z

d → ∞ i = j

Figure 2.2: Sketch of a second order diagram in real space contributing to the fully irreducible self-energy
Σ𝑖𝑗 (considering ⟨𝑖𝑗⟩ nearest-neighbor for simplicity). In the 𝑑 → ∞ limit all the diagrams
become purely local due to the scaling discussed in the text.

Despite this scaling of the Green’s function, one must not discard the inter-site elements since
these terms still contribute to the kinetic energy:

𝐸0𝑘𝑖𝑛 = − ∑
⟨𝑖,𝑗⟩,𝜍

𝑡𝑖𝑗⟨𝐺0
𝑖𝑗,𝜍(𝜏 → 0−)⟩

0
. (2.25)

For a couple of neighbors ⟨𝑖𝑗⟩, the Green’s function scales as 𝑧−
‖
‖Ri−Rj

‖
‖/2, and the hopping as

𝑡𝑖𝑗 ∝ 𝑧−
‖
‖Ri−Rj

‖
‖/2, but the sum brings a factor 𝑧

‖
‖Ri−Rj

‖
‖, the number of equivalent ways to con-

sider two neighbors ⟨𝑖𝑗⟩ with the same distance ‖‖Ri − Rj
‖
‖.

From the Green’s function scaling one can show the most important simplification at 𝑑 → ∞:
the self-energy becomes purely local [44, 45]. One suggestive way to show that is to consider the
diagrammatic expansion of the self-energy. We can reduce the discussion to diagrams of order
𝑛 > 2 since the Hartree term is just a constant and local correction, while the Fock term van-
ishes in the case of a Hubbard model with only the on-site 𝑈 interaction. A typical second order
diagram that contributes to the fully irreducible self-energy Σ𝑖𝑗 is shown in Fig. 2.2. Each line
of the diagram, representing a non-interacting propagator between site 𝑖 and 𝑗, will contribute

to 𝑧−
‖
‖Ri−Rj

‖
‖/2 in the 𝑑 → ∞ limit. In total, this amounts to a scaling of 𝑧−3

‖
‖Ri−Rj

‖
‖/2, but the sum

over all neighbors ⟨𝑖𝑗⟩ brings only a factor 𝑧
‖
‖Ri−Rj

‖
‖, i.e. the overall contribution to Σ𝑖𝑗 scales as

𝑧−
‖
‖Ri−Rj

‖
‖/2. The same can be shown for higher order diagrams, such that Σ𝑖𝑗 ∝ 𝑧−

‖
‖Ri−Rj

‖
‖/2 in the

𝑑 → ∞ limit. In other words, only the local component of the self-energy survives at infinite
dimension, it is therefore purely local:

lim
𝑑→∞

Σ𝑖𝑗,𝜍(𝑖𝜔𝑛) = 𝛿𝑖𝑗Σ𝑖𝑗,𝜍(𝑖𝜔𝑛). (2.26)

It follows that the self-energy becomes momentum independent:

Σk,𝜍(𝑖𝜔𝑛) = Σ(𝑖𝜔𝑛) (2.27)

and the local Green’s function is calculated via:

𝐺𝜍(𝑖𝜔𝑛) = ∑
k

1
𝑖𝜔𝑛 + 𝜇 − 𝜖k − Σ𝜍(𝑖𝜔𝑛)

(2.28)
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Figure 2.3: Illustration of the cavity method. The total action 𝑆 is divided into three components 𝑆(0),
𝑆ℎ𝑦𝑏, 𝑆0 by isolating the site 0 from the lattice. The lattice degrees of freedom are integrated
out, leading to an effective Weiss field 𝒢 coupling the site 0 to a bath of electrons.

It is important here note here that no approximation has been used to show that the self-energy
becomes momentum independent in the 𝑑 → ∞ limit. Infinite dimension is of course an ap-
proximation for real materials with finite coordination number 𝑧, but in contrast to the standard
Weiss mean-field theory the self-energy remains a function of frequency, i.e. the dynamics of the
system is not suppressed.

2.2.2 The Cavity Method

Even though the correlations become local at infinite dimension, the Hubbard model remains
intractable computationally. A huge step forward was the work of Ohkawa [193] and Georges
and Kotliar [42], who showed that there exist an exact mapping between the Hubbard model
and the AIM in the limit 𝑑 → ∞. The effective impurity model consists of a single site (the
impurity) connected to a self-consistent bath of non-interacting electrons through an effective
dynamicWeiss field. From a practical viewpoint, such a mapping is extremely useful since many
numerical methods exist to solve the AIM: the Hirsch-Fye quantum Monte Carlo solver [194,
195], CTQMC [60–62], exact diagonalization [53, 54], renormalization group techniques [55],
and MPS [56, 57]-based methods [58, 59].

DMFT equations can be derived by different methods, such as the generalized coherent potential
approximation [196, 197], or via the Baym-Kardanoff functional [198, 199]. We present here the
derivation based on the cavity method [42, 43], which consists in isolating a site (denoted 0) from
the lattice, and integrating out all the remaining lattice degrees of freedom. This construction,

36



2.2 Solving the Hubbard model: Dynamical Mean-Field Theory

illustrated in Fig. 2.3, leads to an effective representation of the many-body interacting problem
by an isolated site embedded into a self-consistent non-interacting electron bath. By identifying
the hybridization function of the AIM to the Weiss field of the cavity method, one observes that
the solution of the Hubbard model in 𝑑 → ∞ can be obtained by solving an impurity problem.
Similarly to DFTwith the density, here the effective hybridization function is not known a priori,
but can be found with a self-consistent procedure.

The cavity construction relies on the action formulation of the Hubbard model. We start from
the partition function 𝒵 of the lattice system which is described by the action 𝑆:

𝒵 = ∫∏
𝑖,𝜍

D𝑐†𝑖𝜍D𝑐𝑖𝜍e−𝑆, (2.29)

where 𝑐†𝑖𝜍, 𝑐𝑖𝜍 are the Grassman variables [200], and the action 𝑆 is given by:

𝑆 = ∫
𝛽

0
𝑑𝜏[∑

𝑖,𝜍
𝑐†𝑖𝜍(𝜏)(

𝜕
𝜕𝜏 − 𝜇)𝑐𝑖𝜍(𝜏) − ∑

𝑖,𝑗,𝜍
𝑡𝑖𝑗𝑐

†
𝑖𝜍(𝜏)𝑐𝑗𝜍(𝜏) + 𝑈∑

𝑖
𝑐†𝑖↑(𝜏)𝑐𝑖↑(𝜏)𝑐

†
𝑖↓(𝜏)𝑐𝑖↓(𝜏)]. (2.30)

We proceed by separating the action into three terms: 𝑆0 which contains only the site 0, 𝑆(0) for
the rest of the lattice, and 𝑆ℎ𝑦𝑏 containing the hopping terms between the lattice and the site 0.

𝑆 = 𝑆0 + 𝑆ℎ𝑦𝑏 + 𝑆(0)

𝑆0 = ∫
𝛽

0
𝑑𝜏[∑

𝜍
𝑐†0𝜍(𝜏)(

𝜕
𝜕𝜏 − 𝜇)𝑐0𝜍(𝜏) + 𝑈𝑐†0↑(𝜏)𝑐0↑(𝜏)𝑐

†
0↓(𝜏)𝑐0↓(𝜏)]

𝑆ℎ𝑦𝑏 = −∫
𝛽

0
𝑑𝜏 ∑

𝑖≠0,𝜍
[𝑡𝑖0𝑐

†
𝑖𝜍(𝜏)𝑐0𝜍(𝜏) + 𝑡0𝑖𝑐

†
0𝜍(𝜏)𝑐𝑖𝜍(𝜏)] = −∫

𝛽

0
𝑑𝜏𝑆ℎ𝑦𝑏(𝜏)

𝑆(0) = ∫
𝛽

0
𝑑𝜏[ ∑

𝑖≠0,𝜍
𝑐†𝑖𝜍(𝜏)(

𝜕
𝜕𝜏 − 𝜇)𝑐𝑖𝜍(𝜏) − ∑

𝑖,𝑗≠0,𝜍
𝑡𝑖𝑗𝑐

†
𝑖𝜍(𝜏)𝑐𝑗𝜍(𝜏) + 𝑈 ∑

𝑖≠0
𝑐†𝑖↑(𝜏)𝑐𝑖↑(𝜏)𝑐

†
𝑖↓(𝜏)𝑐𝑖↓(𝜏)].

(2.31)

We can now insert Eq. 2.31 into Eq. 2.29, and explicitly separate the integration over the site
0 and the rest of the lattice:

𝒵 =∫∏
𝜍
D𝑐†0𝜍D𝑐0𝜍e−𝑆0 ∫ ∏

𝑖≠0,𝜍
D𝑐†𝑖𝜍D𝑐𝑖𝜍e

−𝑆ℎ𝑦𝑏−𝑆(0)

=𝒵𝑙𝑎𝑡𝑡∫∏
𝜍
D𝑐†0𝜍D𝑐0𝜍e−𝑆0⟨e

−𝑆ℎ𝑦𝑏⟩
𝑙𝑎𝑡𝑡

(2.32)

where the second line is obtained by integrating out the rest of the lattice, yielding the thermo-
dynamic average ⟨.⟩𝑙𝑎𝑡𝑡 and the partial partition function 𝒵𝑙𝑎𝑡𝑡. The exponential ⟨e−𝑆ℎ𝑦𝑏⟩𝑙𝑎𝑡𝑡 can
be expanded in power series of 𝑆ℎ𝑦𝑏, and because it is averaged over the lattice without the 0 site,
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only the even terms in the expansion are non-zero (since odd terms do not conserve the number
of particle in the lattice with site 0 excluded). The partition function is then written:

𝒵 =∫∏
𝜍
D𝑐†0𝜍D𝑐0𝜍e−𝑆0[1 +

1
2! ∫

𝛽

0
𝑑𝜏1∫

𝛽

0
𝑑𝜏2⟨𝑆ℎ𝑦𝑏(𝜏1)𝑆ℎ𝑦𝑏(𝜏2)⟩𝑙𝑎𝑡𝑡

+ 1
4! ∫

𝛽

0
𝑑𝜏1∫

𝛽

0
𝑑𝜏2∫

𝛽

0
𝑑𝜏3∫

𝛽

0
𝑑𝜏4⟨𝑆ℎ𝑦𝑏(𝜏1)𝑆ℎ𝑦𝑏(𝜏2)𝑆ℎ𝑦𝑏(𝜏3)𝑆ℎ𝑦𝑏(𝜏4)⟩𝑙𝑎𝑡𝑡 +…].

(2.33)

In the limit 𝑑 → ∞ the expansion of the exponential is drastically simplified thanks to the scaling
of the propagators and the hopping terms. This is clearly seen by re-writing for instance the
second order term of the expansion:

1
2! ∫

𝛽

0
𝑑𝜏1∫

𝛽

0
𝑑𝜏2⟨𝑆ℎ𝑦𝑏(𝜏1)𝑆ℎ𝑦𝑏(𝜏2)⟩𝑙𝑎𝑡𝑡 = − 1

2! ∑
𝑖𝑗≠0,𝜍

𝑡𝑖0𝑡0𝑗∫
𝛽

0
𝑑𝜏1∫

𝛽

0
𝑑𝜏2𝐺

(0)
𝑖𝑗,𝜍(𝜏1−𝜏2)𝑐

†
0𝜍(𝜏1)𝑐0𝜍(𝜏2),

(2.34)
where 𝐺(0)

𝑖𝑗,𝜍 is the Green’s function of the lattice without the site 0, which is defined by:

𝐺(0)
𝑖𝑗,𝜍(𝜏1 − 𝜏2) = −⟨𝑇𝜏𝑐𝑖𝜍(𝜏1)𝑐

†
𝑗𝜍(𝜏2)⟩𝑙𝑎𝑡𝑡. (2.35)

Similarly to Eq. 2.34, the 𝑛𝑡ℎ (n even) term involves 𝑛 hopping terms and a 𝑛-particle Green’s
function 𝐺(0)

𝑖1,…,𝑖𝑛,𝜍. In the second order term, the two hopping terms contribute to the scaling as

∝ 1
𝑑
, the sums ∝ 𝑑2, while the Green’s function scales as ∝ 1

𝑑
‖
‖Ri−Rj

‖
‖/2
. Since ‖‖Ri − Rj

‖
‖ ≥ 2 in the

second order term, the scaling is overall 𝒪(1). This is different for the fourth order term, which
involves four hopping terms ∝ 1

𝑑2
, four sums ∝ 𝑑4, and a four-particle Green’s function 𝐺(0)

𝑖𝑗𝑘𝑙,𝜍

which scales as∝ 1

𝑑
‖
‖Ri−Rj

‖
‖/2

1

𝑑
‖
‖Rj−Rk

‖
‖/2

1

𝑑
‖
‖Rk−Rl

‖
‖/2
. Hence the scaling is at least∝ 1

𝑑
, such that the fourth

order and also all higher order terms are suppressed in infinite dimension. We end up with the
effective local DMFT action:

𝑆𝑒𝑓𝑓 =∫
𝛽

0
𝑑𝜏∑

𝜍
𝑐†0𝜍(𝜏)(

𝜕
𝜕𝜏 − 𝜇)𝑐0𝜍(𝜏) + 𝑈∫

𝛽

0
𝑑𝜏𝑐†0↑(𝜏)𝑐0↑(𝜏)𝑐

†
0↓(𝜏)𝑐0↓(𝜏)

+ ∑
𝑖𝑗≠0,𝜍

𝑡𝑖0𝑡0𝑗∫
𝛽

0
𝑑𝜏1∫

𝛽

0
𝑑𝜏2𝐺

(0)
𝑖𝑗,𝜍(𝜏1 − 𝜏2)𝑐

†
0𝜍(𝜏1)𝑐0𝜍(𝜏2),

(2.36)

where all the hopping terms are implicitly rescaled using Eq. 2.15 since we are in the 𝑑 → ∞
limit. We now introduce the hybridization function Δ𝜍 and the Weiss field 𝒢𝜍 as:

Δ𝜍(𝜏1 − 𝜏2) = ∑
𝑖𝑗≠0

𝑡𝑖0𝑡0𝑗𝐺
(0)
𝑖𝑗,𝜍(𝜏1 − 𝜏2)

𝒢−1𝜍 (𝜏1 − 𝜏2) = −𝛿(𝜏1 − 𝜏2)(
𝜕
𝜕𝜏1

− 𝜇) − Δ𝜍(𝜏1 − 𝜏2).

𝒢−1𝜍 (𝑖𝜔𝑛) = 𝑖𝜔𝑛 + 𝜇 − Δ𝜍(𝑖𝜔𝑛)

(2.37)

Thehybridization functionΔ𝜍(𝜏1−𝜏2)describes the coupling of the impurity electrons to the effec-
tive bath. It encodes the propagation of an electron that hops from the impurity to the bath at time
𝜏2, then propagates through the lattice without the impurity site via the lattice Green’s function
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i j
0

i j
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b)

c)

j
0
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G00,σ

G00,σ

G0j,σGi0,σ

Gij,σ =
Gi0,σ G0j,σ

G00,σ

Figure 2.4: Each line of a diagram represents a hopping term, and each vertex a cumulant (which does
not scale with dimension). Examples of diagrams that contribute to the Green’s function 𝐺𝑖𝑗,𝜍
at 𝑑 → ∞ (a), and that vanishes (b). (c) In infinite dimension, the diagrams contributing to
𝐺𝑖𝑗,𝜍 and that pass by the specific site 0 can be separated into to contributions 𝐺𝑖0,𝜍 and 𝐺0𝑗,𝜍,
such that 𝐺𝑖𝑗,𝜍 ∝ 𝐺𝑖0,𝜍𝐺0𝑗,𝜍. One observes that such decomposition induces a double counting
of the decorations (in green) on site 0, evaluated to be 𝐺00,𝜍, which is therefore corrected by
writing 𝐺𝑖𝑗,𝜍 =

𝐺𝑖0,𝜍𝐺0𝑗,𝜍

𝐺00,𝜍
.

𝐺(0)
𝑖𝑗,𝜍(𝜏1−𝜏2), and hops back to the impurity at time 𝜏1. It therefore allows a time-dependent fluc-

tuation of the electronic density on the impurity. When connected to a bath, the non-interacting
Green’s function of the impurity electrons, given by Eq. 2.18, is then corrected by the hybridiza-
tion and yields the Weiss field 𝒢(𝜍𝑖𝜔𝑛), also called bath Green’s function.

Using these definitions, the effective action may be written:

𝑆𝑒𝑓𝑓 = −∫
𝛽

0
𝑑𝜏1∫

𝛽

0
𝑑𝜏2∑

𝜍
𝑐†𝜍(𝜏1)𝒢−1𝜍 (𝜏1 − 𝜏2)𝑐𝜍(𝜏2) + 𝑈∫

𝛽

0
𝑑𝜏𝑐†↑(𝜏)𝑐↑(𝜏)𝑐

†
↓(𝜏)𝑐↓(𝜏), (2.38)

where the subscript 0 was removed for readability. Therefore, as advertised above, in 𝑑 → ∞ the
action of the Hubbard model can be exactly mapped onto that of an interacting impurity embed-
ded into an effective bath of electrons. Eq. 2.37 provides the link between theWeiss field 𝒢𝜍 and
the interacting Green’s function 𝐺(0)

𝑖𝑗,𝜍 of the full lattice with one site removed. The last missing
element is the relation between 𝐺(0)

𝑖𝑗,𝜍 and 𝐺𝑖𝑗,𝜍, the Green’s function of the original problem.

For this last step, it is convenient to follow the ideas of Metzner in Ref. 46: the Green’s func-
tion is expanded in perturbation theory over the hopping terms, starting from the atomic limit
𝑈 ≫ 𝑡. The terms of the expansion can be written as diagrams, for which each line corresponds
to a hopping term, and each vertex to a cumulant which does not scale with the dimension. At
𝑑 → ∞, the only diagrams that contribute to 𝐺𝑖𝑗,𝜍 are fully two-particle reducible: they connect
site 𝑖 and 𝑗 via a single line and may have local polygon decorations, as shown in Fig. 2.4(a).
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Indeed, we will show that the diagrams which are not fully two-particle reducible, like the one
shown in Fig. 2.4(b), give a vanishing contribution to the kinetic energy [46]

𝐸𝑘𝑖𝑛 ∝ − ∑
⟨𝑖,𝑗⟩,𝜍

𝑡𝑖𝑗𝐺𝑖𝑗,𝜍. (2.39)

For simplicity, we consider only the nearest-neighbor hopping (the argument is easily general-
ized to longer-range hopping terms [46]). Because there are five lines, each corresponding to a
hopping term, this diagram scales like 𝐺𝑖𝑗,𝜍 ∝ 𝑑−5/2. Since 𝑖 and 𝑗 are at a distance of 3 sites,
𝑡𝑖𝑗 ∝ 𝑑−3/2 and there are 𝑑3 terms in the sum. In total, its contribution to the kinetic energy
scales as ∝ 𝑑−1 and therefore vanishes at 𝑑 → ∞. Similarly, one can easily show that any poly-
gon decoration as those shown in Fig. 2.4(a)-(c) contribute as 𝒪(1).

One immediately sees that for each contribution to 𝐺𝑖𝑗,𝜍 which passes by the specific site 0, the
diagram can be separated into two subdiagrams going from 𝑖 to 0, and from 0 to 𝑗, as shown in
Fig. 2.4(c). Since the Green’s function𝐺𝑖𝑗,𝜍 of the full lattice can be obtained by the sum of all the
paths avoiding the site 0 (𝐺(0)

𝑖𝑗,𝜍), and all the contributions explicitly passing by 0 (∝ 𝐺𝑖0,𝜍𝐺0𝑗,𝜍),
then we have [46]:

𝐺𝑖𝑗,𝜍 = 𝐺(0)
𝑖𝑗,𝜍 +

𝐺𝑖0,𝜍𝐺0𝑗,𝜍
𝐺00,𝜍

(2.40)

where we have divided by 𝐺00,𝜍 to avoid the double counting of the diagram decorations on site
0 (see Fig. 2.4(c)). Such rescaling by 𝐺00,𝜍 is necessary since in the decomposition into two sub-
diagrams the site 0 appears twice, hence all the processes starting and ending at site 0 (𝐺00,𝜍)
are counted twice. Interestingly, this formula was already used by Hubbard [201]. 𝐺00,𝜍 is noth-
ing else but the local Green’s function of the full lattice 𝐺𝜍. Combining Eq. 2.40 with 2.37, one
can show the relation between the local Green’s function of the original problem and the Weiss
field [43]:

𝐺−1
𝜍 (𝑖𝜔𝑛) = 𝒢−1𝜍 (𝑖𝜔𝑛) − Σ𝜍(𝑖𝜔𝑛), (2.41)

where Σ𝜍 is the purely local (𝑑 → ∞) self-energy of the full lattice. Using the momentum-
dependent Green’s function definition, theWeiss field and the self-energy can be directly related:

𝒢−1𝜍 (𝑖𝜔𝑛) = Σ𝜍(𝑖𝜔𝑛) +∑
k

1
𝑖𝜔𝑛 + 𝜇 − 𝜖k − Σ𝜍(𝑖𝜔𝑛)

. (2.42)

Therefore, with Eqs. 2.38, 2.41 and 2.42, we have a set of self-consistent equations where the
only unknown observable is the self-energy Σ𝜍. The DMFT self-consistency cycle, illustrated in
Fig. 2.5, is as follows:

(i) Start from an initial guess for the self-energy Σ𝜍,
(ii) From Eq. 2.42 compute the corresponding Weiss field,
(iii) Construct the effective action with Eq. 2.38,
(iv) Solve the impurity problem for its Green’s function 𝐺𝑖𝑚𝑝,𝜍, which is identified to the local

Green’s function 𝐺𝜍(𝑖𝜔𝑛), and obtain a new self-energy from the Dyson Eq. 2.41,
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Solve the impurity 
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Gσ(iωn) = Gimp,σ(iωn)

Figure 2.5: Sketch of the DMFT self-consistent equations.

(v) Check for self-consistency, and if needed, iterate again from (ii).

Therefore, until herewe have shown how to parameterize theHubbardmodel for the simple case
of the single-bandmodel. We derived the DMFT self-consistent equations, which provides a way
to solve the Hubbard model at infinite dimension while keeping all the dynamic fluctuations. It
is important to note that despite the local nature of the self-energy, the lattice Green’s function
remains momentum dependent via the dispersion relation 𝜖k. In practice, DMFT relies on the
approximation that 1/𝑧 is small, which for 3D systems can be justified but becomes questionable
for 2D systems like the CuO planes of cuprates. In fact, for the 2D Hubbard model the non-
local fluctuations are essential: even though DMFT can resolve the Mott insulator transition at
half-filling since the self-energy is frequency dependent, it overestimates the critical interaction
strength 𝑈𝑐 at which the transition occurs [48] compared to other methods partially including
non-local fluctuations. In order to obtain a correct theoretical description of such systems, gen-
eralizations of DMFT to include a part of non-local interactions are therefore needed. One way
is to start from the DMFT solution, which accounts well for the local correlations and perform
a diagrammatic expansion around the DMFT result [71–73, 76]. In this thesis we rather rely on
quantum cluster methods, which are based on generalizing the single-site impurity problem to
a cluster impurity either containing multiple sites, or multiple patches in momentum space, and
therefore allow to consider non-local self-energies on the length scale of the cluster [52].
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2.3 Beyond local correlations: Cluster Dynamical
Mean-Field Theory

Remaining in the mindset of the cavity construction, a natural way to include non-local fluctu-
ations would be to derive the effective action 𝑆𝑒𝑓𝑓 not only for a single-site impurity, but for a
cluster of sites. A first step towards this successful method, called cluster dynamical mean-field
theory (CDMFT) [49–52], was first proposed by Lichtenstein and Katsnelson [49] who performed
a single-site two-orbital LDA+DMFT calculation. Although not being strictly speaking a finite
size cluster, the two-orbital system can be thought of as a dimer in real-space in terms of bond-
ing/anti-bonding states. Most importantly, considering a two-orbital system requires to formulate
the DMFT equations withmatrix-valued functions, just as the ”true” CDMFTmethod whose first
implementation was realized shortly afterwards by Lichtenstein and Katsnelson in the study of
the interplay between superconductivity and antiferromagnetic fluctuations in the hole-doped
2D Hubbard model using a 2 × 2 plaquette cluster [50]. Soon after, Kotliar et al. formally ex-
pressed CDMFT in terms of the cavity construction [51].

Translational symmetry requires to construct a superlattice made of the individual clusters, as
shown in Fig. 2.6(a). To be consistent, the cluster geometry and tiling has to be chosen such that
it reproduces the original lattice. Following the notations of the lecture notes by Sénéchal [202],
the position of a site may be written as:

r = R + r̃, (2.43)

where r̃ is the cluster position, and R the site position inside the cluster (see Fig. 2.6(a)-(b)). The
local (matrix-valued) Green’s function is obtained by:

G−1
RR′,𝜍(𝑖𝜔𝑛) = ∑

k̃

[(𝑖𝜔𝑛 + 𝜇 − 𝝐k̃ − 𝚺𝜍(𝑖𝜔𝑛))
−1]

𝑅𝑅′
(2.44)

where G𝜍, 𝚺𝜍, 𝝐 are matrix-valued quantities, ̃k is defined in the reduced BZ of the superlattice
(see Fig. 2.6(b)) and corresponds to the Fourier transform with respect to r̃. The self-energy is
local on the length-scale of the cluster, i.e. some of the diagonal terms Σ𝑖𝑗,𝜍 are kept and ex-
plicitly calculated within the Anderson impurity model. All the DMFT self-consistent equations
remain valid, but should be expressed in terms of matrix-valued functions. Therefore the same
self-consistent scheme as the one illustrated in Fig. 2.5 can be used.

However, the division of the original lattice into finite-size clusters leads to a breaking of the
original lattice translational symmetry, which can be understood easily by thinking of a 1D chain.
Assuming a decomposition of the 1D chain in terms of dimers, say made out of the couples
⟨2𝑖, 2𝑖 + 1⟩, then one immediately sees that Σ2𝑖,2𝑖+1 ≠ 0 while Σ2𝑖+1,2𝑖 = 0 since the latter is not
included in the cluster, as shown in Fig. 2.6(c). In other words, one bond is renormalized by
the interactions, while the other is is left bare (i.e. at the non-interacting level). One could thus
spark a Peierls gap not necessarily relevant for the system under investigation. For the 2D Hub-
bard model for instance, it has been shown that it can induce biased CDW [203]. There exist
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k
K
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i i + 1
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Σ2i+1,2i ∼ 0

Figure 2.6: (a) Definition of the superlattice for the case of 2 × 2 plaquette clusters, the definition of the
position vectors r,R, and r̃ (see text) are illustrated. (b) Sketch of the reduced BZ (red squares)
on top of the original BZ (black square), and illustration of the momentum vectors k, K, and
k̃. (c) Illustration of the translation symmetry breaking inherent from the clusterization of the
lattice.

another successful extension of DMFT which was developed at the same time as CDMFT, called
DCA [63–65], which we do not present here. In contrast to CDMFT, it preserves the translational
symmetry by considering cluster defined directly in momentum space. However, this comes to
the price of averaging the self-energy over patches in momentum space and is therefore a good
approximation when the self-energy has a smooth momentum dependence. For phases like the
PG in cuprates, which is studied in detail in Chap. 3, this can be a problem if too few patches are
chosen since the self-energy has a strong momentum dependence. Moreover, in the study of the
correlation effects on the sublattice decoupling in t-CuO, the real-space formulation of CDMFT
allows to easily access to the inter- and intra-sublattice components of the self-energy. We there-
fore adopt the CDMFT framework in this thesis.

The direct consequence of the translational symmetry breaking is that the original lattice Green’s
function is no longer diagonal in momentum, i.e. 𝐺 → 𝐺(k,k′). Since by construction the super-
lattice translation invariance is preserved, then the only off-diagonal elements allowed are the
ones sharing the same momentum k̃ in the superlattice BZ but which differ by the reciprocal
superlattice momentumK:

𝐺(k,k′, 𝑖𝜔𝑛) = 𝐺(k̃ +K, k̃ +K′, 𝑖𝜔𝑛), (2.45)

where𝐺 is the (scalar) Green’s function of the original lattice. This can be directly seen bymaking
the link between the latter 𝐺(k̃ +K, k̃ +K′, 𝑖𝜔𝑛) and the matrix-valued Green’s function on the
superlattice GRR′(k̃, 𝑖𝜔𝑛). To this aim, we can use the relation [202]:

𝑐(k̃ +K) = 1
𝐿 ∑
K′,R

e−𝑖R(k̃+K−K′)cK′(k̃), (2.46)
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where 𝐿 is the number of cluster sites, 𝑐(k̃ +K) is the annihilation operator for an electron with
momentum k̃+K, and cK′(k̃) the matrix elementK′ of the cluster annihilation operator c(k̃). It
follows that the original lattice Green’s function can be re-written:

𝐺(k̃ +K, k̃ +K′, 𝑖𝜔𝑛) =
1
𝐿2 ∑

K1K2,RR′
e−𝑖R(k̃+K−K1)e−𝑖R′(k̃+K′−K2)GK1K2(k̃, 𝑖𝜔𝑛).

=1𝐿 ∑
RR′

e−𝑖R(k̃+K)e−𝑖R′(k̃+K′)GRR′(k̃, 𝑖𝜔𝑛).
(2.47)

Without translational symmetry the relation can not be further simplified. However, since the
DOS and the spectral function that we compare to ARPES involves only the diagonal part of the
Green’s function (see App. A), the so-called periodization procedure [67, 202], in which only
the diagonal elements of the lattice Green’s function are kept, is justified although still being an
approximation. In Eq. 2.47, this amounts to pick the terms withK = K′:

𝐺(k, 𝑖𝜔𝑛) = 𝐺( ̃k +K, 𝑖𝜔𝑛) =
1
𝐿 ∑
RR′

e−𝑖(R−R′)k̃GRR′(k̃, 𝑖𝜔𝑛). (2.48)

This equation allows, at the price of neglecting the off-diagonal elements, to relate the transla-
tionally invariant lattice Green’s function to the super-lattice matrix-valued one.

For a system without translation symmetry breaking this is an efficient way to overcome the
CDMFT problem, however it can be questionable when there is, for instance, a long range mag-
netic ordering, or a CDW. Indeed, Eq. 2.48 restores the translational symmetry in the original
lattice and would ignore the possible existence of, say, an antiferromagnetic order. Later in this
thesis, we encounter such a situation when studying t-CuO, for which spin polarized CDMFT
calculations are performed, and Eq. 2.48 is used to obtain the spectral function that is compared
to ARPES. Although t-CuO has been shown to display a long-range antiferromagnetic stripe or-
der [135, 136], the theoretical spectral function obtained with the above periodization procedure
is in excellent agreement with the photoemission measurements [134]. The main reason behind
is that in photoemission, if the incoming light spot size is larger than the characteristic magnetic
correlation length, the measurement averages over the different magnetic configurations possi-
ble, similarly to the periodization procedure. This is true for the spectral function, but might be a
limitation for other observables, and in such a case a refinement of the procedure to include the
eventual symmetry breaking may be needed.

Finally, we presented here the periodization of the Green’s function, but it is not the only pos-
sibility to restore the translational symmetry. Indeed, since the origin of the problem is that the
inter-site self-energy is taken into account for the intra-cluster bonds only, one way would be to
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periodize the self-energy instead [51]. Yet another proposition is to periodize the cumulant [204].
The three different procedures can be summarized as follows [203]:

𝐺𝜍(k, 𝑖𝜔𝑛) =
1
𝐿 ∑
RR′

e−𝑖(R−R′)k̃[(𝑖𝜔𝑛 + 𝜇 − 𝝐(k) − 𝚺𝜍(𝑖𝜔𝑛))
−1]

RR′
,

𝐺Σ
𝜍 (k, 𝑖𝜔𝑛) = (𝑖𝜔𝑛 + 𝜇 − 𝜖(k) − 1

𝐿 ∑
RR′

e−𝑖(R−R′) ̃k[𝚺𝜍(𝑖𝜔𝑛)]RR′)
−1

,

𝐺𝑀
𝜍 (k, 𝑖𝜔𝑛) = ([1𝐿 ∑

RR′
e−𝑖(R−R′)k̃[(𝑖𝜔𝑛 + 𝜇 − 𝚺𝜍(𝑖𝜔𝑛))

−1]
RR′

]
−1

− 𝜖(k))
−1

,

(2.49)

where 𝐺Σ and 𝐺𝑀 denote the reperiodized Green’s function obtained respectively with the self-
energy and the cumulant periodization. The periodized Green’s function, self-energy, or cumu-
lant preserve some features of the symmetry breaking in that they are all obtained by neglecting
the off-diagonal momentum elements. The main difference comes from their connection to the
real Green’s function of the lattice𝐺(k̃+K, k̃+K′, 𝑖𝜔𝑛). When periodizing the Green’s function,
there is a direct link since the periodized Green’s function at k is simply the diagonal elements
of the lattice Green’s function at (k,k). However, if instead the self-energy, or the cumulant are
periodized, then the off-diagonal elements are neglected before performing the matrix inversion,
leaving the relation between the periodized Green’s function and the lattice Green’s function un-
clear. Since in this thesis we mostly use the periodization procedure to study the momentum
resolved spectral function, i.e. the imaginary part of the lattice Green’s function, we will rather
adopt the Green’s function periodization (Eq. 2.48).

So far we have presented the theoretical framework of DMFT and CDMFT, as well as the main
set of self-consistent equations. Although the self-consistent loop is simple and imply seemingly
straightforward relations between the self-energy, Green’s function, and Weiss field, in practice
the implementation of CDMFT requires a few tricks necessary not to ruin the final result. In
the next section, we briefly describe some tips that may be useful for readers interested in the
implementation of the CDMFT self-consistent scheme.

2.4 Cluster Dynamical Mean Field Theory: Implementation
Details

We reviewhere some of the important details one faceswhen implementing aCDMFT code. Note
that we do not consider here the impurity solver part, but only the set of self-consistent equation,
given a solver that already works. We first present the problem of Fourier transforming functions
from the Matsubara frequency axis to imaginary time, then we discuss the choice of the starting
point for the CDMFT self-consistent calculations, as well as how to chose the chemical potential.
Finally we present a simple way to switch to an advantageous basis, which is necessary for the
hybridization-expansion [116, 119] CTQMC [60–62] solvers in order to reduce the sign problem.
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Figure 2.7: Fourier transform of the Green’s function defined in Eq. 2.52 using different number of Mat-
subara frequencies, with and without the high-frequency expansion correction, calculated at
𝛽 = 40eV−1. The number of 𝜏 points is always 𝑁𝜏 = 3 × 𝑁𝜔.

2.4.1 Fourier Transformation

If the impurity solver used requires the hybridization function as a function of imaginary time,
one faces the problem of Fourier transforming a function from the Matsubara to the imaginary
time axis. More generally, the filling can also be obtained from the Green’s function at the 𝜏 → 0−

limit:

𝐺𝑖𝑖(𝜏 → 0−) = lim
𝜏→0−

−⟨𝑇𝜏𝑐𝑖 (𝜏)𝑐
†
𝑖 (0)⟩

= ⟨𝑐†𝑖 (0)𝑐𝑖 (0)⟩

= 𝑛𝑖,

(2.50)

where 𝑛 denotes the filling, which is necessarily checked during the self-consistent cycle.

The Fourier transformation reads

𝐺𝑖𝑗(𝜏) =
1
𝛽

+∞
∑

𝑛=−∞
e−𝑖𝜏𝜔𝑛𝐺𝑖𝑗(𝑖𝜔𝑛), (2.51)

and implies a sumover an infinite number of Matsubara frequencies. The problem is thatwehave
to chose a certain cutoff𝑁 for the number of Matsubara frequencies, but the diagonal components
of the Green’s function decay slowly 𝐺𝑖𝑖(𝑖𝜔𝑛) ∝

1
𝑖𝜔𝑛

. A large number of frequency 𝑁 would then
be required to improve the precision, but at the same time one wants to limit as much as possible
the number of frequency to keep the impurity solver computational complexity reasonable. In
fact, as shown in Fig. 2.7 for the simple Green’s function in the Hubbard-I approximation [35]

𝐺(𝑖𝜔𝑛) =
1

𝑖𝜔𝑛 −
𝑈2

4𝑖𝜔𝑛

, (2.52)

at 𝛽 = 40eV−1, even with a relatively large number of frequencies and 𝜏 points, a simple trunca-
tion of Eq. 2.51 leads to substantial errors especially around 𝜏 ≃ 0, which is an important region
in 𝜏 space since this is where the filling can be extracted for instance.

A relatively simple solution is to use the high-frequency tail expansion of the Green’s function,
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that will allow to approximate the Green’s function beyond the truncated frequencies. The ex-
pansion of a component of the Green’s function is defined by

𝐺𝑖𝑗(𝑖𝜔𝑛) ≃ 𝑀0 +
𝑀1
𝑖𝜔𝑛

+ 𝑀2
(𝑖𝜔𝑛)2

+
𝑀3

(𝑖𝜔𝑛)3
+ 𝑀4
(𝑖𝜔𝑛)4

, (2.53)

which we truncated at the fourth order and is valid at large 𝜔𝑛. The coefficients 𝑀0,… ,𝑀4 are
easily found using regular fitting methods on the last 20 to 30%Matsubara frequencies. The first
coefficient𝑀0 has to be 0, and for a diagonal component the coefficient𝑀1 should be equal to 1.
The later condition can be used to check the accuracy of the high-frequency expansion fit.

The Fourier transform may now be written

𝐺𝑖𝑗(𝜏) =
1
𝛽

𝑁
∑

𝑛=−𝑁
e−𝑖𝜏𝜔𝑛𝐺𝑖𝑗(𝑖𝜔𝑛) +

]𝑁,+∞]
∑

𝑛=[−∞,−𝑁[
e−𝑖𝜏𝜔𝑛𝐺𝑖𝑗(𝑖𝜔𝑛)

≃1𝛽

𝑁
∑

𝑛=−𝑁
e−𝑖𝜏𝜔𝑛(𝐺𝑖𝑗(𝑖𝜔𝑛) −

𝑀1
𝑖𝜔𝑛

− 𝑀2
(𝑖𝜔𝑛)2

−
𝑀3

(𝑖𝜔𝑛)3
− 𝑀4
(𝑖𝜔𝑛)4

)

+ 1
𝛽

∞
∑

𝑛=−∞
e−𝑖𝜏𝜔𝑛(

𝑀1
𝑖𝜔𝑛

+ 𝑀2
(𝑖𝜔𝑛)2

+
𝑀3

(𝑖𝜔𝑛)3
+ 𝑀4
(𝑖𝜔𝑛)4

).

(2.54)

The great advantage of this reformulation is that the second term, which implies a sum over an
infinite number of Matsubara frequencies, can be solve analytically (the detailed derivation can
be found in the excellent Ref. [205]):

1
𝛽

∞
∑

𝑛=−∞
e−𝑖𝜏𝜔𝑛

𝑀1
𝑖𝜔𝑛

= −𝑀1
2 sign(𝜏)

1
𝛽

∞
∑

𝑛=−∞
e−𝑖𝜏𝜔𝑛

𝑀2
(𝑖𝜔𝑛)2

= 𝑀2
4 (2𝜏 − 𝛽)

1
𝛽

∞
∑

𝑛=−∞
e−𝑖𝜏𝜔𝑛

𝑀3
(𝑖𝜔𝑛)3

=
𝑀3
4 𝜏(𝛽 − 𝜏)sign(𝜏)

1
𝛽

∞
∑

𝑛=−∞
e−𝑖𝜏𝜔𝑛

𝑀4
(𝑖𝜔𝑛)4

= 𝑀4
48 (2𝜏 − 𝛽)(2𝜏2 − 2𝜏𝛽 − 𝛽2).

(2.55)

By inserting these relations in Eq. 2.54, and using the symmetry𝐺𝑖𝑖(−𝑖𝜔𝑛) = 𝐺∗
𝑖𝑖(𝑖𝜔𝑛)which holds

for the diagonal components of the Green’s function, one obtains:

𝐺𝑖𝑖(𝜏) =
2
𝛽

𝑁
∑
𝑛=0

(Re[𝐺𝑖𝑖(𝑖𝜔𝑛)] cos(𝜔𝑛𝜏) + Im[𝐺𝑖𝑖(𝑖𝜔𝑛)] sin(𝜔𝑛𝜏)

+ 𝑀1
sin(𝜔𝑛𝜏)

𝜔𝑛
+𝑀2

cos(𝜔𝑛𝜏)
𝜔2𝑛

−𝑀3
sin(𝜔𝑛𝜏)

𝜔3𝑛
−𝑀4

cos(𝜔𝑛𝜏)
𝜔4𝑛

)

− 𝑀1
2 sign(𝜏) + 𝑀2

4 (2𝜏 − 𝛽) +
𝑀3
4 𝜏(𝛽 − 𝜏)sign(𝜏) +

𝑀4
48 (2𝜏 − 𝛽)(2𝜏2 − 2𝜏𝛽 − 𝛽2).

(2.56)

This correction drastically improves the Fourier transform, as is shown in Fig. 2.7: already at
𝑁𝜔 = 100 the result is smooth close to 𝜏 ≃ 0 and not noisy as compared to the direct transfor-
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mation. The high-frequency expansion is therefore a precious trick which allows to significantly
reduce the number of Matsubara frequencies. Most importantly, if we showed here an example
for the diagonal components of the Green’s function, this formalism applies also to the hybridiza-
tion function, and in fact to other Matsubara functions as long as the first coefficient𝑀0 is zero.
Note that in general the off-diagonal components decay faster at high frequency than the diago-
nal ones, such that in practice for these elements we use the direct transformation (Eq. 2.51).

Similarly, the electron filling at some site/orbital can be determined from the corresponding di-
agonal component of the Green’s function. Indeed, at 𝜏 → 0− Eq. 2.56 reduces to:

𝐺𝑖𝑖(𝜏 = 0−) = 𝑛𝑖 =
𝑀1
2 − 𝑀2

4 𝛽 + 𝑀4
48 𝛽

3 + 2
𝛽

𝑁
∑
𝑛=0

(Re[𝐺𝑖𝑖(𝑖𝜔𝑛)] +
𝑀2
𝜔2𝑛

− 𝑀4
𝜔4𝑛

). (2.57)

This relation is extremely useful in practice, especially when the chemical potential has to be
adapted during the self-consistency to ensure that the system remains at the desired filling, as we
discuss in the following.

2.4.2 Initialization and choice of chemical potential

At half-filling, the 𝑈-𝑇 phase diagram of the 2D one-band Hubbard model is characterized by a
first order metal to insulator transition at low temperature, where a coexistence region is found
in which both the metallic and insulating phases are possible solutions [206]. Therefore, in gen-
eral one must be careful with the initialization of the CDMFT self-consistent loop. An example
of possible consequences on the spectral function is discussed later in this thesis, in the study of
NaCCOC in Chap. 3.

In our implementation, we find it convenient to initialize the calculation with the self-energy.
There is an infinite number of possible choices, but we present here the three we used within
this thesis. To start from a metallic solution, the most simple choice is to put all components of
the self-energy to zero, such that the initial lattice Green’s function is the non-interacting one. For
an insulating starting point, the diagonal components for paramagnetic calculations are defined
from the Hubbard-I approximation [35]

Σ𝑖𝑖,𝜍 =
𝑈2

4𝑖𝜔𝑛
, (2.58)

and for spin polarized calculations a spin dependent constant self-energy is used

Σ𝑖𝑖,𝜍 = 𝑈/2

Σ𝑖𝑖,−𝜍 = −𝑈/2.
(2.59)

In both cases, the off-diagonal components are initialized to zero.

Since the chemical potential 𝜇 determines the overall filling, to which the properties of the Hub-
bard model are extremely sensitive, it is crucial to precisely keep track of it during the calcula-
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tions. In ametallic system, there is no ambiguity on the value of 𝜇, and the latter has to be adapted
during the self-consistent cycle to make sure that the system remains at the desired filling. To do
so, it is convenient to use the impurity self-energy and calculate the local Green’s function at a
given 𝜇 via

G𝜍(𝑖𝜔𝑛) = ∑
k

1
𝑖𝜔𝑛 + 𝜇 − 𝝐k − 𝚺𝜍(𝑖𝜔𝑛)

(2.60)

and compute the filling using Eq. 2.57. The right 𝜇 can be found using a regula-falsi method: it
is determined iteratively using

𝜇𝑖+1 =
𝜇𝑖−1(𝑛𝑖 − 𝑛) − 𝜇𝑖(𝑛𝑖−1 − 𝑛)

𝑛𝑖 − 𝑛𝑖+1
, (2.61)

until 𝑛𝑖 corresponds to the desired filling 𝑛.

If the result is expected to be insulating, this method might lead to spurious jumps of 𝜇 since
it can take any value inside the gap without changing the filling. It is therefore convenient to
fix the chemical potential somewhere in the gap, for instance in the middle. As a practical ex-
ample, when using the insulating spin-polarized initialization (Eq. 2.59), a natural choice for the
chemical potential would be 𝜇 = 0.

2.4.3 Basis transformation

Having described general concepts of the implementation, we now turn to a solver specific aspect:
the Monte-Carlo sign problem can be greatly reduced in the hybridization-expansion CTQMC
solvers when transforming the cluster basis into an advantageous one in which the hybridization
function is as diagonal as possible. For specific clusters like the dimer, or the 2 × 2 plaquette, a
diagonal basis can be easily found, but for more general cluster such a basis can be difficult to
find. Hence it is more convenient to find a suitable basis on the fly.

In order to determine it, we diagonalize a constant quantity, instead of the hybridization function
at a given frequency. We chose the on-site energy matrix, which can be obtained from the first
coefficient 𝑀0 of the high-frequency expansion for each of the component of the inverse of the
Weiss field 𝒢−1𝜍 , and may be understood in terms of orbital-dependent chemical potential. This
quantity is then diagonalized and we obtain the transfer matrix P, from which the hybridization
function can be ”diagonalized” at each frequency

�̃�(𝑖𝜔𝑛) = P−1𝚫(𝑖𝜔𝑛)P. (2.62)

The interaction tensor V𝑖,𝑗,𝑘,𝑙 must be rotated accordingly. The transformation to the new ba-
sis set may be written:

̃V𝑎,𝑏,𝑐,𝑑 = ∑
𝑖,𝑗,𝑘,𝑙

P−1𝑎,𝑖P−1𝑏,𝑗V𝑖,𝑗,𝑘,𝑙P𝑘,𝑐P𝑙,𝑑 (2.63)
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where 𝑎, 𝑏, 𝑐, 𝑑 are the indices defined in the new diagonal basis. Defining the super-indices
𝑋 = (𝑎, 𝑏), 𝑌 = (𝑐, 𝑑), 𝑍 = (𝑖, 𝑗) and 𝑍′ = (𝑘, 𝑙), the problem reduces to a simple matrix product:

Ṽ𝑎,𝑏,𝑐,𝑑 = ∑
𝑖,𝑗,𝑘,𝑙

P−1𝑎,𝑖P−1𝑏,𝑗V𝑖,𝑗,𝑘,𝑙P𝑘,𝑐P𝑙,𝑑

̃V(𝑎,𝑏)(𝑐,𝑑) = ∑
(𝑖,𝑗)(𝑘,𝑙)

T−1(𝑎,𝑏)(𝑖,𝑗)V(𝑖,𝑗)(𝑘,𝑙)T(𝑘,𝑙)(𝑐,𝑑)

̃V𝑋𝑌 = ∑
𝑍,𝑍′

T−1𝑋𝑍V𝑍𝑍′T𝑍′𝑌

̃V𝑋𝑌 =(T−1VT)𝑋𝑌

(2.64)

Note that this derivation is general and does not imply any assumption on the form of the intrac-
tion tensor.

This concludes the presentation of DMFT and its cluster extension CDMFT. The latter allows
to include the non-local fluctuations on short scales, and will prove extremely useful in the study
of the undoped and doped phases of NaCCOC and t-CuO. All the formalism has been written
in Matsubara imaginary time/frequency, but in principle all the CDMFT equations are valid on
the real frequency axis. We chose the Matsubara formulation since the impurity solvers used
during this thesis were based on CTQMC [60–62] techniques, which work at finite temperature
on the imaginary frequency axis. We use the hybridization-expansion CT-HYB [116] solver, and
the interaction-expansion CT-INT [117], based on the ALPSCore libraries [118]. We do not detail
here how these solvers work, and instead refer the reader to the review by Gull et al. [62], except
for the fact that they require the Matsubara imaginary time/frequency formalism. Therefore, in
practice we face the problem of obtaining the real-frequency data (that can be compared with the
experiments) only from the knowledge on the imaginary frequency axis. This is the subject of
the next section.

2.5 Analytic Continuation

The purpose of the analytic continuation is to obtain the value of a function on the real axis given
its value on the imaginary axis (frequency, or time), which amounts to:

𝐺(𝑖𝜔𝑛) → 𝐺(𝜔 ± 𝑖𝛿) (2.65)

where 𝜔 denotes real frequencies, and 𝛿 is a small parameter used in practice to prevent the dis-
continuities of the function 𝐺 on the real axis. As we first briefly show, such a transformation
could be done directly by using the Kramers-Kroning relations [207, 208], but is extremely sen-
sitive to noise and is in-fact ill defined. To illustrate that, for the sake of simplicity we consider
only the diagonal component of the Green’s function for which the spectral function is always
positive:

𝐴(𝜔) = − 1𝜋 Im[𝐺(𝑖𝜔𝑛)] ≥ 0. (2.66)
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a) b) c)

Figure 2.8: Analytic continuation of the Green’s function𝐺(𝑖𝜔𝑛) =
1
𝑖𝜔𝑛

using (a) the direct inversion with-

out noise, (b) the direct inversion with the addition of a random noise of 10−5 amplitude, (c)
the MEM with and without noise. The inset in (c) is a zoom around 𝜔 = 0.

In principle, one can formally relate the Green’s function on the Matsubara axis to its real axis
counterpart using Kramers-Kroning relations [207, 208]:

𝐺(𝑖𝜔𝑛) =
1
𝜋 ∫

+∞

−∞

Im[𝐺𝑟𝑒𝑎𝑙(𝜔)]
𝜔 − 𝑖𝜔𝑛

𝑑𝜔,

= 1
𝜋𝑖 ∫

+∞

−∞

Re[𝐺𝑟𝑒𝑎𝑙(𝜔)]
𝜔 − 𝑖𝜔𝑛

𝑑𝜔,
(2.67)

where 𝐺𝑟𝑒𝑎𝑙 denotes the Green’s function on the real axis, and 𝐺(𝑖𝜔𝑛) is restricted to 𝑖𝜔𝑛 in the
upper complex plane. However, usually we need to obtain 𝐺𝑟𝑒𝑎𝑙(𝜔) from 𝐺(𝑖𝜔𝑛): Eq. 2.67 must
be inverted. To this aim, the integral may be discretized on a frequency mesh [𝜔1,… , 𝜔𝑁], with
N the number of real frequencies:

𝐺(𝑖𝜔𝑛) = lim
𝑁→∞

𝑁
∑
𝑙=1

1
𝜋
𝜔𝑙+1 − 𝜔𝑙
𝜔𝑙 − 𝑖𝜔𝑛

Im[𝐺𝑟𝑒𝑎𝑙(𝜔𝑙)]

[G]𝑛 = [M ⋅ G𝑟𝑒𝑎𝑙]𝑛,
(2.68)

where the Green’s functions are considered as vectors and the matrix M is defined by M𝑙𝑛 =
1
𝜋
𝜔𝑙+1−𝜔𝑙
𝜔𝑙−𝑖𝜔𝑛

. Therefore, by inverting this matrix equality, one directly obtains the Green’s function
on the real axis with the pseudo-inverse of the matrixM𝑙𝑛.

In Fig. 2.8(a) is shown the result obtained from the direct inversion for a simple function𝐺(𝑖𝜔𝑛) =
1
𝑖𝜔𝑛

, which should transform to a delta function on the real frequency axis. We notice many spu-
rious features, although the main delta peak is reproduced. This is linked to the fact that the
matrix elements M𝑙𝑛 = 1

𝜋
𝜔𝑙+1−𝜔𝑙
𝜔𝑙−𝑖𝜔𝑛

vanish for 𝑛 large, such that the inverse of the matrix M−1

is almost irregular and ill-conditioned. When inverted, it becomes extremely sensitive to small
variations in the input 𝐺(𝑖𝜔𝑛), which can induce large numerical errors as seen in Fig. 2.8(a).
Moreover, in practice we need to perform an analytic continuation of Monte Carlo data, which is
noisy and incomplete. The order of magnitude of the noise can be estimated from 1

√𝑁𝑠𝑎𝑚𝑝𝑙𝑒
. For

a Green’s function obtained with 𝑁𝑠𝑎𝑚𝑝𝑙𝑒 = 107, a quite high accuracy for impurity solvers, the
sampling noise can be estimated to∼ 3⋅10−4, and it would lead to an extremely noisy result using
the direct inversion, as shown in Fig. 2.8(b) where a small noise of amplitude 10−5 was added to
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2 Many-Body Methods

𝐺(𝑖𝜔𝑛) =
1
𝑖𝜔𝑛

.

Because of the vanishing elementsM𝑙𝑛 =
1
𝜋
𝜔𝑙+1−𝜔𝑙
𝜔𝑙−𝑖𝜔𝑛

, the direct inversion is an ill-defined problem.
Several methods have been proposed to overcome this issue, such as the Padé approximant [209,
210], the stochastic method [211], or the Nevanlina approach [212]. In this thesis we used meth-
ods based on the maximum entropy method (MEM) [213, 214], which we present in the follow-
ing. This method was first developed for only the diagonal components of the Green’s function
since it is based on the positivity of the spectral function 𝐴(𝜔) = − 1

𝜋
Im[𝐺𝑟𝑒𝑎𝑙(𝜔)], such that it is

not fully suited for the matrix-valued Green’s function. Indeed, the off-diagonal elements are in
general not fully positive, and they require a special treatment. Two different strategies to deal
with the off-diagonal elements are presented. The first is the ”Poor Man’s” matrix procedure, in
which the off-diagonal elements are treated apart from the diagonal ones [215, 216]. The second,
called maximum quantum entropy method (MQEM), consists in generalizing the MEM to treat
directly the matrix-valued function as a whole [217].

2.5.1 Maximum Entropy Method

Awidely usedmethod to performanalytic continuation is themaximumentropymethod (MEM) [213,
214], which attempts to overcome the problem of fitting noisy functions on the imaginary axis
by regularizing the trial spectral functions with a smooth default model. It is first convenient to
re-write Eq. 2.67 in imaginary time:

𝐺(𝜏) =1𝛽

+∞
∑
−∞

e−𝑖𝜔𝑛𝜏𝐺(𝑖𝜔𝑛)

= 1𝜋 ∫
+∞

−∞
Im[𝐺𝑟𝑒𝑎𝑙(𝜔)][

1
𝛽

+∞
∑
−∞

e−𝑖𝜔𝑛𝜏

𝜔 − 𝑖𝜔𝑛
]𝑑𝜔

= 1𝜋 ∫
+∞

−∞
Im[𝐺𝑟𝑒𝑎𝑙(𝜔)]

e−𝜏𝜔

e−𝛽𝜔 + 1
𝑑𝜔

= −∫
+∞

−∞
𝐴(𝜔) e−𝜏𝜔

e−𝛽𝜔 + 1
𝑑𝜔.

(2.69)

We restrict the discussion here to the diagonal components of the Green’s function, for which
𝐴(𝜔) is purely real and positive. From the knowledge of a spectral function, the Green’s func-
tion on the imaginary time axis can therefore be calculated by integrating the spectral function
weighted by the kernel 𝐾(𝜏, 𝜔) = − e−𝜏𝜔

e−𝛽𝜔+1
. This is called the back-continuation, and is not ill-

conditioned contrary to the direct inversion presented previously.

Assuming that we have a measured Green’s function ̄𝐺(𝜏) from a Monte-Carlo calculation, and
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2.5 Analytic Continuation

a spectral function 𝐴(𝜔) supposed to reproduce the measured data, the goodness of the fit can be
evaluated with the likelihood function

𝜒2 =∫
𝛽

0

1
𝜎2(𝜏)

|
|
|
̄𝐺(𝜏) −∫

+∞

−∞
𝐴(𝜔)𝐾(𝜏, 𝜔)𝑑𝜔

|
|
|

2

𝑑𝜏

=∫
𝛽

0

1
𝜎2(𝜏)

|| ̄𝐺(𝜏) − 𝐺(𝜏)𝑑𝜔||2𝑑𝜏,

(2.70)

where 𝜎(𝜏) is a measure of the noise, and𝐺(𝜏) is the back-continued Green’s function from𝐴(𝜔).
Using the likelihood function, an optimal spectral function can be searched via a least-square
method, but the noise in the measured data will lead to nonphysical results and over-fitting.

In order to avoid that, the proposed spectral function can be simultaneously optimized and reg-
ularized by exploiting the Bayesian interference. As mentioned earlier, the spectral function is
always positive and is normalized to 1, so that it can be thought of as a probability density. From
Baye’s theorem we have that for two events 𝑎, 𝑏, the probability of 𝑎 given 𝑏 𝑃[𝑎|𝑏] is:

𝑃[𝑎|𝑏] =
𝑃[𝑏|𝑎]𝑃[𝑎]

𝑃[𝑏]
. (2.71)

For the analytic continuation, the event 𝑎 corresponds to the spectral function 𝐴(𝜔), and 𝑏 to the
measured Green’s function ̄𝐺(𝜏). 𝑃[𝐴| ̄𝐺] can therefore be interpreted as the probability that𝐴(𝜔)
is the true spectral function given the measured ̄𝐺(𝜏). Similarly, 𝑃[ ̄𝐺|𝐴] is the probability that
̄𝐺(𝜏) is the right measured function given the spectral function, i.e. it is related to the likelihood

function𝜒2. Taking 𝑃[ ̄𝐺] as a constant that can not be improvedwithin the continuation process,
we have:

𝑃[𝐴| ̄𝐺] ∝ 𝑃[ ̄𝐺|𝐴]𝑃[𝐴]. (2.72)

TheMEM consists in maximizing the probability 𝑃[𝐴| ̄𝐺] by searching for a spectral function that
maximized the product 𝑃[ ̄𝐺|𝐴]𝑃[𝐴].

𝑃[ ̄𝐺|𝐴] is connected to the likelihood function, and it can be shown that [213, 214]

𝑃[ ̄𝐺|𝐴] ∝ e−
𝜒2

2 , (2.73)

so that 𝑃[ ̄𝐺|𝐴] is maximized by minimizing the likelihood function. As stated above, focusing
only on this procedure would lead to nonphysical results due to the noise. In order to restrict the
possible spectral functions, a smooth default model 𝐷(𝜔) can be defined and used as a reference
for the spectral function by defining the following entropy:

𝑆 = −∫𝐴(𝜔) ln(𝐴(𝜔)𝐷(𝜔))
𝑑𝜔. (2.74)
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This is a useful quantity in the sense that it measures how ”far” is the spectral function from the
noise-free default model which is constructed from the prior knowledge of the expected charac-
teristics of the spectral function on the real axis. 𝑃[𝐴] is related to this entropy via [213, 214]

𝑃[𝐴] ∝ e𝛼𝑆, (2.75)

where 𝛼 is a constant introduced to weight 𝑃[𝐴]with respect to 𝑃[ ̄𝐺|𝐴], i.e. 𝛼 controls howmuch
the final spectral function should resemble the defaultmodel since the entropy ismaximumwhen
𝐴(𝜔) = 𝐷(𝜔). Finally, we have

𝑃[𝐴| ̄𝐺] ∝ e−
𝜒2

2
+𝛼𝑆, (2.76)

such that the search of the best 𝐴(𝜔) given the measured ̄𝐺(𝜏) consists of a combined minimiza-
tion of the likelihood function 𝜒2 and maximization of the entropy 𝑆.

It is clear from Eq. 2.76 that the final result of the probability maximization will depend on the
value of 𝛼, with the two limiting cases being:

(i) 𝛼 = 0, the procedure only relies on the least-square fitting procedure and is noise sensitive,
(ii) 𝛼 → ∞, the spectral function is equal to the default model.

Different methods have been proposed to chose the optimal 𝛼: the classic MEM selects the 𝛼
whichmaximizes the probability𝑃[𝛼| ̄𝐺] [214], or theBryan’smethodwhich consists of aweighted
average over different spectra calculated for a range of 𝛼 [218]. Recently, another approach has
been proposed in which the likelihood function 𝜒2[𝛼] is calculated for a range of 𝛼, and the op-
timal choice is determined at the maximum curvature of log𝜒2[log𝛼] [219].

In Fig. 2.8(c) is shown the resulting spectral function for theMatsubaraGreen’s function𝐺(𝑖𝜔𝑛) =
1
𝑖𝜔𝑛

obtained with MEM using the MaxEnt code [220] with the Bryan’s method [218]. We use a

default flat model, and the noise 𝜎(𝜏)was set to 10−5. A clear improvement is obtained compared
to the direct inversion method, especially when inserting a random numerical noise in the ”mea-
sured”Matsubara Green’s function. This is, of course, an extremely simple function and formore
involved functions the result of the MEM can be (severely) parameter dependent: the choice of
the 𝛼 range, of how to chose the optimal 𝛼, which default model is used, etc. Nevertheless, the
analytic continuation remains mandatory when using Quantum Monte Carlo methods, and in
this context MEM brought a valuable improvement.

Note that the MEM can also be applied to the self-energy, which is convenient to directly ob-
tain the momentum-resolved Green’s function, or the periodized Green’s function on the real
frequency axis. To this aim, the self-energy has to be transformed into a Green’s function-like
quantity, and again here we restrict the discussion to the diagonal components. A simple ap-
proach can be to simply correct the high-frequency tail of the self-energy so that it has the correct
1
𝑖𝜔𝑛

behavior:

Σ𝑎ᵆ𝑥(𝑖𝜔𝑛) =
Σ(𝑖𝜔𝑛) − Σ(∞)

𝑀1
, (2.77)
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where Σ(∞) is the asymptotic value of the self-energy at 𝜔𝑛 → ∞, and𝑀1 is the first coefficient
of the high frequency expansion:

Σ(𝑖𝜔𝑛) ≃ Σ(∞) + 𝑀1
𝑖𝜔𝑛

+ 𝑀2
(𝑖𝜔𝑛)2

+… (2.78)

Σ𝑎ᵆ𝑥(𝑖𝜔𝑛) behaves like a Green’s function and can therefore be continued using the MEM. The
true self-energy is recovered by transforming back directly on the real frequency axis with the
coefficients𝑀1 and Σ(∞). Another method that we have used for the spectral function of t-CuO
is to construct an auxiliary Green’s function from the self-energy:

𝐺𝑎ᵆ𝑥 = 1
𝑖𝜔𝑛 − Σ(𝑖𝜔𝑛) + 𝐶

, (2.79)

where 𝐶 is a constant shift. The analytic continuation is performed for 𝐺𝑎ᵆ𝑥 and the self-energy
is recovered by inverting the previous equation directly on the real axis.

2.5.2 Dealing with matrix-valued functions: element-wise continuation

When using CDMFT we face the problem that not only the diagonal elements, but also the off-
diagonal ones have to be analytically continued to the real axis. The MEM procedure described
above can not straightforwardly be applied to the off-diagonal components since, contrary to their
diagonal counterparts, they are not fully positive, preventing the use of the entropy in Eq. 2.74.
One possible way is to transform the Green’s function (or self-energy) to a favorable basis set in
which it is almost diagonal and in which the off-diagonal elements can be neglected. The diago-
nal elements are continued separately, and the function can be rotated back. However, because
of the systematic error of the MEM, the result becomes at least basis-dependent and it can even
lead to causality problemswhen rotated back to the original basis (the rotationmatrix is no longer
suited for the continued quantity). Another strategy is based on the mixing of the off-diagonal
elements with the diagonal ones already continued, so to create new fictitious positive spectral
functions [221]. The limitation comes from the fact that already continued spectral functions
enter the calculation for the off-diagonal components. In this thesis, we have used two different
ways to go beyond these two procedures, a first in which each element of the matrix are treated
separately with a modified entropy and specific default model for the off-diagonal elements, and
a second one in which the entropy is redefined to perform the continuation on the whole matrix.

The ”Poor Man’s” matrix procedure [215, 216] is implemented within the TRIQS package [120].
The diagonal components are treated separately with the usual MEM described above. In order
to treat the off-diagonal elements, the spectral function for each element 𝐴 can be divided into
two positive functions 𝐴+ and 𝐴−:

𝐴(𝜔) = 𝐴+(𝜔) − 𝐴−(𝜔). (2.80)
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The defaultmodel is accordingly separated into two parts𝐷+(𝜔),𝐷−(𝜔) and themodified entropy
reads [215]:

𝑆± =∫[𝐴+(𝜔) − 𝐷+(𝜔) − 𝐴+(𝜔) ln 𝐴+(𝜔)
𝐷+(𝜔)

+ 𝐴−(𝜔) − 𝐷−(𝜔) − 𝐴−(𝜔) ln 𝐴−(𝜔)
𝐷−(𝜔)]

𝑑𝜔, (2.81)

which is equivalent to Eq. 2.74. The MEM consists in maximizing the function

−𝜒
2(𝐴 = 𝐴+ − 𝐴−)

2 + 𝛼𝑆(𝐴+, 𝐴−), (2.82)

in which we note that the likelihood function depends only on the difference between 𝐴+(𝜔) and
𝐴−(𝜔). The maximization must therefore be done under the constraint 𝐴(𝜔) = 𝐴+(𝜔) − 𝐴−(𝜔),
which is reached when [215]:

𝐴+(𝜔) =
√𝐴(𝜔)2 + 4𝐷+(𝜔)𝐷−(𝜔) + 𝐴(𝜔)

2

𝐴−(𝜔) =
√𝐴(𝜔)2 + 4𝐷+(𝜔)𝐷−(𝜔) − 𝐴(𝜔)

2 .
(2.83)

The entropy 𝑆± can then be transformed to [215]:

𝑆± =∫[√𝐴(𝜔)2 + 4𝐷+(𝜔)𝐷−(𝜔) − 𝐷+(𝜔) − 𝐷−(𝜔)

− 𝐴(𝜔) log
√𝐴(𝜔)2 + 4𝐷+(𝜔)𝐷−(𝜔) + 𝐴(𝜔)

2𝐷+(𝜔) ]𝑑𝜔.
(2.84)

In practice, the diagonal elements are first continued so to obtain the set of {𝐴𝑖𝑖}, which are then
used to construct the default models for the off-diagonal elements

D𝑖𝑗(𝜔) = √A𝑖𝑖(𝜔)A𝑗𝑗(𝜔) + 𝛿, (2.85)

where 𝛿 is a small non-zero constant to prevent the default model from being zero. This choice
of default model, instead of a flat one, has shown to improve the results [215].

An example is shown in Fig. 2.9(a)-(b), where the analytic continuation of the self-energy of
an isolated dimer cluster is performed with the Poor Man’s method [215, 216], and compared to
the exact result [222]. The two sites are connected with the hopping term 𝑡 = 0.4eV, and the
on-site Coulomb term is 𝑈 = 3.5eV. The self-energy was transformed to an auxiliary Green’s
function following Eq. 2.79, and then continued element-wise. Note that the results depend on
the choice of the constant 𝐶, which can sometimes drastically determine the final result. For this
specific example, the two poles of the exact self-energy are well reproduced, although a spurious
shoulder can be noticed in the occupied region in Fig. 2.9. Most interestingly, the off-diagonal
part of the self-energy is well captured by the Poor Man’s method, so that the resulting local
Green’s function is in fair agreement with the exact result.
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a) c)
Σloc(ω) Gloc(ω)ΣNN(ω)

b)

Figure 2.9: (a)-(b) Analytic continuation of the diagonal and the off-diagonal elements of the isolated
dimer’s self-energy, compared with the exact result [222]. The analytic continuation is per-
formed with the MQEM and with the Poor Man’s methods. For the latter the self-energy
was transformed to an auxiliary Green’s function following Eq. 2.79. (c) Corresponding local
Green’s function obtained from the self-energy on the real axis.

A(π,0)(ω)ΣNN(ω)

a)

Σloc(ω)

b) c)

Figure 2.10: (a)-(b) Analytic continuation of the diagonal and the off-diagonal elements of a dimer cluster
calculated within CDMFT and parameterized for t-CuO. The analytic continuation is per-
formed with the MQEM and with the Poor Man’s methods. For the latter the self-energy was
transformed to an auxiliary Green’s function following Eq. 2.79. (c) Corresponding spectral
function at k = (𝜋, 0) obtained by periodizing the Green’s function directly in real frequency
using the continued self-energy. Note the non-causality of the Poor’s Manmethod in the pos-
itive frequency region.

In a more complicated situation however, treating the off-diagonal elements of the self-energy
separately can lead to non-causality issueswhen applying theDyson equation to obtain theGreen’s
function, due to the systematic error of the MEM method. This is illustrated in Fig. 2.10, where
is shown the analytic continuation for a dimer self-energy obtained with CDMFT for a single-
band Hubbard model parameterized for t-CuO. Although there is no sign of non-causality in the
local self-energy obtained with the Poor’s Man method in Fig. 2.10(a), the spectral function at
k = (𝜋, 0) shows a negative weight in the occupied part, as shown in Fig. 2.10. In contrast, the
MQEMmethod that we describe hereafter ensures the causality by a simultaneous treatment of
the self-energy (Green’s function) matrix.

2.5.3 Dealing with matrix-valued functions: Maximum Quantum Entropy
Method

The principle of maximumquantumentropymethod (MQEM) [217] is still based on a probability
maximization procedure, but a new definition for the entropy is introduced which is defined for
matrix-valued functions. MQEM is therefore free of basis-dependence, as well as non-causality
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issues. The new entropy is defined by generalizing Eq. 2.74 to matrix-valued spectral function
and default models [217]:

𝑆 = ∫TrA(𝜔)[lnA(𝜔) − lnD(𝜔)]. (2.86)

The likelihood function can also be extended to matrix-valued functions, and the rest of the pro-
cedure is similar to the MEMmethod.

The defaultmodel ismatrix-valued, and is constructed from the coefficients of the high-frequency
tail expansion of each element of the input Green’s function:

G(𝑖𝜔𝑛) =
M0
𝑖𝜔𝑛

+ M1
(𝑖𝜔𝑛)2

+… (2.87)

whereM𝑖 = ∫𝜔𝑖A(𝜔)𝑑𝜔 is the 𝑖th moment of the spectral function. In the case of a self-energy,
one can easily transform it into a Green’s function respecting such high-frequency expansion by
using Eq. 2.78. Sim et al. proposed to find the default model which maximizes

𝑆𝐷 = ∫D(𝜔) lnD(𝜔)𝑑𝜔, (2.88)

with the constraint
M𝑖 = ∫𝜔𝑖D(𝜔)𝑑𝜔. (2.89)

Restricting the constraint to the first three moments leads to the stationarity condition:

D(𝜔) = e∑
2
𝑖=0 𝜆𝑖𝜔

𝑖
(2.90)

where 𝜆𝑖 is a Lagrange multiplier introduced to enforce the constraint.

In Fig. 2.9 is shown the result for the isolated dimer self-energy which is good agreement with the
Poor Man’s method and the exact result. Both the local and NN components of the self-energy
are well reproduced, and the local Green’s function exhibits the expected four peak structure at
the right frequencies. Note that the two methods seem to underestimate the difference in peak
height between the outer and inner peaks.

In Fig. 2.10 is shown the analytic continuation using the MQEM method for the t-CuO dimer
cluster. The results are in good agreement with the Poor’s Man method, although some features
seem washed out. Most importantly, the spectral function’s causality is ensured in the whole fre-
quency range by the simultaneous treatment of the matrix-valued functions, as can be seen in
Fig. 2.10(c).

2.6 An effective spin model for lightly doped cuprates

DMFT and CDMFT are powerful techniques to treat exactly a part of the electron-electron inter-
actions, either fully at the local level, or at some finite length scale. If they have been successful for
studying various properties of the Hubbard model, like the Mott-insulator transition [43] or the
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𝑑-wave superconductivity [50, 52], it remains extremely difficult to extract the underlyingmecha-
nisms. For instance, while 𝑑-wave superconductivity has been shown to exist in the 2D Hubbard
model [50, 52, 145–148, 223], its origin remains elusive. Different strategies exist, which aim at
interpreting the results by identifying the key ingredient(s) responsible for the studied feature.
An example is the recently developed fluctuation-diagnostic, which allows to analyze the self-
energy by a decomposition into different channels by using two-particle quantities [112, 113].
Although powerful and versatile, this method requires the computationally challenging calcula-
tion of two-particle quantities. Another strategy is to construct simpler effectivemodels designed
to capture only the relevant physics, and to be easier to solve as well as to interpret. We present
here such an effective spin model, which is expected to capture at least partially the physics of
undoped and lightly-doped cuprates.

Typical values of on-site interaction for cuprates are relatively large, of the order 𝑈 ∼ 8 − 10𝑡.
Although𝑈 is of the same order than the bandwitdth𝑊 ≃ 8𝑡 (for a 2D square lattice), the ground
state of the half-filled single-band Hubbard model can be approximated by a state consisting of
singly-occupied sites. It is well described by an effective t-J model in which states with double-
occupations are projected out [224–226]. The kinetic term is restricted to the hopping processes
that do not create a double occupancy, and the Coulomb on-site interaction term is transformed
into an Heisenberg exchange interaction between neighboring electrons mediated by the cou-
pling 𝐽 ≃ 4𝑡2/𝑈. Considering for now the case with only NN hopping, the Hamiltonian reads

𝐻𝑡−𝐽 = −𝑡 ∑
⟨𝑖𝑗⟩,𝜍

c̃†𝑖𝜍c̃𝑗𝜍 + 𝐽∑
⟨𝑖𝑗⟩
(S𝑖S𝑗 −

1
4n𝑖n𝑗), (2.91)

where ̃c†𝑖𝜍, c̃𝑖𝜍 are the restricted creation/annihilation operators to prevent fromdouble occupancy
̃c†𝑖𝜍 = c†𝑖𝜍(1 − 𝑛𝑖−𝜍), and S𝑖 is the spin operator on site i [224–226]. For simplicity, the spin ex-
change is assumed isotropic, but this does not restrict the generality of the method.

At half-filling, we can notice that the kinetic term vanishes since it is impossible for an elec-
tron to hop without generating a double occupancy. Therefore the ground state corresponds to
the one of the Heisenberg model. The determination of the spectral function is however non
trivial: initially a hole is created, and will propagate through the lattice since it can hop to neigh-
boring sites without generating double occupancies. The hole is dressed by the antiferromagnetic
spin fluctuations, and forms a spin polaron [95, 227–229], similarly to an electron/hole coupled
to phonons [230, 231]. Interestingly, if there is a single spin polaron, the spectral function can
be approximated by an analytical formula which allows to compute it directly on the real axis
and at the thermodynamic limit [95]. To show that, the kinetic part of the Hamiltonian is rewrit-
ten as a coupling term between spinless holes and spin operators, and the spin fluctuations are
treated as spin waves. This provides a Hamiltonian describing a hole coupled to magnons, whose
self-energy can be approximated using the self-consistent Born approximation (SCBA) [232, 233].
Since we consider a single hole (we neglect the hole-hole coupling), the method is expected to
hold for low doping values, and should quickly break down asmore holes are introduced. A clear
advantage of the SCBA is that it is computationally cheap, and allows to easily treat systems at the
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thermodynamic limit, thus free from finite size effects. Note that SCBA is not the only possibility
to calculate the hole propagation in an antiferromagnetic background. For instance, a successful
recent development is the parton theory [227–229] in which the spin polaron is regarded as the
bound state of a spinon and a holon. We however restrict our work to the simple framework
of SCBA which will show to be sufficient to interpret the theoretical and experimental spectral
functions, and which can be thought of as an approximation to the more involved treatments as
the parton theory.

The first step is to re-write the spin operators as bosonic operators using the Holstein-Primakoff
transformation [234] (for half-integer spins):

𝑆+𝑖 = √1 − a†𝑖 a𝑖 a𝑖 ∼ a𝑖 ,

𝑆−𝑖 = a†𝑖√1− a†𝑖 a𝑖 ∼ a†𝑖 ,

𝑆𝑧𝑖 =
1
2 − a†𝑖 a𝑖

(2.92)

where a†𝑖 , a𝑖 are Bose operators, and the linear approximation is used. Then, the fermionic oper-
ators c𝑖↑, c𝑖↓ are decomposed to define the spinless hole operator:

c𝑖↑ = h†𝑖 ,

c𝑖↓ = h†𝑖 𝑆
+
𝑖 .

(2.93)

As defined, there is a discrepancy between the local fermion Hilbert space, composed of 3 states
|0⟩ |↑⟩, |↓⟩ and the local spin-hole Hilbert space which is composed of the four product states
|0, ↑⟩, |1, ↑⟩, |0, ↓⟩, |1, ↓⟩. This can be cured by noting that there can not be on the same site a hole
and a down spin state from the definition of c𝑖↓ = h†𝑖 𝑆

+
𝑖 , and may be directly taken into account

in the SCBA. The constraint on the double occupation is automatically fulfilled:

̃c†𝑖↑|↓⟩ = (1 − n𝑖↓)c
†
𝑖↑|↓⟩ = 0 (2.94)

since h𝑖 |0, ↓⟩ = 0.

From this definition, Eq. 2.91 may be written in terms of hole and bose operators:

𝐻𝑡−𝐽 = −𝑡∑
⟨𝑖𝑗⟩
(h𝑖 h

†
𝑗a𝑗 + ℎ.𝑐.) + 𝐽

4 ∑⟨𝑖𝑗⟩
h𝑖 h

†
𝑖 (a𝑖 a𝑗 + a†𝑖 a

†
𝑗 + a†𝑖 a𝑖 + a†𝑗a𝑗)h𝑗h

†
𝑗 + const. (2.95)

The first term describes the hopping of the hole which simultaneously couples with the spin
degree of freedom. In the second term, the factors h𝑖 h

†
𝑖 and h𝑗h

†
𝑗 ensure the loss of magnetic

energy by the presence of holes inside the lattice. As it is, the second term is non-trivial and
prevents from solving the model directly. It can approximated in a mean-field fashion: the hole
operators are replaced by their mean-field average, thus transforming to a factor (1 − 𝛿)2 where
𝛿 is the concentration of holes. This amounts to take into account the hole doping as a simple
damping of the magnon dispersion by a factor (1 − 𝛿)2. An additional difficulty arising from the
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2.6 An effective spin model for lightly doped cuprates

second term, even within the mean-field approximation, is that it does not conserve the number
of bosonic paricles. This may be solved by applying a Bogoliubov transformation, after having
performed a Fourier transform [95]. The Hamiltonian transforms into:

𝐻𝑡−𝐽 =
𝑧𝑡
√𝑁

∑
k,q
[hkh

†
k−q𝛼q(𝑢q𝛾k−q + 𝑣q𝛾k) + ℎ.𝑐.] +∑

q
𝜔q𝛼q𝛼

†
q, (2.96)

where 𝛾k =
1
2
(𝑐𝑜𝑠(𝑘𝑥) + 𝑐𝑜𝑠(𝑘𝑦)) is the usual dispersion of a square lattice, 𝑧 is the coordination

number, 𝜔q = 𝑆𝑧𝐽(1 − 𝛿)2𝜈q is the magnon dispersion with 𝜈q = √1 − (𝛾q)2. 𝛼q, 𝛼
†
q are defined

via the Bogoliubov transformation as

𝛼q = 𝑢qaq − 𝑣qa
†
−q

𝑢q = (
1 + 𝜈q
2𝜈q

)
1
2

𝑣q = −sign(𝛾q)(
1 − 𝜈q
2𝜈q

)
1
2
.

(2.97)

Eq. 2.96 now has the simple form of a propagating hole which couples to the spin degree of free-
domwith the coupling𝑀k,q = (𝑢q𝛾k−q+𝑣q𝛾k). An important difference with the usual electron-
phonon coupling has to be noted at this stage: in the case of a spin polaron, there is no bare
kinetic term for the hole, its motion is entirely controlled by the coupling to the spins with a
bandwidth on the scale of 𝐽. Therefore the usual picture of mass enhancement due to the cou-
pling of ”free” particles to phonons, i.e. in a weak-coupling regime, does not apply here. We face
a strong-coupling problem since the hopping 𝑡 is larger than the exchange coupling 𝐽, such that
the dominating term in Eq. 2.96 is the coupling between the hole and the spin excitations.

The absolute value of the coupling 𝑀k,q is shown in Fig. 2.11: at all k points it vanishes at
q = (0, 0) and q = (𝜋, 𝜋), so it is the short-wavelength spin fluctuations that are important.
While at k = (0, 0) and k = (𝜋, 𝜋) the coupling is relatively small at all q, it shows a strong mo-
mentum dependence for k = (𝜋, 0) and k = (𝜋

2
, 𝜋
2
), i.e. in the region showing the largest spectral

weight in the hole’s spectral function which is discussed later in this section. Note that here q
and k are both defined in the lattice BZ.

An analytic solution to this Hamiltonian can be obtained using the SCBA [95, 232, 233], from
which the following self-energy can be derived:

Σ(k, 𝜔) = 𝑧2𝑡2
𝑁 ∑

q

||𝑀k,q||
2

𝜔 − 𝜔q − Σ(k − q, 𝜔 − 𝜔q) + 𝑖𝜂
, (2.98)

where 𝜂 is a small broadening number. The hole’s Green’s function is then given by:

𝐺ℎ(k, 𝜔) = 1
𝜔 − Σ(k, 𝜔) + 𝑖𝜂

. (2.99)
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Figure 2.11: Absolute value of the coupling function |𝑀k,q| calculated as a function of q at different k
points represented on the BZ sketch.
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Figure 2.12: (a) Illustration of the different exchange couplings on a 2D square lattice. (b) Sketch of the BZ
and the k-path along which is calculated the hole’s spectral function shown in (c). The green
wedge depicts the irreducible part of the BZ.

In practice the latter is obtained by first converging Eq. 2.98 in a self-consistent loop. More-
over, since in our Hubbard one-band effective models for NaCCOC and t-CuO we include the
longer-ranged hopping amplitudes 𝑡′ and 𝑡′′, we use a modified magnon dispersion which incor-
porates the corrections from 𝑡′ and 𝑡′′ as well as higher order processes in 𝑡, following Ref. [235].
This leads to correct the NN exchange 𝐽 as :

𝐽 = 4𝑡2
𝑈 − 24𝑡4

𝑈3 (2.100)

and to include the NNN 𝐽′ = 4𝑡′2

𝑈
+ 4𝑡4

𝑈3
, NNNN 𝐽′′ = 4𝑡′′2

𝑈
+ 4𝑡4

𝑈3
, as well as the cyclic 𝐽𝑐 =

80𝑡4

𝑈3

exchange couplings. The latter is essential to capture the difference in energy in the magnon
dispersion between k = (𝜋, 0) and k = (𝜋/2, 𝜋/2) which is seen in experiment [166]. These
couplings are illustrated in Fig. 2.12(a) and correspond to the following Hamiltonian:

𝐻𝐽−𝐽′−𝐽′′−𝐽𝑐 =𝐽∑
⟨𝑖𝑗⟩

S𝑖S𝑗 + 𝐽′ ∑
⟨⟨𝑖𝑗⟩⟩

S𝑖S𝑗 + 𝐽′′ ∑
⟨⟨⟨𝑖𝑗⟩⟩⟩

S𝑖S𝑗

+ 𝐽𝑐 ∑
⟨𝑖𝑗𝑘𝑙⟩

[(S𝑖S𝑗)(S𝑘S𝑙) + (S𝑖S𝑙)(S𝑘S𝑗) − (S𝑖S𝑘)(S𝑗S𝑙)],
(2.101)

where ⟨𝑖𝑗𝑘𝑙⟩ refer to a square plaquette of four neighboring sites 𝑖, 𝑗, 𝑘, 𝑙. With these corrected
exchange parameters, the magnon dispersion is given by [236]:

𝜔q = 𝑍𝑐(q)(1 − 𝛿)2√𝐴2q − 𝐵2q

𝐴q = 4𝐽𝑆 + 4𝐽′𝑆(cos(𝑞𝑥) cos(𝑞𝑦) − 1) + 2𝐽′′(cos(2𝑞𝑥) + cos(2𝑞𝑦) − 4𝐽𝑐𝑆3(cos(𝑞𝑥) cos(𝑞𝑦) + 1)

𝐵q = 2𝐽𝑆(cos(𝑞𝑥) + cos(𝑞𝑦)) − 4𝐽𝑐𝑆3(cos(𝑞𝑥) + cos(𝑞𝑦))
(2.102)

where the factor 𝑍𝑐(q) incorporates the effects of the quantum fluctuations [235, 236]. Moreover,
since the 𝑡′ and 𝑡′′ hopping terms do not disturb the antiferromagnetic order, they simply result in
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a dispersion of the hole without coupling to the spin degree of freedom, leading to amodification
of Eq. 2.98 as follows:

Σ(k, 𝜔) = 𝑧2𝑡2
𝑁 ∑

q

||𝑀k,q||
2

𝜔 − 𝜔q − 𝜖k−q − Σ(k − q, 𝜔 − 𝜔q) + 𝑖𝜂
, (2.103)

where 𝜖k = 4𝑡′ cos(𝑘𝑥) cos(𝑘𝑦)+2𝑡′′(cos(2𝑘𝑥) + cos(2𝑘𝑦)) (note the positive sign since it is a hole
dispersion).

In the practical implementation, the parameter 𝜂 is first chosen relatively large and reduced as
the self-consistent accuracy is reached. Moreover, one can make use of the high symmetry of
the magnon dispersion of cuprates: the BZ can be reduced to the irreducible part as shown in
green in Fig. 2.12(b). A typical SCBA spectrum obtained with parameters relevant for NaCCOC
(𝑥 = 0) is shown in Fig. 2.12(c): a coherent quasi-particle peak can be identified, with replica
of the dispersion at lower energy which are increasingly incoherent. The system size is 30 × 30,
way larger than what can be treated within CDMFT or other techniques treating explicitly the
Hubbard interaction U, and which allows to eliminate finite size effects.
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3 Study of the antiferromagnetic
fluctuations in Ca2−𝑥Na𝑥CuO2Cl2

3.1 Introduction

Although being a cuprate, strictly speaking Ca2−𝑥Na𝑥CuO2Cl2(NaCCOC) is not a copper oxide,
but an oxychloride. It has a simple tetragonal crystal structure [80–83] illustrated in Fig. 3.1(a)).
The main difference is the replacement of the apical O by Cl atoms, which confers a strong 2D
character to theCuO2 layers,making it an interesting candidate to connect to theZRSpicture [38].
In fact NaCCOCattracted the scientific attention since it was one of the first cuprateswithout oxy-
gen octahedra to show superconductivity upon hole-doping [80, 81]. The introduction of hole
carriers in the parent compound [82] can be performed by replacing the Ca by Na atoms [80, 81,
83], or by vacancies [237]1.

NaCCOC is antiferromagnetically ordered [84] (up to 𝑥 = 0.02 doping) and shows a Mott gap
0.5 ≤ Δ ≤ 2.5eV [85–89]. Photoemission measurements identified a kink feature in the en-
ergy dispersion [86] at low energy, similar to the well-known waterfall feature of cuprates [24].
Upon hole-doping, NaCCOC becomes superconducting at 𝑥 ∼ 0.10 until 𝑥 = 0.20 [80, 81, 84]
with a superconducting gap of 𝑑−wave symmetry [240], and interestingly there is a region of the
phase diagram around 𝑥 ∼ 0.05 where both the superconductivity and the long-range antifer-
romagnetic order are suppressed. In this low-doping region, a spin-glass like behavior has been
identified [84], as well as a CDW [25–27] of period of 4 lattice constants, but without long-range
order [241, 242]. The famous PG phase, present in all cuprate compounds [12, 14, 24], character-
ized in the spectral function by the opening of an anistropic gap in the BZ, is also observed at low
to intermediate dopings [26, 90–94]. The maximum hole concentration experimentally available
is 𝑥 = 0.20, which is still in the superconducting phase, and hence prevents to infer on the ex-
istence of the Fermi liquid and the strange metal phases [14] in the overdoped regime. Though,
the NaCCOC phase diagram until the optimal doping is in excellent agreement with the one of
cuprates, with the peculiarity that the PG exists down to 𝑇 = 0 around 𝑥 = 0.05 since both the
long-range antiferromagnetic order and the superconductivity are suppressed. Therefore, along
with the fact that NaCCOC has a quite simple structure, it appears as a promising candidate to
confront the cuprates’ low-energy models to experiments.

In this chapter, we are particularly interested in the physical origin of the waterfall feature and
the PG, which are both seen in ARPES measurements. The waterfall manifests itself as a kink
1Note that two other chemical substitutions are possible: replacing the Ca by K [238], and Cl by Br [239], but very
few studies are dedicated to these options.
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in the energy dispersion at low-energy [24, 86], and is induced by the cross-over between low-
and high-energy sectors yielding different physics. It is observed in the parent NaCCOC com-
pound (𝑥 = 0) and survives at low and intermediate dopings [90–92]. A similar kink is observed
in the one-band Hubbard model which is often used as an effective model for cuprates, and the
low-energy part has been theoretically identified as stemming from a spin-polaron [95–98], i.e.
a hole propagating in an antiferromagnetic background. A consensus is however not reached
for the high-energy part, which has been attributed to spin-charge separation [99, 100], to weak-
coupling spin-density wave, or to long-range hopping processes [101, 102] within a single mag-
netic sublattice [98].

The PG is a universal feature of cuprates, and was first experimentally observed in the Knight
shifts [21], spin-lattice relaxation time [22], transport measurements [23], photoemission [243–
245], and others [12]. Its most well-known feature in hole-doped cuprates is the opening of a gap
at the anti-nodes (𝜋, 0)while at the node (𝜋/2, 𝜋/2) a quasiparticle peak survives, leading to a dis-
continuous Fermi surface. Since the experimental discovery, it has been shown with embedded
quantum cluster methods like CDMFT [103–106], and DCA [65, 107–110] that the 2D one-band
Hubbardmodel display a PG upon hole-doping. It is linked to theMott insulating transition since
the PG occurs at finite doping for 𝑈 values above the critical 𝑈𝑐 for the insulating transition at
half-filling. Though, it is a distinct phase: the value of the PG does not extrapolate to the Mott
gap as the doping 𝑥 → 0 [106]. Early on, from QMC calculations it was proposed that the PG
originates from short range antiferromagnetic fluctuations [111], which was corroborated later
with the finding that quantum cluster methods with small cluster sizes (2-site and 2 × 2 plaque-
tte) were also able to capture the right behavior [104, 107, 108]. Gull et al. showed that it was
not an artifact from the finite size of the embedded cluster, and that considering larger systems
does not significantly change the results [110]. More recently, a complementary analysis called
fluctuation diagnostic, based on the decomposition of the contributions to the self-energy into dif-
ferent channels (spin, charge, and particle-particle), pointed out the dominance of the spin chan-
nel at the wavevector Q = (𝜋, 𝜋) in the PG phase from the analysis of the self-energy obtained
with DCA [112]. The same technique was also applied to self-energies obtained by diagrammatic
Monte Carlo, whose recent developments allowed to perform calculation in a specific parameter
regime relevant for the PG physics [113, 114]. In agreement to previous works, the anti-nodal
self-energy is dominated by commensurate wavevector Q = (𝜋, 𝜋) spin fluctuations while at the
node the spin channel is also leading, but at an incommensurate wavevector Q = (𝜋 + 𝛿, 𝜋 + 𝛿).
Similar results were also obtained with the dual boson technique which includes long-range cor-
relation effects by expanding around the DMFT solution [75]. Moreover, the correlation length
was measured to be finite from DCA calculations [246]. Therefore, by the combination of many
different techniques, a consensus seems to be reached that the PG in the hole-doped one-band
Hubbard model, and by extension in cuprates, originates from short-range spin fluctuations [75,
104, 107, 111–114, 246].

Both the waterfall and the PG stem from the antiferromagnetic fluctuations, with the differ-
ence that the waterfall occurs already in the parent compound which hosts long-range antiferro-
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magnetic order, whereas the PG is expected to emerge from short range fluctuations upon hole-
doping. In this chapter, we study the emergence of both phenomena in NaCCOC using CDMFT
on a 2 × 2 plaquette and 8-site cluster, confronting the results to the existent experimental liter-
ature and ARPES measurements performed in synchrotron facilities for 𝑥 ≃ 0.05 and 𝑥 ≃ 0.10
doped samples, to which we actively participated in collaboration with Matteo d’Astuto, Chafic
Fawaz and Hervé Cercellier (Institut Néel, Grenoble France). We also compare our numerical
results to RIXS measurements performed by Matteo d’Astuto, Blair Lebert et al. on undoped and
doped NaCCOC [166].

Calculations for the parent compound provide a spectral function in excellent agreement with
ARPES measurements [85–88], and show a clear waterfall feature. By performing SCBA calcu-
lations for an effective model as described in Sec. 2.6, we show that the low-energy part of the
spectrum is well accounted for by a spin-polaron, in agreement with previous observations [95–
98]. We find that the high-energy part is well captured at the atomic limit, i.e. by a self-energy
calculated with the Hubbard-I [35] approximation, consistent with the picture of a hole propa-
gating into a lattice of localized electrons (spins), which are antiferromagnetically ordered. Our
analysis therefore provides a simple and unambiguous explanation for the high-energy part of
the waterfall feature.

Upon hole-doping 𝑥 > 0, we identify an emerging PG characterized by the opening of a gap
at the anti-node (𝜋, 0) in the calculations, as well as the measured spectra, both being in good
qualitative agreement. Similarly to observations of Shen et al. [92] at low doping, our ARPES
measurements on 𝑥 ≃ 0.05 and 𝑥 ≃ 0.1 show a suppression of the coherent quasiparticle peak
at the nodal point (𝜋/2, 𝜋/2), in sharp contrast to our calculations in which the peak is always
present, challenging the simple picture of a perfect 2D lattice model for the underdoped region.
However, we identify a double peak structure at the nodal point which is in excellent agreement,
especially for the 8−site cluster, with previous experimental observations [91, 92].

We analyze the PG phase by dissecting the state histogram of the embedded 2 × 2 plaquette
using a modified cluster basis in contrast to previous works [106, 121, 247]. We show that due to
the presence of two degenerate orbitals in the 2 × 2 plaquette, which correspond to the cluster
momentaK = (𝜋, 0) andK = (0, 𝜋) and are weakly coupled to the self-consistent bath, the most
probable state until 𝑥 = 0.12 is a non-degenerate singlet state 𝑆 = 0, in agreement with previ-
ous observations [106, 121, 247]. This singlet nature of the ground state leads to a cancellation
of the zero-energy excitations for the two degenerate orbitals, that we explicitely show following
Ref. 121 that we adapt to our new choice of basis, such that the lowest excitation channel carries
a spin 𝑆 = 1, momentum Q = (𝜋, 𝜋) and a non-zero energy. This leads to the opening of the PG
at the anti-nodes. The 2 × 2 plaquette is the minimum cluster containing this mechanism, and
by comparison to the 8-site cluster we show that the picture remains valid for larger cluster.

Moreover, this observation is linked to the observation of a dominant Q = (𝜋, 𝜋) peak in the
DSSF, that we directly compare to RIXSmeasurements for both the undoped and doped systems.
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Figure 3.1: (a) Tetragonal crystal structure of the parent compound NaCCOC (x=0). (b) Sketch of the BZ
and the k-path along which is plotted the band structure obtained from a LDA calculation
shown in (c), along with the orbital projected DOS. (d) The LDA orbital projected band struc-
ture overlayed on the ARPES spectrum taken at SOLEIL synchrotronwith a 10% doped sample.
The LDA bands were all shifted by the same constant energy 𝛿𝜖 to match the measurement.
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Consistently with the experimental findings for NaCCOC [166] and other cuprates [248–250], we
show that in the doped sample clear magnon excitations survive although having a shorter life-
time than in the parent compound. By inspecting the spin-spin correlation function, we find a
similar behavior as Werner et al. [61, 123]: upon hole doping, at long imaginary times 𝜏 → 𝛽/2
the correlation function becomes larger than for the parent compound and does not decay with
distance (on the scale of the 2 × 2 cluster). We show that this behavior, for which no clear expla-
nation was found so far, is directly linked to the existence of low-energy spin excitations and that
the ”freezing” of the correlation function can extend to long-range distances as the temperature
is lowered, what could be an interesting subject of further studies.

Overall, this chapter aims at depicting a unified description of the spectral and magnetic proper-
ties of NaCCOC by simultaneously focusing on the waterfall feature and PG phase with a com-
bined theoretical and experimental approach. We emphasize the robustness of the 2×2 plaquette
results by a systematic comparison to the 8−site cluster, and find a peculiar behavior of the long-
range spin-spin correlation function at long times 𝜏 → 𝛽/2.

3.2 Model and method

Similarly to cuprates, NaCCOC is composed of CuO2 planes, of 2D character [251], intercalated
between charge reservoir layersmade of Ca andCl atoms, as shown in Fig. 3.1(a). The low energy
window, relevant for the waterfall feature and the PG, is ruled by the physics of these 2D CuO2

layers. In the following, we first describe the effective Hubbard model that we use to represent
NaCCOC. We then present the clusters used for solving the model with CDMFT, and we give
details about the ARPES measurements carried out at the Photon Factory (Tsukuba, Japan) and
at SOLEIL (Saint-Aubin, France) synchrotrons.

3.2.1 Band structure of Ca2CuO2Cl2

Although DFT should not be used to study the spectral properties of this correlated material, it
provides an interesting starting point for building an effective model of NaCCOC. Indeed, from
electronic structure calculations with the LDA potential one can extract a TB Hamiltonian as ex-
plained in Sec. 2.1. In Fig. 3.1(c) is shown the band structure along thek-path shown in Fig. 3.1(b)
as obtained from a LDA calculation with Vienna ab initio simulation package (VASP) [252–255]
for the parent compound (𝑥 = 0). As expected from a LDA calculation (see Sec. 1.4), a single
band crosses the Fermi energy, consistent with the valence of the Cu atoms which are in 𝑑9 elec-
tronic configuration, i.e. one of the 𝑑 orbitals is half-filled. Note that actually two of these bands
can be seen in the band structure, which is simply due to the fact that the unit cell contains two
equivalent Cu atoms. A striking feature is that the single band is well isolated from the rest of
the Cu 𝑑/ O 𝑝/ Cl 𝑝 manifold which lies below (−1.5eV) and is in rather good agreement with
the ARPES measurement done on a 𝑥 = 0.1 hole-doped sample (see Fig. 3.1(d)). The isolated
band, also seen in the experimental spectrum, can be traced back to be of Cu 𝑑𝑥2−𝑦2 and O 𝑝𝑥/𝑦
character as shown by the projected DOS in Fig. 3.1(c), consistent with a ZRS state [38].
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Figure 3.2: (a) The CuO2 planes are modeled with an effective Hubbard model. The hopping parameters
were obtained from the fit of the single band dispersion shown in Fig. 3.1(c), and the on-site
U interaction is extracted from a fit of the experimental magnon dispersion (left panel of (b))
obtained from a RIXS measurement carried on an undoped sample by Lebert et al. [166]. The
Heisenberg spin model used for the fit is shown in the right panel of (b). (c) The two different
clusters considered for the CDMFT calculations: the 2 × 2 plaquette and the 8-site cluster.

The effective TBmodel can be restricted to a square lattice in two dimensions, for the single band
shows a weak dispersion along the Γ-Γ𝑍 path, in agreement with transport measurements [251].
By performing a Wannier fit using the wannier90 [183, 184] package, we obtain the hopping pa-
rameters 𝑡 = 0.425eV, 𝑡′ = −0.076eV ∼ −0.2𝑡 and 𝑡′′ = 0.05eV ∼ 0.1𝑡, which are close to the
typical cuprates’ hopping term 𝑡′/𝑡 ≃ −0.2/0.3. By restricting the 2D TB model to these three
hopping terms only, we obtain the Wannier band shown in Fig. 3.1(c) which represents well the
single DFT band. Note that a key feature of the dispersion is included in the 2D effective TB
model: the dispersion becomes flat at the 𝑋 point, i.e. at the antinode (𝜋, 0), yielding a van Hove
singularity which is of importance in the PG physics [246, 256].

3.2.2 Low-energy effective Hubbard model

Based on these observations, wemodel NaCCOC by a single-bandHubbardmodel [35–37] which
aims at capturing the low-energy physics of theCuO2 planes. Themodel is illustrated inFig. 3.2(a),
the Hamiltonian reads:

𝐻 =𝑈∑
𝑖
𝑛𝑖↑𝑛𝑖↓ − 𝜇∑

𝑖
𝑛𝑖 − 𝑡 ∑

⟨𝑖𝑗⟩,𝜍
𝑐†𝑖𝜍𝑐𝑗𝜍 − 𝑡′ ∑

⟨⟨𝑖𝑗⟩⟩,𝜍
𝑐†𝑖𝜍𝑐𝑗𝜍 − 𝑡′′ ∑

⟨⟨⟨𝑖𝑗⟩⟩⟩,𝜍
𝑐†𝑖𝜍𝑐𝑗𝜍, (3.1)

where 𝑈 is the Hubbard on-site interaction term, 𝜇 the chemical potential, ⟨.⟩, ⟨⟨.⟩⟩, ⟨⟨⟨.⟩⟩⟩ denote
respectively the NN, NNN and NNNN associated with the hopping terms 𝑡 = 0.425eV, 𝑡′ =
−0.076eV ∼ −0.2𝑡 and 𝑡′′ = 0.05eV ∼ 0.1𝑡. As described above, the latter are obtained by
a fit of the LDA single band using MLWF [181, 182], and we are left with determining the 𝑈
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value. Instead of calculating it ab initio, we rather rely on the magnon dispersion obtained by a
RIXS measurement on the parent compound which was performed by our collaborators Lebert,
d’Astuto et al. [166]. Since undoped NaCCOC is an antiferromagnetic insulator with long-range
magnetic order [84], the magnon dispersion can approximately be represented by a spin-wave
calculation based on the Heisenberg model shown in the right panel of Fig. 3.2(b). The spin
model Hamiltonian is given by

𝐻𝑠𝑝𝑖𝑛 =𝐽∑
⟨𝑖𝑗⟩

S𝑖S𝑗 + 𝐽′ ∑
⟨⟨𝑖𝑗⟩⟩

S𝑖S𝑗 + 𝐽′′ ∑
⟨⟨⟨𝑖𝑗⟩⟩⟩

S𝑖S𝑗

+ 𝐽𝑐 ∑
⟨𝑖𝑗𝑘𝑙⟩

[(S𝑖S𝑗)(S𝑘S𝑙) + (S𝑖S𝑙)(S𝑘S𝑗) − (S𝑖S𝑘)(S𝑗S𝑙)]
(3.2)

where ⟨𝑖𝑗𝑘𝑙⟩ refer to a square plaquette of four neighboring sites 𝑖, 𝑗, 𝑘, 𝑙 (see Fig. 3.2(b)), and
the exchange couplings are: 𝐽 = 4𝑡2

𝑈
− 24𝑡4

𝑈3
, 𝐽′ = 4𝑡′2

𝑈
+ 4𝑡4

𝑈3
, 𝐽′′ = 4𝑡′′2

𝑈
+ 4𝑡4

𝑈3
and 𝐽𝑐 = 80𝑡4

𝑈3

[235, 236]. Keeping the hopping parameters fixed to the value obtained ab initio, the on-site in-
teraction 𝑈 is treated as a fitting parameter. We stress the importance of the corrections of the
exchange parameters from the 𝑡4 processes, and especially the cyclic exchange 𝐽𝑐 which allows
to capture the difference in the magnon energy between (𝜋, 0) and (𝜋/2, 𝜋/2) [166]. This pro-
cedure results in the fitted magnon dispersion shown in Fig. 3.2(b), which is in excellent agree-
ment with the experimental data, especially by considering only 𝑈 as fitting parameter. We ob-
tain 𝑈 ≃ 4.335eV = 10.2𝑡 which will be our default choice for the theoretical calculations (the
only exception is for the state histogram discussed later in this chapter which were obtain with
𝑈 ≃ 4.25eV = 10𝑡).

The on-site Hubbard interaction 𝑈 is of the same order of magnitude than the bandwidth𝑊 ≃
3.5eV, preventing from the use of perturbation theory in either the kinetic or potential energy.
To solve this many-body strongly correlated system, we perform CDMFT calculations with two
different clusters presented in Fig. 3.2(c). Most of the calculations and results presented in this
chapter are obtainedwith the 2×2 plaquette which contains theminimum ingredients to capture
the PG in the hole-doped single band Hubbard model [121, 247]. The effective impurity model is
solved using CTQMC [60–62]-based solvers working at finite temperature: the hybridization- CT-
HYB [116] and the interaction-expansionCT-INT [117] solvers based on theALPSCore libraries [118].
Additionally, we also used the hybridization-expansion solver of the TRIQS toolkit [119, 120] in
order to obtain the state histograms. Thanks to the limited size of the plaquette cluster, it is pos-
sible to perform calculations at low temperature, deep in the PG phase. In order to check that
the results we obtain are not an artifact from the specific properties of the plaquette cluster, we
also perform calculations for the 8-site cluster shown in Fig. 3.2(c).

We ensured that all the theoretical CDMFT results presented in this chapter were well converged,
and we performed extra self-consistent loops with a high Monte-Carlo sampling: the number of
counts was always ≥ 2 ⋅ 106 for all temperatures and cluster sizes. To obtain the momentum-
resolved spectral function, we first perform an analytic continuation of the cluster self-energy
using the MQEM [217] presented in Sec. 2.5. From the self-energy, we compute the periodized
Green’s function using the Green’s function periodization procedure (Eq. 2.48) [67]. For the
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After cleaving

Ceramic tip

Sample

Gold reference

Sample holder

Figure 3.3: In-situ photography taken at SOLEIL synchrotron of the sample in the experiment chamber
under UHV (left). A ceramic tip (highlighted by the red dotted frame) is glued on the sample
surface to allow for cleaving under vacuum, resulting in a clean 2D surface as shown in the
right panel. The sides of the samples are covered with a graphite spray (darker zone around
the sample) to ensure the electrical contact with the copper sample holder. On the upper left
side of the latter, one can notice the gold sample used for the Fermi energy reference.

DSSF, we use a different procedure: from the two-time two-particle imaginary time Green’s func-
tion, the spin-structure factor is first calculated at the different Q points of interest, and then an
analytic continuation with a bosonic kernel is performed using the MaxEnt package [220]. More
details on the link between the DSSF and the two-time two-particle Green’s function are given in
the dedicated Sec. 3.5.

3.2.3 Angle-Resolved Photoemission Spectroscopy measurements

In addition to the theoretical calculations, weperformed twoARPESmeasurements at synchrotron
facilities: the Photon Factory (Tsukuba, Japan) in close collaboration with Matteo d’Astuto and
Yukiko Obata, and SOLEIL (Saint-Aubin, France) along with Matteo d’Astuto, Chafic Fawaz and
Hervé Cercellier. The samples measured were synthesized by Matteo d’Astuto, David Santos-
Cottin, Hajime Yamamoto and Ikuya Yamada. The characterization and preparation of the sam-
ples for the experiments were done by Matteo d’Astuto, Yukiko Obata, and Chafic Fawaz. We
do not detail the synthesis here, the interested reader can obtain more details in Ref. 83. The
samples’ characteristic size is about 2 × 2 × 0.2mm (width×height×thickness). The doping is
estimated bymeasuring the superconducting transition temperature 𝑇𝑐, a standard procedure for
this material [90] but not that precise, and complemented by a measure of the lattice parameters.
For the 𝑥 = 0.1 samples, the 𝑇𝑐 measurement leads to an estimation of the doping close to the
expected value, but the error on the Na concentration is of the order of 1−2%, i.e. 𝑥 = 0.1±0.02.
This is even worse for the 𝑥 = 0.05 sample since the sample is not superconducting and one can
only rely on the lattice parameters measurements, fromwhich it is estimated that the real doping
is somewhere around 𝑥 ∼ 0.05.

The crystalline planes’ orientation was characterized using x-ray diffraction, and the samples
were then glued accordingly on the copper sample holder with a silver epoxy to ensure the elec-
trical contact (see Fig. 3.3), always manipulating the material in a dry environment to prevent
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from surface pollution and oxidation. To further make sure that there is a good contact between
the sample and the holder, to avoid surface charging during the measurement, graphite has been
sprayed over. Finally, a ceramic tip is glued over the sample (see Fig. 3.3) and is only removed
under ultra high vacuum (UHV) once in the experiment chamber at the synchrotron. The UHV
was of the order of 10−11mbar to avoid surface pollution as well as scattering of the emitted
photoelectrons. The samples are cleaved in this environment, resulting in a clean 2D surface
as shown in Fig. 3.3. At both synchrotrons the measurements were carried out at low tempera-
ture, 15K ≤ 𝑇 ≤ 30K. Unfortunately, at the Photon Factory the setup did not allow to control the
temperature precisely, and at SOLEIL the temperature controller broke down during the beam
time, so that a precise temperature dependent measurement could not be carried out.

Since the maximum momentum resolution is obtained along the slit of the analyzer, we first
corrected the orientation of the sample with respect to the analyzer. In practice, the sample is ro-
tated so that either the slit is parallel to the nodal direction (1, 1, 0) or to the anti-nodal direction.
Finally, the Fermi energy is determined using the gold sample attached to the sample holder. The
author carried the data analysis of the experimental data and created all the experimental plots
shown in the following chapter. We used the pyARPES package [257] which the author adapted
to the beamlines where the measurements were performed. For more details about the ARPES
formalism, its link to the Green’s function calculated in CDMFT, and how the raw data is trans-
formed back to momentum space, we refer the reader to App. A.

3.3 Spectral function

Both the PG and the waterfall feature can be observed in the momentum-resolved spectral func-
tion, which is directly calculated in CDMFT and obtained in ARPES (albeit the additionalmatrix-
element effects [258]). In the following, we start by studying the parent compound NaCCOC
(𝑥 = 0) and show that thewaterfall feature seen by Ronning et al. [86] is well captured by CDMFT
calculations. Using two different simpler effective models, we interpret the waterfall feature as
a cross-over between low-energy spin polarons and higher-energy localized electrons. Then, we
proceed with the hole-doped system for which the waterfall feature is still observed and a clear
PG is captured by CDMFT, independently of the cluster size.

3.3.1 Parent compound

In Fig. 3.4 is shown the spectral function calculatedwith the 2×2 plaquette cluster (see Fig. 3.2(c))
at 𝛽 = 60eV−1 with two different initializations, obtained by performing an analytic continua-
tion of the self-energy using the MQEMmethod [217] presented in Sec. 2.5. All the one-particle
spectra shown in this chapter were obtained using the same analytic continuation procedure. In
both cases, either ametallic or insulating starting point, the final system is aMott insulator with a
gap Δ ≃ 2.5eV, in good agreement with the scanning tunneling microscopy (STM) estimate [89].
In the occupied region, apart from the global shift of the chemical potential, the resulting spectra
show drastic differences: in Fig. 3.4(a1)-(a3) we observe a low-energy dispersion around −0.5eV
which is well separated from the LHBwhich lies around−2eV. In contrast, we see in Fig. 3.4(b1)-
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Figure 3.4: Spectral functions calculated with the plaquette cluster at 𝛽 = 60eV−1 with different initializa-
tions: starting (a1)-(a3) from a metallic state, (b1)-(b3) from an insulating state. Note that our
set of parameters is close to the coexistence regionwere both themetallic and insulating phases
are possible solutions. The final chemical potential is different, hence the static shift in energy
of the two Hubbard bands depending on the starting point. The solid and dotted lines were
extracted from the Hubbard-I and SCBA spectra and were shifted by a constant energy so to
match the CDMFTdispersion. The orange circles depict the experimental dispersionmeasured
by Ronning et al. on undoped NaCCOC (𝑥 = 0) and are extracted fromRef. 86. The circles have
been shifted in energy for the panels (b3) to compensate for the difference in chemical poten-
tial.
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(b3) that the insulating starting point leads to a rather continuous LHB dispersing from−2.5eV to
−1.0eV, except at the nodal point between Γ and𝑀 where a low-energy dispersion distinct from
the LHB appears.

Despite these differences, both calculations capture thewaterfall feature at the nodal point which
is signaled by a kink in the LHB dispersion: around −0.5eV and −1.25eV respectively for the
metallic and insulating solution. As shown in Fig. 3.4(a2),(b2), it can be understood as a cross-
over between twodifferent energy regimes. At high-energy, the LHB iswell captured by aHubbard-
I approximation [35] in which the self-energy is approximated by the atomic limit result, given
for a general filling and chemical potential by [259]:

Σ𝜍 =
1
2𝑛𝑈 +

1
2
𝑛(1 − 1

2
𝑛)𝑈2

𝜔 + 𝜇 − (1 − 1
2
𝑛)𝑈 + 𝑖𝛿

(3.3)

where 𝑛 is the electron filling. Within this approximation of purely local self-energy, the LHB is
well reproduced around Γ where the energy is the lowest. Since this approximation is valid in
the atomic limit, we observe in Fig. 3.4 that it works best for the insulating starting point.

At lower energy however this approximation of the self-energy is not valid: the effective mass
of the electrons is increased leading to a kink in the dispersion. The purely local self-energy
of the Hubbard-I approximation can not capture such a behavior since it is related to non-local
antiferromagnetic fluctuations [95–98]. To illustrate that, we perform SCBA calculations fol-
lowing the formalism described in Sec. 2.6 using the specific parameters of NaCCOC. The low-
energy dispersion of the SCBA spectrum is extracted and compared to the CDMFT calculations
in Fig. 3.4(a2)-(b2). The spin-polaron dispersion is strongly renormalized due to the interaction
with the surrounding spins and the dispersion becomes rather flat in comparison to theHubbard-
I approximation. The bandwidth of the spin-polaron feature is of the order of ∼ 0.4eV. The
low-energy part of the spectrum around the nodal point (𝜋/2, 𝜋/2) is well captured by the spin-
polaron physics, thus providing a clear explanation for the waterfall feature in terms of a cross-
over between a high-energy region where the correlations are purely local and a low-energy part
governed by antiferromagnetic spin fluctuations. Note that while the SCBA calculation relies on
long-range antiferromagnetic order, the CDMFT calculations here only incorporate short-range
fluctuations, hence showing that the kink feature can survive in the hole-doped region in which
the long-range spin correlations are suppressed. Note also that while in the SCBA spectrum as
shown in Fig. 2.12 the spin-polaron has a large lifetime at the nodal point, in the CDMFT spec-
trum the feature is less coherent: the system is not a perfect antiferromagnet. Although we did
not perform this analysis here, the comparison of the lifetime of the spin-polaron in theory and
experiment could provide interesting information on the system.

Most interestingly, the CDMFT spectrum is in excellent agreement with the experimental mea-
surements [85, 86, 91]. Both starting points verywell reproduce theARPESdata of Ronning et al. [86]
as shown in Fig. 3.4(a3)-(b3). While the high-energy part of the Γ-𝑀 dispersion seems to be better
captured by the metallic starting point, the spin-polaron part is astonishingly agreeing for the in-
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a) b)Metallic initialization Insulating initialization

Figure 3.5: Spectral functions calculated with the plaquette cluster at 𝛽 = 20eV−1 with different initial-
izations: starting (a) from a metallic state, (b) from an insulating state. The final chemical
potential is different, hence the static shift in energy of the two Hubbard bands depends on the
starting point.

sulating initialization. Both in the theoretical and experimental spectra we observe a downturn
of the low energy dispersion at the nodal point (𝜋/2, 𝜋/2), i.e. at the crossing with the antiferro-
magnetic BZ boundary, thus being another sign of the role of these fluctuations in the low-energy
physics of undoped NaCCOC. The bandwidth of the spin-polaron is another argument for the
identification of the experimental waterfall: The experimental and theoretical (both for CDMFT
and SCBA) bandwidths (∼ 0.4eV) are in excellent agreement. One of the main differences be-
tween the two theoretical spectra is seen around the anti-nodal point, where CDMFT predicts
either a low-energy flat dispersion at the same-energy as the nodal point (metallic starting point),
or a high-energy dispersion stemming from the atomic limit (insulating starting point). The sec-
ond option seems to better account for the experimental data of Ref. [85] (most easily visualized
in Fig. 2 of Ref. 91) since a clear difference in energy of roughly −0.5eV is observed between
the nodal and anti-nodal point. Finally, one can note that the waterfall feature is similar to the
spin-charge signature observed with ARPES in 1D spin chains [260]. Despite the fact that these
two phenomena are related to the cross-over between two different energy regimes (atomic limit
vs spin polaron, and spinon vs holon), the physics at play is different: in NaCCOC the motion of
the hole is lead by the coupling to the spin degrees of freedom, while in the 1D spin chains the
charge of the hole become entirely decoupled from the spin excitation.

Fig. 3.5 shows the spectral functions calculated with the two different initialization but for a
higher temperature (𝛽 = 20) atwhich the spin fluctuations start to be suppressed. With themetal-
lic initialization (Fig. 3.5(a)), we still observe a low-energy feature but there is a strong spectral
weight transfer to the LHB as compared to the 𝛽 = 60eV−1 calculation. It is even more strik-
ing for the insulating starting point (Fig. 3.5(b)) where the kink in the dispersion at the nodal
point has completely disappeared. This is an additional sign that the waterfall feature observed
in the parent compound originates from the spin fluctuations, and shows the utmost importance
of performing the calculations at sufficiently low temperature to find an agreement with the low-
temperature ARPES measurements.
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Figure 3.6: Experimental and theoretical momentum resolved spectral functions. (a) ARPES measure-
ment on the 𝑥 = 0.05 and calculated spectra for 𝑥 = 0.05 and 𝑥 = 0.1 at 𝛽 = 60. The Hubbard-I
approximation is no longer shifted in energy, but the SCBA dispersion still is. (b) Zoom at the
nodal point to compare the experimental and theoretical results for both dopings. The pur-
ple circles denote the maximum of the theoretical spectral function at each k-point, and the
relative spectral weight is depicted by the circle size.

3.3.2 Hole doped system

At finite hole doping, the chemical potential (and the spectral function) is no longer dependent
on the starting point. Indeed, the coexistence region vanishes with doping: only the metallic
solution survives. All the theoretical results presented in the following for the hole-doped NaC-
COC are obtained with the insulating (at half-filling) starting point. The experimental data has
been obtained with a 𝑥 = 0.05 sample at the Photon Factory synchrotron, and a 𝑥 = 0.1 sample
measured at SOLEIL synchrotron. For the 𝑥 = 0.05 sample, the experimental setup lacked of a
gold sample for the Fermi energy reference, such that the later was obtained by a fit of the occu-
pied bands of NaCCOC. To be consistent, the Fermi energy for the 𝑥 = 0.1 sample was corrected
according to the method used for the 𝑥 = 0.05.

The momentum-resolved spectral functions along Γ − 𝑋 − 𝑀 − Γ are shown in Fig. 3.6(a) for
the 𝑥 = 0.05 sample and calculations at 𝛽 = 60eV−1 for 𝑥 = 0.05, 0.1 with the plaquette cluster.
We observe a clear coherent dispersion at the nodal point for the 𝑥 = 0.05 sample, along with a
gapped weaker spectral weight around the anti-nodal point. This is in good agreement with the
calculated spectrum for 𝑥 = 0.05: a coherent quasiparticle peak is seen at the nodal point and
two split flat dispersions appear at the anti-nodal point below and above the Fermi level. This is
a clear sign of the opening of a PG, which starts to close at higher doping concentrations 𝑥 = 0.1
in the calculations. Interestingly, the waterfall feature survives in the Γ −𝑀 dispersion since the
spectrum is still well described by a cross-over between a Hubbard-I approximation and a SCBA
dispersion. Note that the Hubbard-I dispersion needs no longer to be shifted to adapt to the right
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Figure 3.7: (a) Theoretical and experimental Fermi surface for the 𝑥 = 0.05 and 𝑥 = 0.1 samples, the
ARPES measurement is shown in the top right corner of the BZ. The white rotated square
illustrates the antiferromagnetic BZ. (b) EDC around the Fermi arc (the definition of the angle
𝛼 is shown in (a)) for the 𝑥 = 0.05 sample. (c) EDC around the nodal point on the path Γ −𝑀.
The orange (blue) arrows highlight the high- (low-) energy peaks.

chemical potential, hence showing the robustness of this qualitative picture. At the anti-nodal
point where we observe a PG, neither the Hubbard-I nor the SCBA give a good agreement with
the CDMFT spectrum since yet another physical mechanism is at play and which is the subject
of the next section.

To further compare the experimental and theoretical spectra, we show in Fig. 3.6(b) a zoom on
the Γ − 𝑀 dispersion. Similarly to the undoped case, we oberve an excellent agreement in the
position of the dispersion and the kink which appears around 0.3eV, showing that the antifer-
romagnetic fluctuations survive at those values of doping. The increase of spectral weight as k
gets closer to the nodal point (𝜋/2, 𝜋/2) is seen in all the spectra. Note that these data show an
excellent agreement with the previous ARPES measurements [26, 90–93]. However, one can no-
tice that in the experimental spectrum, the coherent and intense quasiparticle at 𝜔 = 0 captured
by CDMFT is not seen, which was also observed by Shen et al. for dopings below 𝑥 = 0.10 [26,
92]. This is best seen by inspecting the energy distribution curve (EDC) around the nodal point,
as shown in Fig. 3.7.

We show in panel (a) the Fermi surfaces for the two dopings for which we observe the famous
Fermi arc, hallmark of the PG in photoemission data [24], both in the experimental and the the-
oretical data. The opening of the PG can be directly observed in the EDC around the nodal point,
which are presented in Fig. 3.7(b) for the 𝑥 = 0.05 sample. It is clear that in contrast to the
CDMFT calculation, no coherent peak is observed for the 𝑥 = 0.05 sample at the nodal point,
although a PG is obtained due to a shift and broadening of the spectral function at low energy
as going towards the anti-nodal point. Similarly, the quasiparticle peak in the ARPES measure-
ments of the 𝑥 = 0.1 sample is also absent (not shown here), which is a sign that the doping
could be overestimated, based on the observations of Shen et al. in Ref. 92. The missing quasi-
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Figure 3.8: (a) Spectral function at the anti-nodal point (𝜋, 0) for different dopings (0.0 ≤ 𝑥 ≤ 0.1) at
𝛽 = 60eV−1. (b) Spectral function at the nodal (𝜋/2, 𝜋/2) and anti-nodal point (𝜋, 0) (multiplied
by a factor 10) at two temperatures below and above the PG transition for 𝑥 = 0.05.

particle was attributed to a coupling to phonons which are not included within our theoretical
framework. We do not infer on the validity of this proposition since this would require a better
characterization of many samples and a comparison between a larger number of them, as well
as the modification of our simple effective model to allow for the coupling of the electrons to
additional degrees of freedom.

When a quasiparticle peak is present in the photoemission data, a double peak structure at the
nodal point is observed [91, 92]. As shown in Fig. 3.7(c), the double peak structure is reproduced,
although the peak separation is much sharper than in experiment. The quasiparticle peak forms
at low-energy as the dispersion goes from Γ to𝑀, like in the measured data, and it is backfolded
when crossing the nodal point. The latter is not clearly seen in experiment, whichmay come from
the quasi-particle suppression, or an overestimation of the strength of the antiferromagnetic spin
fluctuations in the 2 × 2 plaquette.

Though, overall the CDMFT calculations yield an excellent agreement with the ARPES mea-
surements, and capture the essential ingredients of the hole-doped NaCCOC spectral function:
the opening of a PG at low doping and a waterfall feature at the nodal point at low-energy. It is
furthermore insightful to study the doping and temperature dependence of the PG and the quasi-
particle peak at the nodal point. In Fig. 3.8(a) is shown the doping dependence of the spectral
function at the anti-nodal point (𝜋, 0) at 𝛽 = 60eV−1. The undoped system shows a broad peak
around −0.5eV as we have seen previously. As the doping is increased, and even for the lowest
doping (𝑥 = 0.01), we see an asymmetric double peak structure appearingwith two peaks located
away from the Fermi level, roughly at 𝜔 = ±0.15eV. The difference between the occupied and
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b)a)

Figure 3.9: (a) calculated spectral function for 𝑥 = 0.05 at 𝛽 = 40eV−1. The Hubbard-I approximation is
slightly shifted for the sake of comparison in energy, as well as the SCBA dispersion. (b) Com-
parison between the experimental and theoretical spectrum for the 𝑥 = 0.05 sample around
the nodal point. The purple circles denote the maximum of the theoretical spectral function at
each k-point, and the relative spectral weight is depicted by the circle size.

empty regions comes from the particle-hole asymmetry, and is therefore reduced as the doping is
increased. Upon increasing the hole concentration, the gap fills up until an almost closing of the
PG, but the two peaks below and above the Fermi level do not collapse, consistently with previous
observations [261]. Note that the peaks position may vary between the different dopings due to
systematic errors from the analytic continuation.

The temperature dependence of the spectral function provides useful information about the pos-
sible origin of the PG. In Fig. 3.8(b) is shown the spectral function both at the nodal and anti-
nodal point for 𝑥 = 0.05 at two different temperatures: 𝛽 = 20, 60eV−1. Similarly to the undoped
case, we observe that for high temperature the anti-nodal PG disappears, as well as the double
peak structure at the nodal point. This may indicate an influence of the spin fluctuations on the
PG [75, 104, 107, 111–114, 246] since the double peak structure at the nodal point is related to
the spin-polaron physics as shown in Fig 3.6(a) where we observe that the coherent quasiparticle
peak dispersion corresponds well to that of a spin-polaron. It is the subject of the next section, in
which we dissect the CDMFT result to search for the physical origin of the PG in the 2DHubbard
model, and thus, by extension, in cuprates.

Before proceeding to such an analysis, it is important to note that the waterfall feature and the
PG are not a peculiar consequence of the 2 × 2 cluster. In Fig. 3.9 is shown the CDMFT spectral
function obtained with an 8-site cluster (see Fig. 3.2(c)) at 𝛽 = 40eV−1 for 𝑥 = 0.05, and its com-
parison to the experimental spectrum. Because the 8-site cluster is breaking the 𝑥/𝑦 symmetry
since it is elongated along one or the other direction (see Fig. 3.2(c)), we restore the symmetry
when performing the Green’s function reperiodization by averaging between the 𝑥− and 𝑦− ori-
ented clusters. We first notice that both the waterfall feature and the PG are captured by this
larger cluster, in agreement with the findings by Gull et al. that the cluster size (though in DCA)
does not influence much the main characteristics of the spectrum [110]. The Hubbard-I approx-
imation accounts well for the high-energy part of the dispersion, although a small constant shift
of 0.15eV has been applied. Similarly, the spin-polaron captures rather well the low-energy part
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Figure 3.10: (a) EDC along the Fermi arc following the convention of Fig. 3.7(b) obtained with the 8−site
cluster at 𝛽 = 40eV−1 for 𝑥 = 0.05. (b) EDC around the nodal point along the path Γ − 𝑀.
The orange (blue) arrows highlight the high- (low-) energy peaks.

of the spectrum, although it seems to overestimate slightly the effective mass of the electrons,
which is to be expected since in the doped system the antiferromagnetic fluctuations are weaker
than at half-filling. The Γ − 𝑀 dispersion is again in excellent agreement with the experimental
measurements with a clear kink in the dispersion around 0.3eV.

In Fig. 3.10 we show the EDC calculated with the 8−site cluster at 𝛽 = 40eV−1 for 𝑥 = 0.05.
Interestingly the EDC along the Fermi arc show a different qualitative behavior than that of the
plaquette cluster: for the latter a secondary peak appears at the nodal point around−0.1eVwhile
the low-energy peak is already formed, whereas for the 8−site cluster the low-energy peak arises
at the nodal point from the higher-energy feature which disperses between −0.2, −0.1eV. We
come back on this difference later in the chapter. The 8−site cluster is in better agreeement with
themeasured spectrum of Ref. 91,92 along the path Γ−𝑀, as shown in Fig. 3.10(b). Indeed, there
is no longer a clear separation between the two peaks at the nodal point, and the absence in ex-
periment of backfolding of the low-energy peak when crossing the nodal point can be explained
by the fact that it happens in the occupied part of the spectrum, as shown in Fig. 3.10(b). This is
a clear improvement of the 8−site cluster as compared to the plaquette, since with the latter the
backfolded quasiparticle peak always lies below the Fermi level.

3.4 Cluster analysis

The analysis of the waterfall feature in terms of a crossover between a localized limit at high en-
ergy and a spin-polaron at low-energy, as well as the correspondence between the closing of the
PG and the disappearance of the waterfall feature at high temperature point to the importance of
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the short-range spin fluctuations in describing the low-energy physics of the 2DHubbard model,
and by extension to that of the cuprates. These observations are in line with the existing literature
finding hallmarks of dominating short-range spin fluctuations [75, 104, 107, 111–114, 246]. In
the following, we aim at deepening further the analysis of the CDMFT calculations by investigat-
ing the cluster state histogram which can be extracted from the impurity solver. The histogram
provides the probability for the plaquette connected to a self-consistent electron bath to be in
specific states. We dissect the results for the 2 × 2 plaquette which is simple enough to provide
insightful information at a low cost, and we show, following the argument of Merino and Gun-
narsson [121], that its simple state histogram can provide a scenario for the opening of a PG and
that it is not limited to the peculiar 2 × 2 plaquette cluster. We emphasize the importance of this
analysis: it is essential to understand the mechanisms leading to the opening of the PG in the
CDMFT calculations since it will allow to extract precious information about the PG phase in the
2D Hubbard model, and therefore in cuprates.

3.4.1 State histogram

In order to obtain the state histogram, we performed calculations using the CT-HYB solver from
TRIQS [119, 120]. Note that the state histograms were obtained with 𝑈 = 10𝑡, in contrast to the
usual 𝑈 = 10.2𝑡 in this chapter. This small difference in U has no consequence on the validity of
the analysis. All the other quantities discussed in the following were obtained for 𝑈 = 10.2𝑡 as
found from the fit of the RIXS data.

Instead of using the site basis, it is more convenient to switch to the cluster momenta basis in
which the observables are diagonal in the 2 × 2 cluster. It is defined as follow:

c†(0,0),𝜍 =
1
2(c

†
1,𝜍 + c†2,𝜍 + c†3,𝜍 + c†4,𝜍)

c†(𝜋,𝜋),𝜍 =
1
2(c

†
1,𝜍 − c†2,𝜍 + c†3,𝜍 − c†4,𝜍)

c†(𝜋,0),𝜍 =
1
2(c

†
1,𝜍 + c†2,𝜍 − c†3,𝜍 − c†4,𝜍)

c†(0,𝜋),𝜍 =
1
2(c

†
1,𝜍 − c†2,𝜍 − c†3,𝜍 + c†4,𝜍),

(3.4)

where 1, 2, 3, 4 denotes the plaquette sites labeled clockwise, see Fig. 3.11(a). Although this basis
is convenient, in this chapter we prefer to replace the usual two c†(𝜋,0),𝜍, c

†
(0,𝜋),𝜍 by their bond-

ing/anti-bonding combination which are defined by:

c†𝐷13,𝜍 =
1
√2

(c†(𝜋,0),𝜍 + c†(0,𝜋),𝜍) =
1
√2

(c†1,𝜍 − c†3,𝜍)

c†𝐷42,𝜍 =
1
√2

(−c†(𝜋,0),𝜍 + c†(0,𝜋),𝜍) =
1
√2

(c†4,𝜍 − c†2,𝜍)
(3.5)

where the 𝐷13, 𝐷42 orbitals are diagonal bonding orbitals between sites 1, 3 and 4, 2. We there-
fore analyze the plaquette state histogram with the basis set {(0, 0), (𝜋, 𝜋), 𝐷13, 𝐷42}.

For the isolated cluster, these four orbitals have different on-site energies illustrated inFig. 3.11(a):
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Figure 3.11: (a) Sketch of the on-site energies of the isolated plaquette cluster. (b) Doping and temperature
dependent state histogram calculated with 𝑈 = 10𝑡. (c) Sketch of the three leading groups of
states.

at half-filling the (0, 0) orbital is expected to be doubly occupied, while the orbitals 𝐷13 and 𝐷42
will share the two electrons left since they are degenerate, and the orbital (𝜋, 𝜋) is empty. In
agreement with this simple picture, and with previous works [48, 247, 262], we find that the
state histogram is dominated by only a few states which can be grouped into three categories,
as shown in Fig. 3.11(b)-(c). These states, reduced to their most important components, can be
approximately written

|𝑁 = 4, 𝑆 = 0⟩ ≃ |↑↓, 0⟩ ⊗ (|↑, ↓⟩ − |↓, ↑⟩)

|𝑁 = 4, 𝑆 = 1⟩ ≃ |↑↓, 0⟩ ⊗ |↑, ↑⟩

|𝑁 = 3, 𝑆 = 1/2⟩ ≃ |↑↓, 0⟩ ⊗ |↑, 0⟩

(3.6)

where we adopt the convention |𝜙⟩ = |(0, 0), (𝜋, 𝜋)⟩ ⊗ |𝐷13, 𝐷42⟩, i.e. we separate (0, 0), (𝜋, 𝜋)
and 𝐷13, 𝐷42 orbitals for convenience, and we show only one of the two (four) possible configu-
rations for the states |𝑁 = 4, 𝑆 = 1⟩ (|𝑁 = 3, 𝑆 = 1/2⟩) (see Fig. 3.11(c)).

The most likely state is |𝑁 = 4, 𝑆 = 0⟩, which corresponds to a superposition of resonating va-
lence bond (RVB) singlets [263] between NN [121, 247]. Interestingly, within our new choice of
basis, this state involves a singlet between the𝐷13 and𝐷42 orbitals. As expected from the isolated
plaquette limit, this state dominates the histogram at low doping, and its contribution increases
with decreasing temperature, showing that the short range antiferromagnetic fluctuations play
a crucial role in the physics of the PG. At high temperature (𝛽 = 30eV−1), the second group of
states is |𝑁 = 4, 𝑆 = 1⟩ which corresponds to a spin flip excitation: going from |𝑁 = 4, 𝑆 = 0⟩ to
|𝑁 = 4, 𝑆 = 1⟩ involves for instance the spin flip term c†𝐷13,𝜍c𝐷42,−𝜍, which carries a spin 𝑆 = 1
and a momentum Q = (𝜋, 𝜋). As the doping is increased, i.e. as electrons are removed from the
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lattice, this group’s contribution shows an increase until 𝑥 ∼ 0.1 where it saturates and slowly
drops as the doping is further increased. Therefore, at intermediate dopings the𝑁 = 4 configura-
tions are increasingly populated by these 𝑆 = 1 excitations, showing that the singlet state breaks
into 𝑆 = 1 triplet states. At large dopings, the dominating group of states is |𝑁 = 3, 𝑆 = 1/2⟩,
which simply corresponds to the removal of an electron in the 𝐷13, 𝐷42 orbitals.

Since the 𝐷13, 𝐷42 are directly related to the (𝜋, 0), (0, 𝜋) orbitals, and since they are half-filled,
we can expect that the low-energy physics close to the anti-nodal point is related to the physics of
these orbitals which forms a singlet in the state |𝑁 = 4, 𝑆 = 0⟩ . Similarly, from this simple picture
we expect the (0, 0) orbital to account for the LHB dispersion around the Γ point, and from the
(𝜋, 𝜋) orbital to capture the unoccupied part of the spectrum close to 𝑀. In fact, this can be di-
rectly visualized in the spectral function by decomposing it into different contributions from the
(0, 0), (𝜋, 𝜋), 𝐷13, 𝐷42 orbitals. To this aim, the site-basis component of the Green’s function ̃𝐺𝜍
can be expressed with the diagonal components of the Green’s function G̃𝜍 in the rotated basis:

G𝜍 = P

⎛
⎜
⎜
⎜
⎝

̃G(0,0),𝜍 0 0 0
0 ̃G𝐷13,𝜍 0 0
0 0 ̃G𝐷42,𝜍 0
0 0 0 ̃G(𝜋,𝜋),𝜍

⎞
⎟
⎟
⎟
⎠

P−1 P = 1
2

⎛
⎜
⎜
⎜
⎝

1 √2 0 −1
1 0 −√2 1
1 −√2 0 −1
1 0 √2 1

⎞
⎟
⎟
⎟
⎠

. (3.7)

The Green’s function reperiodization (Eq. 2.48) can then be re-written in terms of the diagonal
̃G(0,0),𝜍, ̃G𝐷13,𝜍, ̃G𝐷42,𝜍, ̃G(𝜋,𝜋),𝜍 components as:

𝐺𝑝𝑒𝑟
𝜍 (k, 𝑖𝜔𝑛) = ∑

𝑚
𝑎𝑚(k)G̃𝑚,𝜍, (3.8)

where𝑚denote the orbitals {(0, 0), (𝜋, 𝜋), 𝐷13, 𝐷42} and𝑎𝑚(k) aremomentum-dependentweights
for each of the components.

The result of such decomposition is shown in Fig. 3.12 for the 𝑥 = 0.05 and 𝑥 = 0.10 that we
have already discussed previously, i.e. calculated at 𝛽 = 60eV−1 with the plaquette cluster. As ex-
pected, the (𝜋, 𝜋) contribution is almost limited to the occupied region around the𝑀 point, some
incoherent spectral weight can be noticed in the occupied part due to the small but non-zero fill-
ing of this orbital. The (0, 0) contribution is substantial around Γ and is therefore responsible for
the atomic limit behavior. Interestingly, it also accounts for most of the spectral weight at the
nodal point (𝜋/2, 𝜋/2) and a clear waterfall feature is seen, i.e. the (0, 0) also hosts the coherent
spin-polaron at low-energy. Most importantly, its contribution at the anti-nodal point (𝜋, 0) van-
ishes, leaving the 𝐷13 and 𝐷42 as the only non-zero terms in this region. This provides a hint
for why the SCBA dispersion is in good agreement at the nodal point, but always seems to be
shifted in energy at the anti-nodal point: these two regions are in fact determined by electrons
living on different orbitals. The 𝐷13, 𝐷42 orbitals are responsible for the PG physics: they dis-
play two rather flat dispersions around the anti-nodal point. Note that they also have a non-zero
contribution at the nodal point, such that the double peak feature observed in the 2×2 plaquette
results is a consequence of the periodization procedure, which at the nodal point superposes the
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Figure 3.12: Momentum-resolved spectral function and its decomposition into the different diagonal
G̃(0,0),𝜍, ̃G𝐷13,𝜍, ̃G𝐷42,𝜍, G̃(𝜋,𝜋),𝜍 components for (a) 𝑥 = 0.05 and (b) 𝑥 = 0.1, both calculated
at 𝛽 = 60eV−1 with the plaquette cluster.

contribution from (0, 0) and the 𝐷13, 𝐷42 orbitals. We shall get back to this point later with the
8-site cluster.

This simple analysis allows us to make a difference between the key features of the spectral func-
tion. Most importantly, it shows that the PG is related to the behavior of the 𝐷13, 𝐷42 orbitals
which have the tendency to form a singlet state at low doping. If the cluster is isolated, this singlet
state naturally leads to an opening of a gap at the anti-nodal point (one can think of it as a dimer).
However, when it is connected to a bath of non-interacting electrons, it is not clear why the gap
would remain open: this is the case of the (0, 0) orbital for instance, which in the isolated cluster
is supposed to be doubly occupied but shows a large quasiparticle peak at the Fermi energy in the
CDMFT spectral function! In the following, based on the derivation of Merino et al. [121] that we
adapt to our specific choice of basis, we show that the gap remains open due to the very nature of
the non-degenerate singlet state using a simple effective model. Moreover, we also discuss why
this mechanism should hold for the 8-site cluster, and therefore for larger systems.

3.4.2 Origin of the pseudogap

Despite the fact that the isolated 𝐷13, 𝐷42 orbitals would show a gap since they form a singlet
state, it is not straightforward that the gap remains open when coupling to a continuous bath of
electrons. Indeed, the latter allows photoemission processes from a state with 𝑁 electrons on the
cluster to the same state with 𝑁 electrons on the cluster and one missing bath electrons, thus
giving a zero energy contribution. Following the derivation of Ref. 121 that we specialize for the
singlet state |𝑁 = 4, 𝑆 = 0⟩, we show in this section that in the limit of large𝑈, the non-degenerate
singlet ground state leads to a destructive interference of such processes, so that the gap remains
non-zero even if the system is coupled to a continuous bath of electrons.

To derive a simple effective model, we will approximate the 𝐷13, 𝐷42 orbitals as disconnected
from the (0, 0), (𝜋, 𝜋) orbitals such that they form a two-level system connected to a continuous
bath of non-interacting electrons. This is a reasonable approximation given that theGreen’s func-
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Figure 3.13: Non-interacting and interacting (obtained from the last CDMFT calculation) imaginary part
of the hybridization function on the Matsubara axis Δ(𝑖𝜔𝑛) and DOS on the real axis, for both
the plaquette and 8−site cluster.

tion in this basis is purely diagonal. The details of the Hamiltonian governing the isolated 𝐷13,
𝐷42 orbitals are not important, as long as they lead to a ground state of the form (for the isolated
orbitals):

|𝐺𝑆⟩ = 1
√2

(|↑, ↓⟩ − |↓, ↑⟩), (3.9)

consistently with the state |𝑁 = 4, 𝑆 = 0⟩. In the 2 × 2 cluster, it is the short range antiferromag-
netic fluctuations that causes the emergence of the RVB-like singlet state.

The coupling to the continuous bath of non-interacting electrons can be written:

𝐻ℎ𝑦𝑏 = ∑
𝑚𝜍,𝜖

𝑉𝜖(𝑑
†
𝑚𝜍,𝜖𝑐𝑚𝜍 + ℎ.𝑐.) (3.10)

where 𝑑†𝑚𝜍,𝜖, 𝑑𝑚𝜍,𝜖 are the creation and annihilation operators of a bath electron of orbital 𝑚,
spin 𝜎 and energy 𝜖, 𝑐†𝑚𝜍, 𝑐𝑚𝜍 the ones of the cluster electrons, and 𝑉𝜖 the coupling between the
bath and the cluster, taken to be orbital independent since they are equivalent. The orbital index
𝑚 refers either to 𝐷13 or 𝐷42. Since we are in the limit𝑈 ≫ 𝑡, we can also consider that𝑈 ≫ 𝑉𝜖,
such that the hybridization to the bath may be treated in perturbation theory. This is justified by
inspecting the hybridization function of the different orbitals of the plaquette both for the non-
interacting case, and for the interacting case obtained after the CDMFT self-consistent cycle (i.e.
with correlated effects already incorporated), as shown in Fig. 3.13. The hybridization function
has a maximum of −0.5 for the 𝐷13, 𝐷42 orbitals in the non-interacting case, which is further
reduced after the CDMFT self-consistent calculations, and is in both cases much lower than 𝑈.
While the non-interacting DOS shows a van Hove sigularity for the 𝐷13, 𝐷42 orbital [247], after
the CDMFT cycle it shows a PG, while the (0, 0) orbital shows a coherent peak a the Fermi energy.

In the ground state (Eq. 3.9), the two orbitals are half-filled and there are two cluster electrons.
When connecting the cluster to the bath, the number of electrons on the cluster is not fixed, but
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that of the full system is conserved. At first order, the correction to the ground state originates
from states formed by the hopping of a cluster electron to the bath, or the reverse, i.e. states of
the form:

𝑑†𝑚𝜍,𝜖𝑐𝑚𝜍|𝐺𝑆⟩

𝑐†𝑚𝜍𝑑𝑚𝜍,𝜖|𝐺𝑆⟩,
(3.11)

which are states with𝑁−1 and𝑁+1 electrons on the cluster, and where we take the convention
that the |𝐺𝑆⟩ is a product between the cluster and the bath states (not explicitly written for the
sake of simplicity). The corrections to the ground state will involve matrix elements of the type:

⟨𝐺𝑆|𝑑†𝑚𝜍,𝜖𝑐𝑚𝜍𝑉𝜖𝑐
†
𝑚′𝜍′𝑑𝑚′𝜍′,𝜖|𝐺𝑆⟩ =𝛿𝑚𝑚′,𝜍𝜍′,𝜖𝜖′⟨𝐺𝑆|𝑑

†
𝑚𝜍,𝜖𝑐𝑚𝜍𝑉𝜖𝑐

†
𝑚′𝜍′𝑑𝑚′𝜍′,𝜖|𝐺𝑆⟩

=𝑉𝜖⟨𝐺𝑆|𝑛𝑑𝑚𝜍,𝜖(1 − 𝑛𝑐𝑚𝜍)|𝐺𝑆⟩,
(3.12)

for the 𝑁 − 1 contribution, and for the 𝑁 + 1:

𝑉𝜖⟨𝐺𝑆|𝑛𝑐𝑚𝜍(1 − 𝑛𝑑𝑚𝜍,𝜖)|𝐺𝑆⟩. (3.13)

We consider in the following

𝑉𝜖⟨𝐺𝑆|𝑛𝑑𝑚𝜍,𝜖(1 − 𝑛𝑐𝑚𝜍)|𝐺𝑆⟩ ≃ 𝑉𝜖⟨𝐺𝑆|𝑛𝑐𝑚𝜍(1 − 𝑛𝑑𝑚𝜍,𝜖)|𝐺𝑆⟩ = ̃𝑉𝜖, (3.14)

such that both𝑁+1 and𝑁−1 correction terms have the same amplitude, which is justified since
the self-consistent electron bath is supposed to be at the same relative filling as the cluster.

We can now write the corrected ground state as

|𝜓⟩ = |𝐺𝑆⟩ + ∑
𝑚𝜍,𝜖

̃𝑉𝜖
Δ+ − 𝜖𝑐

†
𝑚𝜍𝑑𝑚𝜍,𝜖|𝐺𝑆⟩ + ∑

𝑚𝜍,𝜖

̃𝑉𝜖
Δ− + 𝜖𝑑

†
𝑚𝜍,𝜖𝑐𝑚𝜍|𝐺𝑆⟩

= |𝐺𝑆⟩ − ∑
𝑚𝜍,𝜖

̃𝑉𝜖
Δ+ − 𝜖𝑑𝑚𝜍,𝜖𝑐†𝑚𝜍|𝐺𝑆⟩ + ∑

𝑚𝜍,𝜖

̃𝑉𝜖
Δ− + 𝜖𝑑

†
𝑚𝜍,𝜖𝑐𝑚𝜍|𝐺𝑆⟩,

(3.15)

where Δ± corresponds to the difference in cluster energy between the ground state and the 𝑁 +
1/𝑁−1 states, and we ordered the operators in the second term such that the cluster creation/an-
nihilation operators always appear to the right with respect to the bath operators. In principle,
as mentioned above, the coupling to the bath authorizes photoemission processes between the
ground state |𝐺𝑆⟩, and a final state like ∼ 𝑑𝑚𝜍,𝜖|𝐺𝑆⟩ which, if it is a bath electron at the Fermi
level, leads to a non-zero spectral weight at zero energy since |𝐺𝑆⟩ and ∼ 𝑑𝑚𝜍,𝜖𝐹|𝐺𝑆⟩ would have
the same energy. To show that such process is in fact canceled when the ground state is of the
nature of Eq. 3.9, we take the example (not restrictive) of a photoemission process that involves
the removal of an electron 𝑐𝐷13↑ on the cluster. We need to calculate a matrix element of the type

⟨𝜙𝑓||𝑐𝐷13↑|𝜓⟩, (3.16)
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where we consider the final state ||𝜙𝑓⟩ composed of the cluster in its ground state and a removed
bath electron at the Fermi energy:

||𝜙𝑓⟩ =𝑑𝑚𝜍,𝜖𝐹|𝐺𝑆⟩ − ∑
𝑚𝜍,𝜖

̃𝑉𝜖
Δ+ − 𝜖𝑑𝑚𝜍,𝜖𝑐†𝑚𝜍𝑑𝑚𝜍,𝜖𝐹|𝐺𝑆⟩ + ∑

𝑚𝜍,𝜖

̃𝑉𝜖
Δ− + 𝜖𝑑

†
𝑚𝜍,𝜖𝑐𝑚𝜍𝑑𝑚𝜍,𝜖𝐹|𝐺𝑆⟩. (3.17)

In order to calculate this matrix element, it is useful to re-write the corrected ground state us-
ing the explicit expression of |𝐺𝑆⟩:

|𝜓⟩ = 1
√2

(|↑, ↓⟩ − |↓, ↑⟩)

+ 1
√2

∑
𝜖

̃𝑉𝜖
Δ+ − 𝜖[𝑑𝐷13↑,𝜖|↑↓, ↑⟩ + 𝑑𝐷13↓,𝜖|↑↓, ↓⟩ + 𝑑𝐷42↑,𝜖|↑, ↑↓⟩ + 𝑑𝐷42↓,𝜖|↓, ↑↓⟩]

+ 1
√2

∑
𝜖

̃𝑉𝜖
Δ− + 𝜖[𝑑

†
𝐷13↑,𝜖|0, ↓⟩ − 𝑑†𝐷13↓,𝜖|0, ↑⟩ − 𝑑†𝐷42↑,𝜖|↓, 0⟩ + 𝑑†𝐷42↓,𝜖|↑, 0⟩].

(3.18)

The action of the annihilation operator 𝑐𝐷13↑ on the corrected ground state gives

𝑐𝐷13↑|𝜓⟩ =
1
√2

|0, ↓⟩ + 1
√2

∑
𝜖

̃𝑉𝜖
Δ+ − 𝜖[−𝑑𝐷13↑,𝜖|↓, ↑⟩ + … ] +… (3.19)

where we kept only the terms that will contribute to the matrix element. Similarly, keeping only
the relevant elements, the final state can be written

||𝜙𝑓⟩ = 𝑑𝐷13↑,𝜖𝐹
1
√2

(|↑, ↓⟩ − |↓, ↑⟩) −∑
𝜖

̃𝑉𝜖
Δ− + 𝜖[𝑑

†
𝐷13↑,𝜖𝑑𝐷13↑,𝜖𝐹|0, ↓⟩ + … ] +… (3.20)

Combining Eq. 3.19 and 3.20, we obtain the following approximated expression for the matrix
element [121]

⟨𝜙𝑓||𝑐𝐷13↑|𝜓⟩ =
1
2 ∑𝜖

̃𝑉𝜖
Δ+ − 𝜖⟨↓, ↑|𝑑

†
𝐷13↑,𝜖𝐹𝑑𝐷13↑,𝜖|↓, ↑⟩ −

1
2 ∑𝜖

̃𝑉𝜖
Δ− + 𝜖⟨0, ↓|𝑑

†
𝐷13↑,𝜖𝐹𝑑𝐷13↑,𝜖|0, ↓⟩.

(3.21)
Since ⟨↓, ↑|𝑑†𝐷13↑,𝜖𝐹𝑑𝐷13↑,𝜖|↓, ↑⟩ = ⟨0, ↓|𝑑†𝐷13↑,𝜖𝐹𝑑𝐷13↑,𝜖|0, ↓⟩ = 𝛿𝜖,𝜖𝐹, in the symmetric case (Δ+ =
Δ−) the two terms cancel each other. The very same derivation can be done for 𝑐𝐷13↓, 𝑐𝐷42↑, 𝑐𝐷42↓,
hence the zero-energy spectral weight is entirely suppressed. This mechanism is at the origin of
the PG observed at the anti-nodal point for the 2 × 2 plaquette.

The first non-zero excitation channelwill be the one relating the singlet ground state |𝑁 = 4, 𝑆 = 0⟩
to the lowest excited state, which is the triplet |𝑁 = 4, 𝑆 = 1⟩. The PG is therefore related to the
breaking of the RVB-like singlets by excitations carrying a spin 𝑆 = 1 and momentum Q =
(𝜋, 𝜋). This is in agreement with the observations made via the fluctuation diagnostic tech-
nique [112–114], as well as dual boson calculations [75]. At relatively high doping, this picture
breaks down since the state histogram shows substantial contributions from the degenerate set
of states |𝑁 = 3, 𝑆 = 1/2⟩ which do not lead to a cancellation of the zero-energy excitation [121].
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3.4 Cluster analysis

An important point is whether this mechanism is an artifact of the plaquette cluster, or if this
holds for larger systems. In particular, for the 8−site cluster there are not only the (𝜋, 0)/(0, 𝜋)
(i.e. 𝐷13/𝐷42) orbitals which are degenerate and related byQ = (𝜋, 𝜋), but also the (±𝜋/2, ±𝜋/2)
so that one may expect that the same mechanism occurs also for these orbitals thus inducing a
gap at the nodal point. As shown previously, we observe a clear quasi-particle peak at the nodal
point, so that the scenario described above for the 𝐷13, 𝐷42 orbitals seems not to apply to the
(±𝜋/2, ±𝜋/2) orbitals. The reason behind this is illustrated in Fig. 3.13: the hybridization of the
(±𝜋/2, ±𝜋/2) orbitals to the bath is twice larger than the one of the 𝐷13, 𝐷42 orbitals. The iso-
lated ground state on the cluster is no longer a good approximation for these orbitals. Instead,
the (±𝜋/2, ±𝜋/2) orbitals hybridize with the bath leading to a clear quasi-particle peak in the
interacting DOS obtained after the CDMFT cycle. Interestingly, the difference between the 𝐷13,
𝐷42 and (±𝜋/2, ±𝜋/2) orbitals is already present at the non-interacting level (see Fig. 3.13), due
to the difference in the energy dispersion [121].

From these considerations we can understand the qualitative differences in the EDC shown in
Fig. 3.7 and Fig. 3.10, respectively for the plaquette and the 8−site cluster. At the nodal point, it
is shown in Fig. 3.12 that the spectral function calculated with the plaquette is the superposition
of the contributions from the (0, 0) and 𝐷13/𝐷42 orbitals. These two sets of orbitals are almost
independent from each other, and their superposition at the nodal point is the product of the pe-
riodization procedure, such that the two-peak structure observed in Fig. 3.7(c) is ”artificial” and
overestimates the peak splitting. It also has a large influence on the dispersion along the Fermi
arc: in Fig. 3.7(b), the low-energy peak at the Fermi level is already present at the anti-nodal
point (although shifted in energy) and smoothly evolves into the sharp quasiparticle peak at the
nodal point, along with the appearance of a sub feature around −0.1eV. This can be linked with
a smooth evolution from a 𝐷13/𝐷42 to a (0, 0) contribution as getting closer to the nodal point,
along with the appearance of a well separated satellite at the nodal point due to the 𝐷13/𝐷42
orbitals, as can be seen in Fig. 3.12.

For the 8−site cluster the scenario is different: at the nodal point the periodization procedure
ensure that the cluster momenta orbitals (±𝜋/2, ±𝜋/2) are the only contributors. Towards the
nodal point, the spectral function smoothly evolves from a (0, 0) to a (±𝜋/2, ±𝜋/2) contribution
along the pathΓ−𝑀, and from𝐷13/𝐷42 to (±𝜋/2, ±𝜋/2) along the Fermi arc (by varying𝛼). Since
the (±𝜋/2, ±𝜋/2) orbitals are also subject to the Q = (𝜋, 𝜋) fluctuations and are more sensitive
than the (0, 0) orbital (the hybridization to the bath is weaker, see Fig. 3.13), the resulting quasi-
particle peak at the nodal point is broader and the double peak are less distinct, in agreement
with the experiment. Especially along the Fermi arc, the behavior of the EDC as a function of 𝛼
is different from the plaquette cluster: the low-energy peak emerges close to the nodal point but
does not come from a smooth evolution of the PG peak at the anti-nodal point. This is linked to
the explicit existence of the (±𝜋/2, ±𝜋/2) orbitals which becomes the main contribution around
the nodal point, in contrast with the plaquette cluster where it is a combination of 𝐷13/𝐷42 and
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(0, 0) orbitals. The PG peak at the anti-nodal point seems to be smoothly absorbed into a shoulder
of the quasiparticle peak at the nodal point.

3.5 Dynamical Spin Structure Factor: a direct probe of the
spin fluctuations

The results we have shown and analyzed so far point to an understanding of the waterfall and
PG physics in a unified framework of antiferromagnetic spin fluctuations. It is therefore interest-
ing to probe directly the collective spin fluctuations: in experiment this can be done with RIXS
measurements which have proven useful to extract information about the magnon excitations in
cuprates [166, 248–250]. Contrary to ARPES, calculating a RIXS spectrum is extremely challeng-
ing [264], and it is easier to use indirect comparison between theory and experiments. RIXS is
sensitive to the DSSF [264], which is at the origin of the low-energy peaks usually identified as
(para)-magnons.

The DSSF can be determined within CDMFT via the two-time two-particle Green’s function
which is accessible through some impurity solvers. In this thesis, we used the CT-HYB [116]
solver to obtain the two-time two-particle Green’s function. After a the self-consistent CDMFT
loop is converged using the CT-INT [117] solver, an extra loop is done with CT-HYB. In order to
improve the sampling of the two-particle quantity, the eigen states of the isolated cluster having
an energy larger than 5eV with respect to the ground state were projected out [116]. We ensured
that the projection did not change significantly the results, but simply improved the statistics
of the two-particle quantity sampling. Unfortunately, the CT-HYB was not able to manage the
8−site cluster for it was impossible to perform the calculation in a reasonable amount of time,
and since the two-time two-particle Green’s function can not be obtained with the CT-INT (not
implemented yet), we are limited to the 2 × 2 plaquette.

In order to relate the two-time two-particle Green’s function to the DSSF, we start from the defi-
nition of the latter in imaginary time (since the impurity solver works in Matsubara space):

𝒮(k, 𝜏) = 1
𝐿 ∑
R𝑖R𝑗

e𝑖k(R𝑗−R𝑖)⟨S𝑖(𝜏)S𝑗(0)⟩, (3.22)
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where L is the number of cluster sites, R𝑖 denotes the position of the site 𝑖, and S𝑖(𝜏) the spin
operator acting on site 𝑖 at time 𝜏. The correlation functions in the sum can be expanded in terms
of fermionic creation/annihilation operators.

⟨S𝑖(𝜏)S𝑗(0)⟩ =⟨S𝑧𝑖 (𝜏)S𝑧𝑗 (0)⟩ +
1
2[⟨S

+
𝑖 (𝜏)S−𝑗 (0)⟩ + ⟨S−𝑖 (𝜏)S

+
𝑗 (0)⟩]

=14⟨(𝑛𝑖↑(𝜏) − 𝑛𝑖↓(𝜏))(𝑛𝑗↑(0) − 𝑛𝑗↓(0))⟩

+ 1
2[⟨𝑐

†
𝑖↑(𝜏)𝑐𝑖↓(𝜏)𝑐

†
𝑗↓(0)𝑐𝑗↑(0)⟩ + ⟨𝑐†𝑖↓(𝜏)𝑐𝑖↑(𝜏)𝑐

†
𝑗↑(0)𝑐𝑗↓(0)⟩]

=14(𝐺𝑖↑,𝑖↑,𝑗↑,𝑗↑(𝜏) + 𝐺𝑖↓,𝑖↓,𝑗↓,𝑗↓(𝜏) − 𝐺𝑖↑,𝑖↑,𝑗↓,𝑗↓(𝜏) − 𝐺𝑖↓,𝑖↓,𝑗↑,𝑗↑(𝜏))

+ 1
2(𝐺𝑖↑,𝑖↓,𝑗↓,𝑗↑(𝜏) + 𝐺𝑖↓,𝑖↑,𝑗↑,𝑗↓(𝜏)),

(3.23)

where 𝐺𝑖𝜍𝑖,𝑗𝜍𝑗,𝑘𝜍𝑘,𝑙𝜍𝑙 = ⟨𝑐†𝑖𝜍𝑖(𝜏)𝑐𝑗𝜍𝑗(𝜏)𝑐
†
𝑘𝜍𝑘(0)𝑐𝑙𝜍𝑙(0)⟩ is the two-time two-particle Green’s function

which can be directly obtained from the CT-HYB solver [116]. Because of the limited size of the
2 × 2 cluster, we have only access to ⟨S𝑖(𝜏)S𝑗(0)⟩ up to the NNN, which is a quite drastic approx-
imation to the Eq. 3.22. In fact, this equation corresponds to the periodization procedure ap-
plied to the momentum independent spin-spin correlation functions. For the cluster momenta
(0, 0), (𝜋, 0), (0, 𝜋), (𝜋, 𝜋), it amounts to a basis transformation from the site basis. To compare
to the RIXS measurements, we again need to perform an analytic continuation of the DSSF. In
practice, due to the noise in the data even with a large sampling number (for 𝛽 = 60eV−1, the
lowest number of counts obtained for 𝑥 = 0.1 was ∼ 50 ⋅ 106), it is not possible to first perform
an analytic continuation of each ⟨S𝑖(𝜏)S𝑗(0)⟩ individually, and then apply Eq. 3.22. Instead, the
DSSF is calculated at each desiredk point in imaginary time, and thenwe apply theMEMmethod
with a bosonic kernel using the MaxEnt package [220].

The results are shown in Fig. 3.14(a) at a few specific k points as a function of doping, calcu-
lated at 𝛽 = 60eV−1. In agreement with our analysis above and with the literature [75, 111–113],
the DSSF is maximum at Q = (𝜋, 𝜋), hence directly showing the importance of the antiferro-
magnetic spin fluctuations. Interestingly, the Q = (𝜋, 𝜋) sector is dominant for all the doping
considered (up to 𝑥 = 0.1), and it is stronger in the undoped system as expected. The DSSF’s
peak at Q = (𝜋/2, 𝜋/2) is located at lower energy than at Q = (𝜋, 0)/(0, 𝜋), consistently with
the experimental observation of Ref. 166 for the parent NaCCOC compound (𝑥 = 0). However,
the difference in energy is overestimated: it is roughly about 100meV for 𝑥 = 0, while in exper-
iment it is measured to be of the order of 40meV [166]. Given that the experimental resolution
was 130meV, and that the Q = (𝜋/2, 𝜋/2) point is not explicitly a cluster momentum, the overall
qualitative agreement is satisfying. Most importantly, the CDMFT calculations are able to ac-
count for the asymmetric line shape of the peaks which is even more visible at larger dopings
as the spectrum broadens, in agreement with the RIXS measurements. As we will show later
with the DSSF calculated for a spin-only model, this asymmetric line shape originates from the
coupling of the spin excitations to the charge degrees of freedom.

A problem can nevertheless be identified in the doping dependence of the DSSF. Indeed, for
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b)
b)a)

Figure 3.14: (a) DSSF at different k points as a function of doping (𝑥 = 0, 𝑥 = 0.05, 𝑥 = 0.1), all calculated
at 𝛽 = 60eV−1. The same error estimate (10−2) was used for all spectra to perform the analytic
continuation. (b) Local, NN, and NNN cluster spin-spin correlation functions as a function
of imaginary time, for different dopings and calculated at 𝛽 = 60eV−1. Note that the NN
component has been multiplied by -1.

all the Q showed here but Q = (0, 0), we observe a softening of the DSSF peak as the doping
is increased. It is roughly of the order of 50meV, whereas it was observed experimentally and
theoretically with different methods that the peak position should almost not move as a func-
tion of doping, or even increase [75, 248–250]. Given that some of these results were obtained
after an analytic continuation procedure, the culprit is most probably the finite size of our pla-
quette cluster. Indeed, the Q = (𝜋, 𝜋) excitation can only connect the 𝐷13, 𝐷42 orbitals, or the
(0, 0), (𝜋, 𝜋) orbitals, and therefore lacks the important (±𝜋/2, ±𝜋/2) channel, which would be
included in the 8−site cluster. This is of importance, since the𝐷13,𝐷42 orbitals are gapped, while
the (±𝜋/2, ±𝜋/2) orbitals show a coherent quasiparticle peak at the Fermi energy (see Fig. 3.13).
Also, one can notice in Fig. 3.14(b) that as the doping is increased, the spin-spin correlation func-
tions saturate at 𝜏 = 𝛽/2 and even exceed the value obtained for the undoped compound. The
NNN correlation function at 𝜏 = 𝛽/2 is even slightly larger than the NN component. This phe-
nomenon has already been observed previously [122, 123], and shows that the longer ranged
spin-spin correlation functions should be incorporated since they do not show a fast decay with
distance at long times 𝜏 ∼ 𝛽/2.

The non-zero value of the spin-spin correlation functions at large time 𝜏 → 𝛽/2 is directly linked
to the existence of low-energy spectral weight in the DSSF, i.e. to low-energy excitation modes.
Indeed, similarly to the Eq. 2.69 linking the fermionic imaginary time Green’s function to its real
frequency counterpart, we can relate the imaginary time spin-spin correlation function to its spec-
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tral function on the real axis. For the sake of simplicity, we write the imaginary time correlation
function as 𝒮𝑖𝑗(𝜏) = ⟨S𝑖(𝜏)S𝑗(0)⟩, and its relation to the real frequency axis 𝒮𝑖𝑗(𝜔) reads

𝒮𝑖𝑗(𝜏) =
1
2 ∫

+∞

−∞
𝒮𝑖𝑗(𝜔)

e−𝜔(𝛽−𝜏) + e−𝜔𝜏

1 − e−𝜔𝛽
𝑑𝜔

=∫
+∞

0

𝒮𝑖𝑗(𝜔)
𝜔 𝜔e

−𝜔(𝛽−𝜏) + e−𝜔𝜏

1 − e−𝜔𝛽
𝑑𝜔,

(3.24)

where we use the asymmetry of the function 𝒮𝑖𝑗(𝜔) to obtain the second line, in which we arti-
ficially divided and multiplied by 𝜔 for convenience. At 𝜏 = 𝛽/2, the above expression can be
drastically simplified:

𝒮𝑖𝑗(𝛽/2) =∫
+∞

0

𝒮𝑖𝑗(𝜔)
𝜔 𝜔e

−𝜔(𝛽/2) + e−𝜔𝛽/2

1 − e−𝜔𝛽
𝑑𝜔

=12 ∫
+∞

0

𝒮𝑖𝑗(𝜔)
𝜔

𝜔
sinh(𝜔𝛽/2)

𝑑𝜔

= 2
𝛽2 ∫

+∞

0
(
𝒮𝑖𝑗(2𝜔/𝛽)
2𝜔/𝛽 ) 𝜔

sinh(𝜔)
𝑑𝜔.

(3.25)

Therefore, at 𝜏 = 𝛽/2 there is a weighting function in the integral of the form 𝜔
sinh(𝜔)

, which very
quickly goes to zero as 𝜔 is increased, whereas its low frequency limit is given by:

lim
𝜔→0

𝜔
sinh(𝜔)

= 1

1 + 𝜔2

3!

. (3.26)

This means that 𝒮𝑖𝑗(𝛽/2) is finite only if
𝒮𝑖𝑗(𝜔)

𝜔
is non-zero at 𝜔 → 0, i.e. if there are low-energy

spin excitations.

The plateau observed at long imaginary times in Fig. 3.14 for the doped system is easily explained
by these considerations. In the undoped case, the system has a large gap which prevents the low-
energy spin excitations, such that at all clustermomenta the DSSF is either suppressed or gapped.
However, for both 𝑥 = 0.05 and 𝑥 = 0.1 hole concentration, at all cluster momenta the DSSF is
non-zero at low energies, therefore leading to an increase of the spin-spin correlation function
at 𝜏 = 𝛽/2. At 𝛽 = 20, we can notice that at Q = (𝜋, 𝜋) and Q = (𝜋/2, 𝜋/2) the DSSF is not
gapped even at 𝑥 = 0, which leads to a much stronger value at 𝜏 = 𝛽/2 for the undoped system,
resulting in the absence of the spin freezing phenomena. Note that despite this kind of changes
in theDSSF, the temperature also has direct implications on the value of the spin-spin correlation
function at 𝜏 = 𝛽/2: as can be seen in Eq. 3.25, a lower temperature results in a lower 1

𝛽
constant,

as well as a narrowing of the energy window which effectively contributes to the integral since
the frequency dependence of 𝒮𝑖𝑗 is scaled by a

1
𝛽
factor. Therefore, in general we can expect the

value at 𝜏 = 𝛽/2 to decrease with the temperature. It is indeed what is observed if we compare
for instance the spin-spin correlation function calculated at 𝛽 = 40eV−1 and 𝛽 = 60eV−1, two in-
verse temperatures at which we observe the PG. The results are shown in Fig. 3.15: as expected,
the value of the correlation function at long times decreases with decreasing temperature. In-
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Figure 3.15: Local, NN, and NNN cluster spin-spin correlation functions as a function of imaginary time,
for different dopings and calculated at 𝛽 = 60eV−1 and 𝛽 = 40eV−1. Note that the NN com-
ponent has been multiplied by -1.

terestingly, one can notice that for the doping 𝑥 = 0.1, although its absolute value is lower at
𝛽 = 60eV−1 than at 𝛽 = 40eV−1, it is closer to that of 𝑥 = 0 and 𝑥 = 0.05 at lower temperature,
hence being a sign that the freezing propagates to larger dopings with decreasing temperature,
which is in agreement with the results of Ref. 123.

If we can explain the increase of the correlation function at 𝜏 = 𝛽/2 from the undoped to the
doped system, it is still not clear why it freezes to almost the same value independently of the dis-
tance between the sites 𝑖 and 𝑗. It is of utmost importance to understand this point, since it is a
clear sign that at long times the correlation function is distance-independent, i.e. is long-ranged.
A hint can be found by reversing the Fourier transform of Eq. 3.22:

𝒮𝑖𝑗(𝜔) =
1
𝐿 ∑k

𝒮(k, 𝜔). (3.27)

With the k sum restricted to the cluster momenta, we can obtain the local, NN and NNN corre-
lation function for the 2 × 2 plaquette:

𝒮𝑙𝑜𝑐(𝜔) =
1
4(𝒮((0, 0), 𝜔) + 𝒮((𝜋, 0), 𝜔) + 𝒮((0, 𝜋), 𝜔) + 𝒮((𝜋, 𝜋), 𝜔))

𝒮𝑁𝑁(𝜔) =
1
4(𝒮((0, 0), 𝜔) − 𝒮((𝜋, 0), 𝜔) + 𝒮((0, 𝜋), 𝜔) − 𝒮((𝜋, 𝜋), 𝜔))

𝒮𝑁𝑁𝑁(𝜔) =
1
4(𝒮((0, 0), 𝜔) − 𝒮((𝜋, 0), 𝜔) − 𝒮((0, 𝜋), 𝜔) + 𝒮((𝜋, 𝜋), 𝜔)).

(3.28)

The key point is to notice that the Q = (𝜋, 𝜋) term clearly dominates all the others at low-
frequency, for small𝜔 all the spin-spin correlation functions in absolute value |𝒮𝑙𝑜𝑐|, |𝒮𝑁𝑁|, |𝒮𝑁𝑁𝑁|
are roughly of the same order: 1

4
|𝒮((𝜋, 𝜋), 𝜔)|. Combining this observation with the previous ar-
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gument, it is clear that the spin-spin correlation functions at 𝜏 = 𝛽/2 are equal because they
all share the same contribution from 𝒮((𝜋, 𝜋), 𝜔), such that we have identified the origin of the
spin freezing observed by Werner et al. [122, 123]. Upon further increasing the hole doping, the
Q = (𝜋, 𝜋) becomes less dominant because the spin-spin fluctuations strongly weaken so that the
freezingmechanism disappears, coherent with the temperature dependence observed in Fig. 3.15
and the findings of Werner et al. [123]. This result is even more general than the ferromagnetic
fluctuations betweenNNN [123]: all longer ranged spin-spin fluctuationswill have the same con-
tribution from Q = (𝜋, 𝜋) such that the freezing extends to long-range correlation functions. We
emphasize that such a mechanism can occur only if there are low-energy spin excitations, and
it is even enhanced when there are zero-frequency spin excitations. In this regard, the freezing
mechanism can be expected to be even larger in the 8−site cluster! Interestingly, it is at least
confirmed in the 8-site cluster for the NN and NNN components in Ref. 123 using DCA.

One may wonder at this stage if this freezing might be an effect of the finite size of the cluster.
Indeed, the 𝒮((𝜋, 𝜋), 𝜔) is in fact weighted by 1

𝐿
, with 𝐿 the number of cluster sites, such that its

contribution at low energy is suppressed for a larger number of sites, hence canceling the freezing
mechanism. This is true only if the large spin excitations have no momentum broadening, i.e. if
only the Q = (𝜋, 𝜋) response is strong, yielding a scaling factor 𝒮((𝜋, 𝜋), 𝜔)/𝐿 going to zero for
large systems. However, in reality a relatively large momentum broadening is observed, as can
be seen for instance in the diagrammatic Monte Carlo calculations of Wu et al. [113]. Therefore,
in a certain length scale 𝛿𝑘 the DSSF can be considered as large as at Q = (𝜋, 𝜋). For a square
cluster made of √𝐿 × √𝐿 sites, this implies that each spin-spin correlation function 𝒮𝑖𝑗(𝜔) has
(𝛿𝑘)2𝐿 contributions of the order of 𝒮((𝜋, 𝜋), 𝜔)/𝐿, such that the overall contribution is

𝒮𝑖𝑗(𝜔) ∝ (𝛿𝑘)2𝒮((𝜋, 𝜋), 𝜔). (3.29)

If the broadening is sufficiently large, and if theQ = (𝜋, 𝜋) strongly dominates, there is a freezing
of the spin-spin correlation function at large distances in the doped system. This is an intrigu-
ing result that asks for further investigations. It is important to point here that we do not claim
here that this observation is linked with the spin-glass-like phase observed experimentally [84]
which occurs at lower temperature (𝑇 ∼ 6K). Calculations at lower temperature, or even zero-
temperature, would be necessary to further explore a possible link.

Another sign that this spin-freezing is related to the PG can be seen in Fig. 3.16, where we show
essentially the same plots as in Fig. 3.14 but calculated at 𝛽 = 20eV−1 where we do not observe a
PG. The DSSF spectra are quite similar to those calculated at 𝛽 = 60eV−1, although the peaks at
higher dopings are shifted to higher energies. The softening of the DSSF peak maximum seems
to be slightly reduced. Most importantly, the spin-spin correlation functions show a drastically
different behavior: they continuously decrease with increasing doping, without any sign of freez-
ing, in sharp contrast to the 𝛽 = 60eV−1 results. This can be understood from the fact that in the
undoped system the DSSF at Q = (𝜋, 𝜋) is already non-gapped thus leading to a different behav-
ior than at lower temperature.
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b)
b)a)

Figure 3.16: (a) DSSF at different k points as a function of doping (𝑥 = 0, 𝑥 = 0.05, 𝑥 = 0.1), all calculated
at 𝛽 = 20eV−1. The same error estimate (10−2) was used for all spectra to perform the analytic
continuation. (b) Local, NN, and NNN cluster spin-spin correlation functions as a function
of imaginary time, for different dopings and calculated at 𝛽 = 60eV−1. Note that the NN
component has been multiplied by -1.

The usual antiferromagnetic magnon dispersion goes to zero at Q = (𝜋, 𝜋), while in our cal-
culations the peak rather appears around 𝜔 ∼ 0.1eV even for the undoped system. Since the
finite size of our cluster induces strong limitations as we have discussed above, it is legitimate
to wonder if the non-zero frequency of the peak at Q = (𝜋, 𝜋) is another spurious finite size ef-
fect. In order to check that, we performed exact diagonalization (ED) calculations for a simple
Heisenberg spin model with only NN echange interactions, at half filling:

𝐻 = 𝐽∑
⟨𝑖𝑗⟩

S𝑖S𝑗 + ℎ∑
𝑖
(−1)𝑥𝑖+𝑦𝑖𝑆𝑧𝑖 (3.30)

with 𝐽 = 4𝑡2

𝑈
− 24𝑡4

𝑈3
[235], and where ℎ is a staggered field giving the possibility to lift the degen-

eracy between the two antiferromagnetic configuration possible. We solve the model for a 2 × 2
and a 4 × 4 plaquette with ED using the QuSpin package [265, 266] with periodic boundary con-
ditions. Once the system solved for its eigen states and energies, the DSSF at zero temperature
can be calculated by a modified Lehmann representation:

𝒮(k, 𝜔) = ∑
R𝑖R𝑗

e𝑖k(R𝑗−R𝑖)∑
𝑚

⟨𝐺𝑆|S𝑖|𝑚⟩⟨𝑚|S𝑗|𝐺𝑆⟩
𝜔 + 𝑖𝛿 + 𝐸𝐺𝑆 − 𝐸𝑚

, (3.31)

where𝑚 runs over the excited states. In practice, the vector product of the two spin operators is
expanded before introducing the closure relation.

The results are presented in Fig. 3.17(a) for the 2×2 and 4×4 systemwith and without staggered
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b) c)

a)

Figure 3.17: (a) DSSF of the spin-only model calculated for a 2×2 and 4×4 systemwith eventually a non-
zero staggered field. The vertical dotted lines in the right panel highlight the position of the
peak at k = (0, 0) (right panel) for a non-zero staggered field. (b) Momentum resolved DSSF
obtained from an antiferromagnetic (left) and paramagnetic (right) CDMFT calculation at 𝛽 =
20eV−1. The red line is a guide to the eye following the peak maximum at each momentum,
we emphasize that it should be be thought as a dispersion.

field. Without the staggered field, the degeneracy of the two possible antiferromagnetic config-
urations lead to a suppression of the peak at (0, 0). At (𝜋, 𝜋), we observe that the peak is shifted
to lower energy as the system size is increased, in agreement with the expectations mentioned
earlier. When turning on the staggered field, we observe a non-zero peak at (0, 0) since the two
antiferromagnetic configurations are not equivalent anymore. As highlighted by the dotted ver-
tical lines in the right panel of Fig. 3.17(a), the peak at (0, 0) appears at the exact same energy as
the peak at (𝜋, 𝜋). Again, although a small shift of the peak energy due to the non-zero staggered
field, increasing the cluster size also leads to a decrease in the energy at which the maxima ap-
pears when the antiferromagnetic configuration degeneracy is lifted.

The fact that the peaks at (𝜋, 𝜋) and (0, 0) in the spin-onlymodel appear at the exact same energy,
and that the peak line shape is perfectly symmetric in the spin-only model, are direct evidences
of the role of the charge degrees of freedom. To show that, we performed an antiferromagnetic
CDMFT calculation at 𝛽 = 20eV−1, that we compare to the usual paramagnetic calculations, as
shown in Fig. 3.17(b). As for the spin-only model, in the antiferromagnetic calculations a sizable
peak at (0, 0) at finite frequency appears, in sharp contrast to the paramagnetic case which shows
a suppression of the DSSF at (0, 0), in agreement with the spin-only model. However, the peak at
(𝜋, 𝜋) is significantly shifted as compared to the one at (0, 0). Hence the peak position at (𝜋, 𝜋) is
not only influenced by finite size effects: it is also governed by the interplay between charge and
spin fluctuations, even though the latter dominate the former [112, 113].
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Therefore, despite the fact that the PG is well described by limited short-range interactions, the
DSSF seems to require the incorporation of longer range correlation functions, as well as the ex-
citation channel between the nodal points Q = (±𝜋/2, ±𝜋/2), to be in good agreement with the
experiment. If the line shape and the increasing broadening as a function of doping is consistent
with the experimental and theoretical findings [75, 166, 248–250], the softening of the DSSF peak
is not well capturedwithin ourmethod. A future step is to use the 8−site cluster, whichwe expect
to significantly change the results.

3.6 Conclusion

By combining state-of-the-art theoretical and experimental techniques, as well as simpler effec-
tivemodels that capture the essentialmechanisms, we show in this chapter that the spectral prop-
erties of NaCCOC from zero to intermediate doping, and by extension that of the cuprates, can be
well understood in a unified framework in which the short range antiferromagnetic fluctuations
play a key role. The waterfall feature, seen both in the undoped and the doped system can be de-
scribed as a crossover between a spin-polaron physics at low-energy [95–98], and an atomic-like
behavior with purely local correlations at higher energy. We obtain an excellent agreement be-
tween the CDMFT calculations and the ARPES measurements, which further confirms that the
kink observed in photoemission is the consequence of the dressing of electrons by the spin fluc-
tuations. Interestingly, at low-doping the waterfall feature is also well described by the SCBA,
showing that strong antiferromagnetic fluctuations are still present. The CDMFT calculations
performed on the small plaquette cluster display a kink position and spectral weight dispersion
that matches the experimental ones. This demonstrates that the waterfall feature at all dopings
can be caused by short range antiferromagnetic fluctuations. We moreover argue that this is not
a consequence of the specific shape and size of the plaquette cluster by performing calculations
for a 8−site cluster which confirm the results.

Our analysis, in agreement with previous findings [75, 104, 107, 111–114, 246], show that the
short-range antiferromagnetic fluctuations are also responsible for the opening of the PG. By ex-
ploiting the simple state histogram of the plaquette cluster, it is possible to draw a scenario for the
opening of the PG: the non-degenerate singlet nature of the most probable state |𝑁 = 4, 𝑆 = 0⟩
leads to a suppression of the zero-energy excitation channel for the 𝐷13, 𝐷42 orbitals which are
solely responsible for the spectral weight at the anti-node. The first excitation channel avail-
able is the transition to |𝑁 = 4, 𝑆 = 1⟩ state in which the 𝐷13, 𝐷42 are in a triplet state. The PG
is therefore linked to the destruction of the RVB-like singlets into triplets for the electrons with
(𝜋, 0), (0, 𝜋)momentum. This scenario holds for the 8−site cluster: even though the (±𝜋/2, ±𝜋/2)
are susceptible to form similar singlet states as the 𝐷13, 𝐷42 orbitals, they rather couple to the
non-interacting electron bath since they show a larger hybridization function either the interac-
tions are included or not.

Finally, to directly probe the spin fluctuations we calculate the DSSF for the 2 × 2 plaquette.
The doping dependence of the peak position is not in line with the experimental and theoretical
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previous findings [75, 248–250], and we argue that this is probably due to a finite size effect. As
the doping is increased we observe in the PG phase a freezing of the spin-spin correlation func-
tions at 𝜏 → 𝛽/2 which prevents from a fast decay of the correlators with distance. We found
an explanation for the spin freezing phenomenon, which is induced by the dominance of the
Q = (𝜋, 𝜋) sector at low energy in the DSSF. The mechanism can be generalized to large cluster
sizes given a certain momentum broadening of the strong DSSF peak around Q = (𝜋, 𝜋), such
that at long imaginary times 𝜏 → 𝛽/2 the spin freezing extends to long distances. We believe that
this may have important consequences on the electronic properties and that it would be interest-
ing to deepen the analysis in further studies. It will be also crucial to calculate the DSSF for the
8−site (and larger) cluster which contains expliticely the non-gapped (±𝜋/2, ±𝜋/2) orbitals, and
which could be a first test case with CDMFT for the generalization of the spin-freezing mecha-
nism.
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4 Bulk properties of tetragonal 𝐶𝑢𝑂

The following chapter is based on Ref. 267, which was carried out in close collaboration with
Max Bramberger, Martin Grundner, Sebastian Paeckel and Ulrich Schollwöck (Arnold Sommer-
feld Center of Theoretical Physics, Department of Physics, University of Munich). The figures
extracted from the publication are signaled explicitly in the caption. The results shown here that
were not calculated by the present author are also clearly indicated.

4.1 Introduction

As we have seen for NaCCOC, the two-dimensional CuO2 layers are mainly responsible for the
cuprates’ low-energy physics. Sometimes, however, an emergent phenomenon appearing in the
CuO2 planes can be the consequence of distortions or disorder effects due to the surrounding
ligand atoms. For instance, it was shown in Hg-based 𝑛-layer cuprates, in which 𝑛 CuO2 layers
are sandwiched between charge reservoir layers, that long-range antiferromagnetic order coex-
ists with CDW order in the different CuO2 layers [77–79]. The CDW is attributed to the CuO2

outer planes which are closer to the charge reservoir layers and which undergo larger distortions
due to chemical substitution, while the antiferromagnetic order exists in the cleaner inner planes
which are protected from the structural distortions [77, 78]. This can result in significantly differ-
ent outcomes in the spectral function, as was observed in Ref. 79 where Fermi arcs and pockets
were observed and attributed again to inner and outer CuO2 planes, as well as for the Fermi sur-
face topology [78]. There is therefore some ambiguity on the properties of the pure CuO2 layers,
which motivates for the search of an ideal cuprate without ligand atoms to better connect the
theoretical effective models with experiments.

In this context, polymorphs of pure CuO planes were considered [268], but it turns out that bulk
CuO has a low-symmetry monoclinic crystal structure [269], far from the ideal 2D planes. For-
tunately, when thin films of CuO are grown on a STO substrate, they stack along the 𝑐 axis in
a tetragonal crystal structure [124–126], as shown in Fig. 4.1(a). Above a critical thickness, of
approximately 10 unit cells [124, 126], the crystal returns in its monoclinic phase. In this dis-
torted rocksalt structure the Cu-O distances for basal and apical oxygens differ by a factor 1.37
[124, 125], which amounts to well separated 2D layers. First principles studies including DFT
with hybrid functionals [128–131] and DFT+U [132, 133] gave first insights into the electronic
structure of tetragonal CuO (t-CuO) and were able to reproduce the experimentally observed
tetragonal distortion [129], which could be traced back to Jahn-Teller orbital ordering at the Cu
d9 ions [128, 131].

Ab initio calculations also proposed an antiferromagnetic stripe order [128, 129, 131], which is
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in agreement with the experimental findings from RIXS [135]. Extrapolation from other binary
TMOs [124, 137] and estimates from first principles calculations [128, 129, 131] place the Néel
temperature around ∼ 800K, which is much higher than the critical temperature of its mono-
clinic bulk phase (𝑇𝑁 ∼ 220K [127]). Such a high estimate of the Néel temperature is promis-
ing regarding superconductivity since it signals a high exchange coupling J, which was recently
claimed to be correlated with the superconducting order parameter in cuprates [223, 270–272].
However, hole- or electron-doping of t-CuO has not been experimentally achieved yet, and some
questions remain open for the undoped compound.

t-CuO is an insulator with quite sizeable gap, Δ > 2.35 eV, of which the electronic structure
was measured via ARPES [134] and used to construct effective three- and one-band 𝑡 − 𝐽 mod-
els [134, 273, 274]. Although t-CuO does not escape from the long-standing debate [40, 41] on
whether or not ZRS [38] can describe the low-energy spectral features of cuprates, the one-band
model derived from RIXS in Ref. 135 is in qualitative agreement with the ZRS one [274]. We do
not aim at contributing to this discussion, but we rather study the signature of sublattice decou-
pling which was observed in ARPES and RIXS [134, 135], and illustrated in Fig. 4.1(b). Strong
replica featureswere found outside of the single sublattice BZ, corroboratingwith the fact that the
t-CuO RIXS spectrum is reminiscent of Sr2CuCl2O2 (SCOC), a standard cuprate made of CuO2

layers. These observations suggest that each of the CuO planes constituting t-CuO can be seen
as twoweakly coupled CuO2 sublattices, but the question about the physical origin remains open.

From the simple one-band model derived from RIXS [135], the NN inter-sublattice hopping 𝑡𝑑 is
evaluated to be about one-fourth of the NNN intra-sublattice hopping 𝑡, a surprisingly high value
considering the strong replica features observed in ARPES and the similitude of the magnon
spectrum with conventional cuprates. Such model is constructed from a Heisenberg-like Hamil-
tonian [135], and therefore lacks the dynamical effects fromelectron-electron interactions. In this
chapter, we investigate the dynamical influence of the inter-sublattice hopping 𝑡𝑑 and the elec-
tronic correlations by the means of CDMFT [49–52], which has been successful in studying the
Hubbardmodel and especially cuprates [50, 103–106]. Our key finding is that the inter-sublattice
correlations are heavily suppressed as compared to local and short-range intra-sublattice cor-
relations, which formally justifies to regard t-CuO as weakly-coupled interlaced CuO2 lattices.
While 𝑡 hopping is renormalized by the intra-sublattice correlations, 𝑡𝑑 is let bare since the inter-
sublattice correlations are vanishing, such that the effective 𝑡𝑑/𝑡 is decreased by a factor ≃ 2.
With the sublattices being weakly connected to each other, we can motivate an efficient block-
construction scheme for our cluster calculations, allowing to increase for free the momentum
resolution of the calculated spectral functions. In Sec. 4.4, using a MPS [56, 57]-based impurity
solver working directly on the real axis [58, 141–144] and at effectively zero temperature, the
equal energy maps and momentum resolved spectral functions are reproduced, in remarkable
agreement with ARPES measurements without the need for analytic continuation. These calcu-
lations, performed by M. Bramberger and M. Grundner, are also in excellent agreement with re-
sults obtained at finite temperature by the author using the hybridization-expansionCTQMC [60,
62] solver CT-HYB [116] based on the ALPSCore libraries [118]. Then in Sec. 4.5.1, the magnetic

104



4.2 Model and method

Sublatice A
Slab of t-CuO

Cu
O

(a)

tttd

td

-dimert  clustert − td plaquette cluster

(b)

Sublattice B

ttd

t′ 

t′ ′ 

(c)
magnetic  
sublattice B↓

magnetic  
sublattice B↑

AF
 s

tri
pe

s

t
t′ 

t

(d) (e) (f) (g)

block construction 
(super-cluster)

5.3
Å

3.9Å

Figure 4.1: Figure taken from Ref. 267. (a) Rock salt crystal structure of tetragonal CuO. (b) slab of CuO
within the a-b plane. Bright (dark) red atoms indicate the sublattice A and B of our model.
(c) Two identical Cu-sublattices and indication of the hoppings 𝑡𝑑, 𝑡, 𝑡′ and 𝑡′′ included in the
model. The arrows sketch the stripe order considered throughout the chapter. Highlighted in
blue and green are the magnetic sublattices that correspond to the stripe order. (d-g) Clusters
including different hopping terms as discussed in the text.

ordering in t-CuO is analyzed as a function of temperature and two driving mechanisms for the
insulating phase are identified. We also find an increase of the local correlations close to the crit-
ical temperature 𝑇𝑐 at which the clusters antiferromagnetically order, and show with a minimal
model derived by the author that it is a pure effect of thermal and spin fluctuations. Finally in
Sec. 4.6, despite that t-CuO has not been experimentally doped, i.e. that superconductivity has
not been observed yet, the emergence and symmetry of the superconducting order parameter
upon hole-doping is studied using VCA [68], a complementary cluster technique, for which the
calculations were carried out by B. Lenz. The sublattice decoupling has direct consequences even
in the hole-doped regime: a coexistence of magnetic stripe order and superconductivity of 𝑑𝑥𝑦
symmetry is found, whereas the usual cuprate 𝑑𝑥2−𝑦2 symmetry is strongly suppressed.

4.2 Model and method

We start by presenting the band structure of t-CuO, fromwhichwe canmotivate the construction
of an effective one-band Hubbard model, similarly to NaCCOC.We then detail how the model is
solved using CDMFT and VCA calculations.
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4.2.1 One-band effective model

To construct a minimal model for t-CuO, it is instructive to analyze its band structure obtained
from a simple DFT calculation done within LDA using the Wien2k package [173, 174], shown
in Fig. 4.2. As expected, the system is predicted to be metallic since the Cu atoms are in a 𝑑9

configuration (and no symmetry is broken). The 𝑑𝑥𝑦 orbital is half-filled, in contrast to usual
cuprates like NaCCOC for which it would be the 𝑑𝑥2−𝑦2. In t-CuO, the 𝑑𝑥2−𝑦2 orbital is favored
against 𝑑𝑥𝑦 by the crystal field due to the O atoms’ position. Regardless of these differences, there
are strong similarities between t-CuO and the previously studied NaCCOC:

(i) we find a single band crossing the Fermi energy (actually two here because there are two
Cu atoms in the unit cell),

(ii) this band is only of Cu 𝑑𝑥𝑦 (equivalently 𝑑𝑥2−𝑦2 for NaCCOC) and O 𝑝𝑥/𝑦 character,
(iii) it has a weak dispersion along 𝑘𝑧.

We observe another set of bands close to 𝑋 and (𝜋/2, 𝜋/2), which are reminiscent of the spectral
weight seen in ARPES and labeled 𝛽 by Moser et al. [134]. They are of Cu 𝑑 and O 𝑝𝑧 character,
and they have no contribution from the 𝑑𝑥𝑦 nor the 𝑝𝑥/𝑦 orbitals.

Close to the Fermi level, t-CuO’s electronic structure is composed of a quasi 2D single half-filled
band of mixed Cu 𝑑𝑥𝑦/O 𝑝𝑥/𝑦 character, which we identify to the single band observed in ARPES.
It is moreover the only partially filled band, i.e. the one contributing mostly to the magnon part
of the RIXS spectrum. One can notice signs of the sublattice decoupling at the DFT level: the sin-
gle band dispersion between𝑀 and Γ is almost symmetric with respect to the red zone boundary
which represents the single sublattice BZ, and the band energy at those two points only differs
slightly. However, this observation can not be put on equal footing to the experimental observa-
tions, since ARPES is sensitive to spectral properties and RIXS to collective fluctuations, whereas
DFT provides the ground state properties. Therefore, an explicit treatment of the electronic cor-
relations is needed: both to obtain the expected insulating behavior, as well as to incorporate the
collective dynamic correlations.

To this aim, we consider a single CuO layer as shown in Fig. 4.1(a)-(b), and model it by a single-
band Hubbard model [35–37]:

𝐻 =𝑈∑
𝑖
𝑛𝑖↑𝑛𝑖↓ + ∑

𝑖,𝑗,𝜍
|i−j|=𝑎

𝑡𝑑𝑐
†
𝑖𝜍𝑐𝑗𝜍 + ∑

𝑖,𝑗,𝜍
|i−j|=√2𝑎

𝑡𝑐†𝑖𝜍𝑐𝑗𝜍 + ∑
𝑖,𝑗,𝜍

|i−j|=2𝑎

𝑡′𝑐†𝑖𝜍𝑐𝑗𝜍 + ∑
𝑖,𝑗,𝜍

|i−j|=2√2𝑎

𝑡′′𝑐†𝑖𝜍𝑐𝑗𝜍. (4.1)

Since we are not interested in the fine tuning of the model, we chose to take the hopping param-
eters 𝑡𝑑 = −0.1eV, 𝑡 = 0.44eV, 𝑡′ = −0.2eV, 𝑡′′ = 0.075eV (see Fig. 4.1(c)) from the fit of the
RIXS magnon spectrum of Ref. 135. As mentioned above, the O atoms favor the NNN hopping
𝑡 rather than the NN 𝑡𝑑, in contrast to the usual CuO2 layers. We set the on-site Hubbard inter-
action 𝑈 = 7eV, significantly higher than the one obtained from the magnon fitting of Ref. 135,
but necessary for obtaining a gap that is larger than the ARPES lower bound [134], but still lower
than the STM upper bound [126], and consistent with hybrid DFT [129] (2.7eV).
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Figure 4.2: t-CuOband structure on a k-point illustrated on the BZ (left) obtainedwith a non spin polarized
DFT calculation, along with the projected DOS. The red shaded area highlights the BZ of a
single CuO2 sublattice.

4.2.2 Methodology

To solve this effective interacting many-body problem, we use CDMFT [50–52], which was intro-
duced in Sec. 2.2. We perform antiferromagnetic calculations and chose the cluster tilings such
that they are in line with the antiferromagnetic stripes. The calculations are initialized using a
spin-polarized (constant) self-energy as presented in Sec. 2.4, and the chemical potential is kept
fixed in the middle of the gap. In Sec. 4.3, we first study the sublattice decoupling using the 𝑡-
dimer and 𝑡 − 𝑡𝑑 clusters of Fig. 4.1(d)-(e). The 𝑡-dimer is composed of two sites belonging to the
same sublattice, i.e. connected via the NNN hopping 𝑡. The 𝑡 − 𝑡𝑑 cluster is composed of two of
those dimers explicitly connected through the 𝑡𝑑 hopping, thus allowing to directly study the ef-
fect of including 𝑡𝑑 on the correlations. Following our results of Sec. 4.3, we thenmotivate the use
of the block construction (Fig. 4.1(g)) in Sec. 4.4 to compute the spectral function of t-CuO with
an increased momentum accuracy. Similarly to the 𝑡 − 𝑡𝑑 cluster, the super-cluster is composed
of two 2 × 2 plaquette clusters on each sublattice, but this time the inter-sublattice hopping 𝑡𝑑 is
treated at the non-interacting level and is not included in the effective impurity. In other words,
based on our observations in Sec. 4.3, the inter-sublattice correlations are neglected such that we
solve the CDMFT impurity problem for only one of the two plaquette clusters. All the details of
this construction are given in Sec. 4.4.

Having defined our impurity clusters, we are left with choosing the solver. As mentioned in
the introduction of this chapter, three different complementary techniques were used: twoMPS-
based solvers working both on the imaginary [59, 138–140] and real [58, 141–144] frequency axis
for which M. Bramberger and M. Grundner performed the calculations, and the hybridization-
expansion CTQMC [60–62] solver CT-HYB [116] based on the ALPSCore libraries [118] for which
the author performed the calculations. The combination of these techniques allows us to com-
bine zero and finite temperature analysis on the imaginary axis, as well as to obtain a direct infor-
mation on the real axis (without the need for analytic continuation) that can be directly compared
to experiments.
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Finally, in Sec. 4.6, VCA [68–70] calculations, performed by B. Lenz, are used to investigate the
possible superconducting solutions. This variational quantum cluster technique is well-suited to
check for different symmetry-breaking orders of the interacting lattice system [145, 275]. Here,
the self-energy functional which is to be minimized has several variational parameters. It in-
cludes the chemical potential of the cluster [276], and the one of the lattice [277], which are first
determined. Then, the different symmetry-breaking Weiss fields are sequentially added with an
adiabatic switching to allow for long-range order [145, 275, 276]. The antiferromagnetic stripe
order with ordering wavevector Q = (0, 𝜋) is triggered by a suitable field on the cluster:

ℋWeiss
AFS = 𝑀∑

R
(−1)𝑅𝑦⋅𝜋(𝑛R↑ − 𝑛R↓),

where we denote the cluster sites with R, 𝑀 is the field strength determined via the variational
principle. Likewise, superconducting pairing fields are added via

ℋWeiss
SC = 𝐷∑

𝑖,𝑗
Δ𝑖,𝑗(𝑐𝑖↑𝑐𝑗↓ + h.c.),

where𝐷 denotes the variational parameter andΔ𝑖,𝑗 is chosen such that it amounts to pairing with
𝑑𝑥𝑦 or 𝑑𝑥2−𝑦2 symmetry. The cluster self-energy is calculated using exact diagonalization with a
band Lanczos algorithm [278]. Moreover, a Nambu transformation is employed to include the
superconductivity fields [145].

4.3 Sublattice decoupling

At the single particle level it is hard to argue for the decoupling of the two sublattices since the
nearest-neighbor hopping 𝑡𝑑 is of the same order of magnitude as the next-nearest neighbor hop-
ping (𝑡𝑑 ∼ − 𝑡

4
). Therefore it is important to also take into account the self-energy which captures

the modification of the non-interacting Hamiltonian due to the presence of electronic interac-
tions in the correlated material.

As we have seen in Chap. 2, within the framework of CDMFT the local interactions, hopping
terms on the given cluster and dynamical fluctuations to an electronic reservoir are taken into ac-
count exactly, while longer-ranged exchange with the rest of the lattice is included on the single-
particle level and enters via the self-consistency loop [279]. The cluster self-energy 𝚺(𝜔) is a
matrix-valued quantity in terms of combined cluster-spin indices. It links the non-interacting
and interacting cluster Green’s functions, G0(k, 𝜔) and G(k, 𝜔), via the Dyson equation

𝚺(𝜔) = G0(k, 𝜔)−1 − G(k, 𝜔)−1.

Besides the local component, Σloc(𝜔), non-local self-energies within the cluster are accessible,
which we denote with respect to the hopping term connecting the corresponding sites, e.g. Σ𝑡(𝜔),
Σ𝑡𝑑(𝜔). By choosing different impurity cluster geometries, namely the 𝑡-dimer (Fig. 4.1 (d)) and
the 𝑡 − 𝑡𝑑 (Fig. 4.1 (e)) clusters, we are able to probe the influence of the inter-sublattice com-
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Figure 4.3: Panels (d)-(f) were extracted from Ref. 267. Comparison between selected elements of the self-
energy computed on two different clusters using (a)-(c) the CT-HYB solver at 𝛽 = 50eV−1, and
(d)-(f) the MPS-based solver on the imaginary axis. Note the difference in scales between the
panels (c),(f) and (a)-(b),(d)-(e). The components shown belong to the up-spin block of the
self-energy.

109



4 Bulk properties of tetragonal 𝐶𝑢𝑂

ponent Σ𝑡𝑑(𝜔) on the other components Σloc(𝜔) and Σ𝑡(𝜔), i.e. on the coupling between the two
sublattices. The following results have been obtained by a MPS-based impurity solver [59, 138,
140] working on the imaginary axis at effectively zero temperature (𝑇 = 0K), and by the CT-
HYB [116, 118] solver at low temperature 𝛽 = 50eV−1.

We show in Fig. 4.3(a)-(b),(d)-(e) the elements of the self-energy already included in the dimer
cluster both calculated with the MPS-based and the CT-HYB solver, which do essentially not
change by incorporating explicitly the 𝑡𝑑 hopping in the impurity cluster. Both the real and
imaginary part of Σloc(𝜔) and Σ𝑡(𝜔) computed with the dimer are equal to the ones computed
with the 𝑡 − 𝑡𝑑 cluster. This is related to the inter-sublattice component Σ𝑡𝑑(𝜔) being strongly
suppressed, as shown in Fig. 4.3(c),(f). It is two to three orders of magnitude smaller than the
intra-sublattice element Σ𝑡(𝜔) (Fig. 4.3(b),(e)) depending onwhich solver is used. Since the inter-
sublattice hopping 𝑡𝑑 is roughly about one fourth of the leading order hopping (|𝑡𝑑| ≈ | 𝑡

4
|), this

strong suppression is far from trivial and indicates that electronic correlations effects favor intra-
sublattice hopping 𝑡. Indeed, from a hand-wavy view of the self-energy as a static correction to
the Hamiltonian, 𝑅𝑒[Σ𝑡(𝜔 = 0)] ≃ −0.5eV would roughly double 𝑡, while 𝑅𝑒[Σ𝑡𝑑(𝜔 = 0)] ≃ 0
lets 𝑡𝑑 bare, so that the 𝑡𝑑/𝑡 ratio is effectively decreased by the correlations. Note that the CT-
HYB Σ𝑡𝑑(𝜔) is noisy since its value is close to the sampling error, estimated to be roughly about
0.1 ⋅ 10−3. Apart from this statistical noise in Σ𝑡𝑑(𝜔), the result of the self-energy components
are in excellent agreement with the results at zero temperature and confirms that the sublattice
decoupling survives at finite temperature.

The driving mechanism behind the formation of sublattices is linked to the fact that the hopping
elements 𝑡𝑑, 𝑡, 𝑡′, 𝑡′′ are not decreasing monotonically with distance. Independent of whether it
is the NN, NNN or any longer ranged hopping, it is the leading order one that is favored by the
electronic correlations. Indeed, from a simple bonding viewpoint, it is energetically favorable for
the electrons to form bonding states between sites connected via the larger hopping term. More-
over, if the NN hopping would be the largest, then all the sites of the lattice would be connected
via processes including only the favored hopping (see Fig. 4.4(a)), leading to a smoothly decay-
ing self-energy with distance. However, in t-CuO the NNN is the leading order hopping due to
the position of the oxygen atoms which are located between NNN Cu sites and hence favor 𝑡
against 𝑡𝑑. Since the 𝑡 hopping term connects sites belonging to the same sublattice, as shown
in Fig. 4.4(b), the NN sites are not connected by higher-order hopping processes 𝑡𝑛, leading to a
strong suppression of the inter-sublattice self-energy Σ𝑡𝑑(𝜔).

These results are of importance, since they prove that thinking of t-CuO as two weakly cou-
pled sublattices is correct, and it reveals the physical origin of this behavior. Since hallmarks of
the decoupling had been seen in the ARPES spectra of Ref. 134, we calculate in the following
the momentum-resolved spectral function of t-CuO. As we have pointed out in Sec. 2.2, CDMFT
provides a Green’s function of limited momentum resolution due to the finite cluster size, and
the only way to improve it is to consider a larger cluster. In order to enlarge our cluster while
keeping the impurity problem numerically tractable, we show in the following that the sublattice
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a) td > t

t

b) td < t

Figure 4.4: Sketch of higher order hopping processes. In (a), the leading order hopping can connect to
every site, thus leading to a smoothly decaying self-energy, contrary to (b) where 𝑡 is the largest
hopping, hence leading to a suppression of Σ𝑡𝑑 since it only connects sites of the same sublattice.

decoupling can be used for constructing an 8-site super-cluster (Fig. 4.1(g)) that requires solving a
4-site impurity problem only. This technique, that we call hereafter the block construction, allows
us to increase for free the momentum resolution of our calculations.

4.4 Spectral function

In this section, we first describe the block-construction framework, and then present the resulting
spectral functions.

4.4.1 The block construction

An illustration of the block construction principle is given in Fig. 4.5. As mentioned in the pre-
vious section, our goal is to solve the CDMFT equations for the 8-site cluster of Fig. 4.5(a) for
its self-energy Σ8𝑠𝑖𝑡𝑒, which would be computationally very expensive. Grouping the indices that
belong to the same sublattices, Σ8𝑠𝑖𝑡𝑒 can be written as a block matrix:

Σ8𝑠𝑖𝑡𝑒 = (
Σ𝐴 Σ𝐴𝐵
Σ𝐴𝐵 Σ𝐵

), (4.2)

where the diagonal blocks Σ𝐴 (Σ𝐵) correspond to the self-energy of the 4-site plaquette on the
sublattice A (B), and the off-diagonal Σ𝐴𝐵 is the inter-sublattice self-energy. We have seen that
the inter-sublattice self-energy between NN sites is suppressed, so that we can expect any longer
ranged inter-sublattice self-energy to also vanish, i.e. Σ𝐴𝐵 ∼ 0. The latter will therefore be ne-
glected, and Σ8𝑠𝑖𝑡𝑒 is approximated by the block construction self-energy:

Σ8𝑠𝑖𝑡𝑒 ≃ Σ𝑏𝑙𝑜𝑐𝑘−𝑐𝑜𝑛𝑠𝑡𝑟. = (
Σ𝐴 0
0 Σ𝐵

). (4.3)
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Figure 4.5: Sketch of the block construction: we start from the full 8-site cluster in (a), made of two 4-site
plaquettes on each sublattice A and B. Based on the observations of Sec. 4.3, the inter-sublattice
self-energy Σ𝐴𝐵 ≃ 0.0 is neglected and accordingly the cluster impurity problem in (b) is solved
only for one of the two 4-site plaquettes.

Weare left with only solving the impurity problem for one of the two sublattices so to obtainΣ𝐴/𝐵,
and use Eq. 4.3 to get the 8-site cluster impurity self-energy. After closing the self-consistency
loop, we project down onto one of those blocks and obtain the hybridization function for one of
the two sublattices only.

Within this approximation, we treat the two largest hopping terms 𝑡 = 0.440eV and 𝑡′ = −0.2eV
explicitly in the correlated effective impurity, while the two lowest ones, 𝑡𝑑 = 0.1eV and 𝑡′′ =
0.075eV, are treated at the non-interacting level. Similar block construction techniques have
been already used successfully within CDMFT [280, 281].

4.4.2 Results

Having introduced the block construction scheme, we now compare the calculated spectral func-
tions using the block-construction to the ARPES data of Ref. 134. They were obtained using
the MPS-based impurity solver on the real axis [58, 141–144] at zero temperature and the CT-
HYB [116, 118] solver at 𝛽 = 40eV−1 for which an additional analytic continuationwas performed
on the cluster self-energy using the Poor’s Man method [215, 216].

In Fig. 4.6(a),(c) are shown equal energy cuts on the top of the valence band (𝐸 = −2.2eV) which
are in good agreement with the experimental energymap (Ref. 134, Fig. 1(a)): the strongmaxima
are recovered in the middle of the BZ (which are rotated by 90∘ with respect to the experimental
data). The replica features outside the single-sublattice BZ (dashed black line), which experimen-
tally justified the assumption of sublattice decoupling, are also reproduced by our calculations.
It is interesting to emphasize here that in the case of entirely decoupled sublattices (𝑡𝑑 = 0), the
spectral features inside the first BZ of a single sublattice would be exactly replicated outside this
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Figure 4.6: Panels (c)-(d) were extracted from Ref. 267 Spectral function 𝐴(k, 𝜔) obtained with the (a)-(b)
CT-HYB and the (c)-(d) MPS-based solver. (a),(c) Equal energy maps at 𝐸 = −2.2 eV where the
dashed black line depicts the first BZ of a single sublattice. (b),(d)𝐴(k, 𝜔) along high-symmetry
k-path as computed with the block-construction scheme and compared to the experimentally
measured dispersion (purple circles in inset) extracted from Ref. 134 and shifted by 0.4 eV in
order to align the chemical potentials. All heat maps are normalized to the maximal value
displayed and averaged over the possible orientations in the block-construction (see Fig. 4.7).
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BZ (i.e. outside the dashed black line in Fig. 4.6(a)-(c)). Here, since 𝑡𝑑 ≠ 0 the outside replica fea-
tures are slightly different from the ones inside. However, we find a close resemblance since the
self-energy decreases the 𝑡𝑑/𝑡 ratio by a factor∼ 2 such that 𝑡 is effectively 10 times stronger than
𝑡𝑑. Unlike in ARPES there are no matrix-element effects [258] in our calculations, i.e. no addi-
tional intensitymodulation, contrary to the ones seen in the experimental energymap of Ref. 134
across the different BZ. Still, one can notice an asymmetry between 𝑥 and 𝑦 axis, which is not due
to the asymmetry of the cluster itself since we average over the cluster orientations (Fig. 4.7), but
rather to the antiferromagnetic stripes’ orientation (Fig. 4.8). We come back in more details on
this point later in this section. As in the previous section, we find a striking resemblance of the
CT-HYB and theMPS-based solver, even though an additional analytic continuation step is needed
for the former.

The agreement between the two solvers is confirmed in the momentum resolved spectral func-
tion of the valence band using the block construction, as shown in Fig. 4.6(b),(d). Comparing
our results to ARPES (cf. Fig. 2(a) in Ref. 134) we find an overall good agreement. In particular,
we observe a Zhang-Rice-like band separated from the lower Hubbard band at higher binding
energy, which coincides with the experimental low-energy spectrum, as shown in the inset of
Fig. 4.6(b),(d). A clear separation is seen for the MPS solver which works directly on the real
axis, but is blurred out by the analytic continuation for the finite temperature results. As we shall
justify in the next section with finite temperature calculations (Fig. 4.10), we identify this band to
stem from a spin-polaron, i.e. a hole propagating in an antiferromagnetic background. We find
that around the𝑀 and Γ high-symmetry points, there is an incoherent and dispersive spectrum
without well-defined structures captured by both solvers, consistently with ARPES.Moreover we
reproduce the experimentally observed missing spectral weight at the 𝑋 point, a feature which
was not obtained within a SCBA calculation based on a ZRS spin-model [38, 274]. Hence, the
overall agreement between our model and the experiment is striking.

An obvious feature that the calculations presented in this work can not reproduce are the con-
tributions from a lower lying band marked with 𝛽 in the experimental data [134], which is not
included in our low-energy one-bandmodel as we have seen in Sec. 4.2. Although in the undoped
system it is justified to neglect the 𝛽 band since they do not directly participate to the magnetic
order, nor the sublattice decoupling, one may wonder if this is still a good approximation when
hole-doping the material. It is argued by Moser. et al. that the 𝛽 band originates from a Cu 𝑑 or-
bital manifold of different symmetry than the low-energy Zhang-Rice-like band of 𝑑𝑥𝑦 character,
which is corroborated by the LDA band structure as discussed previously. Upon hole-doping in
cuprates, it is experimentally observed that the hole is located on the O sites [282–284], and from
a theoretical standpoint the doped holes are expected to form ZRS states between the Cu 𝑑𝑥𝑦 and
O 𝑝𝑥/𝑦 orbitals. Therefore, it is unlikely that these holes will populate manifolds of different sym-
metry such as the one at the origin of the 𝛽 band, so that the one-band model should remain a
good approximation upon hole-doping.

As mentioned above, the equal energy maps and momentum-resolved spectral functions shown
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Figure 4.7: Figure taken from Ref. 267, the results were obtained with the MPS-based solver on the real fre-
quency axis. Sketch of the two possible orientations within a givenmagnetic stripe order for (a)
the dimer and (b) the block construction. In panels (c) and (d) are shown the corresponding
equal energy maps obtained at 𝐸 = −2.2eV using these cluster orientations as well as their
average. The dashed black line indicates the BZ of a single sublattice.
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Figure 4.8: Figure taken from Ref. 267, the results were obtained with the MPS-based solver on the real fre-
quency axis. Comparison of equal energy maps andmomentum resolved spectral functions for
the two different directions of the stripe order: (a) along 𝑥, (b) along 𝑦.

in Fig. 4.6 were obtained by averaging over the cluster orientations. Similarly, all the results
shown in this chapter which were obtained using a dimer cluster were always averaged over the
different cluster orientations, following the Oriented-Cluster DMFT scheme [285]. Averaging
over the two different orientations is an important step, as illustrated in Fig. 4.7. The bias comes
from the fact that hopping terms along (1,1) and (1,-1) (𝑥 and 𝑦) for the dimer (block construction)
are no longer equivalent when solving the impurity problem since they are not treated equally in
the cluster. The most dramatic effect is observed for the dimer cluster as is shown in Fig. 4.7(c),
but the bias is removed by considering an averaging between (1,1) and (1,-1) oriented dimers.
In comparison, the block construction suffers less from the bias, especially since in the block
construction scheme, only one of the two the 4-site plaquettes, which are perfectly symmetric (if
the coupling to the other sublattice is discarded), is solved in the impurity model, such that the
asymmetry is incorporated at the non-interacting level only (though having some consequences
on the self-energy via the self-consistency).

The remaining asymmetry originates from the antiferromagnetic stripes, as can be seen inFig. 4.8.
By changing the stripe orientation, we can perfectly switch the role of 𝑥 and 𝑦. The most vis-
ible consequence is on the energy maps, while in the momentum resolved spectral functions
only slight differences can be noticed at the 𝐴 and 𝐴′ high-symmetry points (in terms of spectral
weight and energy position), which would probably be washed out by the experimental resolu-
tion. Unfortunately, even for the equal energy maps the extra modulation from matrix elements
and the high probability that the incoming light spot covers zones with different stripes orienta-
tions prevent from the observation of this asymmetry in the experimental data.

116



4.5 Temperature dependence

4.5 Temperature dependence

In this section, we first present the finite temperature results obtained with the CT-HYB [116,
118] solver, and show that two different insulating regimes can be identified: paramagnetic and
antiferromagnetically ordered. At the magnetic ordering temperature, we observe an intriguing
enhancement of the real part of the self-energy at𝜔𝑛 → 0, that is explainedwith a simple effective
model in the second part.

4.5.1 Results

All the results we have presented so far were computed at 𝑇 = 0K. However, there have been
multiple predictions about the Néel temperature 𝑇𝑁 for the antiferromagnetic ordering of t-CuO
in the literature [124, 128, 129, 137]. From an heuristic extrapolation, Siemons et al. predicted
that the tetragonal phase of CuO would exhibit a high 𝑇𝑁 ≃ 800𝐾 (see Fig. 1(a) of Ref. 124).
In CuO-Cu2O heterostructures, an antiferromagnetic alignment was observed at 𝑇𝑁 = 600K by
Rabinovich et al. and attributed to the formation of cubic crystals of CuO. From ab initio, Per-
alta et al. predicted 𝑇𝑁 = 300 − 410K with the self-interaction-corrected local density-function
method [286], while Chen et al. estimated the ordering temperature to be 𝑇𝑁 = 865−1000Kwith
hybrid DFT [165] based on theHeyd-Scuseria-Ernzerhof method [287]. These theoretical predic-
tions were obtained by estimating the exchange couplings, and evalutating 𝑇𝑁 within molecular-
field theory [288, 289], to which an Anderson rescaling [17] is applied. Although these estimates
cover a wide range of temperatures, they are all well above themonoclinic transition temperature
𝑇𝑁 ≃ 200𝐾. This motivates for further investigation of the finite-temperature behavior of t-CuO.
Our simple 2Dmodel prevent from inferring on the value of the Néel temperature itself, however
using CTQMC solvers working at finite temperature within antiferromagnetic CDMFT calcula-
tions, we can study the properties of the system at temperatures above and below the ordering
temperature of the clusters 𝑇𝑐.

In Fig. 4.9(a) we show the staggered magnetization as a function of the inverse temperature 𝛽 as
obtained with the dimer and the block construction clusters (Fig. 4.1(d),(g)). First, we note the
asymptotic convergence of the staggeredmagnetization towards the 𝑇 = 0K value obtained with
the MPS-based solver for 𝛽 → ∞. We identify an inverse temperature at which the order melts,
namely 𝛽𝑐 ≈ 18.5 eV−1 (14.5 eV−1), corresponding to a critical temperature of 𝑇𝑐 ≈ 627K (800K)
obtained with the block-construction (dimer) cluster. 𝑇𝑐 is determined using a fit function of the
type:

𝑀(𝑇) = 𝜃(𝑇𝑐 − 𝑇)𝛾(1 − 𝑇
𝑇𝑐
)
𝛼
,

where 𝑇𝑐, 𝛾, 𝛼 are fitting parameters and 𝜃(𝑇) is the Heaviside step function. By inspection of the
self-energies close to the transition region, lower and upper critical tempatures are determined:
the lower boundary is set by the temparature at which the spin splitting of the real-part of the
self-energy vanishes, while the upper boundary is set such that the imaginary part of the diagonal
components of the self-energy tends to 0 as 𝑤𝑛 → 0. By varying the fit boundaries within these
two limits, we obtain a collection of fit from which the average critical value is extracted, as well
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4 Bulk properties of tetragonal 𝐶𝑢𝑂

Figure 4.9: Figure taken from Ref. 267. (a) Staggered magnetization calculated using the dimer cluster and
the block-construction. The dashed black lines indicate the 𝛽 = ∞ result computed with the
MPS-based impurity solver on the imaginary axis. The vertical lines depict the inverse critical
temperature 𝛽𝑐 = (18.5±0.7) eV−1 ((14.5±0.8) eV−1) for the block-construction (dimer) cluster.
The shaded area depicts the error bar for 𝛽𝑐. (b) Real part of the diagonal components of the
self-energy for different inverse temperatures 𝛽 indicated in (a). The curves shown on the left
correspond to the spin up (solid) and down (dashed) components on a cluster site. On the
right, we show the self-energy at the two cluster momenta 𝐾1 = (0, 0) (solid) and 𝐾2 = (0, 𝜋

𝑎
)

(dashed) respectively.
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4.5 Temperature dependence

as the error bars in Fig. 4.9(a) from the standard deviation of 𝛽𝑐 in the fit collection.

While the dimer cluster overestimates themagnetic order, the block-construction, which includes
slightly longer-ranged magnetic fluctuations, leads to a smaller value of 𝑇𝑐. As mentioned above,
here we study a simplified 2D model which does not include the inter-layer magnetic exchange
coupling, and therefore for which the long-range antiferromagnetic order should not be stable at
finite temperature [290]. The non-zero staggered magnetization of our CDMFT calculations is
rather a consequence of choosing one of the two possible stripe directions within the mean-field
scheme, than an actual hallmark of the long-range magnetic order. Despite prohibiting a direct
determination of 𝑇𝑁, the reduction of 𝑇𝑐 upon extending the cluster size and its relatively high
value nevertheless show the importance of including in-plane spin fluctuations.

At all temperatures, although there can be different magnetic orders, the system remains insu-
lating. In order to understand the different mechanisms at play as a function of temperature, it
is instructive to inspect the real part of the Matsubara self-energies, as shown in Fig. 4.9(b). For
the sake of clarity, we discuss here the self-energies of the dimer cluster, but none of the con-
clusions change in the block-construction cluster. We compare the self-energies at three char-
acteristic temperatures: in the paramagnetic regime (𝛽 = 10eV−1), within the transition region
(𝛽 = 20eV−1), and in the ordered regime (𝛽 = 40eV−1). First, as the system enters the insulating
ordered phase, we observe the asymptotic convergence towards the MPS results (see Fig. 4.9(b)).
The frequency dependence of the self-energy gets strongly suppressed. This is well described in
the atomic limit as derived in Ref. 291, or by the asymptotic development of the self-energywhich
becomes static in the antiferromagnetic ordered limit [292].

In the paramagnetic phase the insulating behavior can not be attributed to a freezing of dynamics
due to large spin polarization, but rather to a momentum-selective level splitting (right panel of
Fig. 4.9(b)). Close to the real axis, the 𝐾1 = (0, 0) orbital is very strongly favored with respect to
the 𝐾2 = (0, 𝜋

𝑎
) orbital. This is consistent with previous quantum cluster calculations performed

for the dimer and larger cluster, and can be interpreted as a freezing of electron movement that
is not generated by spin polarization but rather by penalizing electrons with non-zero momen-
tum [48, 103, 108].

These different mechanisms have a drastic effect on the spectral function depending on the
temperature. In Fig. 4.10 we show the momentum resolved spectral function obtained with the
dimer cluster obtained at the three characteristic inverse temperature 𝛽 = 10, 20, 40eV−1. These
spectra were obtained by performing an analytic continuation with the Poor man’s method from
TRIQS [120, 215, 216]. We find good agreement with the experimental data only when the system
is antiferromagnetic, thus showing the importance to take into account spin fluctuations in the
model. At high temperature (𝛽 = 10eV−1), the spectral function is divided into a LHB and UHB,
of which we show only the lower in Fig. 4.9, while at low-temperature (𝛽 = 40eV−1) the LHB
shows a secondary splitting. It is the low-energy part of the LHB that agrees well with the exper-
imental data. Moreover, we can reproduce with very good agreement this part of the spectrum
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Figure 4.10: Momentum resolved spectral function obtainedwith the block construction. The k-path is the
same as the one used in Fig. 4.6. The experimental dispersionwas shifted by 0.4eV consistently
with Fig. 4.6(b). The SCBA dispersion has also been shifted by𝑈/2 to match the CDMFT one,
and was extracted by taking the largest value in the low energy part of the SCBA spectrum.
The size of the green markers represent the relative spectral weight intensity of the SCBA
dispersion.
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4.5 Temperature dependence

by considering a hole propagating in an antiferromagnetic background. The author performed
a SCBA calculation as described in Sec. 2.6 on one sublattice only, which accounts well for the
low-energy part of the spectrum below the magnetic ordering temperature 𝑇𝑐. The agreement
with ARPES and CDMFT is excellent, even if the SCBA dispersion is symmetric at the 𝐵 and 𝐵′,
𝐴 and 𝐴′ points since we considered only one sublattice. The consequence is therefore twofold:
first it means that the low-energy band observed in ARPES and CDMFT physically corresponds
to a hole propagating in an antiferromagnetic background. This is consistent with the necessity
of including spin fluctuations in our effective model and of lowering the temperature so to ob-
tain a good agreement with the experiments. Then, it is a further proof that thinking of t-CuO as
two weakly connected sublattices is justified, since a hole propagating inside only one of the two
sublattices is enough to get a very good agreeement with experiments.

Overall, this underlines that there is a correlation-driven static level splitting present in the or-
dered phase whereas the paramagnetic phase is driven by dynamic splitting of momentum or-
bitals. One can note that despite the freezing of the dynamics of the self-energy as decreasing the
temperature, at 𝛽 = 20eV−1 (i.e. at the magnetic transition), the spin-resolved self-energy shows
an extra dynamic splitting at 𝑤𝑛 → 0, see the left panel of Fig. 4.9. The static part given by the
high-frequency tail of the self-energy however is constantly increasing as decreasing the temper-
ature. It is surprising to observe a splitting larger than U (the value that should be reached at 0K)
at such high temperature, since from a simple screening picture we would expect the splitting to
gradually decrease when increasing the temperature. In fact, we show in the following that with
an effective single-site model incorporating non-local spin fluctuations in a mean-field fashion,
such behavior can be recovered at the magnetic transition temperature.

4.5.2 Effective single site model

To identify the leadingmechanism behind this extra dynamic splitting at the critical temperature,
we derive here a simple single-site model including thermal fluctuations as well as antiferromag-
netic fluctuations at the mean-field level. We take inspiration from the work of Stepanov et al.
in Ref. 291 and consider a single Hubbard site subject to an external magnetic field representing
the spin-exchange with the neighboring sites in a mean field fashion:

𝐻 = −𝜇∑
𝜍
𝑛𝜍 − ℎ(𝑛↑ − 𝑛↓) + 𝑈𝑛↑𝑛↓, (4.4)

where 𝜎 = {↑, ↓} is the spin index, 𝜇 = 𝑈/2 is the chemical potential set for half-filling, ℎ is the
effective field, and𝑈 the on-site Coulomb interaction. The model is illustrated in Fig. 4.11: being
close to the𝑈 ≫ 𝑡 limit, and knowing that the system remains insulating at all temperatures, we
can consider our system as a collection localized spin-1/2which interact via an antiferromagnetic
exchange coupling (Fig. 4.11(a)). For simplicity, we restrain our model to a single CuO2 sublat-
tice, i.e. an antiferromagnetic square lattice. We then approximate these two-body interaction
by a simple staggered magnetic field on each site (Fig. 4.11(b)), which originates from the spin
environment, and which in principle could be determined self-consistently. Here, we do not aim
at solving exactly this problem, but rather to extract asymptotic behaviors that could explain the

121



4 Bulk properties of tetragonal 𝐶𝑢𝑂

J

t U
a)
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Figure 4.11: Sketch of the effective single site model restricted to one sublattice for simplicity. Since𝑈 ≫ 𝑡
we can consider that the electrons are rather localized and antiferromagnetically aligned and
interacting via the exchange term 𝐽. This many-body interacting system is approximated by
the mean-field model shown in (b) in which the antiferromagnetic fluctuations with nearest-
neighbors are integrated out as an effective magnetic field acting on each individual site.

Eigenstate Energy (interacting) Energy (non-interacting)
|0⟩ 0 0
|↑⟩ −𝑈/2 − ℎ −𝑈/2 − ℎ
|↓⟩ −𝑈/2 + ℎ −𝑈/2 + ℎ
|↑↓⟩ 0 −𝑈

Table 4.1: Eigenvectors and eigenvalues of theHamiltonian 4.4 for the interacting andnon-interacting case
(𝑈 = 0). Note that the chemical potential is 𝜇 = −𝑈/2.

extra dynamic splitting in the self-energy.

In order to have access to the self-energy as a function of field ℎ and inverse temperature 𝛽,
we determine the non-interacting and interacting Green’s functions using the finite-temperature
Lehmann’s representation for a single site:

𝐺𝜍(𝑖𝜔𝑛) =
1
𝒵 ∑

𝑖,𝑗
|⟨𝑖|𝑐𝜍|𝑗⟩|2

𝑒−𝛽𝐸𝑖 + 𝑒−𝛽𝐸𝑗
𝑖𝜔𝑛 + 𝐸𝑖 − 𝐸𝑗

,

and then use the Dyson equation:

Σ𝜍(𝑖𝜔𝑛) = [𝐺0
𝜍(𝑖𝜔𝑛)]

−1 − [𝐺𝜍(𝑖𝜔𝑛)]
−1. (4.5)
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4.5 Temperature dependence

Since the on-site Coulomb interaction is the largest characteristic energy of the system, we as-
sume 𝛽𝑈 ≫ 1 and 𝛽𝑈 ≫ 𝛽ℎ. Using the eigenvectors and eigenvalues of Table 4.1, one can obtain
the partition functions:

𝒵0 = 2𝑒𝛽(
𝑈
2
)(cosh(𝛽𝑈2 ) + cosh(𝛽ℎ))

𝒵 = 2(1 + 𝑒𝛽
𝑈
2 cosh(𝛽ℎ))

where the subscript 0 refers to the non-interacting system. The interacting and non-interacting
Green’s functions can then be written (using 𝛽𝑈 ≫ 1 and 𝛽𝑈 ≫ 𝛽ℎ for the interacting case):

𝐺0
↑ (𝑖𝜔𝑛) =

1

𝑖𝜔𝑛 + ℎ + 𝑈
2

𝐺0
↓ (𝑖𝜔𝑛) =

1

𝑖𝜔𝑛 − ℎ + 𝑈
2

𝐺↑(𝑖𝜔𝑛) ≈
1

(𝑖𝜔𝑛 + ℎ)2 − 𝑈2

4

(𝑖𝜔𝑛 + ℎ − 𝑈
2 tanh(𝛽ℎ))

𝐺↓(𝑖𝜔𝑛) ≈
1

(𝑖𝜔𝑛 − ℎ)2 − 𝑈2

4

(𝑖𝜔𝑛 − ℎ + 𝑈
2 tanh(𝛽ℎ)).

Now, using the Dyson equation 4.5, we obtain the self-energy:

Σ↑(𝑖𝜔𝑛) =𝑖𝜔𝑛 + ℎ + 𝑈
2 −

(𝑖𝜔𝑛 + ℎ)2 − 𝑈2

4

𝑖𝜔𝑛 + ℎ − 𝑈
2
tanh(𝛽ℎ)

Σ↓(𝑖𝜔𝑛) =𝑖𝜔𝑛 − ℎ + 𝑈
2 −

(𝑖𝜔𝑛 − ℎ)2 − 𝑈2

4

𝑖𝜔𝑛 − ℎ + 𝑈
2
tanh(𝛽ℎ)

.

We first need to check that this expression for the self-energy behaves correctly deep in the para-
magnetic and in the antiferromagnetic regime. In the paramagnetic limit, i.e. 𝛽ℎ → 0, one gets:

lim
𝛽ℎ→0

Σ↑(𝑖𝜔𝑛) =
𝑈
2 + 𝑈2

4(𝑖𝜔𝑛 + ℎ)

lim
𝛽ℎ→0

Σ↓(𝑖𝜔𝑛) =
𝑈
2 + 𝑈2

4(𝑖𝜔𝑛 − ℎ)
.

TheHubbard-I [35, 201] limit is recovered up to a constant𝑈/2 shift, which is consistent with the
𝛽 = 10eV−1 data of Fig. 4.9(a): the two spin flavors become degenerate and the high frequency
tail goes to zero (𝑈/2 in our expression here due to the chemical potential shift). This is in good
agreement with Fig. 4.12 where is shown the splitting in the real part of the self-energy between
the two spin flavors as a function of inverse temperature. At high temperature, i.e. 𝛽ℎ → 0 in our
effective model, the splitting vanishes. We also find a good agreement in the antiferromagnetic
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Figure 4.12: Splitting in the real part of the local component of the Self-energy between the two spin flavors
obtainedwith the dimer cluster as a function of the inverse temperature 𝛽. The shaded vertical
region depicts the critical inverse temperature 𝛽𝑐 = 14.5 ± 0.8eV−1. The horizontal black
dotted line indicates the value of the Coulomb on-site interaction 𝑈 = 7eV.

limit 𝛽ℎ → ∞ (ℎ finite), since we recover the real static splitting𝑈 between the two different spin
flavors:

lim
𝛽ℎ→∞

Σ↑(𝑖𝜔𝑛) =0

lim
𝛽ℎ→∞

Σ↓(𝑖𝜔𝑛) =𝑈.

This is in very good agreement with the CDMFT calculations at 𝛽 > 40eV−1 shown in Fig. 4.12.

Now that we have shown that the correct limits are recovered as a function of temperature, we
place ourselves below the critical temperature 𝑇𝑐, so that 𝛽ℎ is finite, and compute the low- and
high-frequency limits:

Σ↑(𝑖𝜔𝑛 →∞) =𝑈2 − 𝑈
2 tanh(𝛽ℎ)

Σ↓(𝑖𝜔𝑛 →∞) =𝑈2 + 𝑈
2 tanh(𝛽ℎ)

Σ↑(𝑖𝜔𝑛 → 0) =𝑈2 − 𝑈
2

1
tanh(𝛽ℎ)

Σ↓(𝑖𝜔𝑛 → 0) =𝑈2 + 𝑈
2

1
tanh(𝛽ℎ)

.

One can immediately see that as the temperature increases, i.e. as 𝛽ℎ decreases, the splitting
of the high-frequency tail for the two spin species decreases. The same trend is observed in the
CDMFT calculations close to the transition, as can be seen in Fig. 4.12. Moreover, since in the
low-frequency limit the tanh(𝛽ℎ) appears in the denominator, the splitting becomes larger than
U as the temperature increases until ℎ remains finite. This is again perfectly consistent with
the trend observed in Fig. 4.12, where we find that at the magnetic transition the splitting at the
𝑤𝑛 → 0 limit diverges at the transition temperature 𝑇𝑐.

Therefore, this simple single-site effective mean-field model can capture the surprising enhance-
ment of the spin splitting in the self-energy at low-frequency. This behavior in the ordered phase
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Figure 4.13: Figure taken from Ref. 267. (a) Internal energy Ω as a function of filling 𝑛 for different so-
lutions within VCA: Antiferromagnetic stripe order (AFS), superconductivity (SC) of 𝑑𝑥𝑦 or
𝑑𝑥2−𝑦2 symmetry as well as coexistence of all three. In (b) are shown the corresponding order
parameters; the colors correspond to the solutions of (a). For all calculations we used the full
8-site diamond cluster of Fig. 4.1(g), i.e. without block-construction and optimized the func-
tional in addition with respect to the (cluster) chemical potential 𝜇 (𝜇′).

can in large parts be traced back to an interplay between thermal and magnetic fluctuations at
the magnetic transition.

4.6 Superconductivity

So far in this chapter we have studied the correlations effects in undoped t-CuO. Although the
parent compound already shows remarkable behavior such as the sublattice decoupling, a much
richer physics may occur upon hole-doping. Experimentally achieving the chemical doping of
t-CuO is extremely difficult, and has not been realized yet, since the standard chemical substitu-
tion used for cuprates is impossible due to the lack of charge reservoir layers. Theoretical doping
is much simpler since we can tune at will the chemical potential in the effective 2D one-band
model. In this section, we study the emergence of superconductivity upon hole-doping: its sym-
metry and possible interplay with the antiferromagnetic fluctuations. To this aim, B. Lenz per-
formed VCA [68–70] calculations, a method particularly well suited to study the energetics of
different symmetry breaking solutions of the model and their competition.

In usual cuprates, superconductivity occurs upon hole-doping and has an order parameter of
𝑑𝑥2−𝑦2 symmetry due to the geometry of the CuO2 layers. In t-CuO however, we expect that
the sublattice decoupling survives as doping the material, such that the order parameter would
rather be of 𝑑𝑥𝑦 symmetry (since the two CuO2 sublattice are rotated by 45∘ with respect to the
usual cuprates). To check for these different symmetry channels, a paramagnetic calculation is
performed first, using the full 8-site cluster of Fig. 4.1(g)without block construction, and the inter-
nal energyΩ is calculated as a function of doping (ranging from 𝛿 = 0.0 to 𝛿 = 0.15). The result is
shown as the gray curve in Fig. 4.13(a). Then, calculations were performed for different ordering
fields separately: antiferromagnetic stripes, 𝑑𝑥2−𝑦2 and 𝑑𝑥𝑦 superconductivity. All channels, sep-
arately, provide energetically favorable solutions for fillings 𝑛 < 1 compared to the paramagnetic
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solution, with the antiferromagnetic stripes being the most favorable at almost all doping until
𝑛 ≃ 0.9. Interestingly, the magnetization is slightly enhanced at very low dopings (0.95 < 𝑛 < 1)
with respect to the undoped solution, see Fig. 4.13(b). While both pairing channels also lower
the internal energy compared to the paramagnetic case, the 𝑑𝑥𝑦 superconductivity shows a sig-
nificantly larger order parameter than 𝑑𝑥2−𝑦2, consistently with our expectations based on the
sublattice decoupling scenario.

When allowing for competition, we find that the coexistence of superconductivity and antifer-
romagnetic stripes leads to the overall lowest energy solution at zero temperature, see red curve
in Fig. 4.13(a). This is consistent with previous studies finding coexistence of the two phases [50,
145–148]. In Fig. 4.13(b) we observe that the corresponding order parameters are reduced in the
coexistence solution as compared to the pure solutionsmentioned above. This indicates a compe-
tition betweenmagnetic and superconducting orders upon doping [145, 146]. Most interestingly,
the 𝑑𝑥2−𝑦2 superconducting order parameter is strongly suppressed by the presence of the antifer-
romagnetic stripe order such that the Cooper pairing is mainly of 𝑑𝑥𝑦-symmetry. Finally, we note
that superconductivity of 𝑑𝑥𝑦 symmetry actually corresponds to 𝑑𝑥2−𝑦2 symmetry within each of
the two sublattices (by placing ourselves in the 45∘ rotated reference frame). Therefore, in the
context of sublattice decoupling, the energetically most favorable solution could be interpreted
as the emergence of a 𝑑𝑥2−𝑦2 superconducting state coexisting with an (Néel) antiferromagnetic
order on each sublattice.

4.7 Conclusion

In this chapter, we give a first formal justification of the description of t-CuO as twoweakly inter-
actingCuO2 sublattices [135]which explains theweak symmetry breaking found inARPES [134].
Indeed, by inspecting selected moments of Matsubara self-energies, we show that the dynamic
correlations effectively weakens the sublattice coupling. Making use of this mechanism, we mo-
tivate the construction of a super-cluster which improves the momentum-resolved spectral func-
tions and equal energy maps computed with CDMFT on the real axis [58, 141–144], and is in ex-
cellent agreement with experiments [134]. We perform calculations at finite temperatures from
whichwe identify the drivingmechanism for the insulating behavior found in the ordered as well
as the PM phases. We find an enhancement of the spin splitting in the Matsubara self-energy at
themagnetic transition temperature, whichwe trace back to be of intertwinedmagnetic and ther-
mal origin by constructing an effective single-site mean-field model.

Given the good agreement of our results with experiment, we believe that a minimal one-band
Hubbard model is sufficient to capture most electronic and magnetic properties of t-CuO as long
as dynamical local and short-range fluctuations are treated properly. Further, using VCA we are
able to make predictions about the presence and symmetry of superconductivity upon hole dop-
ing. We find that the decoupling of the sublattices carries through to the superconducting state,
in coexistence with antiferromagnetic stripe order. The 𝑑𝑥𝑦 symmetry of the superconducting or-
der parameter can be interpreted as a superconducting state of 𝑑𝑥2−𝑦2-typewithin each sublattice.
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4.7 Conclusion

Due to its tetragonal symmetry, the lack of interstitial atoms between the well separated 2D CuO
layers, and the fact that the electronic properties are mainly governed by its interlaced CuO2

sublattices, we believe that t-CuOmay be the ideal material to gain a more complete understand-
ing of the physics behind cuprate superconductivity. Although doping of t-CuO by chemical
substitution is probably not feasible experimentally, the study of doped t-CuO by other experi-
mental techniques like space charge doping [293], which has been successfully applied to other
cuprates [294], could be an option. Another interesting route to pursue experimentally consists
in growing CuO layers on top of a different substrate. Recently, copper-oxide films have been
grown on Bi2Sr2CaCu2O8+𝛿, which resulted in nodeless pairing in the superconducting state
[295]. Whereas the monolayer was most likely of CuO2 structure, the possibility of CuO could
not be ruled out and is supported by ab initio calculations [296].
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𝐶𝑢𝑂

5.1 Puzzling spin and orbital moments

As shown in the previous chapter, using CDMFT, we are able to explain the experimentally ob-
served sublattice decoupling [126, 134, 135], reproduce the ARPES spectrum of Ref. 134, and
predict the nature of the superconducting order parameter [267]. Wemoreover confirm the anti-
ferromagnetic stripe order observed in RIXS [135] and 𝜇-SR [136] as stemming from the superpo-
sition of two usual antiferromagnetic square sublattices, in agreement with hybrid DFT calcula-
tions [128, 129, 131]. Along with the experimental and theoretical knowledge on the structure of
t-CuO [124, 125, 128–131], we would now dispose of a coherent understanding of the bulk prop-
erties of t-CuO, if it was not for the recent finding of an anisotropic paramagnetic spin moment
and a pinned orbital moment in C/t-CuO/STO samples using XMCD at the Cu 𝐿2,3 edge [136].

The existence of suchmoments is puzzling since t-CuO is antiferromagnetically ordered and does
not contain any element with strong spin-orbit coupling (SOC). Hernandez et al. proposed a sim-
ple model [136] (see Fig. 5.1), in which t-CuO would be composed of ferromagnetically ordered
CuO layers (in-plane), which are antiferromagnetically stacked along the 𝑐 axis (out-of-plane).
The last CuO layer would be paramagnetic hence would follow the magnetic field, while an-
other layer would be uncompensated and therefore would yield the pinned moments. Although
this minimal model qualitatively accounts for the experimental observations, it is not satisfactory
since:
(i) the ferromagnetic ordering inside each layer is in contradiction with all previous experi-

mental [135] and theoretical [128, 129, 131] findingswhich support antiferromagnetic stripe
ordering of the Cu spins inside the layers,

(ii) the uncompensated layer is composed of spin moments and not orbital ones, whereas the
pinned moment is mainly of orbital character,

(iii) there is no reason why one layer should have a paramagnetic behavior, especially if all the
Cu spins inside such layer are ferromagnetically ordered.

None of the experimental and theoretical work already published can provide a clear explana-
tion. Our minimal model for bulk t-CuO in the previous chapter does not account for the pres-
ence of a paramagnetic moment, neither for an orbital one. More generally, the bulk properties
of t-CuO seem incompatible with the XMCD measurements, what calls for a careful analysis
of its interface with STO. Indeed, oxide heterostructures are known to display a large range of
emergent phenomena [297, 298], and more especially STO-based junctions which can yield a
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Figure 5.1: Sketch of the model proposed in Ref. 136. The paramagnetic top layer aligns with the external
magnetic field, while the pinned and antiferromagnetic layers below are insensitive. The in-
coming x-ray circularly polarized is shown with the pink arrows (only one of the two circular
polarization is illustrated).

2DEG at their interface. The latter is observed in BiMnO3/STO, LaAlO3/STO, 𝛾-Al2O3/STO and
LaVO3/STO [149, 150, 299, 300] for instance. The existence of a 2DEG at the t-CuO/STO interface
is a promising prospect, for it was observed by Mardegan et al. that 𝛾-Al2O3/STO samples display
a paramagnetic spin moment [150], knowing that high electron mobility has been observed at
the interface [301–303]. This scenario however does not provide a clear insight for the presence
of a pinned orbital moment.

The pinned moment being an order of magnitude smaller than the spin one [136], and its origin
being even more unclear, we will focus our modeling on the search of a 2DEG at the t-CuO/STO
interface. In the case of BiMnO3/STO, LaAlO3/STO, and LaVO3/STO, the metallic behavior is
due to the polar discontinuity at the interface [149, 150, 299, 300]. However, the CuO layers
are not polar, and we have seen in the previous chapter that it is a Mott insulator with a gap
Δ > 2.35eV. Since STO is a band insulator, the presence of a 2DEG at the bare interface does not
seem straightforward. Though, it is known for other heterostructures or bulk materials that the
formation of O vacancies, to which STO is higly susceptible, can spark a 2DEG [304–308]. Con-
sidering that the STO substrate is fixed at 600K during the epitaxial growth, even if the pressure
in oxygen is high and if the sample is annihilated, vacancies are very likely to be formed.

Although the 2DEG scenario is promising, Hernandez et al. argued against it since they did not
observe any sign of Ti3+ in the XMCD signal at theTi 𝐿2,3 edge [136], contrary to LaAlO3/STO and
𝛾-Al2O3/STO in which a spin moment is carried on the Ti atoms [149, 150, 299]. In this chapter,
using first principle DFT+U calculations, we show that a 2DEG at the t-CuO/STO interface is in
fact not incompatible with the XMCDmeasurements. More precisely, the formation of vacancies
at the interface can lead to the appearance of a polarized 2DEG hosted in the CuO layer. Most
importantly, even if the defect is located in the TiO2 interface layer, the overall valence of the Ti
atoms is unchangedwith respect to the bulk, such that the 2DEG is invisible at the Ti 𝐿2,3 edge. In
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5.2 Model and method

our calculations, the interface metallic states have a non-zero spin polarization, although there is
no external magnetic field, due to the finite size of the unit cells and the specific arrangement of
the stripes and vacancies. Since the latter are randomly distributed in the real material, without
external magnetic field the 2DEG would be non-polarized, as expected for a paramagnetic spin
moment. We find that both the local and global 𝐶4 symmetries are broken in the CuO layer above
the vacancy, which leads to the pinning of the in-plane component of the orbital moment, while
its out-of-plane counterpart remains collinear and proportional to the out-of-plane spinmoment.
Our scenario therefore provides a mechanism for the paramagnetic spin moments, being a con-
sequence of a 2DEG, as well as for the pinned in-plane orbital moment, which results from the
breaking of the local and global 𝐶4 symmetries when forming vacancies in the interface TiO2

layer.

5.2 Model and method

We describe in the following how we model the t-CuO/STO heterostructure, with and without
vacancies, and how the calculations are carried out.

5.2.1 Model

Tomodel the t-CuO/STO junction we use unit cells of the type shown in Fig. 5.2(a): the CuO lay-
ers are stacked onto a 2 unit cell-thick TiO2-terminated STO substrate [125, 130, 133]. Cu atoms
in t-CuOhave a half-filled𝑑𝑥𝑦 orbitalwhichwould leadwithin LDA to ametallic ground state. We
therefore applyDFT+𝑈 [151–153], as presented in Sec 1.4, using the semilocal Perdew–Burke–Ernz-
erhof (PBE) functional [163, 164], with a local 𝑈 = 6eV on the Cu 𝑑 orbitals. Since XMCD mea-
surements are highly sensitive to the magnetic properties of the sample, we make sure that our
unit cells enable the stripe ordering. We moreover double the unit cell in the (x,y) plane (see
Fig. 5.4) when inserting an oxygen vacancy and, to keep the computations tractable, we restrict
our model to a 4 CuO layer coverage. We refer to the different layers following the nomenclature
of Fig. 5.2(a): CuO-{1, 2, 3, 4}, SrO-{1, 2} and TiO2-{1, 2}. Note that the large unit cells consid-
ered also prevent the use of hybrid functionals, which have shown to yield excellent results for
t-CuO [128–131]. In particular, Franchini et al. studied the thickness dependence of the t-CuO
film on the crystal structure and the DOS, and found that the experimental results were best re-
produced with a 8 CuO layer coverage [130]. To be consistent with such results, we decided to
use as a starting point the inter-layer distances from Ref. 130. The STO lateral lattice parameter
is set to 𝑎 = 3.9Å, as obtained with hybrid DFT [165, 309] in excellent agreement with experi-
ments [310].

5.2.2 Methodology

First an ionic relaxation is performed using the VASP [252–255] with a 6 × 6 × 1 Monkhorst-
Pack k-grid, until the maximum force on each atom is smaller than 10meV. We use projector
augmented wave-PBE pseudopotentials [311] with a cut-off energy of 400eV for the bare inter-
face, which is increased up to 600eV for the larger unit cells with vacancies. The CuO layers are
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Figure 5.2: (a) Layer-resolved DOS calculated for the t-CuO/STO junction without defect. The colored
shaded area depicts the occupied states, and the grey shaded patches highlight the gap in each
layer. We also illustrate the crystal structure of the t-CuO/STO junction (before ionic relax-
ation). (b) Projected DOS on the 𝑝𝑥,𝑦,𝑧 orbitals of the O atoms in the two TiO2 layers corre-
sponding to the two framed panels in (a).

relaxed while the STO atoms are kept fixed except when considering an oxygen vacancy in the
TiO2-2 interface layer, in which case the whole structure is optimized. We did check that keeping
the STO structure fixed did not change any conclusion. In fact, in the absence of vacancies in
the STO layers the relaxation is small, in contrast to t-CuO which always shows a large buckling
(see Fig. 5.11). We illustrate it for instance in the case of the bare interface in Fig. 5.3. Observing
larger distortions in t-CuO seems quite natural since its crystal structure is sparser than that of
its substrate, and we will show in the following that those distortions have a direct impact on the
electronic structure and the magnetic moments.

In order to check the consistency of the VASP calculations, we also performed PBE+U calcu-
lations using Wien2k package [173, 174]. The results are qualitatively the same for all the cases
considered, however we notice that despite using the same PBE functional and U value, the gap
obtained inWien2k is always larger (of about 0.5eV for the CuO layers) than in VASP (for 𝑈 = 0
the two codes agree), as shown in Fig. 5.3 for the bare interface. Changing the smearing factor
and type in VASP does not change this discrepancy, as well as the wavefunction cut-off energy.
We then perform a Wien2k calculation on the relaxed structured resulting from VASP for each
of the cases considered, and from which all analysis and conclusions will be drawn. A 6 × 6 × 1
Monkhorst-Pack k-grid is used, and due to computational limitations wemanaged the size of the
planewave basis set by reducing the RKmax valuewhen necessary (the smallest value being 5.14).
We did check for the bare interface that lowering the RKmax value did not change significantly
the DOS. To have access to the value of the orbital moment we also performed calculations with
SOC on the Sr, Ti and Cu atoms.

5.3 Bare interface

From previous studies on the t-CuO/STO junction we know that the bare (i.e. defect-free) inter-
face should not yield a 2DEG [130, 133]. This is consistent with our results, see Fig. 5.2(a), in
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5.3 Bare interface
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Figure 5.3: Layered resolved DOS for the bare junction using Wien2k (left) and VASP (center) with relax-
ation of the CuO layers only, and VASP with relaxation of the whole structure (right). For the
VASP calculations we used a Gaussian smearing 𝛾 = 0.05eV.

which we plot the layer-projected DOS. The gap Δ𝐷𝐹𝑇+𝑈 ≃ 1.5eV in t-CuO is layer independent
and in good agreement with previous DFT+U calculations [133], although smaller than the pho-
toemission lower bound Δ ≥ 2.4eV [134]. The situation is different in the STO substrate where a
clear difference can be seen between the interface and bulk TiO2 layers: the gap is reduced from
2eV in the bulk (TiO2-1) to 1.5eV at the interface (TiO2-2). The states reducing the gap are traced
back to be of O 𝑝𝑥/𝑝𝑦 origin. Fig. 5.2(b) shows that the 𝑝𝑥/𝑝𝑦 orbital states are pushed towards
the Fermi level at the interface, whereas the 𝑝𝑧 orbital states are stable in energy and even slightly
de-populated at the interface as evidenced by the loss of density around −3.5eV. This is consis-
tent with previous first principles calculations performed for TiO2-terminated STO and BaTiO3,
and is the consequence of the emergence of pure O 𝑝𝑥/𝑝𝑦 states not hybridized with the Ti or-
bitals at the surface [312, 313]. Interestingly, adding a thin film of t-CuO above STO does not
change this behavior. Due to the large original band gap of STO the system remains insulating
since no 2DEG is observed at the bare interface, and the t-CuO antiferromagnetic stripe order is
not disturbed.

As expected, from the bare interface we can not draw an explanation of the XMCD results since
the system remains insulating and perfectly antiferromagnetic, ruling out any possibility of a
paramagnetic spin moment. In the following we explore the effects of inserting O vacancies at
the interface layers. Among themany possibilities to do so, we focus on five of themwhich should
already give an clear trend of the effects on the electronic properties. We first study the case of
a vacancy in the CuO-1 layer (Fig. 5.4(a)) in Sec. 5.4. Then, in Sec. 5.5 we focus on the most
promising case in which a vacancy is considered in the TiO2-2 layer (Fig. 5.4(b)). Since a 2DEG

133



5 Interface properties of tetragonal 𝐶𝑢𝑂

b

c

a

a
b

c

O Vacancy in TiO2

b

c

a

O Vacancy in CuO

b

c

a

O Vacancy in CuO above Ti

a
b

c

Double neighbour O Vacancy in TiO2

b

c

a

Double O Vacancy in TiO2

O Vacancy

a)

b)

c)

Figure 5.4: (a)-(c) Zoom on the two interface CuO-1 and TiO2-2 layers presenting the 5 vacancy configura-
tions considered in this work. The black lines between the O and Cu/Ti atoms show that half
of the O in the CuO-1 layer do not have a Ti neighbor.

appears in the latter case, we increase the vacancy concentration further (Fig. 5.4(c)) trying two
different configurations.

5.4 Vacancy in the 𝐶𝑢𝑂 interface layer

There are two geometrically different ways of creating an O vacancy in the interface CuO-1 layer
(see Fig 5.4(a)): either by removing an O having a neighboring Ti in the layer below, or an O
having no such neighbor. It is important to note that these two cases preserve the global 𝐶4
rotational symmetry both in the CuO-1 and the TiO2-2 layers. For the two configurations inter-
estingly give the same results, we mostly focus here, in Fig. 5.5, on the ones obtained considering
the vacancy without neighboring Ti atom. STO behaves similarly to the bare interface configu-
ration, see Fig. 5.5(a). The gap is again reduced by 0.5eV at the interface, but with the addition
of small extra contributions around ±0.4eV sparked by the large in-gap states appearing in the
interface CuO-1 layer. The latter shows a drastic change compared to the bare interface case since
a new set of in-gap states of mostly Cu 𝑑 orbital character appears. Contrary to the usual effect
of chemical doping in cuprates, where a ZRS [38] is formed between the Cu 𝑑 and O 𝑝, here
the O does not significantly contribute. Those states are localized around the vacancy, as can be
seen in Fig. 5.5(b) where we show the projected DOS on the NN Cu atoms with respect to the
vacancy, NNN and NNNN. The fact that only the four NN have a sizable contribution, that the
oxygen contribution is weak, and that the surrounding layers DOS display a vanishing density
at ±0.4eV show the localized nature of these states, both in- and out-of-plane. As expected, it
is the 𝑑𝑥𝑦 orbital of the NN Cu atoms surrounding the vacancy that mostly contributes to these
in-gap states, see Fig. 5.5(c), although we notice a sizable contribution from the 𝑑𝑧2 orbital in the
occupied region.
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Figure 5.5: (a) Layer-resolved DOS calculated for the case of an O vacancy in the CuO-1 layer. (b)-(c) Site
and orbital projected DOS for the Cu atoms at the CuO-1 interface layer corresponding to the
framed panel in (a). (d) Spin density map of the interface CuO-1 layer. (e) Band structure and
projected DOS zoomed on the in-gap states along with the fittedWannier bands (top) resulting
in the wannier orbitals showed in the bottom around the vacancy, which are centered on the
four NN Cu sites highlighted with the dotted frame in (d). The band color depicts the ratio
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2
between the contributions from 𝑑𝑥𝑦 and 𝑑𝑧2.
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Unit-Cell translation 𝑡1,1 (eV) 𝑡1,2 (eV) 𝑡2,1 (eV) 𝑡2,2 (eV)
(0, 0, 0) -0.002 0.364 0.364 -0.002
(1, 0, 0) -0.006 -0.001 -0.001 -0.006
(−1, 0, 0) -0.006 -0.001 -0.001 -0.006
(0, 1, 0) -0.001 0.038 -0.003 -0.001
(0, −1, 0) -0.001 -0.003 0.038 -0.001

Table 5.1: Hopping parameters extracted from theWannier fit showed in Fig. 5.5(e) for only two of the four
NN Cu atoms (labeled 1, 2). The unit-cell translation indicates if the hopping is inside the first
unit-cell (0, 0, 0), or outside (𝑥, 𝑦, 0).

The missing O leads to an increase of the electronic density on the surrounding NN Cu sites,
which results, in combination with the 𝑑𝑧2/𝑑𝑥𝑦 orbital mixing, in a peculiar effective orbital car-
rying the in-gap states on the NN sites. It is shown in the spin density plot of Fig. 5.5(d): the
local 𝐶4 symmetry on each NN Cu site is broken, but the global symmetry around the vacancy is
conserved. The symmetry of the in-gap states around the Fermi level and the position of the Cu
atoms around the vacancy advocate for the formation of bonding/anti-bonding localized states
around the vacancy, thus preventing the formation of an electron gas. This can be seen by per-
forming a fit of the in-gap bands with Wannier functions using wannier90 [183, 184], as shown
in Fig 5.5(e). The two bands are degenerate in spin, hence we present the fit performed only
for the up spin part (the down spin giving the exact same results). We performed the fit starting
from the two 𝑑𝑥𝑦 orbitals of two of the NN Cu atoms, i.e. two Cu for the up spin flavor, and
obtained a perfect matching with the two PBE+U bands. Consistently with the spin density, the
Wannier orbitals break the local 𝐶4 symmetry, and they expand towards the vacancy position in
the middle of the four NN Cu. They interestingly have a 𝑑𝑧2-like shape but rotated in-plane with
the main lobe pointing towards the vacancy. This translates in the tight-binding Hamiltonian
obtained from the Wannierization to a large hopping amplitude between the NN Cu sites inside
the unit-cell 𝑡𝑖𝑛 ≃ 0.364eV, and small hopping outside 𝑡𝑜ᵆ𝑡 ≃ 𝑡𝑖𝑛/10, with on-site energy 𝜖 ≃ 0.
Hence, the splitting between the two bands Δ ≃ 2𝑡𝑖𝑛 is consistent with a dimerization picture,
and large comparatively to the small bandwidth𝑊 since 𝑡𝑜ᵆ𝑡 is one order of magnitude smaller
than 𝑡𝑖𝑛, see Table 5.1.

Alike the previous case, the system remains insulating (although the gap is reduced at the in-
terface CuO-1 layer) and antiferromagnetic, i.e. no paramagnetic spin moments would be ob-
served. Still, it is interesting to study the orbital moments obtained from the calculations in-
cluding SOC. Indeed, as advocated in Ref. 314, a crystalline defect could be at the origin of an
orbital momentum pinning. If the magnetization axis is set out-of plane (0,0,1), the orbital mo-
ment is parallel and proportional to the local spin, such that on the NN Cu sites the absolute
value of the orbital moment is reduced (see Fig. 5.6(a)). On every other site the magnetization is
𝑚𝑠𝑝𝑖𝑛 ≃ ±0.70𝜇𝐵 and𝑚𝑜𝑟𝑏 ≃ ±0.14𝜇𝐵, while on the four NN sites it is weaker: 𝑚𝑠𝑝𝑖𝑛 ≃ ±0.45𝜇𝐵
and𝑚𝑜𝑟𝑏 ≃ ±0.09𝜇𝐵. Moreover, as the four NN sites are equally dispatched on the up and down
spin stripes the total orbital moment is zero. Most importantly, the out-of plane part of the orbital
moment is collinear with the spin.
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Figure 5.6: Schematic representation of the orbitalmomentumorientation for two differentmagnetization
axis: (a) (0,0,1), (b) (1,0,0). The length of the vectors illustrates the variation of the absolute
value of the moments.

The situation is different when setting the magnetization axis in-plane. If it is along (1,0,0), or
(0,1,0), the orbital moment is collinear with the spin on all the Cu sites but the four NN ones,
on which it is pinned along (±1,±1,0), as illustrated in Fig. 5.6(b). Moreover, its value is not
proportional anymore to the spin moment, it is even inversely proportional if the magnetiza-
tion axis is set along (1,1,0) for the two NN atoms aligned along (1,1,0) around the vacancy.
Indeed, in the case of (1,1,0), most of the sites display a spin moment 𝑚𝑠𝑝𝑖𝑛 ≃ ±0.70𝜇𝐵 and
𝑚𝑜𝑟𝑏 ≃ ±0.05𝜇𝐵 (along the magnetization direction), unless for the two aforementioned sites
which carry𝑚𝑠𝑝𝑖𝑛 ≃ ±0.45𝜇𝐵 and𝑚𝑜𝑟𝑏 ≃ ±0.07𝜇𝐵. Therefore, although the total orbitalmoment
averages out to zero because the global 𝐶4 symmetry is not broken, we identify here a pinning
mechanismwhich is intimately linked with the breaking of the on-site𝐶4 symmetry. On the four
NN sites, the in-plane part of the orbital moment can be non-collinear and its absolute value even
inversely proportional to that of the spin moment.

None of these conclusions change when considering an O vacancy lying above a Ti site instead of
vacuum. We do not extensively describe this case here, as it is very similar, but for completeness
we show the layered-DOS in Fig. 5.7. The same in-gap states appear, again confined in the CuO-1
layer only, and since this type of vacancy also preserves the global 𝐶4 symmetry of the unit cell,
the very same arguments and conclusions apply.

Hence, while this scenario is not suited for explaining the paramagnetic spin moment feature,
it provides precious insights on the orbital moment behavior close to a vacancy. A key argument
in favor of this pinning mechanism is that it would be consistent with the XMCDmeasurements
in which only the in-plane component of the orbital moment is pinned [136]. What is missing in
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Figure 5.7: (a) Layer-resolved DOS calculated for the case of an O vacancy in the CuO-1 layer above a
Ti site. (b)-(c) Site and orbital projected DOS for the Cu atoms at the CuO-1 interface layer
corresponding to the framed panel in (a).

these two configurations is the breaking of the global 𝐶4 symmetry to allow the emergence of a
non-zero in-plane pinned orbital moment in the unit cell.

5.5 Vacancy in the 𝑇𝑖𝑂2 interface layer

The physics is different if the O vacancy is created in the TiO2-2 layer instead (Fig. 5.4(b)). The
layer- and spin-resolvedDOS are presented in Fig. 5.8(a): the CuO layer at the interface ismetallic
and spin polarized. Despite the global shift of the chemical potential, the system is only metallic
at the interface since sizable DOS at the Fermi level only appears there. Similarly to the previous
cases, those states are mostly of Cu 𝑑 orbital character with almost no contribution from the O
𝑝 orbitals. A striking result is that the DOS of the interface TiO2-2 layer, where the O vacancy is
located, is not affected by the defect: the valence of the Ti atoms is unchanged and they remain
non-magnetic. This is an important result, since it shows that it is possible to generate a polar-
ized 2DEG at the interface CuO-1 layer which is invisible at the Ti 𝐿2,3 edge, since their 𝑑 orbitals
remain empty and non polarized. Moreover, note that the O vacancy does not intrinsically favor
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Figure 5.8: (a) Layer-resolved DOS for up (left) and down (right) spins in the case of a vacancy in the TiO2-
2 layer. (b) Projected band structure and DOS on the Cu 𝑑𝑥𝑦 and 𝑑𝑧2 orbitals of the interface
CuO-1 layer. The band color depicts the ratio between the contributions from 𝑑𝑥𝑦 and 𝑑𝑧2,
while the opacity indicates their overall contribution to the bands. The black arrows indicate
the bandwidth𝑊↑/↓.

positive spin moments. The sign of the resulting moment depends on the defect and the stripes
position so that if we shift the vacancy, or if we swap the up and down spin stripes we obtain a
down-spin polarized electron gas as shown in Fig. 5.9, obtained by keeping the same structure
but inverting up and down spins. Therefore, on average in the real system without external mag-
netic field the 2DEG should not be polarized, as expected for paramagnetic spin moments. These
considerations contradict the claim in Ref. 136 that a 2DEG at the interface should be seen in
the XMCD spectrum at the Ti 𝐿2,3-edge, and restore it as a plausible explanation for the puzzling
paramagnetic moments observed at the Cu 𝐿2,3-edge. For the sake of clarity we will only discuss
the configuration of Fig. 5.8 in the remainder of this section, keeping in mind that spins are ex-
changeable.

In Fig. 5.8(b) we show the spin and orbital projected band structure. There is a striking differ-
ence between the two spin flavors: we find a single down spin 𝑑𝑥𝑦 band crossing the Fermi level,
whereas we observe for the up spin two split bands of a mixed Cu 𝑑𝑥𝑦/𝑑𝑧2 character. The orbital
mixing and the bands shape are analogous to the SOC-and-distortion-induced splitting of the Ir
𝑑 bands in Sr2IrO4 [285], although it is remarkable that in our case only the up spin electrons
are concerned. If the splitting of the up spin band is due to the structural distortions similarly
to Sr2IrO4, the band mixing however is due to the 𝐶4 symmetry breaking, not SOC.We note that
the bands at the Fermi energy have a small bandwidth 𝑊↑/↓ ≃ 300meV, hence being sign of a
low-mobility 2DEG.

In order to better understand the spin up/down difference, we show in Fig. 5.10 the spin-density
at the interface CuO-1 layer around its initial 𝑍0 position. We observe a large distortion: the spin
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Figure 5.9: Layer-resolved DOS for up (left) and down (right) spins in the case of a vacancy in the TiO2-2
layer. We used the same structure as in Fig. 5.8(a) but up and down spin stripes have been
swapped.
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Figure 5.10: Spin density map of the interface CuO-1 layer above (top), at (center), and below (bottom) the
initial position 𝑍0. As a guide to the eyes, the position of the O vacancy and the Ti atoms in
the TiO2-2 layer below is shown. The black frame highlight the three Cu atom on which is
focused Fig. 5.11(b).
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density for the same layer is non zero over more than 1Å along the 𝑐 axis. Two Cu1,2 atoms be-
longing to the down spin stripe, see the top panel, show a breaking of the local 𝐶4 symmetry due
to the extra electrons coming from the TiO2-2 layer below, similarly to the four NN Cu sites in
the previous section. Interestingly, these charges are not located on the Cu3 site just above the
vacancy, but rather on the Cu1,2 sites. This is caused by the large buckling induced by the intro-
duction of the vacancy, as can be seen in Fig. 5.11(a). The average displacement along the 𝑐 axis
per layer is evaluated as follow:

𝑑𝑙𝑎𝑦𝑒𝑟 =
1

𝑁𝑙𝑎𝑦𝑒𝑟
∑

𝑖∈𝑙𝑎𝑦𝑒𝑟
|𝑑𝑖| =

1
𝑁𝑙𝑎𝑦𝑒𝑟

∑
𝑖∈𝑙𝑎𝑦𝑒𝑟

||𝑧𝑖 − 𝑧𝑎𝑣𝑔|| (5.1)

where 𝑁𝑙𝑎𝑦𝑒𝑟 is the number of atom per layer, 𝑧𝑖 the 𝑧 position of the atom, and 𝑧𝑎𝑣𝑔 the average
𝑧 position of the layer. It is larger at the CuO-1 interface layer, and is of the order of 0.5Å. It is
interesting to note that the distortions are larger than for the bare interface and the case of a va-
cancy in the CuO-1 layer, although here the defect is located in the TiO2-2 layer below. Moreover,
the overall distortion follows the sublattice decoupling observed experimentally [126, 134, 135],
that we have explained in the previous chapter by means of CDMFT [267]. Note that the upturn
in the atomic displacement in STO as going towards the first layer is due to the vacuum below the
unit cell since the whole cell is optimized. It remains significantly smaller than the buckling in
the CuO-1 layer. Such displacement induces large changes in the Cu-O bonds, especially around
the Cu3 located above the vacancy, see Fig. 5.11(b). Since the latter has no O neighbor below and
its in-plane Cu-O distances are smaller than for the two surrounding Cu1,2 atoms, the splitting
between the 𝑑𝑥𝑦 and 𝑑𝑧2 orbitals is expected to be enhanced. The 𝑑𝑥𝑦 energy in the two neighbor-
ing Cu1,2 sites is lower because their Cu-O distance is larger, i.e. the in-plane crystal field acting
on 𝑑𝑥𝑦 is reduced, while the 𝑑𝑧2 is higher in energy because of the O below. Therefore, the extra
charges from the TiO2-2 layer will occupy the Cu1,2 sites belonging to the down-spin stripe since
they are more favorable in energy. Note that the Cu1,2 atoms are two of the four NNN of Cu3,
and it is not trivial why those two sites would prevail the two other NNN and even the four NN
Cu sites. The reason is that for all these sites, their Cu-O bonds are shorter than the ones of Cu1,2

because they remain closer to their O neighbors, as can be seen in themiddle and bottom panels
of Fig. 5.10, i.e. the same argument applies.

Since all the 𝑑 orbitals but 𝑑𝑥𝑦 are filled, and the 𝑑𝑥𝑦 is already occupied with a down spin elec-
tron, the extra electrons have an up spin such that the electron gas is polarized. The breaking
of the local 𝐶4 symmetry induces the mixing of the 𝑑𝑥𝑦 and 𝑑𝑧2 orbitals, which are furthermore
closer in energy on the Cu1,2 sites. Finally, the splitting Δ of the bands in the up spin DOS is due
to a dimerization: the neighboring Cu1,2 sites couple and contribute equally to the band above
and below the Fermi energy, resulting in the doubling of the unit cell for the up spin electrons, in
contrast to the Cu3 site above the vacancy which solely contributes to the single down spin band
crossing the Fermi energy. Δ is however significantly smaller (Fig. 5.8(b)) that in the previous
case (Fig. 5.5(e)): a Wannierization of the up spin bands using only the two neighboring sites
gives an intra-unit-cell hopping 𝑡𝑖𝑛 ≃ 0.035eV, and a inter-unit-cell hopping of the same order of
magnitude 𝑡𝑜ᵆ𝑡 ≃ 𝑡𝑖𝑛.
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Figure 5.11: (a) Buckling on a portion of the crystal structure (left), illustration of how are evaluated the
displacement 𝑑𝑖 (top right) and evaluation of the average buckling for each layer for the three
first scenarios (bottom right) following Eq. 5.1. (b) View of the three Cu1,2,3 atoms highlighted
in Fig. 5.10 with a schematic representation of the crystal field splitting of the 𝑑𝑥𝑦 and 𝑑𝑧2
orbitals.

An important difference with the case of a vacancy in the CuO-1 layer is that in the latter case
the 𝐶4 symmetry around the vacancy is conserved (although locally it is broken on the NN Cu
site). Here, however, the global 𝐶4 symmetry is broken as can be seen in the bottom panel of
Fig. 5.10: among the four O1,2,3,4 atoms located in the CuO-1 layer around the vacancy position,
only two of them (O1,2) are located above Ti sites. Those two atoms are pulled down during the
relaxation process, weakening the Cu-O-Cu bond between the three Cu1,2,3 sites highlighted by
the dotted frame in Fig. 5.10. Hence, in contrast with the previous case, the four NNN Cu sites
around the vacancy position are not equivalent, and the extra electrons are hosted by only two of
them (Cu1,2), leading to a breaking of the global unit cell 𝐶4 symmetry.

If the magnetization points out-of-plane, so is the orbital moment and it is blind to the in-plane
symmetry breaking, such that the system is equivalent to the case where a vacancy is inserted
in the CuO-1 layer. Indeed, the orbital moment remains proportional and collinear to the spin
one, and is therefore reduced on the two Cu1,2 sites: on most of the Cu sites 𝑚𝑠𝑝𝑖𝑛 ≃ ±0.70𝜇𝐵
and 𝑚𝑜𝑟𝑏 ≃ ±0.14𝜇𝐵, while on the two NNN ones 𝑚𝑠𝑝𝑖𝑛 ≃ −0.36𝜇𝐵 and 𝑚𝑜𝑟𝑏 ≃ −0.08𝜇𝐵. This
leads to a non-zero out-of plane orbital moment in the unit-cell, as illustrated in Fig. 5.12 where
are also plotted the Wannier orbitals obtained by fitting the two split bands in the up spin band
structure as well as the lonely band crossing the Fermi energy in the down spin sector. Hence,
in the real material where we would have a random superposition of vacancies giving rise to up
and down spin polarized 2DEG, the out-of-plane component of the orbital moment should also
average to zero.

If the magnetization is in-plane instead, we observe again a pinning of the in-plane orbital mo-
ment component on the three aforementioned sites, as shown in Fig. 5.12. In our configuration,
the twoCu1,2 sites are aligned along (1,1,0), such that themagnetization axis along (1,1,0) and (1,-
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Figure 5.12: Schematic representation of the orbital momentum orientation for two different magnetiza-
tion axis: (a) (0,0,1), (b) (1,0,0). The length of the vectors illustrates the variation of the abso-
lute value of the moments. For the sake of clarity the isovalue of theWannier orbitals was set
to relatively high value (0.43), preventing from the appearance of surfaces elsewhere in the
unit cell.

1,0) are no longer equivalent (contrary to the case of a vacancy in the CuO layer, see Fig. 5.6). We
observe that, if we choose themagnetization axis along (1,1,0), the orbital moment is increased in
absolute value on these two Cu1,2 sites (𝑚𝑜𝑟𝑏 ≃ −0.09𝜇𝐵 instead of 𝑚𝑜𝑟𝑏 ≃ ±0.05𝜇𝐵 on the other
sites) although they have a reduced spin-momentwith respect to the other sites (𝑚𝑠𝑝𝑖𝑛 ≃ −0.36𝜇𝐵
instead of 𝑚𝑠𝑝𝑖𝑛 ≃ ±0.70𝜇𝐵). Again, if the magnetization axis is along (1,0,0) or (0,1,0), the in-
plane orbital moment on all the Cu atoms is collinear with the spin moment, unless for the two
Cu1,2 atoms for which it is pinned along (-1,-1,0), as well as the Cu3 site above the vacancy for
which it is pinned along (1,1,0). The sum of the three pinned in-plane components is non-zero
and positive in this configuration.

Therefore, we have shown that a 2DEG appears in the CuO-1 interface layer when creating a
vacancy in the TiO2-2 layer, which is invisible to XMCD at the Ti 𝐿2,3 edge. Around the vacancy,
the orbitalmoment is locally pinned along (1,1,0) direction and can be non-collinearwith the spin
moments, with an overall non-zero value. If we swap the stripes, we obtain a non-zero orbital
moment of opposite sign, i.e. a random superposition should average to zero if themagnetization
axis is the same. Also, the same effect could be seen in a (1,-1,0) configuration, in which case the
orbital moment would be pinned along (1,-1,0) direction. If we consider a random distribution
of these four configurations ((1,1,0) or (1,-1,0) and up and down spin polarized), and also con-
sider that they all share the same magnetization axis, then the global orbital momentum should
average to zero.

However, if the magnetization axis is different at the different vacancy sites, then it is possible
to obtain a non-zero orbital moment because the of pinning, while the average spin moment
remains zero. The striking difference here is that one vacancy gives rise to a non-zero pinned or-
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bital momentum, and it is possible to consider a distribution of vacancies resulting in an average
zero magnetization but non-zero orbital moment, whereas in the previous section it is impossi-
ble since the orbital momentum is locally averaged to zero because of the global 𝐶4 symmetry
conservation around the vacancy site. This is a key feature of this scenario that should apply on
similar types of monoxide/dioxide junctions: inserting a vacancy in the dioxide interface layer
induces a 𝐶4 symmetry breaking in the monoxide layer above which could be at the origin of a
non-zero pinned orbital moment. Most importantly, only the in-plane component of the orbital
moment is pinned, whereas the out-of-plane part is collinear and proportional to the spin, in ex-
cellent agreement with the XMCDmeasurements finding no out-of-plane pinning [136].

Finally, one may have noticed that with our choice of on-site interaction 𝑈 = 6eV, and in the
absence of vacancies, we obtain a gap for t-CuO of roughly 1.5eV, much weaker than the ARPES
lower bound Δ > 2.35eV [134] and the STM upper bound Δ < 3.68eV [126]. Since we get a gap
of about 2eV for STO, then with our choice of 𝑈 value the first empty states available are in the
t-CuO interface layer and we obtain the physics we have described above. By choosing a higher
U value, say to better reproduce the experiments, the t-CuO first available states would be pushed
to higher energies, such that they could be replaced by the STO states at some critical value of
the on-site interaction. In such a case, upon the formation of vacancies we could expect that the
extra charges would remain in the TiO2-2 interface layer, in contradiction with the results we
have drawn in this chapter. However, PBE also underestimates the gap of STO, which is found
experimentally to be Δ𝑆𝑇𝑂 ≃ 3.3 [315], i.e. larger than the ARPES lower bound and of the same
order than the STM upper bound for t-CuO. Given that STM overestimates the gap values due
to the band bending phenomenon [316], especially in the case of insulators with a large gap, it
is reasonable to consider that the gap configuration we obtain in our calculations is similar to
that of the real system, albeit an overall underestimation of both gap values. In other words, at
the interface, the first available states to be filled upon inserting vacancies in the TiO2-2 interface
layer should be located in the CuO-1 layer, and our observations apply.

5.6 Two vacancies in the 𝑇𝑖𝑂2 interface layer

An important question is whether this scenario still holds at a higher concentration of vacan-
cies in the TiO2-2 layer. For instance in SrVO3 two neighboring oxygen vacancies, instead of a
single one, are needed to reproduce the additional spectral weight seen in photoemission [317].
Fig. 5.13 shows the layer- and spin-resolved DOS obtained for a larger concentration of oxygen
vacancies with two different configurations (see Fig. 5.4(c)): either two vacancies still far from
each other, or forming a pair around a single Ti atom. Both configurations induce an electron
gas in the interface CuO-1 layer while the TiO2-2 layer is still insulating. Since we doubled the
number of vacancies, there is an additional charge transfer to the interface CuO-1 layer which
translates into a larger DOS below the Fermi level. Similarly to the previous section, the addi-
tional states at the Fermi level are almost purely of Cu 𝑑 character.

When the vacancies form a pair around the same Ti atom, the latter is not able to totally transfer
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Figure 5.13: Layer-resolved DOS for the two interface layers in case of higher concentration of vacancies.
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the excess charges and becomes slightly spin-polarized (𝑚𝑠𝑝𝑖𝑛 ≃ −0.42𝜇𝐵), contrary to the case in
which the vacancies are still apart from each other for which no spin moment is observed on the
Ti atom. Such a spin moment on the Ti atoms is not consistent with the XMCD measurements
since it would be detected at the Ti 𝐿2,3 edge, and allows us to discard the scenario of oxygen
vacancies pairing around the same Ti atom. In contrast, when the two vacancies do not com-
bine around the same Ti atom, the 2DEG remains invisible at the Ti 𝐿2,3 edge, and we observe an
in-plane pinning of the orbital moment in the CuO-1 layer.

5.7 Conclusion

To summarize, performing DFT+U calculations on large supercells including oxygen vacancies
at the t-CuO/STO interface, we are able to identify a scenario compatiblewith the puzzlingXMCD
measurements of Ref. 136. Namely, we show that oxygen vacancies in the TiO2-2 layer induce a
2DEG confined in the CuO-1 layer at the interface, which would explain the experimental find-
ings: we observe no valence change nor non-zero magnetic moment at the interface Ti sites, i.e.
the 2DEG is invisible at the Ti 𝐿2,3 edge, and show that a vacancy induces the appearance of
paramagnetic metallic states with a mixed 𝑑𝑥𝑦/𝑑𝑧2 character. We identify the breaking of both
the local and global 𝐶4 symmetries in the CuO-1 layer above the vacancy as being a mechanism
for the emergence of an in-plane pinned orbital moment, in excellent agreement with the nature
of the pinned moment observed in XMCD [136]. Such phenomenon is not restricted to the case
of t-CuO/STO junctions since it simply stems from the stacking of amonoxide layer above a diox-
ide and should then generalize to other heterostructures. We moreover show that if the oxygen
vacancies form pairs around a single Ti atom, the latter becomes spin polarized and is therefore
not invisible anymore in XMCD.

This scenario also provides an understanding of the apparent inconsistency between the pre-
vious experimental observations and the XMCDmeasurements. Indeed, if the moments and the
2DEG live at the interface, as we argue in this chapter, then ARPES would not be able to resolve
them since the probing depth is of the order of 2nm at the photon energy used in Ref. 134 and the
t-CuO films were ∼ 3.6nm-thick. In contrast, XMCD in total electron yield mode has a probing
depth of 5 − 10nm [318] and would therefore be sensitive to the interface. The RIXS measure-
ments were performed on t-CuO samples synthesized on Nb-doped STO substrates [135]. Such
Nb-doped substrates are metallic and wouldmost probably change drastically the interface prop-
erties as compared to the t-CuO/STO junctions measured in XMCD. Moreover, even in the case
of an undoped STO substrate, RIXS is not suited for observing paramagnetic spin moments, nei-
ther pinned orbital moments, especially when themeasurements are performedwithout external
magnetic field.

It would therefore be crucial to further investigate the interface properties of t-CuO/STO both
experimentally and theoretically. Local probes like STM would be good candidates in order to
study specifically the interface layers. Another possibility would be to generate vacancies with
irradiation, as was done for SrVO3 [317], although one would need to create them specifically at
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the t-CuO/STO interface. Since t-CuO was successfully synthesized up to 10 unit cells [126], it
might be possible to use the small probing depth of XMCD in total electron yield to suppress, or
enhance, the interface contribution to the spectrum, as was done in Ref. 149 for LaAlO3/STO.
Changing the termination of the STO substrate could also be a way to suppress the 2DEG, so the
paramagnetic spin moment, as it was shown for instance that the AlO2/STO interface becomes
insulating when STO is SrO-terminated [306]. Finally, we show that the orientation of the mag-
netization axis should play an important role in the emergence of the pinned orbital moment so
that its experimental determination is an important step in the understanding of the observed
magnetic moments.
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Throughout this thesis, we studied the rich and complex physics of strongly correlated cop-
per oxide systems by focusing on two different compounds: Ca2−𝑥Na𝑥CuO2Cl2 (NaCCOC) and
tetragonal CuO (t-CuO). These two materials are particularly interesting since they have a sim-
ple crystal structure, even without charge reservoir layers for t-CuO, which makes the compari-
son between the cuprates’ low-energy effective models [30–33, 38, 263] and experiments easier.
We explored their spectral and magnetic properties by means of state-of-the art numerical tech-
niques, density function theory (DFT)(+U) [158, 159] and cluster dynamical mean-field theory
(CDMFT) [42, 43, 49–51] with 2 × 2 and 8−site clusters, that were systematically compared to
experimental results from the literature and from our two angle-resolved photoemission spec-
troscopy (ARPES) measurement campaigns, the first performed at the Photon Factory (Tsukuba,
Japan), and the second one at SOLEIL (Saint-Aubin, France).

For the low energy properties of both NaCCOC and t-CuO, we used a single-band Hubbard
model [35–37] based on the Zhang-Rice singlets (ZRS) picture [38]. The framework of CDMFT
naturally gives access to the spectral functionwhich can be directly compared to the ARPESmea-
surements. We found an excellent agreement for NaCCOC at 𝑥 = 0, 𝑥 = 0.05 and 𝑥 = 0.1, despite
a missing quasiparticle peak at the nodal point [92] in the ARPES measurements at 𝑥 = 0.05
and 𝑥 = 0.1. The theoretical spectrum captures the waterfall feature [24, 86] at the nodal point
(𝜋/2, 𝜋/2) with both cluster sizes, with the kink at the right position in momentum and energy,
both for the undoped and doped systems. We interpreted this spectral feature as a cross-over
between a high-energy part where the correlations are purely local and which is well described
by the Hubbard-I approximation [35], and a low-energy part where electrons are dressed by the
antiferromagnetic spin correlations and form spin polarons [95–98]. This result already under-
lines the uttermost necessity of including non-local correlations when treating the cuprates’ low
energy models, since the purely local Hubbard-I picture fails to describe the physics close to the
Fermi level. Moreover, especially with the 8−site cluster we were able to reproduce the two-peak
structure observed at the nodal point [91, 92], which consists of a sharp nodal quasiparticle peak
at the Fermi level emerging from a less coherent dispersive feature at around −0.2eV.

In the spectral function of NaCCOC, we observed the opening of a pseudogap (PG) upon hole
doping, both in our calculations and ARPES measurements, in agreement with previous experi-
mental [12, 14, 24, 26, 90–94] and theoretical works [104, 107, 111–114, 246]. In the latter, the PG
was traced back to short-range spin fluctuations. Our analysis of the simple 2 × 2 cluster results
is in line with this interpretation: the state histogram obtained from the impurity solver revealed
that it is dominated by only three groups of states. The leading contribution is the singlet state
|𝑁 = 4, 𝑆 = 0⟩, which is themost probable state from 𝑥 = 0 until 𝑥 ∼ 0.12. Within our new choice
of basis, this state involves a spin singlet between the 𝐷13, 𝐷42 orbitals of the plaquette cluster
(as defined in Sec. 3.4), which induces the suppression of the zero-energy excitations when the
system is connected to a bath of non-interacting electrons [121]. The flat dispersion, i.e. the van
Hove singularity, at the nodal point, which would jump at the Fermi level upon hole-doping, is
therefore split into two subbands below and above the Fermi level since the first remaining pho-
toemission channel is a transition from the singlet state |𝑁 = 4, 𝑆 = 0⟩ to the triplet |𝑁 = 4, 𝑆 = 1⟩.
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Interestingly, in the state |𝑁 = 4, 𝑆 = 1⟩ the 𝐷13, 𝐷42 orbitals are in a spin triplet state: we there-
fore interpreted the formation of the PG in the spectral function as stemming from the breaking
of the singlets into triplets due to the cancelling of the zero-energy photoemission channel [121].
This is intimately related to the short-range spin fluctuations, which provides the non-degenerate
singlet nature of |𝑁 = 4, 𝑆 = 0⟩. Furthermore, we showed that this is not a special feature of the
2 × 2 plaquette cluster since the 8−site cluster also opens a PG. While the (±𝜋/2, ±𝜋/2) orbitals
included in this cluster could be expected to behave similarly to the𝐷13, 𝐷42 orbitals, we argued
that their hybridization to the bath is larger both at the non-interacting and interacting level. An
isolated ground state on the cluster is no longer a good approximation for the (±𝜋/2, ±𝜋/2) or-
bitals, such that there is no suppression of the quasi-particle peak at the nodal point.

We therefore showed that the waterfall feature and the opening of the PG in NaCCOC, and
cuprates in general, can be understood under the same framework of short-range spin fluctu-
ations. Short-range correlations are also essential to find the origin of the sublattice decoupling
in t-CuO, which can not be captured with purely local fluctuations. Indeed, we demonstrated
with two different impurity solvers that it is induced by the suppression of the inter-sublattice
self-energy component, which leaves the hopping 𝑡𝑑 bare while the NNNhopping term 𝑡 is renor-
malized by a factor ∼ 2 by the correlations. Because it is energetically favorable to form bonds
between sites linked with the leading order hopping term, and that all hopping processes in-
volving 𝑡 only connect sites from the same sublattice, the CuO planes can be thought of as two
weakly coupledCuO2 sublattices in agreementwith the experimental observations [134, 135]. We
made use of this finding to motivate the construction of a super-cluster, allowing to improve the
momentum resolution of our calculations. We obtained a spectral function reproducing aston-
ishingly well the ARPES measurements [134], both using the continuous-time quantum Monte
Carlo (CTQMC) [60, 62, 116] solver working at finite temperature used by the author, and the
matrix-product state (MPS)-based [56–58, 141–144] solver working directly on the real frequency
and at zero temperature used by M. Bramberger and M. Grundner. Combining these different
solvers is extremely useful for it allows to connect and compare the finite to zero temperature
results and properties.

Fromcalculations at finite temperature, we showed that there exist twodifferent insulating regimes
in t-CuO: a paramagnetic regime at high temperature in which the self-energy shows a momen-
tum dependent divergence at 𝜔𝑛 → 0, and a magnetically ordered regime at low temperature
characterized by a static spin dependent shift in the self-energy. The transition between these
different phases yields drastic transformations of the spectral functions: when decreasing the
temperature, the lower Hubbard band (LHB) originally composed of a single broad dispersive
feature turns into two split sub-bands. Only the spectral function calculated at low-temperature
with theCTQMCsolver corresponds to the one computedwith theMPS-based solver at effectively
zero temperature, and so to the ARPES measurements [134]. This underlines the effects of the
spin fluctuations on the spectral properties of cuprates, which are further confirmed by the fact
that the low-energy subband at low temperature is well accounted for by a self-consistent Born
approximation (SCBA) calculation, similarly to NaCCOC. We moreover identified an intriguing
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enhancement of the spin dependent shift in the real part of the self-energy at the transition tem-
perature, that can be explained at the local mean-field level as a combination of spin and thermal
fluctuations at the transition, based on a simple effective model derived by the author .

To further understand the behavior of one-particle quantities like the spectral function, it is use-
ful to study the two-particle observables. From the analysis of the dynamical spin structure factor
(DSSF) in NaCCOC, we confirmed the predominance of the spin-fluctuations at Q = (𝜋, 𝜋) at
all dopings, in agreement with early quantum Monte Carlo (QMC) calculations [111], with the
fluctuation diagnostic method applied to dynamical cluster approximation (DCA) [112] and di-
agrammatic Monte Carlo [113, 114] calculations, as well as the dual boson expansion around
the DMFT solution [75]. Most interestingly, we identified a freezing of the spin-spin correlation
function upon hole doping at long times 𝜏 = 𝛽/2 and low temperatures 𝛽 ≥ 40, in line with
recent findings [122, 123]. It can be explained by relating 𝒮(𝜏) to its real frequency counterpart,
which directly shows that the finite value at 𝜏 = 𝛽/2 is related to the presence of low-energy
spin excitations. At 𝑥 ≠ 0, the DSSF’s gap closes: a low-energy and almost doping independent
spectral weight appears, leading to a doping independent increase of 𝒮(𝜏 = 𝛽/2) with respect to
the undoped system. At too large doping, however, the freezing disappears due to the weakening
of the spin fluctuations [123]. Moreover, we showed that the value of the correlation function at
𝜏 = 𝛽/2 does not depend on the inter-site distance. While this was observed with the small pla-
quette cluster, we argued that it should hold for larger systems given that the DSSF peak at (𝜋, 𝜋)
is broad in momentum and finite at low-frequency. This is an intriguing result that motivates for
further investigations with larger system sizes.

Although most of the results in this thesis could not be obtained with DFT, it remains a nec-
essary technique to be kept in the theoreticians’ toolkit for the study of strongly correlated sys-
tems’ ground state properties. The t-CuO/STO interface is a good example, since DFT+U is the
only possible framework to investigate the emergence of paramagnetic spin and pinned orbital
moments observedwith x-raymagnetic circular dichroïsm (XMCD) at the Cu 𝐿2,3 edge [136]. Us-
ing PBE+U [151–153], we showed that the formation of O vacancies in the TiO2 interface layer
can induce the formation of a 2D electron gas (2DEG), which can explain the measurement of
a paramagnetic spin moment. Above all, this 2DEG would be invisible at the Ti 𝐿2,3 edge since
the valence of the Ti atoms in the TiO2 interface layer remains unchanged, which is consistent
with the experimental observations [136]. The large structural distortions, as well as the mis-
match of the monoxide CuO and the dioxide TiO2 layer induce the breaking of both local and
global 𝐶4 symmetries at the interface, which in turn leads to the in-plane pinning of the orbital
moment. We emphasized that only the out-of-plane component is not pinned, in agreement with
the XMCD measurements [136]. Therefore, using PBE+U we were able to construct a scenario
that reconciles the XMCD observations with the physics of t-CuO/STO.

These findings remain to be confirmed experimentally, and would probably require the use of
experimental techniques that can include or exclude at will the influence of the interface. Since
XMCD is always performed in total electron yield for these kind of systems, a surface dependent
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mode, one could grow thin films of t-CuO of varying thickness and study the dependence of the
magnetic moments, similarly to Ref. 149. If the sample is thick enough, the XMCD becomes
insensitive to the interface, and, according to our model, the spin and orbital moments should
disappear. Another way would be to change the TiO2 termination of STO to SrO, which could for
instance prevent the formation of a 2DEG at the interface as is observed at the AlO2/STO inter-
face [306, 319].

Further works are to be carried out on the doped phase of t-CuO, which has not yet been re-
alized experimentally, and has not yet been investigated theoretically apart from the variational
cluster approximation (VCA) calculations presented in this thesis [267]. It would be interesting
to further study the possible consequences of the sublattice decoupling, other than the unusual
𝑑𝑥𝑦 superconducting order parameter, on the expected phases of cuprates like the PG, or charge
density wave (CDW).

For the PG phase, based on the conclusions we drew from the study of NaCCOC, questions arise
about the behavior of the spin-freezing phenomenon: how does it evolve as a function of the
cluster size, how does it behave at the transition with superconductivity ? For the effect of clus-
ter size, it would be extremely interesting to confirm the observation of the spin-freezing in a
8−site DCA cluster [123] with CDMFT, especially since we would directly have access to the
inter-site correlation functions. This question opens a more general perspective on other tech-
niques than quantum cluster methods [52], such as diagrammatic expansions around the DMFT
solution [71–76]. A great advantage of these techniques is that they include long-range corre-
lations, and allow to obtain a much better momentum resolution for the one- and two-particle
quantities. On different grounds, computationally cheaper techniques like the two-particle self-
consistent method [320, 321], or the fluctuating local field [322, 323], would be useful tools to
study large systems while still including collective effects non-perturbatively.

In this thesis, we confronted the rich and non-trivial parent cuprate compound as well as the
PG phase. This is only a limited part of the zoo of phenomena observed in this class of materi-
als [14, 24]. While we have shown the importance of spin fluctuations, one should not forget that
they live and interact with other types of fluctuations, as the charge channel which is for instance
highlighted by the observation of CDW [25–29]. This complicates even more the understanding
of copper oxides, and most notably the origin of superconductivity which remains elusive. For
all these reasons, copper oxide systems are among the most interesting materials under study
nowadays. One should therefore think twice before throwing an old oxidized saucepan to the
trash, for it might yield an unexpected behavior.
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A Probing the electronic structure:
angle-resolved photoemission
spectroscopy

Angle-resolved photoemission spectroscopy (ARPES) is one of the most powerful experimental
techniques to probe the momentum-resolved electronic structure of materials. It relies on the
photoelectric effect, discovered by Hertz [324], Hallwachs [325] and Lenard [326], and explained
by Einstein [327] in 1905, which was first used to experimentally measure atomic binding ener-
gies in 1957 by Siegbahn [328]. The principle is simple, and sketched in Fig. A.1: when a beam of
light is shone on a sample, the electrons of the solid can be emitted into the vacuum by absorbing
a photon. Themeasure of the emission angles (𝜙, 𝜃) and the kinetic energy 𝐸𝑘𝑖𝑛 of the photoelec-
trons in the analyzer allows to reconstruct the momentum-resolved electronic structure. In this
appendix, we briefly present the ARPES cross-section and how it is linked to the Green’s func-
tion that we calculate using the many-body methods presented in Chap. 2. We also show how to
transform the raw experimental data, which is obtained as a function of angles (𝜙, 𝜃), back to the
momentum space. We do not aim at going into the details of the technique, for which we refer
the interested reader to the reviews of Damascelli [24] and Moser [258].

Theoreticians’ ARPES… … real life (@ SOLEIL)

Photon beam

CCD 
Camera

Analyzer

Sample

Figure A.1: Sketch (left) of the ARPES experimental setup, and photography of the setup at SOLEIL (Saint-
Aubin, France) synchrotron (right).
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A Probing the electronic structure: angle-resolved photoemission spectroscopy

A.1 The photoemission cross-section and the Green’s
function

In a simplified notation, we can write the Hamiltonian of the material as:

𝐻 = 1
2𝑚𝑒

̂p2 + ̂𝑉, (A.1)

where p̂ is the momentum operator, ̂𝑉 the potential, we set ℏ = 1, and the bold characters denote
the vector quantities. When light is shone on the sample, the momentum operator p̂ has to be
replaced as follows:

̂p→ ̂p − 𝑒A, (A.2)

where A is the vector potential. The Hamiltonian is therefore transformed:

�̃� = 1
2𝑚𝑒

( ̂p − 𝑒A)2 + ̂𝑉

= 1
2𝑚𝑒

̂p2 + ̂𝑉
⏟⎵⎵⏟⎵⎵⏟

𝐻

− 𝑒
𝑚𝑒

A ⋅ ̂p
⏟⎵⏟⎵⏟

𝐻𝑖𝑛𝑡

− 𝑒
2𝑚𝑒

(−𝑖𝛁A) + 𝑒2
2𝑚𝑒

A2.
(A.3)

The third term is equal to zero except possibly at the surface, it is then neglected in the following.
Similarly for the fourth term which describes two-photon processes, and can be ignored for the
range of photon energies used in ARPES [24, 258]. We get to the approximate Hamiltonian

�̃� ≃ 𝐻 + 𝐻𝑖𝑛𝑡, (A.4)

with 𝐻𝑖𝑛𝑡 encoding the light-matter interaction. It induces optical excitations from a 𝑁-electron
ground state ||𝜓𝑁𝐺𝑆⟩ to a final state ||𝜓𝑁𝑓 ⟩ containing𝑁−1 electrons and one photoelectron. 𝐻𝑖𝑛𝑡 can
be considered as a weak perturbation to 𝐻, such that Fermi’s golden rule can be used to account
for the transition probability:

𝑤𝑓 = 2𝜋||⟨𝜓𝑁𝑓 ||𝐻𝑖𝑛𝑡||𝜓𝑁𝐺𝑆⟩||
2
𝛿(𝐸𝑁𝑓 − 𝐸𝑁𝐺𝑆 − 𝜈), (A.5)

where 𝐸𝑁𝑓 and 𝐸𝑁𝐺𝑆 are the final and ground state energies, and 𝜈 is the photon energy. We assume
to be at zero-temperature, such that the initial many-body state is conveniently restricted to the
ground state ||𝜓𝑁𝐺𝑆⟩.

At this stage, there are two possibilities to calculate the transition probability. The most rigor-
ous one is the one-step model, in which the photon absorption, electron removal and detection
are treated as a single coherent process [329]. This treatment is extremely complex, and out of
the scope of this appendix. We rather consider the phenomenological three-stepmodel, in which
the photoemission is divided into three separated steps:

(i) Creation of a photoelectron in the solid by the absorption of a photon,
(ii) Travel to the surface,
(iii) Emission into vacuum.
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A.1 The photoemission cross-section and the Green’s function

The second step (𝑖𝑖) is described by an effective mean-free path proportional to the probability of
the electron to reach the surface with no change inmomentum and energy, i.e without scattering.
Inelastic processes are also possible, and result as a broad background in the ARPES spectrum
whichwe can ignore in this discussion. The third step (𝑖𝑖𝑖) is related to the transmission probabil-
ity for an electron to escape from the solid into vacuum. Hence, it is mainly the first step (𝑖) that
leads to the features of interest in the photoemission intensity. This step is described by Eq. A.5:
𝑤𝑓 measures the probability of the optical excitation of a bulk electron.

In order to connect the transition probability to the spectral function, and hence to the Green’s
function of the solid, 𝐻𝑖𝑛𝑡 may be re-written within second quantization:

𝐻𝑖𝑛𝑡 = ∑
𝑓={𝑚𝑓,k𝑓}
𝑖={𝑚,k}

M𝑓𝑖𝑐
†
𝑓𝑐𝑖

M𝑓𝑖 = − 𝑒
𝑚𝑒

⟨𝜙𝑚𝑓,k𝑓
||A ⋅ ̂p||𝜙𝑚,k⟩,

(A.6)

where 𝑓 = {𝑚𝑓,k𝑓} and 𝑖 = {𝑚,k} denote the orbital and momentum of the photoelectron
||𝜙𝑚𝑓,k𝑓⟩ and the initial electron ||𝜙𝑚,k⟩. Note that the {||𝜙𝑚,k⟩} are single-particle wavefunctions,
and notmany-body ones. Within the context of the effectiveHubbardmodel that we use through-
out this thesis, they can be thought of as the Fourier transformation of the localized Wannier
orbitals [258] (i.e as Bloch bands):

||𝜙𝑚,k⟩ = ∑
R
e𝑖kR|𝑤𝑚R⟩. (A.7)

This shows that the matrix elementsM𝑓𝑖 are dependent on the symmetry of the material, and
the orbital𝑚 of the electron that absorbed the incoming photon. It is moreover a function of the
light polarization and the angles (𝜃, 𝜙) due to the vector potential A. Upon further transforming
the transition probability, it will become clear that these matrix-elements lead to additional sup-
pressions of the measured intensity not related to many-body effects [258].

Using the second quantized form of 𝐻𝑖𝑛𝑡, the transition probability now reads

𝑤𝑓 = 2𝜋 ∑
𝑓′={𝑚′

𝑓,k
′
𝑓}

𝑖={𝑚,k}

||M𝑓′𝑖||
2||⟨𝜓𝑁𝑓 ||𝑐

†
𝑓′𝑐𝑖 ||𝜓

𝑁
𝐺𝑆⟩||

2
𝛿(𝐸𝑁𝑓 − 𝐸𝑁𝐺𝑆 − 𝜈). (A.8)

The final state ||𝜓𝑁𝑓 ⟩ is apriori difficult to describe since it accounts for amany-body systemof𝑁−1
electrons plus a photoexcited electron, which may interact with the hole created via the photon
absorption, and with the rest of the𝑁−1 electrons. However, at the photon energies available in
synchrotron facilities, roughly about 20 − 200eV, we can assume the optical excitation to be fast,
and the energy of the photoelectron well separated from that of the bulk electrons, such that the
final state can be written as a product state

||𝜓𝑁𝑓 ⟩ ≃ 𝑐†𝑚𝑓,k𝑓
||𝜓𝑁−1

𝑛 ⟩ (A.9)
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A Probing the electronic structure: angle-resolved photoemission spectroscopy

where ||𝜓𝑁−1
𝑛 ⟩ is a 𝑁 − 1 electron state, and 𝑐†𝑚𝑓,k𝑓 is the creation operator of a photoelectron of

orbital𝑚𝑓 and momentum k𝑓. This is the so-called sudden approximation [24, 258]. For ARPES
measurements using low-energy incident photons, like laser-ARPES, this assumption may break
down. The energy of this product state can be conveniently written

𝐸𝑁𝑓 = 𝐸𝑘𝑖𝑛 + 𝐸𝑁−1
𝑛 , (A.10)

where𝐸𝑘𝑖𝑛 is the kinetic energy of the photoelectron and𝐸𝑁−1
𝑛 the energy of the𝑁−1many-body

state ||𝜓𝑁−1
𝑛 ⟩. This form of the final state can now be injected in Eq. A.8 by summing over all the

possible 𝑁 − 1 final states {||𝜓𝑁−1
𝑛 ⟩} [258]:

𝑤𝑓 =2𝜋 ∑
𝑓′={𝑚′

𝑓,k
′
𝑓}

𝑖={𝑚,k}

∑
𝑛
||M𝑓′𝑖||

2||⟨𝜓𝑁−1
𝑛 ||𝑐𝑚𝑓,k𝑓𝑐

†
𝑓′𝑐𝑖 ||𝜓

𝑁
𝐺𝑆⟩||

2
𝛿(𝐸𝑁−1

𝑛 + 𝐸𝑘𝑖𝑛 − 𝐸𝑁𝐺𝑆 − 𝜈)

=2𝜋 ∑
𝑚,k

||||
M{𝑚𝑓,kf}

{𝑚,k}

||||

2

∑
𝑛

||⟨𝜓𝑁−1
𝑛 ||𝑐𝑚,k||𝜓𝑁𝐺𝑆⟩||

2
𝛿(𝐸𝑁−1

𝑛 + 𝐸𝑘𝑖𝑛 − 𝐸𝑁𝐺𝑆 − 𝜈)

=2𝜋 ∑
𝑚,k

||||
M{𝑚𝑓,kf}

{𝑚,k}

||||

2

𝐴−𝑚𝑚(k, 𝜔),

(A.11)

where the {𝐴−𝑚𝑚(k, 𝜔)} are the diagonal components of the one-electron removal spectral func-
tion corresponding to the orbital 𝑚 and momentum k, andM{𝑚𝑓,kf}

{𝑚,k}
are the matrix elements of

the photoelectron of orbital𝑚𝑓 and momentum kf. As mentioned above, these matrix elements
lead to additional suppressions not linked to the many-body effects encoded in the spectral func-
tion 𝐴−𝑚𝑚(k, 𝜔). Although they could be naively viewed as a curse, the matrix elements can in
fact be extremely useful to highlight some features in the spectrum [258], or for instance to de-
termine the orbital character of certain unknown states [305]. For a more detailed discussion of
matrix-elements effects, we refer the interested reader to the review of Moser [258].

So far, we have linked the transition probability, i.e the photocurrent measured in ARPES to the
one-electron removal spectral function 𝐴−𝑚𝑚(k, 𝜔), which is defined as follows (at zero tempera-
ture):

𝐴−𝑚𝑚(k, 𝜔) = ∑
𝑛

||⟨𝜓𝑁−1
𝑛 ||𝑐𝑚,k||𝜓𝑁𝐺𝑆⟩||

2
𝛿(𝐸𝑁−1

𝑛 + 𝐸𝑁𝐺𝑆 − 𝜔) (A.12)

In order to directly see the connection to the Green’s function calculated in CDMFT, it is conve-
nient to write the retarded Green’s function at zero temperature in Lehmann’s representation

𝐺𝑚𝑚(k, 𝜔) = 𝐺−
𝑚𝑚(k, 𝜔) + 𝐺+

𝑚𝑚(k, 𝜔)

= ∑
𝑛

||⟨𝜓𝑁−1
𝑛 ||𝑐𝑚,k||𝜓𝑁𝐺𝑆⟩||

2

𝜔 + 𝐸𝑁−1
𝑛 − 𝐸𝑁𝐺𝑆 + 𝑖𝜂

+∑
𝑛

||⟨𝜓𝑁+1
𝑛 ||𝑐†𝑚,k||𝜓𝑁𝐺𝑆⟩||

2

𝜔 − 𝐸𝑁+1
𝑛 + 𝐸𝑁𝐺𝑆 + 𝑖𝜂

(A.13)
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A.2 From angles to momentum

where 𝐺−
𝑚𝑚(k, 𝜔), 𝐺+

𝑚𝑚(k, 𝜔) are respectively the one-electron removal and addition Green’s
function, and 𝜂 is a small finite number. Using the relation

1
𝑥 + 𝑖𝜂 →𝜂→0+ 𝒫(

1
𝑥) − 𝑖𝜋𝛿(𝑥), (A.14)

one can relate the electron removal spectral function to 𝐺−
𝑚𝑚(k, 𝜔):

−1𝜋𝐼𝑚[𝐺
−
𝑚𝑚(k, 𝜔)] = ∑

𝑛

||⟨𝜓𝑁−1
𝑛 ||𝑐𝑚,k||𝜓𝑁𝐺𝑆⟩||

2
𝛿(𝜔 + 𝐸𝑁−1

𝑛 − 𝐸𝑁𝐺𝑆). (A.15)

Therefore, the photocurrent measured in ARPES can be directly related to the occupied part of
the CDMFT spectrum !

A.2 From angles to momentum

While in the formalism above we related the transition probability to the momentum-dependent
spectral function, in the experimental measurements one can only have a direct access to the
emission angles (𝜙, 𝜃) of the photoelectrons. Therefore, we need to reconstruct the momentum
dependence of the spectrum based on its angle dependence.

First, we can make the approximation that the momentum transfer from the electron is small,
such that it can be neglected. This means that the photoelectron in the solid has the momentum
k𝑓 = k. When escaping from the material, the overall momentum of the electron is modified,
i.e k ≠ p, with k (p) the momentum inside (outside) the solid. Due to the conservation of the
in-plane (𝑥, 𝑦) symmetry when crossing the solid/vacuum interface, the in-plane component of
the momentum is conserved, i.e k∥ = p∥ [24, 258]. However, the out-of plane component is not
conserved since the photoelectron crosses a step-like potential when leaving the material:

𝑉(𝑧) = −𝑉 inside the solid

= 0 outside,
(A.16)

where𝑉 is the potential inside the solid. Within a simple free-electronpicture, the non-conservation
of the out-of-plane component can be written as [258]:

k2⟂
2𝑚𝑒

=
p2⟂
2𝑚𝑒

+ 𝑉. (A.17)

The kinetic energy of the photoelectron in the vacuum, which is measured in the analyzer, is
simply given by 𝐸𝑘𝑖𝑛 =

𝑝2

2𝑚𝑒
. It is also related to the binding energy 𝐸𝐵 via 𝐸𝑘𝑖𝑛 = 𝜈−𝐸𝐵−Φ, with

Φ the work function, i.e the energy necessary for the electron to escape into the vacuum. Hence,
following the angle notations of Fig. A.1, we can relate the momentum k to the angle 𝜃 by the
following relations [24, 258]:

k∥ = √2𝑚𝑒𝐸𝑘𝑖𝑛 sin(𝜃)

k⟂ = √2𝑚(𝐸𝑘𝑖𝑛 cos(𝜃)
2 + 𝑉).

(A.18)
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Figure A.2: (a) Angle-dependent Fermi surface obtained by integrating the spectrum over a narrow region
of frequency around the Fermi level, and (b) its transformation to momentum-space. (c1)-(c4)
A series of fits for the determination of the Γ point from the angle-dependent spectrum in the
specific regions highlighted in (a).

Note that due to the 𝑉 term in the expression of k⟂, the absolute value of the latter is not known
a priori. One of the methods to determine k⟂ is to vary the photon energy and observe the pe-
riodicity of the spectrum at k∥ = 0 [24]. We notice also that as the angle 𝜃 varies, k⟂ changes
accordingly. This means that, in principle, for a given angle-dependent spectral function map,
the out-of-plane component k⟂ is not constant as a function of the angles (𝜃, 𝜙). Since we have
seen in the band structures of NaCCOC and t-CuO that the low-energy ZRS band displays a weak
dispersion along k𝑧, we can safely ignore this complication here.

With the relations of Eq. A.18, we can now transform a typical angle-dependent spectrum as
shown in Fig. A.2(a), to its momentum counterpart shown in Fig. A.2(b). To perform such trans-
formation, we used the pyARPES package [257] that the author adapted to import the data from
SOLEIL synchrotron (for the Photon Factory data the Igor software was used). It is required to
locate the Γ high-symmetry point, since it serves as a center of rotation to align the axis k𝑥 and
k𝑦. We find Γ from the Fermi surface, since it is in the middle of the four Fermi arcs that can be
seen in Fig. A.2(a). Lorentzian fits can be used (see Fig. A.2(c)) to determine the precise position
of each Fermi arc, from which Γ is then extracted. Once the Γ point is found as a function of
the angles (𝜙, 𝜃), the momentum-resolved spectrum can be obtained by estimating the rotation
of the axis k𝑥 and k𝑦, as shown in Fig. A.2(b). The data is then ready for further analysis and
comparison to the theoretical momentum-resolved spectrum (albeit the matrix-element effects).
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DOCTORAL
SCHOOL

Titre : Propriétés spectrales et magnétiques des oxydes de cuivre : vers une description théorique par les premiers
principes

Mots clés : Cuprates, Système à électrons fortement corrélés, Théorie du Champ Moyen Dynamique, Théorie de la
fonctionnelle de la densité, Spectroscopie par photoémission résolue en angle
Résumé : Si l’oxydation du cuivre peut être une malédic-
tion pour les anciennes casseroles, c’est bénédiction pour
le monde scientifique puisqu’elle est à l’origine de la fa-
mille des cuprates. Un champ entier de recherche s’est
lancé pour comprendre pourquoi leur température cri-
tique supraconductrice est si élevée, découvrant au pas-
sage un diagramme de phase riche et complexe. Cepen-
dant, malgré les immenses efforts déployés par la commu-
nauté scientifique, un compréhension théorique globale
fait toujours défaut.Dans cette thèse nous nous intéressons
aux propriétés spectrales et magnétiques de deux oxydes
de cuivres : Ca2−𝑥Na𝑥CuO2Cl2 (NaCCOC) et CuO tétra-
gonal (t-CuO), en combinant la théorie fonctionelle de la
densité, la théorie du champmoyen dynamique appliquée
aux amas (CDMFT), et la spectroscopie par photoémission
résolue en angle.
Nous montrons d’abord le rôle essentiel des fluctuations
antiferromagnétiques de spin dans les propriétés spec-
trales de NaCCOC non-dopé et dopé en trou. Le phéno-
mène de ”cascade” peut en effet être compris comme un

croisement entre une physique de polaron de spin et d’élec-
trons localisés. Pour la gamme de dopage faible à intermé-
diaire, où nous observons un pseudogap, nous prouvons
qu’il s’agit du produit de la suppression des excitations à
basse énergie de l’amas dans le bain électronique auto-
cohérent dû à des interférences destructives.
t-CuO est composé de plans CuO 2D, de symétrie tétrago-
nale, qui se superposent au dessus d’un substrat de SrTiO3
(STO). Nous démontrons que la forte répulsion de Cou-
lomb locale est à l’origine du découplage des plans CuO en
deux sous-réseaux CuO2, phénomène observé expérimen-
tallement mais encore inexpliqué. Dans le système dopé
en trou, le découplage se traduit par un paramètre d’ordre
supraconducteur ayant une symétrie d𝑥𝑦 contrastant avec
la symétrie d𝑥2−𝑦2 usuelle pour les cuprates.
Enfin, nous montrons que la formation de lacunes en oxy-
gène à l’interface t-CuO/STO peut expliquer les, a priori
mystérieux, moments de spin paramagnétique et ceux or-
bitaux fixes observés en expérience.
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Abstract: The oxidation of copper does not only lead to an
unusable saucepan, but also to one of the most fascinating
family of materials: the cuprates. Their large supercon-
ducting critical temperature first attracted the scientific
community’s attention, which led to the discovery of a rich
and complex phase diagram. However a complete theoret-
ical understanding is still missing. In this thesis, we in-
vestigate the spectral and magnetic properties of two cop-
per oxide systems: Ca2−𝑥Na𝑥CuO2Cl2 (NaCCOC) and tet-
ragonal CuO (t-CuO) using a combination of density func-
tional theory, cellular dynamical mean-field theory (CD-
MFT) and angle- resolved photoemission spectroscopy.
We study the spectral properties of the undoped and hole-
dopedNaCCOC, and show that the antiferromagnetic spin
fluctuations play a key role. We show that thewaterfall fea-
ture observed experimentally and captured by our CDMFT
calculations can be understood as a cross-over between a

spin-polaron and a localized electrons physics. At low to
intermediate dopings, we argue that the pseudogap opens
due to destructive interference of the low-energy excita-
tions of the embedded cluster.
t-CuO is composed of two-dimensional CuO planes with
a tetragonal symmetry, stacked above a SrTiO3 (STO) sub-
strate. We rationalize the experimentally observed decoup-
ling of each of its CuO planes into two weakly-coupled
CuO2 sublattices as a consequence of the strong on-site
Coulomb interaction. This translates upon doping into
an unusual superconducting order parameter symmetry of
type d𝑥𝑦 instead of the usual d𝑥2−𝑦2 found in cuprates.
Finally, we show that the formation of oxygen vacancies
at the t-CuO/STO interface can explain the seemingly ab-
normal paramagnetic spin and pinned orbitals moments
observed experimentally.

Institut Polytechnique de Paris
91120 Palaiseau, France


	Résumé
	Introduction
	Methods
	Electronic Structure Calculations
	Density Functional Theory
	Mapping to a solvable non-interacting problem: the Kohn-Sham equations
	Local Density Approximation
	Local Density Approximation + U

	Many-Body Methods
	From the band structure to a low-energy effective model
	The Hubbard model
	Parameterization

	Solving the Hubbard model: Dynamical Mean-Field Theory
	The limit of infinite dimension
	The Cavity Method

	Beyond local correlations: Cluster Dynamical Mean-Field Theory
	Cluster Dynamical Mean Field Theory: Implementation Details
	Fourier Transformation
	Initialization and choice of chemical potential
	Basis transformation

	Analytic Continuation
	Maximum Entropy Method
	Dealing with matrix-valued functions: element-wise continuation
	Dealing with matrix-valued functions: Maximum Quantum Entropy Method

	An effective spin model for lightly doped cuprates


	Studies of Selected Copper Oxides
	Study of the antiferromagnetic fluctuations in Ca2-xNaxCuO2Cl2
	Introduction
	Model and method
	Band structure of Ca2CuO2Cl2
	Low-energy effective Hubbard model
	Angle-Resolved Photoemission Spectroscopy measurements

	Spectral function
	Parent compound
	Hole doped system

	Cluster analysis
	State histogram
	Origin of the pseudogap

	Dynamical Spin Structure Factor: a direct probe of the spin fluctuations
	Conclusion

	Bulk properties of tetragonal CuO
	Introduction
	Model and method
	One-band effective model
	Methodology

	Sublattice decoupling
	Spectral function
	The block construction
	Results

	Temperature dependence
	Results
	Effective single site model

	Superconductivity
	Conclusion

	Interface properties of tetragonal CuO
	Puzzling spin and orbital moments
	Model and method
	Model
	Methodology

	Bare interface
	Vacancy in the CuO interface layer
	Vacancy in the TiO2 interface layer
	Two vacancies in the TiO2 interface layer
	Conclusion


	Conclusion
	Appendix
	Probing the electronic structure: angle-resolved photoemission spectroscopy
	The photoemission cross-section and the Green's function
	From angles to momentum

	Acknowledgments

	Acronyms
	Bibliography
	Back cover

