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Resumé

Le captage et le stockage du carbone s’inscrivent dans un plan à long terme visant à

ralentir et limiter de manière optimale le réchauffement climatique en réduisant le

CO2 atmosphérique, le gaz à effet de serre le plus émis. La séquestration du CO2 dans

des réservoirs géologiques est une méthode d’atténuation fiable, bien que complexe.

Diverses méthodes de stockage telles que l’utilisation du CO2 pour les procédés

EOR (Enhanced Oil Recovery, récupération assistée du pétrole), le stockage dans des

réservoirs pétroliers épuisés, le stockage dans des aquifères salins profonds, etc. sont

proposées, parmi lesquelles les aquifères salins ont la capacité de stockage la plus

élevée. Lors de la séquestration du supercritique CO2 dans un réservoir géologique,

différents processus ont lieu, d’abord l’injection du CO2 dans un puits, le déplacement

immiscible et miscible du CO2 et du fluide initialement présent dans les pores du

réservoir, ainsi que le transport réactif incluant la dissolution, les précipitations et les

changements pétrophysiques. Ces processus s’étendent de l’échelle des pores (nm-

µm) à l’échelle de Darcy (mètre) et à l’échelle du réservoir (kilomètre). L’efficacité

et l’intégrité de la séquestration du CO2 dépendent du couplage entre tous ces pro-

cessus et définissent la capacité de stockage du réservoir. Ainsi, une compréhension

approfondie de chaque processus et de leur interaction est cruciale pour la gestion des

réservoirs et l’évaluation de la sécurité du stockage.

Les écoulements multiphasiques immiscibles dans les milieux poreux sont om-

niprésents et d’une importance capitale dans la séquestration du CO2 en aquifères

salins. En raison de la plus faible viscosité du fluide injecté (CO2) par rapport au fluide

déplacé (saumure), le déplacement est considéré comme défavorable car le front a ten-

dance à devenir instable. Cette instabilité entraîne un front de déplacement ramifié,

ce qui a un impact surl’efficacité du déplacement et la propagation du fluide dans

le système aux échelles de réservoir, de Darcy et de pores, affectant ainsi la capacité

de stockage., par conséquent, la capacité de stockage. Les instabilités se propagent

à travers le milieux poreux selon les caractéristiques de ce dernier (mouillabilité,

distribution de taille des pores, connectivité des pores, etc.), des propriétés du fluide

(viscosité, densité, tension interfaciale, etc.) et des conditions d’écoulement, créant

ainsi différents régimes d’écoulement et une efficacité de déplacement et une distri-

bution de la saturation différentes. Les déplacements diphasiques en milieux poreux
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Resumé

sont classés en trois régimes d’écoulement distincts (régime stable, régime visqueux

et régime capillaire) en fonction des caractéristiques des fluides et de l’écoulement,

caractérisés par des paramètres sans dimension, le nombre capillaire Ca (rapport entre

les forces visqueuses et la tension de surface) et le rapport de mobilité M (rapport entre

la viscosité des fluides).

L’écoulement diphasique est composé d’une série d’invasions de pores qui définit

le comportement global du front de déplacement pour chaque régime d’écoulement.

Il est établi qu’en conséquence de la dynamique complexe d’invasion des pores, le

mouvement du front dans les milieux poreux, dans des conditions spécifiques, est

composé d’invasions intermittentes plutôt que d’un déplacement du front en continu.

L’étude et la compréhension des mécanismes d’invasion des pores sont essentiels

pour prédire le comportement global du front dans différentes conditions. De plus,

cela contribue à révéler le rôle des forces à petite échelle, qui ne sont pas prises en

compte dans la formulation de Darcy (par exemple, les forces capillaires, les forces

cinétiques et les contraintes de cisaillement entre les phases). En outre, une étude

systématique à l’échelle des pores précisera dans quelles conditions ces forces doivent

être prises en compte dans les équations pour capturer avec précision les processus

de transport clés dans les milieux poreux. Malgré les progrès récents des outils de

simulation numérique à l’échelle des pores leur capacité prédictive n’est pas toujours

au point. Jusqu’à présent, presque aucun des modèles existants ne peut prédire de

manière précise les processus de déplacement à l’échelle des pores dans les milieux

poreux, en particulier lorsque les forces capillaires sont dominantes.

En plus de la physique du déplacement dans les milieux poreux, les transferts de

masse et de chaleur entre les phases lors de la séquestration du CO2 sont critiques. Le

CO2 se dissout dans la phase aqueuse et forme de l’acide carbonique, entraînant une

réduction du pH de l’aquifère. En réduisant le pH, les minéraux tels que les carbonates

vont se dissoudre dans la phase aqueuse sous forme d’ions mobiles et vont réagir

avec d’autres ions pour précipiter sous forme de nouveaux minéraux en raison des

nouvelles conditions thermodynamiques. En effet, cet échange d’ions aux interfaces

(minéral-aquifère et aquifère-CO2) joue un rôle essentiel dans le comportement du

système et peut contrôler la cinétique du processus de dissolution et de précipitation.

Ces dissolutions et précipitations modifient les propriétés pétrophysiques des milieux

poreux (telles que la forme des pores, la porosité, la connectivité des pores et les

perméabilités absolues et relatives). En outre, l’altération chimique du milieu poreux

modifie les propriétés physicochimiques de surface et les conditions de mouillabilité

qui, à leur tour, modifient les conditions d’écoulement. Par ailleurs, l’évolution du

débit peut modifier le temps de séjour des réactifs, puis les conditions de transfert de

masse et de réaction. Le couplage des réactions et de l’écoulement des fluides forme

un système dynamique qui varie en permanence. L’échelle des pores est adaptée pour
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étudier les mécanismes chimiques et physiques de base induits lors de la séquestration

du CO2 et explorer le couplage entre eux.

Cette thèsevise à étudier les mécanismes physiques et chimiques impliqués dans

la séquestration du CO2 dans les aquifères salins profonds à l’échelle des pores. A cet

égard, dans cette recherche, nous poursuivons principalement deux objectifs ;

• Comprendre les mécanismes d’invasion des pores pour chaque régime d’écoulement

lors du déplacement diphasique immiscible dans les milieux poreux, pour

quantifier le rôle des phénomènes à l’échelle des pores impliqués sur le com-

portement du front et la dynamique interfaciale qui affectent le stockage du CO2.

• Étudier la cinétique de dissolution de la calcite en présence d’ions sulfate

et suivre l’altération physique et chimique des milieux poreux en raison des

mécanismes à l’échelle des pores, quantifier l’effet des impuretés sur le stockage

du CO2 et l’évolution de la surface réactive dans les réservoirs carbonatés.

Les micromodèles sont des milieux poreux artificiels confinés entre deux sub-

strats, nous permettant de caractériser et d’observer directement dans le système.

En effet, les micromodèles permettent de contrôler avec précision les conditions

expérimentales telles que la taille des pores, la géométrie et la rugosité de surface, la

composition des fluides et les conditions d’écoulement. Cela permet de recréer des

conditions similaires à celles des milieux poreux naturels et d’étudier les phénomènes

de déplacement de manière détaillée et reproductible.

Les micromodèles sont également très utiles pour étudier les interactions fluide-

minéral et fluide-roche dans les milieux poreux. Les réactions de dissolution et de

précipitation qui se produisent lors de la séquestration du CO2 peuvent être étudiées

en utilisant des micromodèles avec des minéraux spécifiques et en contrôlant les

conditions de pH et de concentration en ions dans les fluides. Les micromodèles

sont également utilisés pour étudier les effets des processus de précipitation sur les

propriétés de transport des fluides dans les milieux poreux.

Grâce à notre montage expérimental, à l’aide d’un microscope couplé à une

caméra haute résolution, nous sommes capables de capturer des séquences d’images

à différentes étapes du processus de drainage (lorsque la phase non-mouillante dé-

place la phase mouillante) dans le dispositif microfluidique. Les expériences ont été

réalisées dans des conditions de laboratoire standard (25◦C et 1bar ). La pression

entre l’entrée et la sortie du micromodèle est contrôlée (de 30 mbar à 110 mbar) pour

obtenir différents débits. Pour obtenir une large gamme de rapports de viscosité,

différentes paires de fluides ont été sélectionnées pour reproduire la condition de

déplacement instable de la séquestration du CO2 dans les environnements souterrains

(−2 < log M <−1 et
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, logC a < −3). Pour se concentrer sur les mécanismes de transport fondamentaux

et distinguer l’effet des instabilités interfaciales sur le déplacement du front et la

perturbation des fluides, la géométrie étudiée est un doublet de pores avec des

capillaires sinusoïdaux, représentative d’une succession de pores et de constrictions

en milieux poreux. Les micromodèles sont moulés en PDMS (un élastomère de

silicone). En parallèle, nous avons développé un modèle théorique général basé sur

la moyenne volumique des équations de Navier-Stokes pour un volume élémentaire

représentatif (VER) qui prend en compte les forces d’inertie, visqueuses et capillaires

et nous permet d’évaluer les processus d’invasion prédits pour le modèle de doublet

de pores pour une large gamme. De valeurs C a et M .

Nous avons identifié et caractérisé les régimes d’écoulement classiques de dé-

placement non miscible en milieu poreux. Les expériences réalisées nous permettent

de capturer les mécanismes fondamentaux d’invasion des pores pour chaque régime

d’écoulement spécifique et ont mis en évidence le rôle des forces visqueuses, capil-

laires et d’inertie sur le comportement de l’interface et la dynamique d’invasion des

pores. Des différences significatives ont été observées entre les régimes d’écoulement

visqueux et capillaires dans le comportement du front, la dynamique de l’interface et

les mécanismes d’invasion des pores. En régime d’écoulement visqueux (log C a >
−1,4), lorsque les forces visqueuses sont dominantes, les pores sont envahis simul-

tanément avec un front stable avec un déplacement continu de l’interface, et il ne

s’arrête à aucun moment au seuil du pores en raison de sa vitesse et de ses forces

d’impulsion. Pendant ce temps, l’interface ne trouve pas assez de temps pour s’étendre

sur toute la surface des pores, et du fluide mouillant résiduel reste aux courbures de

l’espace des pores. Pour le régime d’écoulement capillaire (log C a < −2,8), les forces

capillaires sont dominantes et le pore dans lequel l’interface atteint la pression seuil

d’invasion sera envahi. Dans ces conditions, les sauts de Haines sont le mécanisme

d’invasion des pores privilégié. L’interface se dilate latéralement lors de l’invasion

des pores et déplace toutes la phase mouillante, à l’exception des écoulement de

coins et des films de mouillage. A chaque invasion, l’interface dans le capillaire

adjacent montre un mouvement de va-et-vient à la constriction dû aux forces d’inertie

et à la capillarité. Les résultats de PIV (Vélocimétrie par Images de Particules) à

l’intérieur des pores confirment les observations d’oscillation d’interface au niveau

de la constriction. Le régime d’écoulement « croisé » présente un comportement

mixte entre le régime apillaire et visqueux. Pour ce régime, les deux canaux sont

envahis ; cependant, ils ne participeront pas de la même manière au déplacement.

Le mécanisme d’invasion pore par pore reste le principal mécanisme d’invasion. Le

modèle numérique développé est capable de capturer les principaux mécanismes

d’invasion des pores et de montrer des comportements du front similaires pour tous

les régimes d’écoulement testés. Les résultats du modèle sont utilisés pour prédire
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les transitions entre les régimes d’écoulements en termes de diagramme de phase

log C a − log M au-delà des domaines explorés expérimentalement.

Dans les pores envahis, des fluides mouillants résiduels ont été observés. La phase

mouillante résiduelle est collectée dans les coins des canaux et vraisemblablement

sous la forme d’un mince film liquide sur les surfaces pour le régime d’écoulement

capillaire. En appliquant la technique micro-PIV et en mesurant le profil de vitesse

des fluides de coin, il a été révélé qu’il existe un comportement dynamique dans

les fluides de coin, tandis que l’interface semble immobile dans la constriction du

pore avant l’invasion des pores par les sauts de Haines. Un flux continu des coins

vers le corps de fluide existe pendant cette période d’attente. Ce débit a un effet

essentiel sur le temps pour atteindre la pression de seuil capillaire, et donc sur le

temps pendant entre l’invasion de la constriction et le saut de Haines. Un modèle

basé sur l’équation d’écoulement de coin et de drainage de mousse est développé. Les

résultats numériques montrent une grande ressemblance avec les mesures micro-PIV,

et expliquent la dynamique des écoulements de coin liés aux sauts de Haines.

Un effort pour capturer les mécanismes chimiques induits par l’introduction d’une

phase non mouillante miscible dans un système de calcite est fait. Ce système

ressemble à la séquestration du CO2 dans les réservoirs carbonatés. À cet égard, une

nouvelle méthode de conception et de préparation de micromodèles silicium-verre

est proposée, qui permet de mettre la phase injectée (mélange de CO2 et SO2, comme

impureté gazeuse à haut risque) en contact direct avec la phase aqueuse. Des minéraux

de calcite à l’échelle du micron sont cultivés à la surface de la micropuce pour avoir une

micropuce avec une composition contrôlée et une géométrie bien définie qui imite les

formations de carbonate. En couplant un microscope avec la spectroscopie Raman

confocale, l’évolution de la composition de la phase aqueuse, de la surface réactive

et de la cinétique de dissolution de la calcite et de la précipitation du gypse peut être

surveillée et caractérisée. Grâce à ce dispositif expérimental nous sommes en mesure

d’étudier l’ évolution de la phase aqueuse résiduelle et piégée lors de la séquestration

du CO2 et quantifier différents mécanismes de stockage. Les principaux mécanismes

géochimiques sont étudiés à l’aide de simulations réalisées avec le logiciel PHREEQC,

qui montrent une dissolution intense de la calcite lorsque le SO2 existe dans le système

par rapport au cas du CO2 pur. De plus, une précipitation de gypse est observée à

l’entrée du système, ce qui peut entraîner un blocage des voies d’écoulement.

En conclusion, cette étude s’est attachée à étudier les mécanismes physiques et

chimiques à la micro-échelle induits par le stockage du CO2 dans les aquifères salins.

Nos résultats indiquent que l’interaction entre les phases et les couplages physico-

chimiques sont entièrement différents à mesure qu’on s’éloigne du puits d’injection,

car le régime d’écoulement passe d’un régime visqueux à un régime capillaire. Loin

du puits, la vitesse lente du CO2 et l’interaction solide-liquide s sont les principaux
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mécanismes en jeu. Nos résultats indiquent clairement que les forces d’inertie

affectent la dynamique interfaciale aux régimes d’écoulement capillaire et croisé. En

outre, cela peut augmenter le risque de digitations capillaires dans les roches de

couverture et accélérer les altérations de la mouillabilité, entraînant une diminution

du piégeage capillaire et une réduction de la sécurité de stockage du réservoir. De

plus, nos observations suggèrent que la capacité de stockage de CO2 pour lerégime

d’écoulement croisé est plus élevée que pour les autres régimes d’écoulement en

raison de la saturation résiduelle la plus faible (efficacité de déplacement la plus élevée,

indiquée dans la littérature). En outre, ce résultat remet en question la notion selon

laquelle les forces d’inertie sont négligeables lors de la mise à l’échelle. Une autre

découverte importante qui ressort de cette étude est que les écoulements de coin ont

un rôle de contrôle dans la dynamique des écoulements aux faibles débits et des sauts

de Haines. Ces résultats appuient l’idée que bien que l’écoulement soit dominé par les

forces capillaires, il existe une région derrière le front où le drainage lent des films de

coins contrôle la dynamique. Les résultats rapportés ici jettent un nouvel éclairage sur

le déplacement dans un régime d’écoulement capillaire que les modèles de transport

actuels ne parviennent pas à prédire de manière précise. Maintenant que nous avons

une compréhension fondamentale des mécanismes à l’échelle des pores, l’utilisation

d’un système poreux plus complexe nous rapprochera d’une estimation plus précise

de la capacité de stockage.

Il reste encore de nombreuses questions auxquelles il faut répondre. Ici, nous

mentionnons quelques suggestions sur la façon dont la recherche future peut être

orientée.

• Le rôle de la géométrie des pores sur le comportement des fluides et la transition

des régimes d’écoulement doit être étudié.

• Bien que le modèle ait été en mesure de prédire le comportement global du

front et la dynamique de l’interface, il montre toujours une limitation dans la

correspondance précise avec les expériences en termes de résolution temporelle.

Comme nous l’avons observé expérimentalement, il existe certains phénomènes

à petite échelle tels que le glissement visqueux et le couplage à l’interface fluide-

fluide ou l’écoulement de coin que nous négligeons lors de la dérivation du

modèle. Le couplage visqueux entre les phases et la prise en compte de la

dynamique des écoulements de coin amélioreront la prédictivité du modèle.

• Ici, une géométrie homogène des pores est utilisée. Cependant, pour com-

prendre les milieux poreux naturels, la prise en compte de l’hétérogénéité de

la taille, de la forme et de la connectivité des pores met en lumière le rôle de

l’hétérogénéité des milieux poreux dans les voies d’écoulement préférentielles.
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• Bien que l’effet des forces d’inertie soit mis en évidence ici, une étude appro-

fondie sur l’inclusion des forces d’inertie dans des modèles à grande échelle

(échelle continue) ou des simulations de réseaux de pores est nécessaire.

• Bien sûr, l’effet de la composition de la phase aqueuse, de la pression du réser-

voir, de la température, etc., est important pour améliorer notre compréhension

des mécanismes chimiques à l’échelle des pores dans un réservoir géologique

naturel et surmonter les simplifications et hypothèses que nous avons faites.

Néanmoins, un facteur crucial encore peu exploré dans les expériences de mi-

crofluidique est l’effet de gravité. Avec une nouvelle configuration, on apportera

de nouvelles informations sur l’effet des instabilités chimio-hydrodynamiques

induites par la gravité sur la réactivité du système et les modèles de précipitation

de dissolution.
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Abstract

CO2 sequestration in geological reservoirs is a reliable mitigation method to reduce

atmospheric CO2, albeit challenging, involving multiphase reactive flow processes.

CO2 is captured from the power plants’ atmosphere, purified, transported, and injected

in deep geological reservoirs covered with an impermeable caprock that prevents

leakage to the atmosphere. The success of secure and permanent storage of CO2 in

subsurface formations depends mainly on our understanding of physical and chemical

mechanisms induced by CO2 sequestration. The distribution of CO2 and the dis-

placement patterns are fluid, rock, and flow properties functions. Fluid displacement

is composed of a series of pore invasions that build up the overall front behavior.

However, the link between pore invasion mechanisms and global front behavior is

not clear. Moreover, the injected CO2 reacts with the brine and disturbs the prevailing

thermodynamic equilibrium. CO2 dissolution triggers a chain of reactions resulting in

alteration of petrophysical and physicochemical porous media by induced dissolution

and precipitation kinetics. So far, the definition of pore-scale parameters describing

the induced mechanisms is lacking for understanding mineral trapping. The two main

objectives of this Ph.D. are (i ) to address triggered pore invasion mechanisms at each

flow regime to quantify the role of pore-scale phenomena on the front behavior and

interfacial dynamics, (i i ) to investigate the kinetics of calcite dissolution, the evolution

of the reactive surface area and to monitor porous media alteration, to quantify the

effect of SO2 impurities on the CO2 storage.

We use micromodels, i.e., a transparent replica of porous media network made in

synthetic materials. The experimental setup consists of a microscope coupled with a

high-resolution camera to visualize flow and reaction processes at the pore-scale. We

developed a general theoretical model based on Navier-Stokes volume averaging that

considers inertia, viscous, and capillary forces and allows us to evaluate the predicted

invasion processes.

We conducted a series of drainage experiments (a non-wetting fluid displacing a

wetting fluid) for various flow rates, fluid pairs, and wettability conditions. We identi-

fied the classical flow regimes of immiscible displacement and captured fundamental

pore invasion mechanisms and their interface dynamics. The viscous flow regime is

characterized by pores that are invaded simultaneously with a continuous interface

i



displacement due to viscous forces dominancy and inertia effects. We observed that

threshold capillary pressure defines the invasion condition at the capillary flow regime.

At this condition, Haines jumps (i.e., sudden interface movement at a pore throat)

are the primary pore invasion mechanism. The interface expands laterally, and only

corner wetting fluid and films are retained in drained pores. The crossover flow regime

is characterized by pore by pore invasion and a front showing a mixed capillary and

viscous flow regime behavior. The results of our model agree with the experiment

results. Besides, we explored a large range of conditions numerically to predict flow

regime transitions.

We investigated the dynamics of waiting times (when the interface is pinned at a

pore throat before Haines jump) and corner flows for the capillary flow regime. Our

results suggest a continuous flow in the body of the wetting fluid during pinning. It

is observed the dynamics of the corner flow have an important effect on reaching

the invasion threshold pressure and on the definition of waiting times. By theoretical

developments, we are able to predict the waiting time and corner flow velocity.

Finally, a novel silicon-glass micromodels preparation method and design are

proposed to study reactive transport. Micron-scale calcite minerals are grown in a mi-

cromodel resembling carbonate rocks. Raman spectroscopy results help monitor and

characterize the evolution of the aqueous phase composition, reactive surface area,

and kinetics of reactions. Experimental results and main geochemical mechanisms

are compared with simulations performed with PHREEQC (a geochemical modeling

software). This study highlighted the relationship between pore-scale mechanisms

and the front dynamics. In addition, the presented experimental setup paves the

way for an accurate study of kinetic parameters and minerals nucleation. The results

obtained during this Ph.D. will serve to optimize the process of CO2 sequestration in

geological reservoirs.
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Preface

Over the past 50 years, the average global temperature has increased at the fastest rate

in recorded history; this global warming is attributed to the increased atmospheric

concentration of greenhouse gases. Among those, CO2 is the most abundant one, and

humanity is contributing to its increasing rate at a high pace. For example, only in

2019, approximately 39 GT of CO2 was released into the atmosphere due to human

industrial activities (18 GT more than Earth’s natural elimination ability). This CO2

overproduction is considered as the main factor in global warming. Carbon dioxide

removal (CDR) is a long-term plan for atmospheric CO2 reduction to slow down and

optimally limit global warming. CO2 sequestration in deep saline aquifers has been

considered as a reliable method for CO2 mitigation. The process involves capturing the

CO2 from power plants atmosphere, its separation and purification from other gases,

transportation to the sequestration site, and injection to deep geological reservoirs.

In this method, CO2 is injected in the supercritical form in deep saline aquifers to

be trapped either in the form of mineralization, dissolution in the brine, or struc-

tural entrapment (under the cap-rock or capillary trapping). Several complex mass

transport, thermodynamics, and kinetics of interactions and reactions are activated

during these trapping mechanisms. Fluid flow, solute transport, mineral dissolution,

and mineral precipitation combine within the mechanical framework of the porous

medium, scaling from millimeters to kilometers and form a complex structure [40].

Still, the exact physical and chemical mechanisms involved in underground CO2

storage and their scaling are not fully understood.

This work is funded by BRGM (Bureau de recherches géologiques et minières)

under the 2nd issue of the COP BRGM project, "to engage in the energy transition",

and is accomplished at ISTO (Institut des Sciences de la Terre d’Orléans), CNRS,

in the porous media group under the thematic BRGM funding of Carbon dioxide

capture and storage in deep geological reservoirs as a promising mitigation method.

More precisely, this work addresses multiphase reactive flows in porous media by

studying the physical and chemical mechanisms induced by CO2 injection in deep

saline aquifers and couplings between phenomena at different scales under various

flow rates, wetting, and salinity conditions. The Ph.D. project is based on a multi-

scale strategy using microfluidics experiments and GLoC (Geological Lab on a Chip)

xvii



PREFACE

concept. Experiments were mainly performed in the microfluidics lab, at ISTO. In the

framework of collaboration, cleanroom facilities of GREMI (Groupe de Recherches sur

l’Energétique des Milieux Ionisés) were used for microfluidic device fabrication and

development.

Fluid movement in porous media is ubiquitous inside the nature of many processes

of environment and industry. Enhanced oil recovery, carbon capture and seques-

tration, groundwater contamination, nano-particle deposition, and drug deliveries

are examples of fields that porous media properties and related phenomena can

play a notable role in the performance of the system [44]. For single-phase flow,

usually, Darcy’s equation, which can be obtained by averaging the Navier-Stokes

equation over porous media for low flow rate, is being used. The Darcy equation

is extended to multiphase flow using the concept of relative permeability for each

phase. In this framework, relative permeability for each phase is only considered

as a function of the saturation of the phase, and saturation of each phase is a

function of pressure in the porous media, following saturation-capillary pressure

(S − Pc ) curves (see Fig. 1a and Fig. 1b respectively). In most large-scale studies of

two-phase flow, these macroscopic rules are adopted, as it is explained in Dullien

[35]. By consideration of saturation-relative permeability relation for an immiscible

incompressible displacement, Buckley-Leverett propose an equation describing the

displacement along the porous media with respect to time [25]. However, later core

studies were not entirely explained by this theory since a sharp front, and piston-like

displacement was not observed for many flow conditions, showing the assumptions of

macroscopic laws are not always valid [10]. This is due to the fact that several factors

such as viscosity, density, flow rate, porous media structural properties (e.g., pore

size distribution, spatial relation, and pore shape), interface properties (e.g., dynamic

and static contact angle and interfacial tension) affect the multiphase transport inside

porous media and provoke front instabilities and induce fingering in the flow patterns;

properties, which are not considered in the extended Darcy law for describing the two-

phase flow. In this extension of the Darcy approach, it is assumed that small-scale

phenomena have no or negligible effects on overall displacement. For example, it

assumes the shear stress exerted on the interface has no effect on the displacement.

That is to say, in general, it does not take non-equilibrium and inertial effects into

account due to the assumption of low flow rate in porous media [95, 33, 151, 149].

Front instabilities lead to a reduction in the efficiency of the displacement by leaving

some fluid behind as fluid clusters that reduce CO2 storage capacity of the reservoir.

To ensure a promising storage capacity, we have to obtain a better understanding of

multiphase flow in porous media and have additional insights into the microscopic

and macroscopic phenomena and mechanisms happening in porous media.

The study of immiscible displacement involves several mechanisms ranging from

xviii
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(a) Kr −Sw

(b) Pc −Sw

Figure 1: (a) Experimental data for relative permeability with respect to saturation (Kr−
Sw ) for CO2 and brine system, taken from [2]. (b) Experimental curves of pressure
(Pc −Sw ) for CO2 and brine for different geological samples, from [68].

short to long distances that are coupled and affect each other in different time scales.

In addition, the overall behavior of small-scale phenomena builds the front behavior

and, by controlling over front behavior, they dictate the overall flow behavior. However,

pore-scale phenomena are not fully understood. As an example, for a vast domain of

fluid flow, it is well established that fluid invades porous media in the form of a series

of abrupt jumps, known as Haines jumps[53]. However, the dynamics and length, and

time scale of the phenomena are not fully understood.

In addition to the physical behavior of flow in porous media, coupling the physics

of flow with kinetics of geochemical reactions in reactive flow through porous media

(both single-phase and multiphase) leads to emergent phenomena that continuously

change the transport properties of porous media. For example, in supercritical CO2

sequestration, by the dissolution of CO2 in the aqueous phase, acid ions are produced

in a chain of reactions, then the produced ions are transported to minerals surfaces

(e.g., calcites), and can react with the minerals. These reactions form the dissolution

of minerals and releases ions that can react to other present chemical components

and precipitate new minerals in the porous media. This coupling between flow and

reactions that leads to alteration of porous media properties (porosity, permeability,

etc.) is not thoroughly understood, and further studies are required.

Microfluidic devices provide the opportunity to study fluid transport in porous

media by mimicking properties of natural porous media using a micro-scale artificial

structure (10−6 − 10−3m). These devices are used to conduct experiments with high-

resolution analysis [44, 138]. There have been great improvements in fabrication

techniques and design systems of microfluidics devices, and nowadays, there are

vast methods and materials to fabricate microfluidics chips compatible with the
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understudy system. Considering these properties and advantages, micromodels are an

excellent choice for studying the fluid flow and reactions in porous media at a micro-

scale.

The objective of this thesis is to study the underlying physics and chemistry

of two-phase flow in porous media at the pore-scale, using well-controlled simple

geometries for microfluidic experiments. This Ph.D. thesis has been conducted as

follows: design of two-phase flow experiments, data acquisition for various flow rates

and fluid properties, development of a theoretical foundation, design of reactive

flow microfluidic experiments, data acquisition for various salinities, and pHs. This

document is organized into seven chapters. In the first chapter, the state-of-the-art of

physics of multiphase flow and reactive flow behavior in porous media is presented.

In the second chapter, the experimental methodology and setup are introduced. The

third chapter contains the fundamental two-phase flow theoretical developments.

The fourth chapter goes through the experimental results of fluid front behavior and

discusses the physics of multiphase flow in porous media. Chapter five concerns the

role of corner flows in slow drainage in porous media. In chapter six, we present

the developed methodology for studying reactive transport and discuss the effect of

impurities on the reactive behavior of sequestration in carbonate reservoirs. We close

the manuscript by summarizing and concluding this work in chapter seven.

xx



Chapter 1

Introduction

Multiphase flow is ubiquitous in many natural and industrial processes such as

Enhanced Oil Recovery (EOR), CO2 sequestration, colloid transport, etc. In the process

of CO2 sequestration, one fluid phase displaces another in a porous media. Flow

properties and fluid configuration in porous media vary from one to another based on

the various displacing-displaced fluid properties (e.g., viscosity, wettability, interfacial

tension, etc.), porous media properties (such as pore and throat size distribution,

pore shape, connectivity, etc.), and porous media heterogeneity. Based on the relative

affinity of the porous media surface to the displacing and displaced fluid, displacement

processes are divided into two categories, "drainage" and "imbibition". Drainage takes

place when the invading fluid displaces the wetting fluid (the fluid that has more

affinity to the surface). Imbibition is defined as the opposite of drainage when the

wetting fluid invades the porous media initially saturated with the non-wetting fluid.

At the continuum scale, an extension of Darcy’s law for multiphase flow is used

to describe the flow. Eq. (1.1) represents the one dimensional form of this extension

for phase i , where ui ,kr i ,µi ,Pi ,Kabs and x represent respectively velocity , relative

permeability, viscosity, pressure of phase i , absolute permeability and coordination

axis representative of direction and length. Kabs is defined as the permeability of the

porous media when it is fully saturated with the wetting fluid,

ui = kr i Kabs

µi

δPi

δx
. (1.1)

For each saturation, the relative permeability is defined as the ratio of the measured

permeability for each phase and the absolute permeability (kr = Ki
Kabs

). At first, a unique

relation between relative permeability and saturation was imagined. However, the first

signs of the inadequacy of this consideration appears by observing hysteresis effects,

resulting in different permeability values for imbibition and drainage conditions for

a given saturation. This is due to different flow paths adopted during each process,

which also leads to irreducible nonwetting saturation after the imbibition. This non-

1
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uniqueness of kr −S curves questions the Darcy equation application for multiphase

flow at different flow conditions. Besides, the the Darcy equation is achieved by assum-

ing steady-state or very stable displacement. In contrast, displacement processes can

violate these conditions as is experimentally observed in core-scale ([10]) or in micro-

scale using microfluidics ([142]), which is performing experiments in a 2-D replica of

porous media. Based on core-scale experiments, Aryana and Kovscek [10] suggested

that improvements in our physical understanding of multiphase flow is needed for a

better assessment of unstable displacement.

Moreover, in CO2 sequestration, the injected CO2 dissolves into the brine and starts

a chain of reaction, ranging from dissolution of reservoirs minerals to precipitation of

new minerals. The change in the equilibrium condition and mineralogy of the system

leads to deformation of pore structure and physicochemical properties alterations.

Porous media evolves in different forms depending on the system geochemical proper-

ties (solid and fluid) and flow conditions. Understanding porosity evolution in porous

media as a result of mineral reactions and its impact on fluid and solute transport

is critical since it is a crucial component in the long-term behavior of underground

storage systems [99]. The exact correlation between porous media petrophysical

alterations, governing kinetic reactions, and flow conditions is yet to be discovered.

To better understand the main goals of this research, this chapter provides the

state-of-the-art of facing challenges in the subsurface immiscible displacement pro-

cess. Additionally, the specific methodology adopted to meet our goals is necessary to

be discussed in comparison with available assets to have a clear view of how we tackle

objectives. For this purpose, this chapter is organized as follows: first, the concept of

multiphase flow is introduced and reviewed under two major parts: physics of flow,

which focuses on the physics of transport either in single pores or highly connected

porous media and reactive flow with a focus on the evolution of the porous media

during reactive transport, both physically and chemically. Then, a short review of

numerical models applicable to fluid displacement in porous media is presented. Next,

the available experimental methods are shortly reviewed. Finally, the objectives of this

research are presented.

1.1 Multiphase flow in porous media: state-of-the-art

One important challenge is to predict fluid behavior during unsteady-state multiphase

flow. It was first presented in the work of Buckley et al. [25] that by considering the

multiphase Darcy equation and applying the mass balance equation for a porous

media during a two-phase displacement process, one can find a relation between

2
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saturation and flow fraction ( f ) as a function of time and position, Eq. (1.2). ,

(
dSw

d t
)x =− qt

AΦ
(

d fw

d x
), (1.2)

where Sw , t , qt , A,Φ, fw and x are respectively water saturation, time, total flow rate,

flow area, porosity, water flow fraction ( fw = qw
qt

) and distance. One important result

of such a formulation is the stable displacement, displayed as the sharp saturation

change at the front, see Fig. 1.1a which presents the saturation profiles and front

movement in a displacement process for different injection volumes. However,

experiments proved that several factors such as large viscosity difference between

invading and resident fluids (large ∆µ), large density difference (∆ρ), heterogeneities

in porous media, etc. leads to instabilities [10]. Especially when the viscosity of the

invading phase is smaller than the resident fluid, the displacement process is prone to

instabilities at the front. The saturation profile and the front position are different for

each viscosity ratio. The lower the viscosity of invading fluid compared to the resident

fluid, the higher the instabilities. This deviation with the Darcy equation is due to the

violations of Darcy assumptions; the Darcy equation assumes stable and steady-state

flow in porous media. That is to say, inertia effects are ignored in Darcy’s assumptions.

However, depending on the flow condition, inertia can be decisive for the front

behavior during displacement processes. Viscous coupling is another phenomenon

that is ignored in the Darcy equation. Rose [110] mentions that when viscous coupling

happens in porous media Darcy equation is not applicable. These factors can cause

front instability and affect the fluid flow. Additionally, Hassanizadeh and Gray [54]

discussed some inherent inconsistencies in the application of the multiphase Darcy

equation to describe fluid flow in porous media.

The efficiency of fluid displacement at a large scale is tied with the fluid behavior at

the interface in porous media. Front instabilities affect the efficiency over a large span,

from very low to very high efficient displacements. It is critical to know what factors

dictate fluid front behavior to be able to have control of the displacement of the fluid

inside porous media.

Two dimensionless numbers are commonly used to indicate the balance between

active forces in porous media and multiphase transport. Viscosity ratio, which is a

comparison of mobility of displacing and displaced phase, is defined as the ratio of the

viscosity of displacing fluid (for drainage, non-wetting fluid, µnw ) to the viscosity of

displaced fluid (for drainage, wetting fluid, µw ) M = µnw
µw

. The capillary number is the

other practical dimensionless number in multiphase flow. It is defined as the ratio of

viscous forces and capillary forces C a = unwµnw
σnw cosθ . Where, unw is the non-wetting fluid

velocity, σnw is the interfacial tension of the phases, and θ is the contact angle. These

numbers are useful indications to describe different flow conditions and flow regimes

3
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(a)
(b)

Figure 1.1: (a) Saturation history of oil-bearing sand under gas displacement,
presenting the sharp front during unsteady-state flow, taken from Buckley et al. [25]
(b) One-dimensional saturation profile for experiments with different viscosity ratios
(Vr = µr esi dent

µi nvadi ng
) for the time of 0.21 pore volume injection of invading phase, taken from

Aryana and Kovscek [10]. It is depicted that by increasing the defined viscosity ratio
the front instability has increased and the displacement saturation profile has deviated
from the predicted profile of Buckley-Leverett equation.

[72].

In this section, we focus on drainage and, then, on imbibition displacement by

presenting the basic flow regimes and invasion mechanisms for each flow condition.

Next, we focus on interface instabilities and one important pore-scale mechanism

for drainage, known as Haines jumps. Then, this section is closed by presenting

underrated phenomena during the imbibition process known as precursor flow.

1.1.1 Front instability: drainage

Effect of flow regime and fluid properties

The study of fluid transport in porous media using micromodels goes back to the work

of Lenormand et al. [73]. In this study, they explained the fluid behavior in terms of

porous media characteristics, capillary pressure, and basic mechanisms, such as snap-

off 1, etc., happening during multiphase transport in porous media. They also tried

to attribute obtained pressure difference profiles for drainage and imbibition to these

presented mechanisms. In the later work of Lenormand et al. [72] series of numerical

simulations in comparison with experiments in etched micromodels were used for

observing the effect of fluid and transport properties on mechanisms of transport.

They used C a and M as indicators for classifying various flow and fluid parameters.

This characterizing methodology allowed them to sort their results in different flow

1Snap-off happens when the wetting fluid accumulates at a drained pore throat because of capillary
forces and bridges across the throat. More information and details are be found in Rossen [112].
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regime categories as the stable front, viscous fingering, and capillary fingering, both

in experiments and simulations. The front is almost flat in stable flows, and none

of or a tiny amount of displaced fluid is left behind. In the capillary flow regime,

fluids are left behind in the form of small or large bodies, interface displaces fluid

in all directions, including lateral and even backward movements, and loops in flow

patterns or trapping a large cluster of displaced fluid are observed. On the other hand,

the interface in viscous fingering is mostly oriented toward the outlet by making long

narrow fingerings, and almost no loop is observed. Consequently, a tree shape flow

pattern is indicative of this mechanism. The result of Lenormand et al. [72] work is

presented in Fig. 1.2 and Fig. 1.3.

Figure 1.2: Diagram of different flow regimes based on Ca and M in logarithmic axis,
from Lenormand et al. [72].

The same results were observed by later Zhang et al. [152] when they conducted

series of immiscible fluid displacements to measure the impact of viscous and cap-

illary forces on the stability of the displacement and fluid saturation distributions

in a homogeneous micromodel device. The final saturation, fluid and interface

distributions, and the global pattern in porous media were used as primary factors

for flow regime definitions. Also, they defined some regions as crossover regions

between stable and capillary fingering mechanisms and between viscous and capillary

fingering mechanisms. In an experimental study of transitions in crossover region for

supercritical CO2-water drainage in a homogeneous porous media, Wang et al. [142]

investigated three different flow regimes. The overall behavior of the invading fluid

saturation in these three regions is presented in Fig. 1.4. They report that for low

flow rates, while the capillary fingering is the dominant flow regime, the saturation

of supercritical CO2 increases a bit as the flow rate increases. On the other hand, at

high flow rates (viscous fingering regime), by increasing the flow rate, the amount
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of CO2 saturation remains almost constant. It is worth mentioning that they found

crossover flow regime has a lower saturation of supercritical CO2 comparing to two

other regimes. The differences in saturation, as is reported in Fig. 1.3, is primarily

because of the change in the flow path and interface movement.

Figure 1.3: Result of the simulations of Lenormand et al. [72]. a) at constant log M =
−4.7 (from capillary fingering toward viscous fingering flow regime by increasing the
C a), b) at constant log M = 1.9 (from capillary fingering flow regime toward stable
displacement by increasing C a), c) at constant logC a = 0 (moving from viscous flow
regime toward stable flow by increasing the viscosity ratio M).

Zhang et al. [152] realized that, at viscous flow regime, although multi-branch

fingering exists, after breakthrough (when the invading fluid reaches the outlet of the

system), only one of these branches continues conducting the fluid, the preferential

flow path. Conversely, at capillary flow regime, the flow will spread laterally over the

micromodel and, after breakthrough, all the channels participate in fluid transport

until the end of the experiment. In Singh et al. [115] the increase in residual saturation

is linked with the effect of preferential flow paths and the interface ramification. This

demonstrates how the flow regime and, as a result, the phase distribution can change

the preferential flow paths and overall flow properties.

Haines jumps

Based on the work of Haines [53], it is unshakable that the drainage process and

interface movement in porous media is composed of a series of abrupt jumps, known

as Haines jumps. These jumps are associated with inertial effects, and sudden pressure
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Figure 1.4: CO2 saturation vs capillary number in discontinuous-rate and continuous
flow experiments. For discontinuous-rate experiment, the micromodel is saturated
with water and then injection is started with favorable rate until it gets to quasi-static
condition. For the continuous-rate experiments, experiments are started with the
lowest flow rate and as soon as reaching the quasi-static condition, the flow rate is
increased and kept constant until it reaches quasi-static condition again. Results of
discontinuous experiments are in agreement with work of Lenormand et al. [72] as
presented in top left corner of the graph (taken from Wang et al. [142]).

fluctuations [77, 3] for fluid transport, see Fig. 1.5. It is suggested that these inertia

effects rule the invasion mechanisms thoroughly, and change invasion dynamics

[41, 84]. The change in invasion patterns results in different residual saturations,

flow paths, and large-scale behavior. Singh et al. [115] report based on experimental

observations that the main reason for the ramified front and residual saturation is

the preferential paths that fluid takes as a result of Haines jumps in slow drainages.

They found a relationship between the frequency of Haines jumps and the residual

saturation, based on governing Haines jumps probability function and comparing it

with the residual saturation data. On the other hand, Moebius and Or [84] investigated

the effect of inertial dynamics on the flow patterns and reported that inertial forces

are not able to change the invasion patterns and residual saturations. Still, the role of

momentum forces on the front is not well understood and needs to be investigated.

Understanding Haines jumps plays a crucial role in understanding the interface

transfer and, in general, multiphase flow in porous media. Nevertheless, this interfacial

process dynamics and origin are not thoroughly understood.

By comparing the interface velocity and average fluid velocity, measurements show

that the interface velocity is different from the mean flow velocity. In the work of

Roman et al. [107], the interface velocity is reported to be 2-3 orders of magnitude

greater than the mean velocity in terms of Reynolds number. In the study of Moebius

and Or [83], the interface velocity reaches up to 50 times the mean velocity due to the
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Figure 1.5: (a)-(c) Invasion of air into a glass-beads pack saturated with water. The
interface first reforms before the invasion and after invasion finds a new configuration
adjusting a lower capillary pressure. (d) water pressure as a function of time, taken
from Måløy et al. [77]

Haines jumps at the interface, happening at throats. It requires a more elaborate study

and characterization to understand the dynamics of Haines jumps.

By using micro-PIV2 technique in research of Roman et al. [107], sudden move-

ments far from the interface in the body of the defending fluid, and some pressure

oscillations, velocity changes and perturbations in areas near the interface were

observed. They relate these movements to the abrupt displacement of the interface

during Haines jumps and as proof of long-range effects of this phenomenon on

streamlines. The same results were reported by Blois et al. [18]; they observed that

the interface disturbs the fluid velocity pattern in resident fluid before it reaches the

measurement point. As a result, although the porous media is still saturated with

the defending fluid, fluid flow does not occur with the same pattern as it had in

steady-state single-phase flow. In some cases, the velocity field is more intense at

pore bodies rather than pore throats, contradictory to what usually is the expected

pattern for single-phase flows[18]. Armstrong et al. [9], report a certain pressure

gradient in porous media over which flow occurs due to interfacial instabilities. It

was concluded that fluid acts in a pressure gradient field on the microscopic scale,

which changes instantly and continuously and does not follow the overall macroscopic

pressure gradients. In other words, capillarity is a nonlocal process involving capillary

pressure difference that spans over several pores over the porous media geometry.

In addition, flow instabilities such as Haines jumps have a significant impact on the

pressure field, and its effects may propagate downstream and upstream [18]. This

2Particle Image Velocimetry, a more detailed definition of this technique is presented in Section 1.4.1
and also in Chapter 2.
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demonstrates the effect of mechanisms at the microscale on the preferential flow paths

of the fluid and connectivity of side pores in terms of decisive effects on flow patterns.

In other words, these phenomena emphasize the importance of taking into account

the local mechanisms related to the drainage processes and macroscopic effects linked

with the topology of the nonwetting fluid[107].

Moebius and Or [83], in their studies of the dynamics of drainage at pore-scale,

report very distinguishable pressure burst in pressure records. These pressure fluc-

tuations are attributed to fluid jumps, which show interfacial relaxations by capillary,

viscous, gravity, and inertia forces. They report Haines jumps as the main pore invasion

mechanism at low withdrawal rates and mention that interfacial jumps and pressure

bursts tend to be separated and clearly distinguishable from pore to pore. For higher

flow rates, however, jumps start to interfere with each other to the point that they

turn into avalanche-like invasions, in which several pores are being invaded at the

same time. These results agree with the model they present, and they suggest that

the amplitude of these pressure fluctuations is a function of the dimension of the pore

throat, its interaction with adjacent pores, and components such as roughness. This

is critical to point out that interfaces at different pores are connected to each other

[83, 8] and are able to affect the other interface dynamics and, as a result, invasion

pattern. Keeping in mind the aforementioned parameters, further studies are required

to elucidate the role of these factors.

The state-of-the-art shows the critical role of Haines jumps in multiphase flow in

porous media. It seems that these jumps shape the displacement and interface and

have an undeniable effect on the porous media flow regime and near interface flow

behavior. Nevertheless, these jumps dynamics and time, length scale, and affecting

factors are not clear. To investigate the origin and consequences of Haines’s jump, we

focus on pore-scale mechanisms in this study.

Porous media morphology: side pores effect

In this section, we present studies dedicated to the dynamics of Haines jumps and their

connection with the fluid dynamics and interface movements in adjacent pores.

Armstrong et al. [9], studied the transient dynamics of Haines jumps and reported

velocity of the interface at the pore for different flow rates, see Fig. 1.6. Based on their

simulation results, they suggest the velocity of jumps are not dependent on the flow

rate (Fig. 1.6) as it was suggested in their previous work [8]. Additionally, they propose

a direct correlation between viscosity of non-wetting phase and time scale of the event

and an inverse correlation, and an inverse relation between interfacial tension and

time scale of Haines jump. In other words, the duration of the pore invasion increases

by increasing the viscosity or decreasing interfacial tension.
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Figure 1.6: Independency of interfacial jumps with imposed flow rate [9].

Armstrong and Berg [8] report that the dynamics of Haines jumps is also a function

of the morphology of porous media and the configuration of the interface. It was

observed that fluid volumes in throats provide a part of drainage volume. When a

pore is drained, some adjacent necks were imbibed to supply the fluid volume in

the drained pore. It was observed that there is a direct relationship between the

maximum interface speed and the ratio of throats volumes near the invaded pore

to the volume of the pore. The more the ratio was, the faster the jumps were. In

addition, when invading fluid was invading two similar pores simultaneously, the

pore with more throats around dominated the invasion and inhibited other invasions

from happening. Furthermore, studies of dynamics of interface jumps show that the

front speed varies during the drainage process of pores [8]. In the beginning, the

speed reaches a maximum and then decreases to an approximately constant value.

Calculations of power-law coefficient for the displacement of the interface at different

stages of the invasion of a single pore (i.e., distance versus time) reveals different flow

regime before and after the maximum velocity of the interface during jumps. This

difference in power-law coefficient is attributed to the difference in driving forces of

each of identified flow regimes. Prior to reaching the maximum velocity, capillary

forces3, and the topology of porous media have a great impact on the displacement

behavior of the interface.

One noticeable result is that Ca is not always a proper indicative for multiphase

flow in porous media as Armstrong et al. [9] found different interfacial dynamics for

the same capillary number by manipulation of fluid viscosity and interfacial tension

(increasing and decreasing respectively), see Fig. 1.7. Additionally, C a does not

3The pressure difference between the interface at adjacent pores and at the invading interface. It
is worth mentioning that in the work of Armstrong and Berg [8], the Young-Laplace equation is used
to calculate the capillary pressure. More details and information on the Young-Laplace equation are
presented in Appendix A.1.
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consider the morphology of porous media; hence, it is susceptible to fail to predict

interface behavior for different morphologies and fluid distributions.

Figure 1.7: The front velocity with respect to time for different capillary numbers. First,
the velocity calculations are performed for logC a =−5, then by alteration of interfacial
tension and viscosity, decreasing and increasing respectively, front velocity at logC a =
−4 is calculated [9].

Based on the behavior of the interface at irregular capillaries during pinning-

jumping behavior of interface in the study of Moebius and Or [83], as a result of the

relaxation of active forces, jump in one channel resulted in retreating and oscillation of

interface in the other channel. These oscillations are normally related to inertia forces.

Very clear interface oscillation and pressure burst are observed for low withdrawal rates

both experimentally and numerically, Fig. 1.8; in higher flow rates, however, jumps

started to happen more frequently and to interfere with each other until they were

not distinguishable. The amplitude of these pressure fluctuations is a function of

the dimension of the pore throat, and its interaction with adjacent pores. It is worth

mentioning that the effect of pore shape and corners are not considered here.

1.1.2 Front instability: imbibition

The surface forces are at the heart of all the fluid and front dynamics that result in

distinct displacement processes in porous media. For the ultimate goal of harnessing

porous media, understanding these forces and how they control the front and fluid

movement is critical. For this purpose and to cast a new light on surface phenomena

and transport in porous media, the imbibition condition plays a significant role

besides the drainage state. Additionally, imbibition is an important part of natural and

engineering processes. It is also worth keeping in mind that recent studies, presented

later in this chapter, show that even in drainage conditions, invasion of wetting fluid

is happening in certain places due to inter-connectivity of the interface, which is

discussed in the last section [8].
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Figure 1.8: Interface position, velocity and pressure records, respectively from top to
bottom, for a double sinusoidal channel [83]. Pining-jumping behavior and oscillation
at interface is clear based on the sudden change of interface position, drastic changes
in velocity and pressure records and oscillation interface position plot and alteration
of velocity sign.

Zhao et al. [154], studied a variety of wettability conditions ranging from strongly

wet to strongly non-wet surfaces, and three capillary numbers were used during a

viscosity unfavorable condition, i.e. M < 1, to investigate the influence of wettability

on the displacement front. Different flow patterns and displacement mechanisms

were observed similar to the presented flow patterns in the drainage condition. In fact,

various imbibition flow regimes are categorized based on their propagation pattern

through the porous media in the work of Lenormand [71] in terms of an imbibition flow

phase diagram. Additionally, Lenormand [71] pronounce the role of film and corner

flows on the fluid imbibition, fluid accumulation, and pore occupation.

In the work of Zhao et al. [154], it was observed that by increasing the affinity of the
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surface to draining fluid, before some limit, the efficiency of displacement increases;

however, by improving the wettability of the imbibing fluid after the mentioned limit,

the efficiency drops and the invading fluid saturation reduces drastically. Fluid in

this regime covers the surface of channels by thin films, known as precursor film,

and defending fluid remains at the center of the channel. The other noticeable

finding of this paper is that by increasing C a, the fluid saturation and, as a result,

the displacement efficiency reduces. In the wetting condition, i.e., imbibition, wetting

fluid tends to flow from corners of porous media, and a large portion of defending fluid

remains in pore space. Fig. 1.9 is a summary of mentioned results. These results are in

agreement with observations of Lenormand [71] on precursor films.

Figure 1.9: Results for a vast range of wettability and different capillary number (D f is
fractal dimension, S invading fluid saturation, Ed displacement efficiency and θ is the
contact angle) [154].

Tanino et al. [131], used a crushed marble pack with low wettability to study

displacement mechanisms for three flow conditions indicated with three C a. It

is observed that the saturation at the end-point is not a function of flow rate for

their experiments, although it is already mentioned that many factors as wettability,

roughness, etc., affect the results. On the other hand, the saturation of the wetting fluid

in porous media was in inverse relation with the capillary number for early injection

times. In other words, the lower the flow rate is, the higher the wetting phase saturation

will be inside the column. This is attributed to the prominence of precursor films at low

flow rates and their transition to piston-like displacement mechanisms by changing

the flow rate. Nevertheless, this phenomenon length scale and involved parameters

remain a question. As it is noticeable in Fig. 1.10, for low capillary numbers, the

precursor film is the dominant mechanism of invasion for early times of experiments

and fluid covers the surface of the porous media all the way from the inlet to the outlet.

Some studies focused on the phase distributions and flow paths during the imbi-

bition process. In the work of Blois et al. [18], after performing a series of imbibition

experiments, besides the trapped non-wetting phase, some wetting phase parts were

found to be stagnant with zero velocity vectors. It demonstrates that these parts of the

wetting phase do not participate in the main flow, affecting overall permeability and

pore connectivity. This phenomenon results in some preferential flow paths referred
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Figure 1.10: Instantaneous, width-averaged oil saturation as a function of distance
along the packed bed at the beginning of water injection (red), at water breakthrough
(black), and 200 s after breakthrough (blue) at Ca=9×10-7 (a), 3×10-6 (b), and 9×10-
6 (c). Depicted lines correspond to intermediate times t-tb=-200.6 (a green dotted),
-121.2 (a green dashed-dotted), -30.0 (a green dashed), and -3.9 s (c green dashed),
respectively. [131].

to as channeling. These channelings vary in time (sudden flow direction deviation,

etc.) because of competition of viscous dissipations and elastic energy accumulated

via capillary forces.

These studies illustrate that the fluid front can be further ahead of the apparent

front in the form of corner flows and precursor films. There is still a lot to know on

this subject, such as how far this film moves, what can affect its thickness, how they

operate in the context of porous media and overall flow regimes, and what their role is

in imbibing a pore in porous media.

In this section, Darcy-scale multiphase displacement is presented. Then, it is men-

tioned that in several conditions, Darcy’s assumptions are not valid, and displacements

deviate from Darcy’s prediction, e.g., when inertia forces or viscous couplings are

comparable to other active forces. These conditions lead to different front instabilities

that must be studied in pore-scale. These instabilities are categorized, and different
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properties of them are defined. After, Haines jumps are introduced as one of the main

pore invasion mechanisms that are associated with inertia effects and can disturb flow

patterns and be decisive on flow and front behavior. Later, the dynamics of Haines

jumps, the effect of these jumps on fluid and interface behavior in adjacent pores,

and its effect on fluid configuration based on porous media morphology are presented.

Next, the effect of wettability on the flow regime and front behavior is discussed, and

precursor flows are mentioned as an important factor in the fluid configuration in

porous media in imbibition conditions. Here we studied how the physics of porous

media and flow can change the transport in porous media. The following section

focuses on the coupling between transport and reactions in the porous media and how

it will modify the flow patterns and porous media.

1.2 Reactive transport in porous media during the CO2

sequestration process

Reactive transport in porous media is a key process in both industrial and natural

applications, such as erosion due to acid rain, porous media reactors in chemical

engineering, subsurface mineral dissolution, and precipitation caused by acid in-

jection in EOR processes and CO2 sequestration. Mass transfer between the solid

and liquid phase leads to porous media physical and chemical properties alteration,

leading to rock petrophysical and physicochemical properties alterations, such as

porosity and absolute and relative permeability. The physics of these alterations are

mostly due to the change of pore shape, connectivity, and pore size distributions

[99]. These alterations are a result of various complex couplings of small-scale

processes taking place in porous media. In the process of CO2 sequestration, porous

media pattern and transport properties dictate the displacement main flow paths and

fluid configurations. The geochemical properties of porous media indicate in-place

minerals and their interaction with adjacent phases. Keeping these in mind, fluid-fluid

interface interactions add more complexities to the process, see Fig. 1.11 [125].

Fig. 1.11 is an abstract presentation of the interaction between different phases at

pore scale (at fluid-fluid and fluid-solid interfaces). Injected CO2 dissolves into the

aqueous phase and forms carbonic acid. Carbonic acid dissociates to bicarbonate ion

and proton according to Eq. (1.3) and Eq. (1.4). As a result, pH reduces in the aquifer.

These ions, either by diffusion or advection, are transported through porous media,

and if they get in contact with minerals that are susceptible to dissolution in low pH,

e.g., calcite, the solid phase of porous media dissolves into the aqueous phase. These

ions react with other present ions (either released by dissolution or already existing

in the equilibrium state) and result in precipitation of secondary minerals [125, 121].
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Figure 1.11: A pore-scale schematic of physical and chemical processes during CO2

sequestration [125].

These dissolutions and precipitations change the transport properties of the porous

medium.

CO2 + H2O H2CO3 (1.3)

H2CO3 HCO –
3 + H+ (1.4)

The transportation of ions plays a significant role in this interplay between phases.

Hence, the dominancy of each type of transportation results in different interactions

of fluid and solid phases and, as a result, different alterations of porous media. For

example, at low flow rates, the characteristic time scale of reactions is lower than the

ion transportation time scale. The transported ions, therefore, are consumed as soon

as they enter the media and form a compact dissolution [121]. On the other hand,

when the flow rate increases and the transport time scale is comparable or lower than

the reaction time scale, different dissolution patterns appear in porous media, as are

described and presented in Soulaine et al. [121].

Two dimensionless numbers are defined to indicate transport and reaction con-

ditions in porous media. Pe, Peclet number, is the ratio of mass transport rate by

advection to transport rate by diffusion,

Pe = vl

D
, (1.5)

where v , l and D represent velocity, characteristic length scale and diffusion coefficient
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respectively. Second Damköhler number, DaI I , is defined as the ratio of reaction rate

and diffusive mass transfer rate at fluid/solid interface. It is defined as

r l ′

D
, (1.6)

where r , l ′ and D respectively represent reaction rate constant, characteristic length

and diffusion coefficient.

For studying reactive flow in porous media and emergent behaviors, the pore scale

is critical since it contains the framework that smaller-scale (nano and molecular scale)

phenomena happen [125] while keeping the coupling between different mechanisms.

Moreover, it provides the chance to study reaction-induced porosity, permeability, and

the system reactivity changes. Micromodels are ideal tools to study flow and porous

media behavior at pore-scale, given that it provides us the perfect control on porous

media geometry and mineral distribution in addition to the ability of direct monitoring

of the system. Furthermore, in this method, we control the chemical system and

pore environment. Later in this chapter, we present the state-of-the-art of pore-scale

reactive flow study and the ability of micromodels to capture different stages and

mechanisms for a deeper understanding of the coupling between flow dynamics and

kinetics of the reaction.

The first quantitative measurements of ramified patterns produced by reactive flow

through porous media is found in the work of Daccord and Lenormand [29]. They

address fractal properties of dissolution patterns and present different dissolution

patterns for different flow and boundary conditions. Fig. 1.12 shows different disso-

lution patterns of their work. Later, they presented a model to predict the cumulative

deformation of dissolution structure for a limited case, [28].

Daccord et al. [30] studied the dissolution patterns with a focus on the impact of

transportation mechanisms and reaction types. They defined three different regimes

and categorized them in a Pe−K i phase diagram, where Ki is the kinetic dimensionless

number and is defined as K i = PeDa. They defined three major regimes.

Convection-limited condition is defined as a condition in which convection is

very low with respect to reaction, and reaction kinetics are limited by injection rate.

They mention that typically this regime results in compact dissolution patterns. Mass

transport-limited is defined when convection rate and reaction rate constants are

high, so the reaction is limited by the mass transportation to the interface. Normally,

dissolution occurs as dissolved channels known as wormholes, similar to viscous

fingering in a shape-oriented point of view. Dissolution is surface reaction-limited

when a high convection rate couples with a low reaction rate. Daccord et al. [30]

mention that a surface reaction-limited regime leads to a uniform dissolution. See
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Figure 1.12: Dissolution patterns based on different flow rates, Daccord and
Lenormand [29].

Fig. 1.13, where dissolution patterns are presented as a phase diagram.

Figure 1.13: The presented behavior diagram by Daccord et al. [30] for dissolution
patterns in porous media based on Pe and K i .

Later works focused on the effect of transport and reactivity on the whormholing

and dissolution patterns [42, 46, 128]. In the work of Golfier et al. [46], a Darcy-scale

model to quantitatively describe the coupling between fluid flow and reaction was

presented. They categorized resulting dissolution patterns into five categories, face

dissolution, conical wormhole, dominant wormhole, ramified wormhole, and uniform

dissolution. It was confirmed later in the work of Soulaine et al. [121]. Results were

presented both in Pe −K i and Pe −Da phase diagrams, see Fig. 1.14.

A very stable front is observed in facial (or compact) dissolution. In this domain,

solvents or acids are transported only by diffusion to the solid surface. As a result,
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Figure 1.14: Dissolution patterns phase diagram based on the results of Golfier et al.
[46].

concentration is homogeneous at the cross-sections to the flow Fig. 1.15(b). Conical

wormholes are representative of the condition that the dissolution is mainly diffusion-

dominated, but convections are effective as well. For this reason, fluid flow drags the

dissolution front toward the main stream and makes a conical pattern Fig. 1.15(c).

For a dominant wormhole, the transportation of chemical components to the matrix

happens mostly by advection. The dissolution, therefore, follows the higher velocity

domains, and since the diffusion is weak in comparison with advection, dissolution is

limited to the surrounding matrix Fig. 1.15(d). When the advection is the dominant

transport mechanism, fluid flow forms multiple dissolution pathways and ramified

wormholes Fig. 1.15(e). When the characteristic timescale of reaction is more than

transportation time, the solvent is transported to the whole porous media (by diffusion

or advection), and all the porous media is affected the same and results in a homoge-

neous dissolution all around the porous media Fig. 1.15(f).

Most researchers adopted Pe − Da to present their results in dissolution phase

diagrams. Szymczak and Ladd [128], studied the dissolution of fractures using a

lattice Boltzmann method coupled with a stochastic solver to account for fluid flow

and solute transport, respectively. They studied the effect of porous media geometry,

flow rate, and dissolution rate to obtain the optimal condition for wormholing. The

presented phase diagram was in agreement with previous works. Besides, the effect of

constant flow rate and constant pressure drop were investigated, and results show a

more intense erosion for constant flow rate conditions.

In the work of Soulaine et al. [121], a micro-continuum approach was used for

studying mineral dissolution from a pore-scale point of view. They found that both

grain shape and flow pattern change during different flow and reaction conditions.

The effect of reaction rates and transport mechanism on porous media evolution

and wormholing resulted in 5 different categories of dissolution that were in agreement
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Figure 1.15: Different dissolution patterns based on Pe and Da [121].

with previous works. However, the transitions between different patterns were not

the same. At low Da, the dissolution led into uniform dissolution. For higher Da,

based on the Pe, the following flow regimes were observed from low to high Pe

correspondingly: compact dissolution, conical wormholes, one dominant wormhole,

and ramified wormholes, see the phase diagram in Fig. 1.15 and compare with Fig. 1.14.

Later, in Soulaine et al. [122], they extended their work to two-phase dissolution,

where CO2 bubbles are created during the dissolution process of calcite. They showed

that the gas phase limits the transportation of the acid in the porous domain and

prevents the emergence of wormholes, and limits the average dissolution rate, see

Fig. 1.16.

In general, the emergence of non-soluble products as a result of mineral disso-

lution alters the storage, flow, and reactivity properties of porous media. One of

the most important and frequent examples of this alteration is the precipitation of

secondary minerals in the porous media and its effect on porosity. These dissolution

and precipitation processes are results of complex coupling between physical and

chemical processes. By dissolution and precipitation in porous media, the physics

and chemistry properties of flow are altered, resulting in different dissolution and pre-

cipitation patterns. Understanding the relationship between precipitation (porosity

changes) and flow properties (permeability) alteration plays an important role in better
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SEQUESTRATION PROCESS

Figure 1.16: Comparison of single- and multiphase dissolution. Undissolved produced
CO2 appears as bubble form on the mineral surface and changes the flow patterns; by
growing in size, bubbles might detach and move through the porous media or block
some paths [122].

understanding the system.

For predicting the relation between porosity and permeability, Kozeny-Carman

equation is a well-established semi-empirical equation, Equation (1.7). Where k,

φ, τ, and s represent permeability, porosity, tortuosity, and specific surface area,

respectively. By considering the validity of this equation, few works have developed

empirical equations to predict the permeability of porous media after alteration by

mineral precipitation. Xie et al. [147], and Poonoosamy et al. [101], simplified the

relation between primary and secondary permeability using Eq. (1.8) and Eq. (1.9)

respectively;

k = φ3

τ(1−φ)2s2
, (1.7)

k = k0(1−φ0/1−φ)2(
φ

φ0
)3, (1.8)

k = k0(
φ

φ0
)

3

, (1.9)

where k, k0, φ, and φ0 represent secondary and primary permeability and porosity,

respectively.

These equations are not extendable to all conditions and porous media since the

calculated amount for any change in porosity does not take into account the variation

of pore geometry, connectivity, pore and throat size distribution, and main flow paths

in porous media. As a result, it is important to have information on the conditions

affecting nucleation and precipitation of minerals on the solid surface and mineral

dissolution conditions to estimate the pore alteration rate for different pore properties.

One important factor is the pore size dependency of the precipitation process in

porous media. There is a diverse discussion on this topic. Borgia et al. [22] consider no

precipitation pore size dependency in their model for salt precipitation during thermal

energy recovery using CO2. Emmanuel et al. [37], observed quartz precipitation in
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smaller pores is inhibited due to interfacial energy of small pores, which increase

solubility. Hedges and Whitelam [55], predicts theoretically that the smaller pores

are preferential pores for precipitation. This controversy on pore size dependency

of precipitation in porous media arises from the fact that several other factors such

as precipitation composition, solution condition, and flow condition in porous media

affect the precipitation in different systems [124].

1.2.1 Carbonate systems and CO2 sequestration

One important system for CO2 sequestration process is carbonate minerals (calcite

and dolomite) rich system. The plausible dissolution and precipitations during the

sequestration process in these systems can significantly impact the process and are

necessary to be studied. Dissolution of carbonates during CO2 sequestration has a

great impact on reservoir porosity, and permeability [125]. CO2 dissolution in aqueous

phase and proton and bicarbonate ion formation as a result of chain reactions Eq. (1.3)

and Eq. (1.4) lowers the pH.

By reducing pH in the aqueous phase, the balance of the chemical system moves

toward reducing carbonate formation in the aquifer. In addition, by dissolution of

more CO2 in the aqueous phase and as a result reduction of pH (pH = 4 − 5 [24]),

carbonates dissolve and form carbonate ions.

CaCO3(s)
Calcite

+ H+
(aq) Ca2+

(aq) + HCO –
3 (aq) (1.10)

CaMg(CO3)2(s)
Dolomite

+ 2 H+
(aq) Ca2+

(aq) + Mg2+
(aq) + 2 HCO –

3 (aq) (1.11)

By exposure of the products to sulfate ions (produced by dissolution of other

minerals or dissolution of SO2), gypsum is produced.

Ca2+ + SO 2–
4 + 2 H2O CaSO4 · 2 H2O (1.12)

Precipitation of gypsum changes the carbon capture capacity of the aquifer, reduce

the permeability of the porous media and flow patterns, resulting in different dissolu-

tion and wormholing patterns. Besides, by covering the carbonate minerals surfaces,

leads to reduction of reactive surface area of the porous media.

Although kinetics of carbonate dissolution and precipitation are studied before,

to the best of our knowledge, the dynamics of these phenomena coupled with fluid

flow in porous media is not studied and well understood at pore scale. Moreover,

the kinetics of mineral dissolution and precipitation is fundamentally dependent on
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kinetic parameters such as the available reactive surface area [127, 56]. So far, the

definition of pore-scale parameters describing the induced mechanisms is lacking for

understanding mineralogy alterations. In this research we aim to quantify dynamics of

evolution of carbonate system resulting from dissolution and gypsum nucleation using

microfluidics, resembling CO2 sequestration with SO2 impurities.

As presented, pore-scale is an important study scale for either the physics of

multiphase flow or the study of reactive flows. These studies could be performed

experimentally or using numerical methods. The following section presents a short

review of the available numerical models for simulation of fluid transport and reaction

at the pore scale.

1.3 Numerical methods for pore-scale simulations

On large scales, single-phase simulations are based on the idea that properties of

the subsurface media are constant over the representative elementary volume (REV)

and structural details can be averaged [80]. The REV properties are extensively used

in large-scale simulations of multiphase phase flow in subsurface media, taking the

relative permeability concept as an example. However, due to the complex behavior of

porous media at different flow conditions, including the hysteresis behavior of porous

media, it can not be simulated by saturation-relative permeability relations that are

derived for a REV of the reservoir.

Pore-scale simulations are essential, as the large-scale behavior of displacement

is closely related to pore-scale behavior. Additionally, it is easier to have control on

boundary conditions, the geometry of porous media, and fluid and porous media

properties in simulations in comparison to experiments [80]. Considering pore-scale

physical and chemical processes, including the interfacial behavior, demands a very

fine resolution. Having existing computational limitations in mind, two types of pore-

scale simulations exist. One type sacrifices having a larger under-study domain for

having the high resolution of the porous media geometry (such as Boltzman method,

particle method, and grid-based direct numerical simulations). The other category

compromises the fine resolution of porous media geometry over consideration of a

larger domain of porous media by assuming the porous media as a network of pores

connected with channels (Pore network modelings) [125]. One other approach is

micro-continuum approach, where continuum-scale concepts are combined with the

pore-scale process modelings [125].
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Figure 1.17: Description of pore network model porous media representation,
considering throats and micro-porosity in connection with macro-porosity ( from
[15]).

1.3.1 Pore network modeling

In pore network modeling, porous media is considered as a network of pore volumes

connected by channels or pore throats [39] (see, Fig. 1.17). For each channel and each

pore, mass fluxes are calculated, and mass balance equations are solved, Eq. (1.13). In

Eq. (1.13), the mass balance for the i th pore is considered as the sum of the mass flux

from all the connected pore volumes j (qi j ),

∑
j

qi j =
∑

j
Gi j (Pi −P j ), (1.13)

where Pi , P j , Gi j are respectively pressures at i th and j th pore and the conductivity

of the channel between pore i and j , as an example Gi j for a cylindrical channel

is considered as Gi j = πr 4
i j

8µLi j
where ri j and Li j are radius and length of channel

respectively.

For obtaining an accurate representative pore network, the structure of porous

media can be extracted from 3D images of porous media. Normally, skeletonization

technique is used to extract the pore network, see Fig. 1.18.

1.3.2 Lattice Boltzmann

An alternative approach for CFD4 simulations instead of directly solving the Navier-

Stokes was introduced by the invention of the lattice gas methods [140]. These

4Computational Fluid Dynamics
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Figure 1.18: Extraction of the equivalent macro-pore network illustrated on the
reservoir sample Original 1000× 1000× 1000 voxel grey level image (a), binary image
of the resolved pore space (b), skeleton extracted from the binary image (c), and
partitioned macro-pore space (d) (from Bauer et al. [15]).

methods allowed particles to move on a discrete lattice and local collisions conserved

mass and momentum. However, the lattice gas methods had several drawbacks

consisting mainly of their noisy nature. Then, a particles density distribution was

considered instead of discrete particles, which eliminated the noisiness of the method

and allowed for a more general collision operator. The Lattice-Boltzmann (LB) method

has the advantage of describing non-equilibrium dynamics, especially in fluid flow

applications involving interfacial dynamics and complex boundaries [125].

1.3.3 Particle method

In particle methods, fluids are discretized considering particles that occupy a certain

position and carry an intensive physical property (e.g., mass). Particles are tracked

in time as they move at the pore space. Continuous variables (e.g., density) are

represented as the superposition of kernel functions centered on a set of discrete

particle points. The smooth particle hydrodynamics method (SPH), moving particle

method (MPS), Dissipative particle dynamics (DPD), and Cracking particles method

(CPM) are examples of particle method modeling.
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Figure 1.19: Different direct numerical simulation methods and theire consideration of
interface (either as zero interface thickness or finite interface thickness), from Wörner
[146].

1.3.4 Direct numerical simulation

Direct numerical simulations (DNS) follow the conventional discretization of continuum-

scale equations (finite volume, finite differences, and finite element) and meshing for

flow and transport (e.g., the Navier-Stokes equation). However, capturing the evolution

of the interface is a challenge in this method, and specific methodologies are employed

to capture the interface in the defined resolution of the discretized equations. Volume-

of-fluid method for multiphase processes and embedded boundary methods for

mineral-fluid interfaces are examples of direct numerical simulation methods, see

Fig. 1.19.

Despite all the computational improvements and developed numerical methods

in these years, numerical modeling is still confined to a specific range of flow, and

it fails to simulate the flow at very low C a (lower than 10−5). That is to say, new

experiments are necessary to explore the physics of flow, especially at low C a, to extract
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flow mechanisms and provide new data for modeling the displacement behavior. The

following section presents a short review of the experimental method and available

characterization methods.

1.4 Experimental method: microfluidics

The characteristics of porous media (such as absolute permeability) are directly and

closely related to porous system properties (e.g., pore and throat size distribution,

connectivity, and spatial relation of pores and throats). In natural porous media,

the complex connectivity of the pores, irregularity of pore and throat shape, and

the complexity and heterogeneity of composed materials complicate understand-

ing the relationship between the involved parameters. Additionally, although X-ray

computational tomography (CT) has improved in terms of resolution and real-time

characterization in recent years, it still lacks capturing the dynamics of small-scale

fast mechanisms of invasions. Despite great improvements in computational fluid

dynamics (CFD) techniques, it is still challenging to accurately model the dynamics

of the interface of two immiscible fluids in the pore space at low C a. Accurate

measurements of multiphase flow in porous media are required to bring insight into

the physics of the problem and to compare the results of multiphase pore-scale

simulators. For this purpose, several experimental techniques for the fabrication of

porous media and characterization of flow properties are developed. Among these

methods, microfluidics has drawn significant attention as a promising tool and an

excellent asset for studying porous media flow at pore-scale. Coupled with a high-

resolution monitoring system, microfluidics has shown a great potential to capture

mechanisms involved in displacement processes. Especially when the displacement

concerns very fast dynamics [8, 83]. Besides, microfluidics allows us to meticulously

design the geometry of the artificial porous media that enables us to reduce the

complexity of studying natural samples. Furthermore, by recent advancements in

fabricating methods and post-modification of microfluidic devices, it is possible to

replicate natural porous media by growing minerals inside the device [141]. One other

advantage of microfluidic systems is the direct observation and in-situ characteriza-

tion of the porous system with optical and spectroscopy methods. By this setting,

one is able to observe the transport in the porous media and, by using spectroscopy

methods, is able to monitor existing chemical components in the porous system. This

section presents several fabrication and characterization methods for microfluidics

set-up for pore-scale studies.
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Figure 1.20: Schematic process of photolithography and soft lithography [44].

1.4.1 Fabrication methods

Based on which material is used to fabricate microfluidic chips, the chips are divided

into two different groups. First, a group of microfluidic chips made of geo-material

substances; second, a group of chips composed of polymers, silicon, etc., generally, no

geo-material is used to build them.

There are different methods and procedures for fabricating a microfluidic chip in

each category. There are two major methods to fabricate microfluidic chips based on

fabrication process types: photolithography and soft lithography. These methods are

presented schematically in Fig. 1.20.

Synthetic micromodels

Silicon, glass, and polymers are three major materials that are used for microfluidics

devices fabrication. Among them, silicon is the first material that has been used for this

mean, but some drawbacks of silicon, such as opaque nature, convinced researchers

to find substitute ways for microfluidics chips fabrication in respect to their research

and needs [44, 47, 52].
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Silicon wafer The process of microfabrication using silicon is considered as three

major parts: photolithography, deposition of thin-film, and etching and bonding.

Photolithography is the process of making photomasks and transferring the desired

patterns on the photomask to the previously photoresist-coated substrate using ultra-

violet (UV) light[126]. The thin-film deposition step is the process that a thin layer

of materials such as silicon dioxide or silicon nitride is placed on the surface of a

silicon wafer using methods such as physical vapor deposition (PVD) or chemical

vapor deposition (CVD). Etching and bonding are the last steps in the preparation

of silicon wafers: it is possible to etch silicon substrate by employing wet etching (by

chemical solutions) or dry etching (plasma), e.g., reactive ion etching (RIE), deep RIV

(DRIE) and cryogenic etching. In the end, for microfluidics devices closure, a cover is

placed on top of the channels and bonded to the silicon wafer. Based on materials,

different bonding methods can be applied, e.g., fusion bonding and anodic bonding

[59, 74].

Glass Glass is another material that is used as both wafer and cover of the microflu-

idics devices. Glass enables us direct visualization over the system. It is possible to

put the glass through a photolithography process. Chemical etching and laser are

applicable for the etching of the glass material [44]. one drawback of glass micromodel

that goes under wet etching process is non-vertical walls, so the profile of channel are

in trapeze form.

Polymer Polymers are of other materials that are used for the fabrication of microflu-

idics devices. The procedure based on soft lithography is fully explained in [62]. At the

first step, a negative image of the pattern is generated on a silicon wafer, see Fig. 1.20.

After that, the polymer is poured on the master mold and is placed in an oven. The

next step is to remove the reticulated polymer from the master mold and seal the

projected patterns by bonding a polymer or glass layer. There are various methods

for bonding the sealing layer to the channels-containing polymer, but one of the most

frequently used ones is the plasma method [43, 60, 62]. This method is much quicker

and low-cost in comparison to silicon and glass etching, although the preparation of

the master mold takes time, and expenses are relatively high at first. One of the most

famous polymers for microfluidic purposes is PDMS5, a type of elastomer, which is

very common in microfluidics, for it is friendly for normal laboratory conditions and is

non-toxic.

5Poly-Di-Methyl-Siloxane, for more detailed information, see Chapter 2
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Geo-material-based microfluidics

This method, recently, has attracted the attention of researchers working on microflu-

idics in works related to hydrology and, in general, geosciences. The main reason

for using this method is to have a more realistic view of what happens in real porous

media. In addition, it is possible to study phenomena such as mixed wettability. This is

important because the surface forces and surface properties can profoundly affect the

flow in such small pores.

There are different techniques for using geo-materials as microfluidics devices.

One technique is laser-etched rock substrate. It was at first introduced by Porter et al.

[102]. They used this method to have a more realistic view of the flow properties by

considering reservoir conditions and rock properties. Also, Song et al. [119] used a

calcite rock to make a micromodel chip using wet etching directly.

Another method is to functionalize the surface of silicon, glass, and polymer

microfluidic devices by coating its surface with the desired material. For example,

coating the micromodel surface with clay minerals can simulate sandstone porous

media. Another method is to put small sliced pieces of minerals between layers of

polymers. Details of these methods can be found in [6, 120].

In this section, different fabrication methods are reviewed. Based on the exper-

imental methodology and the understudy system, different quantities are of impor-

tance and must be measured to describe the system. In the following section, different

characterization methods are presented.

1.4.2 Characterization methods

In the microscale studies of fluid flow, both quantitative and qualitative data can reveal

the mechanisms of fluid flow inside pores. For example, when the displacement of

two immiscible fluids is considered, the average saturation of phases and the shape

of flow paths can be a sign of dominant forces in pores or at least give an insight into

the overall performance and efficiency of the displacement. In addition to that, some

information such as the dynamic contact angle and the front velocity are obtained

easily by visualization of the porous media and give us some quantitative data on the

flow characteristics. These data help us to detect the reason for preferential paths for

the fluids, mechanisms of trapping, boundary layers, etc. Also, in reactive flows, for

measurement and observation of porous media’s physics alteration, following porous

media properties through the system, obtaining data on chemical composition for new

models, and comparing with numerical simulations, several methods based on the

sample type, scale of the study, etc. are developed. In the following section, we aim

to quickly present some of the most frequent and innovative methods that are able to

perform characterization at pore-scale experiments.
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Optical observation One of the most common ways of visualization of the fluid

transport inside microfluidic devices is using a microscope coupled with a camera.

In this manner, information such as the saturation of phases, etc., are obtained using

image processing techniques. Another strength of this method is the ability to measure

the contact angle, interfacial curvature, and interface area. In addition, using high-

speed cameras, this method is able to record fast events happening in porous media

by focusing on a specific area in the porous media [62, 83]. There are two major setup

types. The first one is when the light source is beneath the microfluidic chip (the

opposite side of the camera), and light beams transmit through the chip, and details are

transferred to the camera. The other one is when the light source is on the same side of

the camera. In this method, the light reflects from the surface and gets to the camera.

Optical imaging is one of the most feasible methods for reactive transport in porous

media that does not need complicated instruments and facilities. A thin section of the

under-study sample or a designed microchip is imaged under the microscope. Based

on the obtained images, it is possible to dynamically follow the geometry changes

as a result of dissolution or precipitation throughout the experiment. For example,

Soulaine et al. [121], observed the dissolution of calcite mineral using HCl acid. Optical

observations, however, are applicable to limited pore size, and pores in a nanometer

scale are not quantified during observations on couples of microns wide.

Confocal microscopy Confocal microscopy is a precise 3D imaging technique. This

method is used for relatively slow flow rates. The idea is to take consecutive pictures

from the different depths of the object and make a 3D picture of that. This method

tracks the particle patterns inside a flow and finds the flow velocity field (refer to

micro-PIV section). In addition, this method is used to study the thickness and other

properties of the film over the solid surface. Basic information and resources can be

found in [44, 61, 150].

2D backscattered electron microscopy This method was first introduced by Pe-

ters [96] and is based on the backscattered mode of scanning electron microscopy

technique for mapping porosity and mineral distribution at the pore scale. This

combination of mineral characterization and porosity mapping makes this method a

powerful tool to measure the accessible reactive surface area.

X-ray micro-CT X-ray computed microtomography is a technique composed of an

X-ray source, object, and detector that measures the transmitted or emerging X-

ray intensity off the sample. Based on these data that normally are gathered in 2D

radiographs, a spatially resolved 3D image containing both physics and chemistry of

sample is obtained by stacking the data together [125]. This method works best at
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a micro-scale. However, nano-scale resolution is achievable by reduction of sample

investigation volume. Imaging in this technique is time-consuming. As a result, this

technique is not perfect for highly transient stages of CO2 sequestration.

FIB-SEM Focused Ion Beam-Scanning Electron Microscopy is a high-resolution to-

mography technique. This technique has a resolution in nano-scales. Hence, this

method is applicable to determine porosity, considering nano-pores. The same as

XCMT, this FIB-SEM is not capable of capturing high transient phenomena during

displacement processes.

Raman spectroscopy Raman spectroscopy is a non-destructive method based on

analyses of scattered light off the sample as a result of emission of a high-intensity

light on the sample molecules. Based on the wavelength of the scattered light, the

chemical composition of the sample is detectable. High-intensity laser light is emitted

on a molecule, and the scattered light is analyzed. Most of the scattered light lies

in the same wavelength as the emitted laser (this portion is called Rayleight scatter);

however, a small portion of it has a different wavelength, which depends on the

chemical structure. Each chemical bond has its own wavelength and is distinguished

by intensity picks, which are collected after emission. This method, coupled with

microfluidics, is able to provide information on the chemical composition of the

sample at pore-scales. This shows how solid chemicals dissolve in other phases, what

is the exact mass transfer coefficients between phases, how precipitations form, and

what path do chemicals choose [50, 63, 117, 104].

Microscopic particle image velocimetry (Micro-PIV) This method aims to add very

small particles to the fluid and use an intense light source to capture images of them

in sequent times and measure the fluid velocity field by analyzing images. The time

difference between two sequential images is used to track particles as time passes. It

enables us to find the velocity vector of particles by dividing the position changes over

time. The position changes of particles are found by cross-correlation of interrogation

windows (IW). There are a couple of factors that affect micro-PIV results and are

considered for designing the system. First of all, it is important that the light source be

in such a manner that particles are clearly distinguished from other parts of the fluid

and intense enough that the camera be able to capture the image in a relatively short

time so that particles are not shaded. Second, particles should not disturb the flow, so

the size of particles should be small enough to move, accelerate and deaccelerate with

the flow and not block the pore throats and also not be affected by Brownian motions.

Its density, also, must be compatible with the fluid and not sediment during the flow.

Besides, the particles should not interact chemically with the solid phase or the liquid
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phase. This factor restricts the implication of some particle types, especially when the

fluid is a strong solvent such as supercritical CO2. In recent years, this method has

evolved and has been used in different research fields, such as carbon dioxide capture

and storage. In following papers, a more detailed review and application methods and

aforementioned considerations of micro-PIV are found [64, 81, 107].

1.5 Summary and objectives

In this chapter we presented state of the art in fluid flow and reactive transport in

porous media and established pore scale as the right scale for studying transport

in porous media. First, we presented different displacement patterns and decisive

factors for different flow behaviors. Then, Haines jumps was presented as one

of the most important invasion mechanisms among presented different invasion

mechanisms. Later, some characteristics of these interfacial instabilities, such as

pressure bursts, pinning and jumping, connectivity of the interface through porous

media, etc., was discussed and importance of the study of the dynamics of this

phenomena was pointed out. Then, the effect of surface forces and wettability on

drainage and imbibition was discussed and corner flow and precursor flow were

presented as two important phenomena that are able to affect fluid distribution and

recovery factor. In the next section, basics of reactive flow was presented. Then,

the state of the art of different chemical dissolution fingering patterns were shortly

reviewed and the importance of mass transport and kinetics of the reaction beside

involved mechanisms were highlighted. Additionally, the effect of precipitation on

alteration of porous media and as a result on porosity, permeability, flow patterns and

reactivity was explained and reactive system of carbonate-gypsum was presented as

the desired system for the study. Finally, micro-scale study of the system by using the

microfluidics experimental method and a confocal Raman spectroscopy for chemical

characterization, was considered as the ideal configuration for studying dynamics

of porous media alteration (physically and chemically) and its effect on the reactive

transport through the system. In the last section, an update and a brief review on

the different microfluidic chips and characterization methods for fluid flow study in

micromodels were presented.

This study is conducted to investigate the physical and chemical mechanism

involved in CO2 sequestration in deep aquifers at the pore-scales using microfluidic

devices. In this regard, in this research, we seek mainly two aims:

• To address triggered pore invasion mechanisms at each flow regime during two-

phase immiscible displacement in porous media to quantify the role of involved

pore-scale phenomena on the front behavior.
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1. Microfluidics will be adopted as the experimental method, and the porous

media geometry will be designed to study the displacement process at a

well-defined geometry.

2. A set of experiments of immiscible drainage for different flow rates, fluid

pairs, and wettability conditions will be conducted.

3. Experimental results for dynamics of pore invasions based on interface

dynamics and micro-PIV results will be extracted.

4. A model capable of capturing interface dynamics by considering main

active forces on the interface will be developed and compared to the

experimental results.

5. The impact of the residual wetting phase on interface dynamics will be

studied by investigation of corner flows dynamics. A numerical model will

assist us in evaluating our results.

• To investigate the kinetics of calcite dissolution, the evolution of the reactive

surface area, and to monitor porous media alteration, to quantify the effect of

SO2 impurities on the CO2 storage.

1. Microfluidics will be adopted as the experimental methodology, and a

microchip is designed and developed to simulate the sequestration process.

2. Calcite minerals are grown in the microfluidic system to mimic a carbonate

rock system.

3. Experiments will be designed to study calcite dissolution and gypsum pre-

cipitations for different gas compositions. A confocal Raman spectroscopy

will be used to probe the system chemical compositions and obtain a 3D

map of dissolution precipitation processes in our microfluidics chip.

4. By compiling the obtained data from dissolution and precipitation of

minerals, a model for the kinetics of the porous media alteration and the

available reactive surface will be developed.

5. PHREEQC (a geochemical software) will assist us in the validation and

comparison of the results.
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Chapter 2

Materials and methods

In previous chapter, microfluidic devices were reviewed as a cheap, accurate and

favorable tool for pore-scale studies of flow and transport in porous media, see

Section 1.4. In this chapter we present the experimental framework and methods we

use to obtain data for answering raised questions in studying physics of subsurface

multiphase flow and geochemical interactions of the porous system. First, we present

our micromodel in terms of patterns and preparation method and procedure, then

a description of experimental set up and materials and experimental protocol is

presented. After, we provide a description of techniques that were used for data

acquisition in our experiments. Finally, calculations of frequently used dimensionless

numbers in following chapters is presented.

2.1 Experimental methodology and setup

2.1.1 Micromodel patterns

Using microfluidic techniques, we are able to design the morphology of the porous

system. Various works have investigated different porous settings from 2D replicas of

real rocks [107] to simplified homogeneous systems [18]. In most of the studies, pores

are vastly connected through a pore network system, making it almost impossible to

associate observed front disturbance to a specific invasion, due to the non-locality

of events. In other words, the connectivity of pores rises the chance of interference

by a phenomenon happening at large number of pores, which adds limitation to

distinguish between understudy phenomena and disturbing effects. Since in this

research the focus is to determine and extract the effect of pore scale phenomena on

the interface and the front behavior at other pores, the geometry designs were kept as

minimal as possible to be able to separate individual effects.

The first design is based on the conceptual illustration of successive pores and
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throats in porous media as pore doublet model with two sinusoidal capillaries, Fig. 2.1.

The theory behind two phase flow in such models is presented in the Chapter 3.

Throats and pores were considered 40 and 160µm wide and a depth of 40µm was

assigned to the whole micromodel. The schematic of the channels is presented in

Fig. 2.1. The designed porous media is connected to the inlet and outlet with two

capillaries of 1cm long from each side.

Figure 2.1: Patterns of microfluidic capillaries are presented schematically. The
dimensions and aspect ratio of presented pattern are considered as 80µm and 20µm
respectively for Rp and Rt .

One other microchip is designed to produce a microfluidics system that resembles

the CO2 sequestration in carbonate reservoirs. An effort toward capturing the chemical

mechanisms induced by introducing a miscible non-wetting phase to a calcite system

is made. In this regard, a novel design of a silicon-glass microchip is proposed to put

the gaseous phase in direct contact with the aqueous phase. The designed geometry

is made of homogeneously distributed 40µm circular pillars and 2.5mm capillaries

to transport chemicals, see Fig. 2.2. More details on the design and properties of the

porous media is found in Chapter 6.

2.1.2 Master mold preparation

Nowadays, there is a wide variety of choices for fabricating microfluidic chips. Various

methods and materials have been developed and are available, ranging from silicon-

glass, polymer-based, geo-material-based, etc. One major method to obtain the

porous media network as a chip is to use a type of transparent polymer known as

PDMS (Poly-Di-Methyl-Siloxane). PDMS is a type of viscoelastic silicon-based organic

polymer. It is safe and easy to work in a normal laboratory environment (i.e., it is

nontoxic, nonflammable, and inert), and it does not need any complicated facility

and clean rooms to prepare. In addition, and most importantly, the geometries are

very well controlled on these devices. Another advantage of this method is the ease

of replicability in addition to the financial privilege. A detailed review of micromodel

types is presented in Karadimitriou and Hassanizadeh [61].
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Figure 2.2: A schematic representation of the microchip pattern for studying reactive
transport. The porous media is composed of homogeneously distributed circular
posts.

For our experiments, PDMS microchips are used as our primary method. For the

preparation of chips, a silicon wafer serves as a mold (the process of master mold

preparation and soft lithography is presented in Fig. 2.4 and Section 2.1.3, Fig. 2.5).

For master mold preparation, two methods and protocols are mainly adopted that we

explain here. Master molds were prepared in the cleanroom facility of GREMI (Groupe

de Recherches sur l’Energétique des Milieux Ionisés). Here, we mainly summarize the

workflow of each method. The detailed protocol is found in Appendix A.

• A silicon substrate is used through the photolithography process for microfab-

rication. A layer of photoresist is distributed homogeneously on the surface of

the silicon wafer. Then, the wafer is placed on a hot plate to perform the soft

baking. For the next step, the patterns are transferred to the wafer by a precise

exposure of the photoresist layer to ultraviolet light through the mask. The wafer

is immersed in a developer bath to remove the exposed photoresists. Then,

the wafer goes through a plasma cryogenic etching process. A high-resolution

control on the geometry of the patterns along with extremely vertical walls are
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Figure 2.3: Scheme of cryogenic etching method, taken from Dussart et al. [36].

obtained sing a ICP reactor (inductively coupled plasma, ALCATEL). This process

removes layers of the wafer at areas that are not covered with photoresist (see

Fig. 2.3). The channels remain on the wafer to be used as the master mold for

PDMS soft lithography. More detailed steps of the process and more details on

cryogenic etching are presented in Appendix A.2 and [1, 36].

• The second method that is used for microfabrication is employing SU-8-2025

photoresist in the fabrication process. In this process, the photoresist remains as

patterns and obstacles on the wafer for soft lithography. The photoresist spreads

homogeneously on the wafer, and the thickness is adjusted by controlling spin-

coating speed (Fig. 2.4a-b). After, the wafer follows a soft baking process

(Fig. 2.4c) and, then, it is exposed to UV light (Fig. 2.4d) and a post-exposure

baking is followed (Fig. 2.4e). Then, the patterns are developed by immersing

the wafer in SU-8 developer (1-methoxy-2-propanol acetate, MICROCHEM),

Fig. 2.4f, and finally rinsing with water. In the end, the non-exposed parts

of the photoresist on the wafer are removed, and the SU-8 on the designed

porous media remains. Then, the surface is coated with a hydrophobic layer

(PFOCTS, Merck, Sigma-Aldrich) to facilitate the PDMS molding, Section 2.1.3.

The obtained wafer is ready to be used as a master mold for the preparation

of PDMS micromodels (Fig. 2.4g). The details of the master mold preparation

protocol using SU-8 is provided in Appendix A.3.
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Figure 2.4: Schematic of SU-8 master mold microfabrication.
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In what follows, the process of PDMS replication and preparation of microchips

for experiments are explained. Before that, it is important to keep in mind that with

all the benefits of PDMS soft lithography, PDMS is permeable to gases. Hence, since

our geochemical system contains a toxic gaseous phase, a silicon-glass microchip is

considered there. The process of silicon substrate etching remains similar to what is

explained here. However, microfluidic chip preparation follows a different flow that is

explained in details in Section 6.2.2.

2.1.3 Preparation of micromodels

In the beginning, it is necessary to polymerize liquid PDMS elastomer using the

curing agent. Monomers are completely mixed with the activating agent following the

workflow of Roman et al. [106]. Pouring liquid PDMS on the mold surface is preceded

by cleaning the mold with isopropanol (IPA) and water. Then the polymer on top of

the mold rests to complete the reticulation process, Fig. 2.5a. The warmer the resting

environment is, the faster the reticulation process will be. Then, the PDMS layer is

ripped off the mold. After, the injection points are drilled precisely using a biopsy

puncher in the inlet and outlet channels. As the final stage, the porous media pattern

on the PDMS layer is closed by covering the surface with a smooth slab of PDMS by

activating the PDMS surface using a plasma treatment and attaching it to the other

layer (Fig. 2.5b-c).

2.1.4 Surface treatment

It is noteworthy to keep in mind that PDMS is a hydrophobic material in its nature.

Nevertheless, heterogeneous wettability of PDMS has been reported in previous works

[62]. Wettability is a crucial parameter for two-phase flow processes. Thus, a good

control of the wettability of our microfluidic devices is needed. There are methods

to modify the PDMS surface properties to make it homogeneously hydrophilic or

hydrophobic. In what follows, the methods that have been used in this research are

presented.

Plasma treatment

PDMS surface is susceptible to change properties with plasma treatment. In the

work of Tan et al. [130], it is proposed that the surface contact angle of PDMS is a

function of the duration of oxygen plasma treatment, plasma properties, preservation

environment after the treatment, and duration of exposure to the lab environment.
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Figure 2.5: A schematic view of PDMS soft lithography process. The PDMS is poured
on geometries of a clean wafer and rest in oven to reticulate at 65◦C for two hours (a).
The PDMS layer containing geometries and the covering layer are plasma treated for
40 seconds (b). Two layers are bonded after plasma treatment and are placed on a hot
plate at 100◦C for 5 minutes (c).

In addition, they mention that the duration of plasma treatment may affect the PDMS

surface’s roughness. The results of Tan et al. [130] are presented in Fig. 2.6. Results show

that the contact angle after 5 minutes of plasma treatment stabilizes between 50◦-60◦

and this contact angle is preserved for several weeks if the PDMS is kept in deionized

water (DI water).

For validation and certifying the contact angle after plasma treatment of our

micromodels, a series of contact angle tests are conducted to measure contact angle

dynamics with time. Layers of smooth surface PDMS are treated in a plasma chamber

for 5 and 6 minutes. Then contact angles are measured using KRÜSS ADVANCE drop

shape analyzer at different time stages using a sessile drop method. The results are

presented in Fig. 2.7.

After plasma treatment, the initially measured contact angle is approximately 15◦.

As time passes, the contact angle increases gradually. After almost 4 hours in contact

with air, the contact angle stabilizes at a constant value of 45◦. Fig. 2.8 shows some

frames of contact angle measurement for different droplets at different times.
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Figure 2.6: Reported water-air contact angles for an oxygen plasma treated PDMS
microfluidic device for various treatment duration versus time of exposure to air, taken
from Tan et al. [130].

Figure 2.7: Experimental results of contact angle measurements of plasma treated
PDMS with respect to exposure time to air for two different plasma treatment
durations.

Figure 2.8: Contact angle measurements for Oxygen plasma treated PDMS layer at
different time stages. The measured contact angle from left to right is respectively
31.6◦, 34.65◦ and 43.6◦.
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Figure 2.9: The schematic of the PVA deposition process in a PDMS microfluidics chip.

PVA deposition

Trantidou et al. [137] presented a method to modify the PDMS surface by the de-

position of PVA (polyvinyl alcohol). By this method, a homogeneous long-lasting

hydrophilic PDMS surface is obtained. First, a homogeneous solution of PVA in water

must be prepared. To fully dissolve PVA, initially, it is added to DI-water (1 w t%) at

room temperature. The solution is stirred for 40 minutes. Then, the temperature is

increased to 100◦C while the stirring continues for another 40 minutes. Finally, the

temperature decreases to 65◦C and the solution is left to stir overnight. The next day,

to compensate for any water losses due to evaporation overnight, water was added to

the solution to keep it at 1 w t%. Then, PDMS microchips are placed in the plasma

chamber for 5 minutes, and PVA solution is injected inside the porous media right

away. The solution rests in the microchip for 10 minutes at room temperature. Then,

it is completely removed by blowing air. Finally, chips are heated for 15 minutes on

a hot plate at 100◦C . Fig. 2.9 summarizes the PVA deposition process in a schematic

representation. The air-water contact angle is measured to be 18◦ after treatment with

PVA and it keeps the same value for the first day. More information on durability of the

treatment are found in Trantidou et al. [137].

Silane deposition

Karadimitriou et al. [62] developed a novel procedure to change PDMS wettability to a
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Figure 2.10: Injection of TCP silane in a PDMS microfluidic chips to make it uniformly
hydrophobic.

uniform hydrophobic surface. In this process the TCP silane, Trichloro(1H,1H,2H,2H

perfluorooctyl), is dissolved in ethanol with 0.018 vs
ve

volume ratio. Then, the solution is

filtered using a 0.45µm pore size Millex filter. After, the filtered solution is poured into

a flask and is heated to 115◦C . The vapors are conducted into the microfluidic chip for

half an hour, Fig. 2.10. Finally, the chip is placed in an oven to dry. Karadimitriou et al.

[62] report a contact angle of 4◦ for water-fluorinert and we measured the value of 33◦

between water-glycerol ( 60
40

v
v ) and silicone oil 100 cSt .

2.1.5 Experimental setup

The experimental setup is presented in Fig. 2.11. for visualization of the system, an

upright microscope (Nikon, Eclipse) is synced with a camera (Andor Neo, sCMOS 5.50

Megapixel, up to 500 f /s) and a Metal Halide lamp is used as the light source. our

setup is also equipped with a Raman spectroscopy system for monitoring chemical

composition. Two different systems of fluid injections are used, a syringe pump

(Harvard Apparatus Pump 11 Elite) for constant flow rate experiments and a pressure

controller (OB1 MK3+, Elveflow microfluidics flow controller, with a pressure range

of 0 to 8 bar ) for having constant pressure difference between inlet and outlet of

micromodel.

2.1.6 Experimental workflow

All the experiments are conducted at room temperature. The aqueous phase is seeded

with micro-particles (Polybead Carboxylate Microsphere 1µm diameter, Polysciences)

at approximately 0.06% volume concentration to visualize fluid movements during
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Figure 2.11: The schematic of experimental setup, including pressure regulator,
monitoring system, fluid reservoir and microfluidic chip.

experiments. The density and surface properties of these particles are chosen to

minimize deposition and aggregation in our micromodels. Usually, the interface

between gases and liquids is sharp enough; however, liquid-liquid interfaces are

difficult to differentiate. A royal blue dye (PME, Royal blue food color) is added to the

aqueous phase to ease distinguishing phases. Before each experiment, for each choice

of fluid pairs, micromodels are treated with one of the mentioned methods to modify

the PDMS wettability so that it is always a drainage condition with an unfavorable

mobility ratio (M < 1). In the drainage experiment, the micromodel is filled with the

wetting fluid. Then the nonwetting phase is injected into the micromodel to displace

the occupying phase. Meanwhile, image sequences of the flow process are recorded

with different magnification and frame rates.

2.2 Data acquisition methodology

For the experiment, we mostly extracted three types of data from the recorded image

sequence, interface dynamics, fluid body dynamics, and residual corner fluid dynam-

ics. In each type, a workflow is considered, which is presented in the following sections.

2.2.1 Interface dynamics

The first data set of our interest is the displacement, dynamics of the interface, and

saturation data during experiments. A MATLAB® code is developed using the image

processing toolbox to analyze images. In the beginning, images are turned to grayscale
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(a)

(b)

(c)

Figure 2.12: Process of extraction of invading phase out of images. From top to bottom,
(a) captured image, (b) edges detection and (c) extracted invading phase are presented.

images and a pixel-wise adaptive Wiener correction filter is applied to each image,

Fig. 2.12a. Then, the edge detection technique is employed to detect channels’ outer

boundaries and the interface, Fig. 2.12b. By using image filling techniques, the

interface of invading fluid (including fluid-fluid and fluid-solid interface) is detected,

Fig. 2.12c. In this step, measurement of front position (measured as the distance

between inlet or outlet of the geometry from the interface), saturation (measured by

calculation of the ratio of the surface area occupied by invading phase and the surface

area of capillaries), and interface surface area are feasible.

2.2.2 Fluid body

PIV is a widely used technique that provides information about velocity fields and

streamlines in fluids. In this method, the fluid is seeded with particles. Then,

sequential images of moving fluid are taken. After that, captured images are divided

into several interrogation windows. Each interrogation window contains particles that

have made a pattern. PIV benefits from a cross-correlation technique to find the

position of each pattern in the next image of the image sequence. The displacement

between two interrogation windows containing the same pattern is considered fluid

movement. Velocity vectors, then, are calculated by dividing displacement by the time

difference between images. Fig. 2.13 illustrates the described process.
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Figure 2.13: PIV process at a glance; interrogation windows, their transform between
two adjacent images in image sequence, calculation of displacement and velocity and
an example of final results, taken from Roman et al. [107].

Particle concentration is critical to be high enough to cover the practical resolution

of streamlines and velocity field while avoiding any change in fluid properties by filling

the fluid with a high concentration of particles [5]. Typically, in standard PIV, laser

illuminations with fluorescent particles are used to blackout everything other than

particles. Roman et al. [107] used a normal microscopy illumination to obtain the

image sequences of the porous media and perform PIV. As is described by Roman

et al. [107], because of the shallow depth of the porous media and small focal depth of

the microscope, the focal plane of the objective is considered equivalent to the depth

of the micromodel; hence, PIV measurements are applicable in this configuration.

For this purpose, an image processing sequence precedes PIV analysis to remove the

background out of the images.

Image processing for micro-PIV technique has several steps in common with the

process for interface detection and tracking (discussed processes in Section 2.2.1).

For the next steps, we follow the work of Roman et al. [107] to prepare images for

performing PIV. To be able to separate the foreground from the background of the

images, binarization and morphological techniques are applied on a time-averaged

image to detect the edges of channels and correspondingly distinguish the grain

texture from pores. By subtraction the background from each image, only the particles

in channels remain. By adjusting the histogram of the resulting images, particles that

are highly out of focus are removed from images.

Imaging frequency is an important factor of the captured image sequence. The

time interval between images should be large enough to capture displacement of the

patterns within two sequential images and low enough to prevent extreme distortion

of patterns from one image to another. As a result, the time interval between shooting
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times depends on how fast the fluid moves, which is a function of imposed flow rate

and the timescale of the understudy phenomenon. For micro-PIV calculations, the

maximum displacement should be around three-particle diameters as a thumb rule,

as is explained in the work of Roman et al. [107].

In this research, the PIVlab toolkit of MATLAB® is used for the PIV analysis. It

provides us with pre-and post-processing of images and PIV results. Details of the

functionality of PIVlab are described in Thielicke and Stamhuis [135]. Direct Fourier

transform correlation with multiple passes and deforming windows algorithm is used

to cross-correlate the image data. Three different sizes of interrogation windows are

used to obtain the velocity fields. This method helps to reduce noise in calculations

and increases the resolution of results [107]. The smallest window size must be

considered so that it contains at least three particles. Then, a step size of two times

longer was considered for enlarging the interrogation window area for each iteration.

PIVlab starts with the biggest interrogation window size. The bigger the window is,

the higher the signal-to-noise ratio, but the lower the vector resolution of results is

obtained. Then, iteratively, it moves to lower window size for the next pass. The

settings were so that windows in each timestep overlapped previous windows by half.

As a post-processing step, outlier data are filtered from the results at the final stage,

and a local median filter is applied to the results. For steady-state conditions, since

micro-PIV measurements usually are deprived of having high particle image density,

the results were averaged for each 50 image pair. For unsteady flows, it depends on the

time scale of the instability and perturbations. The work of Roman et al. [107] provides

details on micro PIV for unstable flows.

2.3 Characteristic numbers and measurements

In the following chapters, when we refer to viscosity ratio (M) and capillary number

(C a), they are calculated in terms of Eqs. (2.1) to (2.3), otherwise it will be pointed out.

In general M is defined as

M = µi nvadi ng

µde f endi ng
, (2.1)

for drainage, it reads

M = µnw

µw
, (2.2)

and the C a is

C a = µwνi nter f ace

σcosθ
, (2.3)
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where µw , µnw , νi nter f ace , σ and θ are viscosity of wetting fluid, viscosity of non-

wetting fluid, velocity of interface, interfacial tension and contact angle respectively.

The velocity of interface has been calculated mainly in two ways:

• First method is based on the average interface movement in the inlet channel. In

this method, the interface position in the inlet channel is recorded at each time

step. The mean value of interface displacement, based on the interface position

data, is considered for calculation of mean front velocity and flow rate. Fig. 2.14

shows a schematic of velocity measurement in the inlet channel.

Figure 2.14: Measurement of interface velocity in inlet channel.

• In the second method, the average front speed in porous media is calculated

to indicate the in situ velocities in porous media. In this method, the mean

interface position in porous media is recorded at each time step. Then, the

interface velocity is calculated by fitting a straight line to interface positions

through experiment time. Fig. 2.15 presents an example of the curve fitting to

mean interface position data to measure the mean velocity of interface based on

the slope of the line.

Figure 2.15: An example of mean interface position in porous media and fitted linear
equation for obtaining interface velocity (for example v = 0.005 m.s−1).
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In this chapter, we have summarized our experimental methodology and our

microfluidics system. We noted our porous media properties, microchip preparation

process, experimental condition, and data acquisition techniques. In the following

chapters, if any specific technical data is required, it will be explained.
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Chapter 3

Pore doublet model: theoretical

development

3.1 Introduction

A pore doublet is a simplified consideration of a porous media, consisted of a pore

splitting in two capillaries that join again after a distance, Fig. 3.1. It is representative

of the pore space between rock grains in geological porous media. Although it is a very

simplified replication of the porous media, it still captures the essence of the transport

and interface displacement in the porous media, and results can be extended to larger

scales. Pore doublet was originally proposed to explain oil entrapment mechanisms

during water flooding and the fluid distribution during immiscible displacement in

porous networks [16, 86, 111]. Pore doublet models are theoretical tools to investigate

the fundamental mechanisms of two-phase flow in porous media [16, 26, 86, 4, 111]

and enable a direct comparison with experiments. Theoretical consideration of

the dynamics of front behavior in pore doublet geometries has been investigated,

accounting for viscous and capillary forces [86, 111, 26, 143]. Al-Housseiny et al. [4]

modeled the preferential flow paths in smoothly varying rectangular cross-section

capillaries. Moebius and Or [83] implemented the effect of inertia forces on the

interface behavior in their model and were able to predict interfacial perturbations

as a result of momentum forces.

In this chapter we aim at developing a generalized dynamic model for studying

the front behavior in a pore doublet system. In this regard, the theory behind fluid

displacement with a pore-scale perspective is introduced. First, a theory based on

the Navier-Stokes volume averaging technique for multi-phase flow is developed and

tested. Then, the theory is non-dimensionalized for a general form of pore-doublet

system. A the end, the developed model is applied to a system of consecutive pores

and throats to study different displacement behaviors and mechanisms involved in
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Figure 3.1: One of the first descriptions of pore doublet model as a representative of
porous media, taken from Moore et al. [86].

multi-phase displacement in geological porous media.

3.2 Volume averaging

To investigate the fluid displacement through the pores and throat network of a porous

system, we begin with the consideration of the microscopic momentum equation for

the flow of an incompressible fluid. In its general form, it is written as

ρ

[
∂v

∂t
+∇.(v v)

]
=−∇p +µ∇2v +ρg , (3.1)

where ρ, v , t , p and g respectively denote density, velocity, time, pressure and gravity

constant. The volume-averaged form of a property such as f is defined as

〈 f 〉 = 1

∆V

∫
∆V

f dV. (3.2)

The property f at each point is decomposed into its individual average (〈 f 〉) and its

deviation from the average value f ′, which reads as

f = 〈 f 〉+ f ′, (3.3)

according to Gray [48]. A volume average technique is applied on the momentum

equation, Eq. (3.1), for the REV considering a no-slip condition at fluid-solid interface

(v = 0 at S f −s) and assuming the velocity is a function of position and time at entrance
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and outflow boundaries (v = F(r, t ) at S f −e ). It reads as

ρ

[
∂〈v〉
∂t

+∇.〈v v〉
]
=−∇〈p〉+µ∇2〈v〉−∇.

(
ρ〈v ′v ′〉)+ρg − µ〈v〉

K
− c f ρ|〈v〉|〈v〉p

K
, (3.4)

where K and c f are known as permeability and Forchheimer coefficient respectively.

Knowing 〈 f ′〉 = 0, by taking a thin cross-section of the porous media as the volume

element, for a Newtonian fluid with a laminar-unidirectional flow Eq. (3.4) transforms

into

ρ

[
d v̄(x)

d t

]
=−∂p̄

∂x
−µ v̄(x)

K (x)
. (3.5)

Noting that the cross-section averaged value for property f is denoted as f̄ , Eq. (3.5)

represents a cross-section averaged 1D equation, describing fluid transport for the

position x in the channel. Now that we have the upscaled behavior of the fluid along

the channel, we aim to specify the displacement behavior for the whole channel length.

3.3 Displacement in a channel

Here we attempt to find the momentum equation for the fluids inside a channel.

In the beginning, we note that in this text, the displacing and displaced phases are

identified by superscript (1) and (2), respectively. The position of the interface between

displacing and displaced fluids in channels i and i i is denoted hi and hi i , respectively.

Therefore, the velocity of the meniscus in each channel is ḣi = dhi
d t and ḣi i = dhi i

d t .

3.3.1 System definition

Considering a two-phase displacement in a channel with the interface position h, the

momentum balance for the invading phase is the integration of cross section-averaged

momentum equation (Eq. (3.5)) along the channel,

ρ(1)
[∫ h

0

d v̄(x)

d t
d x

]
=

∫ h

0
−∂p̄(1)

∂x
d x −µ(1)

∫ h

0

v̄(x)

K (x)
d x,

which can be rearranged as

ρ(1)

[
d

∫ h
0 v̄(x)d x

d t

]
=−∆p̄(1) −µ(1)

∫ h

0

v̄(x)

K (x)
d x. (3.6)
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Similarly, for the displaced phase, we have

ρ(2)

[
d

∫ L−h
h v̄(x)d x

d t

]
=−∆p̄(2) −µ(2)

∫ L−h

h

v̄(x)

K (x)
d x. (3.7)

In Eq. (3.6) and Eq. (3.7) some terms can be simplified for our configuration. In what

follows, we will address the calculation of pressure drop for each phase.

3.3.2 Displacing phase

Let us consider that the flow rate is constant along the channel; hence, the flow rate is

related to the interface velocity as A(h)ḣ. Then the terms
∫ h

0 v̄(x)d x and µ(1)
∫ h

0
v̄(x)
K (x) d x

are calculated as ∫ h

0
v̄ d x =Q

∫ h

0

1

A(x)
d x = A(h)ḣ

∫ h

0

1

A(x)
d x. (3.8)

and ∫ h

0

v̄

K (x)
d x =Q

∫ h

0

1

A(x)K (x)
d x = A(h)ḣ

∫ h

0

1

A(x)K (x)
d x. (3.9)

3.3.3 Displaced phase

With the same assumptions applied to displacing fluid, for the displaced phase,

occupying from the interface to the end of the channel (L), one can write:

∫ L

h
v̄(x)d x = A(h)ḣ

∫ L

h

1

A(x)
d x, (3.10)

and ∫ L

h

v̄(x)

K (x)
d x = A(h)ḣ

∫ L

h

1

A(x)K (x)
d x. (3.11)

Now that we have all assets to calculate the momentum balance for each phase as

a function of interface position and channel shape and properties, we apply this

formulation for a simple case of a pore doublet with two rectangular capillaries.

3.3.4 Capillaries with rectangular cross section

In this section, first, we apply the developed momentum balance equation for a

channel during displacement. Then, the formulation is scaled for a pore doublet.

Finally, the mass balance over the system is considered to find the governing equation

for the front displacement.
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Figure 3.2: Top-view schematics of the flow in a rectangular channel, showing the
descriptive parameters, h, D0, and W respectively corresponding to interface position,
channel depth, and channel width.

The pressure drop over a channel

Assuming a channel with constant rectangular cross-section, A(x) = cte, we aim to

calculate the momentum balance over the channel. The non-wetting phase displaces

the wetting phase, Fig. 3.2. For the displacing phase, the terms
∫ h

0 v̄(x)d x and

µ(1)
∫ h

0
v̄(x)
K (x) d x, in Eq. (3.6) are written as:

∫ h

0
v̄(x)d x = A(h)ḣ

∫ h

0

1

A(x)
d x = ḣh, (3.12)

and ∫ h

0

v̄(x)

K (x)
d x = A(h)ḣ

∫ h

0

1

A(x)K (x)
d x = ḣh

K
. (3.13)

The permeability of a rectangular channel is approximated from the work of Al-

Housseiny et al. [4] by,

K =
(

D2
0

12

)(
1−6

(
2

π

)5 D0

W

)
, (3.14)

while D0 and W denote channel depth and width; note that this expression is only

valid for D0/(W ) < 1. It is obtained from the first term of the Fourier series solution for

the velocity profile of a viscous flow in a rectangular channel [4]. Combining Eq. (3.6),

Eq. (3.12), and Eq. (3.13) leads to

ρ(1)
[

d

d t
(hḣ)

]
=−∆p(1) −µ(1) hḣ

K
. (3.15)

Thus, it is concluded that the momentum balance for the invading phase reads as

ρ(1) [hḧ + ḣ2]=−∆p(1) −µ(1) hḣ

K
. (3.16)

Similarly, to calculate momentum balance for the displaced phase as Eq. (3.7),∫ L
h v̄(x)d x and

∫ L
h

v̄(x)
K (x) d x are computed for a rectangular cross-section as follows,

∫ L

h
v̄(x)d x = A(h)ḣ

∫ L

h

1

A(x)
d x = ḣ(L−h), (3.17)
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and ∫ L

h

v̄(x)

K (x)
d x = A(h)ḣ

∫ L

h

1

A(x)K (x)
d x = ḣ(L−h)

K
. (3.18)

Inserting these values into Eq. (3.7), leads to,

ρ(2)
[
∂

∂t
(L−h)ḣ

]
=−∆p(2) −µ(2) (L−h)ḣ

K
, (3.19)

that is rewritten as

ρ(2) [(L−h)ḧ − ḣ2]=−∆p(2) −µ(2) (L−h)ḣ

Kth
. (3.20)

The momentum balance over the whole channel is the sum of momentum balances

of current phases. Hence, the overall momentum balance for the presented system is

the sum of Eq. (3.16) and Eq. (3.20),

ρ(1) [hḧ + ḣ2]+ρ(2) [(L−h)ḧ − ḣ2]=−∆p(1) −µ(1) hḣ

K
−∆p(2) −µ(2) (L−h)ḣ

K
. (3.21)

The pressure drop over the displacing and displaced phases are respectively

∆p(1) = p(1)
h −p(1)

0 , (3.22)

and

∆p(2) = p(2)
L −p(2)

h . (3.23)

Sum of pressure drop over displacing and displaced phase (−(∆p(1) + ∆p(2))) that

appears in Eq. (3.21) can be rearranged as

− [(p(1)
h −p(1)

i )+ (p(2)
L −p(2)

h )] =−[(p(2)
L −p(1)

i )+ (p(1)
h −p(2)

h )]. (3.24)

The term, (p(1)
h −p(2)

h ) in drainage condition is capillary pressure and (p(2)
L −p(1)

i ) is the

overall pressure drop over a channel. Hence, Eq. (3.21) is rearranged as

ρ(1) [hḧ + ḣ2]+ρ(2) [(L−h)ḧ − ḣ2]=−µ(1) hḣ

K
−µ(2) (L−h)ḣ

K
−∆p(over al l ) −pc . (3.25)

In general, the pressure drop over each channel in a pore doublet system is written as

∆p(over al l )
a =−ρ(1)

a

[
haḧa + ḣa

2
]
−ρ(2)

a

[
(L−ha)ḧa − ḣa

2
]

−µ(1)
a

haḣa

Ka
−µ(2)

a
(L−ha)ḣa

Ka
−pc a with a = i , i i . (3.26)

The capillary pressure is estimated for a rectangular cross-section by the Young-
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Laplace equation. Assuming the interface shapes as a semi-circle in curvature planes,

the radius of the curvature at location h will be half of the channel width (W ) and depth

(D0). Thus the capillary pressure is written as

pc =σκ, (3.27)

where κ=
(

2
D0

+ 2
W

)
cos(θ), and θ denotes the contact angle.

Capillaries are connected at the inlet and outlet in a pore doublet system. The

pressure at the inlet and outlet of a pore doublet configuration is assumed to be equal

to the inlet, and outlet pressure of each channel [26]. Thus, the pressure drop over

the two connected capillaries is equal in pore doublet. By equality of Eq. (3.26) for

two capillaries and rearranging, the momentum balance over the pore doublet system

reads as

[ρ(1)hi +ρ(2)(L−hi )]ḧi + [−ρ(1)hi i −ρ(2)(L−hi i )]ḧi i =

(−ρ(1) +ρ(2))ḣi
2 − (ρ(1) +ρ(2))ḣi i

2 −µ(1) hi ḣi

K
+µ(1) hi i ḣi i

K

−µ(2) (L−hi )ḣi

K
+µ(2) (L−hi i )ḣi i

K
−pci +pci i . (3.28)

Mass balance

Now that we have the momentum balance over the pore doublet, it is essential to note

that the mass flow rate Q injected at the inlet is conserved throughout the system.

Assuming that both phases are incompressible, the sum of the mass flow rates Qa (with

a = i , i i ) in each channel is equal to the mass flow rate, Q, at the pore doublet inlet –

also called the total mass flow rate. We have,

Qi +Qi i =Q. (3.29)

For our configuration, it will be

Wi D0ḣi +Wi i D0ḣi i =Q. (3.30)

Numerical solution

Momentum and mass balance equations lead to a system of second-order nonlinear

ordinary differential equations. The numerical solution of Eq. (3.31) describes dynam-
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ics of interface and interface velocity.
1 0 0 0

0 1 0 0

Wi Wi i 0 0

0 0 ρ(1)hi +ρ(2)(L−hi ) −ρ(1)hi i −ρ(2)(L−hi i )


d

d t


hi

hi i

ḣi

ḣi i

=


ḣi

ḣi i
Q
D0

A

 (3.31)

Where A is defined as:

A = (−ρ(1) +ρ(2))ḣi
2 − (−ρ(1) +ρ(2))ḣi i

2 −µ(1) hi ḣi

Kth
+µ(1) hi i ḣi i

Kth

−µ(2) (L−hi )ḣi

Kth
+µ(2) (L−hi i )ḣi i

Kth
−pci +pci i . (3.32)

Dimensionless equations

To generalize the equation and to avoid scale dependency, equations are non-dimensionalized

using series of reference and characteristic values, tc ,Π,Kc ,hc ,κc , Ac and rc respec-

tively for, time, pressure, permeability, length, interface curvature, surface area and

radius.The viscosity and density ratio are respectively defined as following,

M = µ(1)

µ(2)
, Γ= ρ(1)

ρ(2)
.

We start with mass conservation, Eq. (3.29), to find the dimensionless form of the

equation. By non-dimensionalizing parameters, one can write

Āhc

tcQ

(
A∗(hi )ḣ∗

i + A∗(hi i )ḣ∗
i i

)= 1, (3.33)

which by defining tc = Ac hc
Q transforms to

A∗(hi )ḣ∗
i + A∗(hi i )ḣ∗

i i = 1. (3.34)

Considering Eq. (3.26), the dimensionless form of the overall pressure drop after

some manipulation is

∆p∗(over al l )
a =−ρ

(2)h2
c

Πtc
2

[
Γ

[
h∗

a ḧ∗
a + ḣ∗2

a

]
+

[
(h∗

c −h∗
a )ḧ∗

a − ḣ∗
a

2
]]

− µ(2)h2
c

Πtc Kc

[
M

h∗
a ḣ∗

a

K ∗
a

− (h∗
c −h∗

a )ḣ∗
a

K ∗
a

]
− σκc

Π

(
κ∗a

)
with a = i , i i . (3.35)

By defining the viscous pressure drop for the characteristic length of a porous media

with characteristic permeability, due to imposed flow rate as the characteristic pres-

58



3.3. DISPLACEMENT IN A CHANNEL

sure, Π = µ(2)hcQ
Ac Kc

, and the definition of tc , the dimensionless pressure drop is written

as

∆p∗(over al l )
a =−ρ

(2)QKc

µ(2)hc Ā

[
Γ

[
h∗

a ḧ∗
a + ḣ∗

a
2
]
+

[
(1−h∗

a )ḧ∗
a − ḣ∗

a
2
]]

−
[

M
h∗

a ḣ∗
a

K ∗
a

− (1−h∗
a )ḣ∗

a

K ∗
a

]
− σκc Kc Ā

µ(2)hcQ

(
κ∗a

)
with a = i , i i . (3.36)

By definition, the C a (capillary number) is the ratio of viscous pressure drop and

capillary pressure, and Re (Reynolds number) is the ratio of momentum forces to

viscous forces; hence, one can define the characteristic capillary number

C ac = µ(2)hcQ

σcos(θ)κc Kc Ā
, (3.37)

and

Rec = ρ(2)QKc

µ(2)hc Ā
. (3.38)

As a result, the final dimensionless form of the pressure drop over a channel in a

rectangular cross-section will be

∆p∗(over al l )
a =−Rec

[
Γ

[
h∗

a ḧ∗
a + ḣ∗

a
2
]
+

[
(1−h∗

a )ḧ∗
a − ḣ∗

a
2
]]

−
[

M
h∗

a ḣ∗
a

K ∗
a

− (1−h∗
a )ḣ∗

a

K ∗
a

]
−C a−1

c

(
κ∗a

)
with a = i , i i . (3.39)

By setting equality between the pressure drop over both capillaries, the final form

of the equation for the pore doublet will be:

Rec
[
Γh∗

i + (1−h∗
i )]ḧ∗

i + [−Γh∗
i i − (1−h∗

i i )]ḧ∗
i i

]=
Rec (−Γ+1)ḣ∗

i
2 −Rec (−Γ+1)ḣ∗

i i
2 −M

h∗
i ḣ∗

i

K ∗ +M
h∗

i i ḣ∗
i i

K ∗

− (1−h∗
i )ḣ∗

i

K ∗ + (1−h∗
i i )ḣ∗

i i

K ∗ −C a−1
c

(
κ∗i

)+C a−1
c

(
κ∗i i

)
. (3.40)

Similar to Section 3.3.4, momentum and mass balance over the pore doublet will

lead to a system of second-order differential equations as follows,
1 0 0 0

0 1 0 0

(DW )∗i (DW )∗i i 0 0

0 0 Rec [Γh∗
i + (1−h∗

i )] Rec [−Γh∗
i i − (1−h∗

i i )]


d

d t∗


h∗

i

h∗
i i

ḣ∗
i

ḣ∗
i i

=


ḣ∗

i

ḣ∗
i i

1

α

 ,

(3.41)
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Figure 3.3: A schematic of the doublet geometry for rectangular channels that increase
linearly in width in direction of flow, w(x) = w0+αx. Modified from Al-Housseiny et al.
[4].

where α is

α= Rec (−Γ+1)ḣ∗
i

2 −Rec (−Γ+1)ḣ∗
i i

2 −M
h∗

i ḣ∗
i

K ∗
i

+M
h∗

i i ḣ∗
i i

K ∗
i i

− (1−h∗
i )ḣ∗

i

K ∗
i

+ (1−h∗
i i )ḣ∗

i i

K ∗
i i

−C a−1
c

(
κ∗i

)+C a−1
c

(
κ∗i i

)
.

Interplay between viscous and capillary forces

Here we study a system similar to what Al-Housseiny et al. [4] studied to compare

with our model results. Al-Housseiny et al. [4] used a pore doublet with a pore size

that increases in the flow direction, w(x) = w0 +αx, where the gradient α ¿ 1, see

Fig. 3.3. Here, a constant flow rate is applied to the system, and the interface is

tracked until breakthrough with a ḣ∗ > 0 constraint. A small size difference, 1%, is

considered between capillaries as a perturbation that grows depending on the system’s

parameters. Results are reported in Fig. 3.4 for different flow rates.

Presented results are in agreement with data reported in Al-Housseiny et al. [4]. It

is observed that in low C ac , since the surface forces are dominant, the lower capillary

force that acts on the wider channel, and its higher conductivity prompts instability in

displacement front, Fig. 3.4a. At this condition, the front makes a preferential flow

path for fluid transport, Fig. 3.4c. However, at higher C ac viscous forces stabilize

the displacement. A transient behavior is observed at flow rates ranging in between,

Fig. 3.4b.

In what follows, we generalize the formulation for pore doublet geometry. The

equations are non-dimensionalized, and the developed model is applied to an un-

dulated pore doublet system that follows the geometry used in our experiments in

Chapter 4.
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(a) (b) (c)

Figure 3.4: Front behavior at different flow conditions (C ac ). Data corresponds to (a)
log C ac = −3.31, (b) log C ac = −3.11, and log C ac = −2.82 conditions with θ = 0 and
log M = 1.69, when the dimension increasing rate is α= 0.05. The data reported in red
corresponds to the interface position in wider channel. Data from Al-Housseiny et al.
[4] is reported here as (a’),(b), and (c’) correspond to log C a = −2.24, log C a = −2.19,
and log C a =−2 respectively, with log M = 1.

3.4 General format

The general format of the pressure drop over a displacing and displaced phase is

presented in Eq. (3.6) and Eq. (3.7). It is applicable to any given channel satisfying

our assumptions, see Fig. 3.5. In what follows, we will develop a general dimensionless

format for pressure drop and the dynamics of the interface for a displacement in a pore

doublet system.

3.4.1 Pressure drop over a channel

The pressure drop over a channel is the sum of the pressure drop of the displacing,

displaced phase and the capillary pressure. With the same analogy as Section 3.3.2 and

Section 3.3.3 one can write

ρ(1)

d
(

A(h)ḣ
∫ h

0
1

A(x) d x
)

d t

=−∆p̄(1) −µ(1) A(h)ḣ
∫ h

0

1

A(x)K (x)
d x, (3.42)
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Figure 3.5: A schematic representation of a general pore doublet geometry. A constant
flow rate of Q is injected to the system. L, h and A(h) respectively represent total length
of the pore doublet, invaded length in each channel and the cross-section area of the
channel as a function of the position.

and

ρ(2)

d
(

A(h)ḣ
∫ L

h
1

A(x) d x
)

d t

=−∆p̄(2) −µ(2) A(h)ḣ
∫ L

h

1

A(x)K (x)
d x, (3.43)

where A and K are a function of position in the channel, Fig. 3.5. As a result, the total

pressure drop over a channel with some rearrangement and manipulation will be

∆p̄over al l =−ρ(2) d

d t

((
A(h)ḣ

)
Θ(h)

)−µ(2) A(h)ḣΦ(h)−σκ(h), (3.44)

where

Θ(h) = Γ
∫ h

0

1

A(x)
d x +

∫ L

h

1

A(x)
d x,

and

Φ(h) = M
∫ h

0

1

A(x)K (x)
d x +

∫ L

h

1

A(x)K (x)
d x.

By non-dimensionalizing the equation, we find

∆p̄∗(over al l )
a =−Rec

d

d t∗
(

A∗
a(h∗

a )ḣ∗
aΘ

∗(h∗
a )

)− A∗
a(h∗

a )ḣ∗
aΦ

∗(h∗
a )−C a−1

c κ∗(h∗
a ), (3.45)
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where,

Θ∗(h∗
a ) = Γ

∫ h∗
a

0

1

A∗
a(x)

d x +
∫ L∗

h∗
a

1

A∗
a(x)

d x,

and

Φ∗(h∗
a ) = M

∫ h∗
a

0

1

A∗
a(x)K ∗

a (x)
d x +

∫ L∗

h∗
a

1

A∗
a(x)K ∗

a (x)
d x,

with a = i , i i . Fig. 3.6 represents Φ and Θ functions for the interface with distance h∗

from the inlet. The mass balance for this system reads

A∗(hi )ḣ∗
i + A∗(hi i )ḣ∗

i i = 1. (3.46)

Figure 3.6: A schematic representing the Φ and Θ functions for a displacement over a
pore doublet system.

3.4.2 Displacement in a pore doublet

Now that we have extended the pressure drop for a single channel, we apply it to a pore

doublet model. For a pore doublet system with any given pore geometry, one can write

Rec
d

d t∗
(

A∗(h∗
i )ḣ∗

i Θ
∗(h∗

i )− A∗(h∗
i i )ḣ∗

i iΘ
∗(h∗

i i )
)=

− A∗(h∗
i )ḣ∗

i Φ
∗(h∗

i )+ A∗(h∗
i i )ḣ∗

i iΦ
∗(h∗

i i )−C a−1
c

(
κ∗(h∗

i )−κ∗(h∗
i i )

)
. (3.47)

Θ∗(h∗) andΦ∗(h∗) must be computed for each system.

Here we have developed a generalized dimensionless equation to describe inter-

face dynamics by taking viscous, capillary, and momentum forces into account. We

observe that mobility ratio and capillary number, which most previous studies have

used as an indicator of flow conditions, appear as an inherent part of the displacement

equation. Additionally, in this definition of the capillary number, the pore shape is

considered as well, which will help the validity and comparability of C ac over a vast
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range of porous media. Other terms regarding the inertia forces, which have been

neglected in multiphase Darcy-based formulations, appear in this formulation and will

improve predicatively of the model for fast dynamics.

3.5 Sinusoidal pore-throat geometry

Now that we have a general form of the pore doublet equation, we apply the presented

model to a system corresponding to our microfluidic experiments. Considering each

channel in the pore doublet model as a succession of pores and throats. The geometry

of pores and throats are defined as a function of distance from the inlet, (h), using a

sinusoidal function as follows,

r (h) = rp + rth

2
− rp − rth

2
cos

(
2πh

H

)
, (3.48)

where rp and rth are the pore and throat radius, and H is the pore length, Fig. 3.7.

Let us consider the pore profile to be rectangular because of the etching process in

micromodel preparation. Therefore, if D0 is the micromodel depth, then the cross-

section area is,

A(h) = 2r (h)D0, (3.49)

the curvature of the interface at each position is

κ=
(

2

D0
+ 1

r (h)

)
cos(θ), (3.50)

and the permeability of a rectangular channel is approximated by,

K (h) =
(

D2
0

12

)(
1−3

(
2

π

)5 (
D0

r (h)

))
. (3.51)

Figure 3.7: Schematic of a pore doublet with sinusoidal pore-throat morphology and
rectangular cross-section capillaries.

It is possible to solve the Eq. (3.47) and Eq. (3.46) fully numerically for each system.

However, for a defined geometry as ours, theΘ∗(h∗),Φ∗(h∗) and d
d t∗

(
A∗(h∗)ḣ∗Θ∗(h∗)

)
functions have an analytical solution as is presented in Appendix A.4. This reduces the
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computational effort substantially and enables us to reconfigure the system to a first-

order ODE set with mass matrix, which is solved using built-in functions of MATLAB®.

3.6 Summary and conclusions

In this chapter a volume averaging technique is applied to a pore doublet system to

predict the front behavior and interface dynamics in a two-phase flow displacement.

We propose a general dynamic pore doublet model and make the foundation to

systematically study the front instabilities and pore invasion dynamics based on

characteristic dimensionless numbers, C ac , M , Re and Γ. This sheds light on why

these dimensionless numbers are a prominent indicator to categorize and predict

front instabilities. In the next chapter, we seek the study of interface dynamics and

pore invasion mechanisms using precise microfluidic experiments and the developed

model.
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Chapter 4

Pore invasion interface dynamics and

front behavior in a pore doublet

4.1 Introduction

Multiphase transport in porous media is ubiquitous during the CO2 sequestration

process, where supercritical CO2 displaces formation brine through pores and throats

of porous media. The achieved storage capacity is tied with fluid displacement

behavior, which is a function of fluid properties (viscosity, density, interfacial tension,

etc.), porous media properties (affinity of porous surface to one fluid, i.e., wettability,

pore and throat size, pore connectivity, etc.) and flow conditions [97]. Due to the low

viscosity ratio between displacing and displaced fluid, CO2 sequestration displace-

ment is considered unfavorable, as it is prone to leave some of the displaced fluid

behind by developing a ramified displacement front as it was first noted by Saffman

and Taylor [113]; this is a central factor in displacement efficiency and consequently

storage capacity. In the multiphase Darcy equation, the flow is only considered a

saturation function. However, depending on the flow condition and pore and fluid

properties, in different configurations, the displacement process shows distinct flow

patterns in an unsaturated porous media, which dictate the transport properties and

the storage capacity at a later stage. One of the earliest works, Lenormand et al.

[72], distinguished different flow patterns and categorized them in three flow regimes

based on two important active forces during the drainage process, presented as the

ratio between viscous and capillary forces (C a) and viscosity ratio (M), see Fig. 1.2.

In addition, as a consequence of complex pore invasion dynamics, the macroscopic

apparent steady advancing front in porous media during the displacement process

is known to be built of a series of discrete pore invasion events [53, 83]. Recent

studies have demonstrated that inertial forces, which are traditionally neglected in

multiphase Darcy extension, are not always negligible [83, 8]. Additionally, the
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development and application of novel techniques such as micro-PIV have improved

our understanding of sub-pore-scale phenomena, and fluid streamlines revealed

different viscous dissipation mechanisms [107, 108]. Due to strict assumptions on

the interface equilibrium and stable displacement and some inherent inconsistencies

in the traditional description of two-phase flow [54, 49], the development of front

instabilities casts a shadow of doubt on the prediction of immiscible displacement

using relative permeabilities [51, 97, 49, 54].

In order to capture the instabilities and invasions mechanisms, which are a result of

small-scale phenomena, pore-scale is a prominent scale of study and characterization.

Several pore invasion mechanisms have been presented and were distinguished in

experimental and numerical works [73, 14, 115]. Although shreds of evidence of the

important effect of these pore invasion mechanisms on the flow pattern and front

displacement can be found in litterateurs ([31]), the focused study of the flow regimes

and embedded pore invasion mechanisms remained limited.

Using microfluidic techniques, we are able to design the morphology of the porous

system. Various works have investigated different porous settings, from 2D replicas of

real rocks [107] to simplified homogeneous systems [18]. In most of the studies, pores

are vastly connected through a pore network system, making it almost impossible to

associate observed front disturbance to a specific invasion due to the non-locality of

events. In other words, the connectivity of pores increases the chance of interference

by a phenomenon happening at many other pores, adding a limitation to distinguish

between understudy phenomena and disturbing effects. Since in this research, the

focus is to determine and extract the effect of pore scale phenomena on the interface

and front behavior at other pores, the geometry designs were kept as minimal as

possible to be able to separate individual effects.

Experimental studies of invasion dynamics for slow displacements show that

interface moves through the porous media by pinning at constrictions followed by an

abrupt movement of the interface associated with pressure bursts, named after the

work of Haines [53] as Haines jumps [83]. These jumps are associated with inertial ef-

fects and are proposed to rule the invasion mechanisms and change invasion patterns

[41]. Velocimetry of these jumps showed that the interface velocity can reach up to 50

times the mean interface velocity [83, 107]. Sudden pressure and velocity fluctuation

and associated inertial movement of the interface are accompanied by relaxation and

retraction of the interface inside pores, showing non-locality of capillary effects [8].

These small-scale phenomena add to the complexity of displacement prediction and

bring up the question of whether it affects global fluid displacement. Singh et al. [115]
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reported a direct relation between ramification of the front and frequency of Haines

jumps. Moebius and Or [84] report the alteration of displacement pattern and the

change in invaded pores’ size distributions as a result of the inertial effect of Haines

jumps in their simulations. Roman et al. [107] and Blois et al. [18] reported downstream

perturbations and flow fluctuations during two-phase displacement process, showing

local pressure gradients. Despite significant contributions in studying displacement

behavior, the majority of the experimental works have focused on the overall macro-

scopic behavior of the interface, and there is no conclusive understanding of the

pore-scale invasion for precisely defined pore geometry. Additionally, most of the

previous works were performed at highly connected pore network systems, making it

almost impossible to associate observed front disturbance to a specific invasion due

to the non-locality of events. In this regard, a study of pore invasions at a single-

pore scale seems the main step because small-scale phenomena such as interface

deformation and contact-line pining are captured during the displacement process.

Using microfluidics, we are able to design minimal porous media to study invasions at

a single pore-scale and side pore effects in detail.

This chapter aims to investigate experimentally and numerically pore-scale dy-

namics, key pore invasion mechanisms, and their contribution in defining global front

behavior at different flow regimes using a well-defined microfluidic system. First,

we describe the applied experimental and characterization methodology. Then, the

different active pore invasion mechanisms for various flow conditions in porous media

are then studied at pore-scale. The developed dynamic model in Chapter 3 is adapted

to the experimental system, and results are compared. Then, the results will be

discussed in terms of the Lenormand phase diagram [72] and estimated front behavior.

Finally, experimental and numerical results on dynamics of interface displacement

and the inter-connectivity of the interface at porous media at different pores (i.e.,

alteration in dynamics and position of the interface at one pore is able to change the

dynamics of the interface at other pores) are presented.

the results of this chapter and Chapter 3 are published in AWR and are accessible

here.

68

https://authors.elsevier.com/c/1gCwR16J1n1JNm


4.2. EXPERIMENTAL METHODOLOGY

4.2 Experimental methodology

In this section, we present our experimental method, setup, and measurement tech-

niques along with investigated fluid pairs.

A cutting-edge microfluidic system is set up to perform direct, fast, and high-

resolution monitoring of fluid-fluid displacement. Details of the experimental setup

are found in Section 2.1.5. A microfluidic chip with a well-defined geometry repre-

senting a succession of pores and throats with a sinusoidal pore doublet model is

considered our porous media. A schematic representation of the considered porous

media is presented in Fig. 3.7, and details of the designed geometry are given in

Table 4.1. Each pore has a length of H , pore radius of rp , throat radius of rt , and depth

of D0, which remain constant all over the porous media. A plasma cryogenic etching

method [36] is adopted to prepare high-resolution silicon molds. Chips are prepared

by using PDMS soft lithography [62] (see Section 2.1.3) and were sealed using a flat

PDMS slab by using plasma treatment for 40 to 50 seconds. Then, microfluidic devices

were placed on the hot plate for 10 minutes at 100◦C to fix the bonding.

PDMS has heterogeneous wettability properties and needs surface treatment to

obtain full hydrophilic or hydrophobic conditions. For more details on different

surface treatments and reported contact angles, see Section 2.1.4. To obtain a wide

range of viscosity ratios, various fluid pairs were selected according to Table 4.2 to

replicate the unfavorable displacement condition of CO2 sequestration in subsurface

environments (−2 < log M < 0 and log C a < −3). A KRÜSS ADVANCE drop shape

analyzer from BRGM is used to measure interfacial tension between different fluid

pairs.

Drainage experiments are performed by applying a high precision control on

micromodels’ inlet and outlet pressure. Different flow rates (ranging from 2.79×10−14

to 1.32×10−11 (m3s−1)) resulted from various applied pressure gradients (ranging from

30 mbar to 110 mbar ), which are corresponding to various capillary numbers, C a,

ranging from logC a =−5.85 to logC a =−3.4 with classical definition of C a introduced

in Section 2.3, for overall 65 experiment. To be consistent with the defined C ac in

Eq. (3.37), which also takes pore shape characteristics into account, reported capillary

numbers for experiments will be according to C ac , ranging from logC a = −3.92 to

Table 4.1: Aspects of the designed porous geometry.

Pore size (2× rp ) Throat size (2× rth) Depth (D0) Pore length (H)
160µm 40µm 40µm 160µm
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Table 4.2: Presentation of the fluid pairs which were used for displacement
experiments.

Fluid
pairs

Displacing phase Displaced phase log M contact
angle

Interfacial
tension

1 air DI-water -1.7 30 72.86
2 DI-water-

glycerol ( 60
40

v
v )

silicone oil 100
cSt

-1.3 30 44.87

3 silicone oil 5 cSt DI-water-
glycerol ( 40

60
v
v )

-0.53 60 39.34

logC a =−0.75.

Experiments were captured as image sequences containing different stages of the

drainage process. Image processing of the resulting image sequences provides data

on dynamics of drainage process, residual saturations, interface dynamics, etc. By

tracking the interface, the position and velocity of the interface in the porous media

are measured using a set of self-developed image processing codes in MATLAB®. More

details of the steps of this process is available in Section 2.2.1. Micro-PIV technique was

used to obtain velocity fields in the body of the defending fluid (seeded aqueous phase)

to observe the effect of front instabilities in adjacent pores. Particles were separated

from the background using a code adapted from the workflow of Roman et al. [107].

The final images were fed to PIV-lab [134], a user friendly MATLAB extension for

performing PIV (for more information of micro-PIV protocol see Section 2.2.2 and refer

to Roman et al. [107]).

We developed a dynamic multiphase pore doublet model based on applying

volume averaging techniques on Navier-Stokes equation in Chapter 3. Then, to be

consistent with our microfluidic chips geometry, the model was applied on a pore

doublet with sinusoidal pores and throats geometry and rectangular cross-section

normal to the channel direction. Data on porous media dimensions are noted in

Table 4.1.

This study considers two identical capillaries, and the mentioned porous media

aspects were kept constant throughout the whole geometry. A small surface area

difference is imposed between capillaries to account for plausible minimal hetero-

geneities in the system (channel 2 is 1% wider than the other). A constant flow rate

boundary condition is applied to the system, leading to a second-order nonlinear

ordinary differential equations (ODE) system. It is possible to solve the equations fully

numerically for each system. However, for a defined geometry as ours, the Θ∗(h∗),

Φ∗(h∗) and d
d t∗

(
A∗(h∗)ḣ∗Θ∗(h∗)

)
functions have an analytical solution as is presented
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respectively in Appendix A.4. It substantially reduces the computational load and

reconfigures the system to a first-order ODE set with mass matrix, which was solved

using built-in functions of MATLAB®.

In the following sections, first, the results of experiments on front behavior with

a focus on the invasion mechanism will be presented. Then, the numerical model

is adapted to the experiments, and simulation results are discussed compared to

experiments. Then, the results are applied to predict the flow regimes in terms of C ac

and M as a Lenormand phase diagram.

4.3 Front behavior: invasion mechanisms

Studying fluid displacement in a well-defined porous media under different flow

conditions sheds light on different pore invasion mechanisms involved in each flow

condition during the drainage process. The pressure gradient displaces fluids and

interfaces through porous media. For a single-phase flow, viscous dissipation controls

the fluid flow. However, in multiphase flows, when the interface reaches the smaller

constrictions, i.e., throats, capillary forces increase and become comparable with

viscous forces ([73, 83]) and are able to change the flow condition. This interplay

between different forces triggers different pore invasion mechanisms that we believe

are able to control the overall flow patterns in porous media. In this regard, we perform

several drainage experiments with different flow rates leading to different flow regimes.

In each flow regime, we characterize the pore invasion dynamics and mechanisms

to shed light on the effect of active forces on pore invasion and, accordingly, front

behavior.

4.3.1 Experimental pore-scale observations on pore invasion mech-

anisms

The fluid-fluid interface of displaced and displacing phases is tracked throughout

experiments. In our experiments, depending on the ratio of viscous to capillary forces

indicated by C ac , different flow regimes are observed for various viscosity ratios, M ,

based on the front behavior and interface movement in the porous media (Fig. 4.1,

Fig. 4.6 and Fig. 4.3). These regimes are described in the following sections. Generally,

the more dominant the viscous forces are, the more probable it is that both capillaries

are invaded.

At the viscous flow regime, corresponding to the higher flow rates (log C ac >−1.4),

invading phase is able to enter both channels simultaneously and displace the water

inside the porous medium with almost no restriction in the interface displacement.
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Figure 4.1: Position of the interface during drainage displacement process for various
fluid pairs (log (M ,C ac ) = (−1.7,−0.78), (−1.3,−1.4) and (−0.56,−1.2)) at viscous flow
regime (log C ac > −1.4). Distances are measured from the inlet of the porous media
geometry for each channel. Interface moves through pores and throats of capillaries
similar but independent of each other and almost independent of the position in
porous media.

Interface tends to maintain the same speed in both capillaries (see the parallel

superimposed displacement lines in Fig. 4.1). The viscous forces are dominant at this

regime ([72]) and overcome the entry pressure in both channels and start to displace

the fluid inside. Despite the minor differences in pore dimensions between two

capillaries, which cause different capillary forces and, as a result, different restrictions

in fluid flow in each channel, flow maintains a movement with the same speed at the

interface in both capillaries. In other words, both capillaries contribute similarly to

the overall flow rate. In this flow condition, the increase in absolute capillary forces at

porous media constrictions (pore throats) does not affect or has minor influence on

the interface movement and fluid withdrawal, see the uniformity and smoothness of

interface movement through porous media in Fig. 4.1. These characteristics are similar

to how fluid and interface transport in viscous fingering flow regime, see Fig. 1.2.

The front displacement through porous media can be depicted by spatiotemporal

graphs Fig. 4.2. The interface position is displayed in the geometry of the porous

media. Time in this type of graph is presented with a color transition. Each instant

corresponds to a specific time, which is noted in the color bar. Hence, the dynamics

of the interface passage through capillaries is exhibited as the color transition in

the porous system. Here, Fig. 4.2, time is the dimensionless time that was defined

in Chapter 3. The color transition in the viscous flow regime is continuous and

diffusive, indicating continuous displacement through capillaries. All aforementioned

descriptions of viscous displacement in the pore doublet system are summarized

graphically in Fig. 4.2.
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Figure 4.2: Spatiotemporal graph of the interface position in pore doublet geometry at
viscous flow regime. In this graph the interface position at each time is correlated with
a color as indicated by the color bar and the image show progression of the interface
with respect to time. Continuous invasions are clearly shown by a sort of diffusive color
change.

By reduction of flow rate, for lower C a (log C ac < −2.8), corresponding to the

capillary flow regime, the invading phase enters one of the capillaries while a con-

tinuous slow movement of the interface is observed in the inlet channels. As the

interface reaches the pore space, it moves by a sudden jump to the next constriction.

This suppresses the interface movement in the inlet channel of the lagging meniscus;

the interface will move backward until it reaches the point that capillary pressure

equilibrates with the leading interface. As a result, the invasion only takes place at one

of the capillaries. In this flow condition, the pore invasion mechanism is by sudden

interfacial instability and burst into the draining pore by a sudden decrease of local

capillary pressure, i.e., Haines jumps. Haines jumps of the interface are evident in

Fig. 4.3 by sharp changes in interface position. The interface jumps into the next pore

and drains the fluid until it reaches the next throat; Fig. 4.4 summarizes the invasion

process. The invasion process consists of a series of interface pinning at throats

followed by Haines jumps. For this flow regime, capillary forces are dominant; thus,

when the interface reaches the pore throats, capillary forces define the entry pressure

needed to invade the next pore. Consequently, the interface is pinned at the throat

before it reaches the entry pressure. Surface forces dominate the invasion patterns,

and interface invades pores with lower invasion pressure thresholds. This dominancy

of the capillary forces is the reason that interface does not reach both capillaries at the

beginning of the experiments. The interface invades the slightly larger channel. The

difference may develop during the etching process or during ripping off the PDMS.

The pinning-jumping behavior of the interface at capillary flow regime and the

preferential flow path is depicted in Fig. 4.5, where the spatiotemporal representation

of the front displacement is depicted. Sharp color transitions between pores indicate

the discontinuous interface displacement in the porous media. In other words, it
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Figure 4.3: Position of the interface during drainage pore invasion process at capillary
flow regime for different fluid pairs (log (M ,C ac ) = (−1.7,−3.97), (−1.3,−2.82) and
(−0.56,−3.47)). The interface invades the next pore by an interface burst into the pore
until it reached the next throat at porous media. Pore invasions take place completely
separately with a constant timing between each jump.

Figure 4.4: Dynamics of the interface during drainage pore invasion process at
(logC a = −5.5). The interface invades the next pore by an interface burst until it
reached the next constriction at porous media. Images are 0.014s delayed.
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Figure 4.5: Spatiotemporal graph of the interface position in pore doublet geometry
at capillary flow regime. Distinct pore invasion events are clearly shown by sudden
changes of the color.

Figure 4.6: Position of the interface during drainage displacement process for different
fluid pairs (log (M ,C ac ) = (−1.7,−2.3), (−1.3,−2.77) and (−0.56,−2.3)) at the crossover
flow regime (logC a = −4.5). The interface shows different displacement in each
channel. Porous media is drained pore by pore with sudden interface movements and
geometry and dimension of porous media becomes important. Additionally the effect
of pore invasion is noticeable on the interface displacement in adjacent channel.

indicates that there have been periods that the interface has not moved while time has

been passing. Additionally, the fact that each pore is filled with a single color shows

how fast the dynamics of pore invasion are at the capillary flow regime.

A transition from capillary to viscous flow regime is observed when the flow rate

is neither low enough that capillary forces fully control the displacement nor high

enough that they are negligible. At mid-range flow rates in porous media ( −2.8 <
logC ac <−1.4), corresponding to the crossover regime, different invasion patterns and

invasion mechanisms were observed. The interface is able to enter both capillaries,

but not necessarily simultaneously, see Fig. 4.6. Each channel is drained at a different

rate, and there is a position difference between fronts at capillaries which varies with

time (note the non-parallel position-time trajectory of the interface at two capillaries

in Fig. 4.6).

The flow rate is not high enough that the front invades two capillaries at the same
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Figure 4.7: Spatiotemporal graph of the interface position in pore doublet geometry at
crossover flow regime.

time; hence, the pore invasion mechanism tends to be pore by pore invasion. Haines

jumps remain one of the main pore invasion mechanisms. However, the waiting time,

the time that interface is pinned at a constriction, varies with the flow rate and for each

pore, Fig. 4.6. The higher the flow rate, the lower the waiting time is. In this flow regime,

the balance between capillary forces, inertia, and viscous forces is critical; not only it

determine in which channel the invasion happens, but also it indicates timing between

these jumps. An example of invasion patterns at crossover flow regimes is presented in

Fig. 4.7. Random pore invasions are distinguishable in this graph.

Based on the work of Wang et al. [142], it is expected to see invasion in both

capillaries for viscous flow regime, as they report multiple single-branch invasions

along the flow direction. However, here we elucidate the stable front dynamics under

the effect of viscous and momentum forces. At capillary flow regime, the ramified front

has been reported, and it has been related to the frequency of Haines jumps in porous

media [115]. Here we define Haines jumps as the primary invasion mechanism at

capillary flow regime and bring insight to the dynamics of appearance of ramifications

at front. Additionally, based on the presented dynamics, the results indicate that quasi-

static pore-network modeling may lead to inaccurate results since the invasion in one

channel is suppressed by invasion in adjacent pores due to non-locality of capillary

pressure, although two capillaries were identical. By crossing over the capillary regime

toward higher flow rates, homogeneous invasion dynamics were expected due to the

homogeneity of the porous media. Nevertheless, local force balances determine local

instabilities and invasions frequency. This is in agreement with the results of Berg et al.

[17] where it is mentioned that drainage is more constrained by the entry pressure

despite pore size and geometry. When the front reaches constrictions in the capillaries,

capillary forces arise, and the potential energy in the form of local pressure difference

should excess the dictated throat minimum energy required as entrance pressure to

invade the next pore. The throat that has lower entry pressure or the interface that
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reaches the required pressure earlier will be invaded prior to the other. In some cases,

inertia forces change the force balance toward invasion by providing additional energy

in the form of the initial speed and momentum of the interface, which leads to the

shorter required time for invasion and sequential pore invasions (see Section 4.4). It

is worth mentioning that it is plausible as well that an invasion in one channel delays

invasion in adjacent channel [84].

We have presented the experimental results for various flow rates and categorized

them into three flow regimes. In each flow regime, observed pore invasion mecha-

nisms are presented. In the next section, we present the results of the double sinusoidal

channel model, and the results will be discussed and compared with experimental

data.

4.3.2 Double sinusoidal channel model

This section is dedicated to the results of applying the presented model to a pore

doublet that mimics our experimental porous system and flow conditions. Various

simulations with various flow rates for various fluid pairs have been performed.

Here we compare our experiments with simulations analogous to our experimental

condition in terms of front behavior and invasion patterns.

4.3.3 Comparison of model with experimental results

The front behavior trend and invasion patterns are analogous in numerical and

experimental results. Different flow regimes are observed, and each flow regime is

related to its pore invasion mechanism and interface dynamics. Meniscus dynamics

in simulations match the overall front behavior in experiments.

At higher flow rates corresponding to the viscous dominated flow regime, Fig. 4.8,

the interface is able to invade both capillaries. Although a small surface area difference

between capillaries gives an advantage to the second channel for the interface move-

ment, the interface shows almost identical displacement behavior in both capillaries

with no pinning behavior of the interface at throats. One noticeable point is the

acceleration and deceleration of the interface when it reaches and passes pore throats,

Fig. 4.8. This is observed clearly in simulations but is less pronounced in experiments,

Fig. 4.1. This is due to the fact that, in the model, it is assumed that while the interface

moves through the channel, it drains all the fluid behind it. In experiments, however, at

high flow rates, the interface does not displace all the fluid inside a pore, and a portion

of the wetting fluid remains at pore curvatures, corners, and walls as wetting films.
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Figure 4.8: Interface tracking through drainage process simulated using the presented
model. Pore and throat dimensions are analogous to the experimental design (rp =
80µm and rt = 20µm) as well as fluid properties. Time and the interface position are
reported in dimensionless values and the graph is representative of simulation results
for l og M =−1.7 and l og C ac =−0.27.

The fact that some fluids are left behind in pores reduces the cross-section available

for the non-wetting fluid. It results in fewerfewer accelerations and deceleration while

the fluid movies through the porous media. A snapshot of an invaded pore for viscous

flow regime is available in Fig. 4.9, where the remaining wetting phase is evident at

curvatures of the pore. Additionally, the remaining wetting phase increases the viscous

dissipation at the interface due to momentum transfer from invading phase to residual

defending phase as is reported in Roman et al. [108]. This contrasts with multiphase

Darcy assumptions, where the interface is considered to be at equilibrium condition,

and no energy dissipation is taken into account at the interface between two fluids.

By reducing the flow rate to the capillary-dominated regime, the invasion takes

place only in the second channel with the wider channel. As presented in the previous

section, at low capillary numbers, the dominance of capillary forces increases and

pores and constrictions size have a major role on flow and invasion patterns as it is

directly correlated to capillary pressure in our model. Observations for capillary flow

regime confirm these results, where at capillary flow regimes, the probable dimension

difference conducts the fluid only in one of the capillaries (Fig. 4.3). The pinning

and jumping behavior of the interface is the dominant invasion mechanism for the

capillary flow regime in simulations. Interface in both capillaries advances into the

tightest constriction. However, interface in the wider channel invades the throat with

Haines jumps mechanism and, as a result, a simultaneous retreat of the interface in
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Figure 4.9: Images of an invaded pore at different flow regimes. (a) Invaded pore at
capillary flow regime, log C ac = −3 (related to the experiment with fluid pair 1, see
Table 4.2). Most of the wetting phase has been displaced and only a portion of it
remains at corners. (b) log C ac = −1.27 and fluid pair 3, on the contrary, although
the displacing phase has invaded the pore, still a portion of wetting phase remains at
curvatures of the pore.

the connected channel, Fig. 4.11. It is worth mentioning that these retractions and

reconfiguration of fluids in porous media are not captured in pore-network models,

[19]. This synced retraction of the interface at secondary channel was observed in

experiments as well (experiments related to capillary flow regime); however, it was not

captured in the graph (Fig. 4.3), as the retraction was happening in the inlet channel

and out of our focused porous media frame.

In simulations, during the waiting time, the interface creeps slowly toward the

tightest part of the porous media; in experiments, nevertheless, the interface keeps

its position with no movement in the channel direction. We believe that this is due to

the assumption that pores are fully drained in the model and the effect of dynamics of

corner and film flow during experiments for this flow regime.

At crossover flow regimes, the interface is able to invade both capillaries at pores

near the inlet. Nevertheless, as invading phase saturation increases, viscous forces

share in momentum balance decreases, and capillary and momentum forces will

control the preferential flow path. That is why at next pore throats, the interface

does not invade both capillaries due to higher capillary forces at channel 1, see

Fig. 4.11. At this condition, pinning and jumping start to become one of the involved

mechanisms of pore invasion. This mixed behavior between pinning and jumping and

invasion in both capillaries was observed in experiments as well (Fig. 4.6) when the
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Figure 4.10: The simulation results for log M = −1.7 and log C ac = −2.87 flow
condition. Haines jumps appear as the dominant pore invasion mechanism as the
capillary forces become the most dominant force in the transport process. Interfaces
at both capillaries are connected and invasion in one channel affects the interface
position in the connected channel.

interface remains at one throat while the interface at the adjacent channel continues

the invasion. However, in experiments, we observe that one pinned interface at a

throat may start the invasion again and the interface at the other channel pins at a

throat. We believe this is due to the difference in entry pressure between pores due

to existing sub-pore factors, which define the threshold pressure. This represents the

growing role of the pore and throat dimension in the invasion process as they define

capillary forces.

Retraction of the pinned meniscus was observed in this flow regime as well. Pore

invasion happens as Haines jumps in one channel, while the interface in the other

channel retreats and returns to the throat, as shown by small peaks on the interface

position curve numerically and experimentally (see Fig. 4.11 and Fig. 4.6). further

discussion follows in Section 4.4

In this section, different pore invasion mechanisms at different flow conditions

were observed both experimentally and numerically. It is observed at the viscous flow

regime, viscous forces are the dominant forces, and pore invasions happen almost at

the same speed as front displacements. On the other hand, at the crossover region

and capillary flow regime, it seems that the geometry and dimension of pores play

a great role in the definition of properties of pore invasions. Haines jumps are the

most important pore invasion mechanism in these flow conditions and show an inter-
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Figure 4.11: Simulation results log M = −1.7 and log C ac = −0.56 corresponding to
crossover flow regime. The results show different invasion mechanisms based on the
competition between active forces. Distinct and rapid pore invasions start to become
one of the pore invasion mechanisms.

connected behavior during the invasion process. To obtain more realistic data from the

model, the model must consider corner flows and viscous slippage between phases.

This is a part of future work. The next section presents the dynamics of pore invasions

in our microfluidic system.

4.3.4 Prediction of flow phase diagram

Now that we have detailed experimental observations and simulation results, in this

section, we discuss our findings in terms of the prediction of the front behavior and

the flow regime.

Characterization of the front behavior at different flow conditions and categorizing

them into different flow regimes in a C a and M l og − log Cartesian coordinate was

first proposed by Lenormand et al. [72] and has been known as Lenormand’s phase

diagram. As presented in Section 4.2 and Section 4.3.2, immiscible displacement for

various fluid pairs and at vast flow conditions were performed experimentally and

numerically. In all the explored conditions, regardless of the tested viscosity ratio,

interfaces positions in capillaries start to diverge from each other by decreasing C ac

and moving from viscous flow regime to crossover flow regime. This divergence

continues until the capillary preferential flow path takes over the front behavior that is

the onset of the capillary flow regime. Experimental results and simulation predictions
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of the front behavior are presented in a log − log Cartesian coordinate of character-

istics capillary number (C ac ) and viscosity ratio M , see Fig. 4.12. Resulted diagram

and the transition from different flow regimes are in line with previous research [72,

152]. Similar results are observed in our experiments in comparison to simulations;

however, there is a difference in transition onsets between different flow regimes.

Overall, predictions of numerical simulations for the transition of flow regimes are

higher in terms of C ac for each fluid pair. The difference goes to the assumptions that

were made during the model development and experimental characterization. The

model assumes that the flow is unidirectional, with negligible momentum transfer

at the liquid-liquid interface and the meniscus at each instance invades the whole

channel cross-section. In reality, however, fluid moves with converging and diverging

streamlines through pores and throats with additional viscous dissipation. Besides, it is

experimentally observed that a layer of wetting phase remains near walls and corners,

and it has been observed that a viscous coupling may develop between displacing

and displaced phases by momentum transfer through the interface [108]. These facts,

along with the existence of corner and film flow and integrated energy dissipation

in their dynamics, especially at capillary flow regime, shortens the capillary forces’

ability to dominate the fluid displacement. Additionally, since the invaded surface

area is smaller than the pore’s cross-section, see Fig. 4.9, by knowing the C ac and Ā

are inversely related by definition, Eq. (3.37), the actual C ac is higher than what is

measured in experiments. In addition, the permeability equation applied, Eq. (3.14), is

developed for equilibrium condition and constant channel cross-sections; however,

this assumption is not entirely valid here. We speculate that all aforementioned

phenomena play a role in the small difference that exists between the model and

experimental predictions and the time scale of the events.

The data from the experimental prediction of transition between different flow

regimes of the work of Zhang et al. [152] is included in the Fig. 4.12. The transitions

are in line and compatible with the log(C ac )− log(M) system that we have proposed. It

is worth mentioning that the definition of the flow regimes and the transition between

them is based on the macroscopic front behavior and fingering formats in a highly

connected pore system. While in our system, we differentiate between flow regimes

based on the pore-scale behavior of the invasion patterns. This can explain the small

difference in the margin of transition between these two experimental data sets.

It is worth mentioning that based on what Eq. (3.47) predicts, momentum forces

play a role in interface dynamics during displacement. To the best of our knowledge,

and based on all the performed experiments and simulations, inertia forces do not

seem to have a profound effect on the overall front behavior and definition of ruling

flow regime that is in line with findings of Moebius and Or [84]. Nevertheless, there is

82



4.4. PORE INVASION DYNAMICS

Figure 4.12: The phase diagram in log(C ac )− log(M) coordinate based on simulation
results along with our experimental results and results of Zhang et al. [152]

an essential need for their consideration when it goes to the interface dynamics during

pore invasions, as is discussed in the next section.

4.4 Pore invasion dynamics

This section focuses on meniscus dynamics for slow drainage conditions (i.e., capillary

and cross-over flow regime) when Haines jumps is the dominant pore invasion mech-

anism. We apply the micro-PIV technique to follow the fluid motion and get more

insights into the capillarity effect.

4.4.1 Influence of Haines jumps on flow dynamics in neighbouring

pores

To better understand the inter-connectivity of drainage processes at connected cap-

illaries and invasion dynamics at pore-scale, the study of the interface velocity eluci-

dates the magnitude and correlation between pore invasion mechanisms and interfa-

cial dynamics. The data on front velocity shows that in the flow regimes that pinning

and jumping mechanism plays as the pore invasion mechanism, drastic changes in

the front velocity exist for each jump (Fig. 4.14 and Fig. 4.15); in contrast, for viscous

flow regime, front maintains almost constant velocity, see Fig. 4.13. By comparison

of mean front velocity in porous media (for more explanation refer to Section 2.3)
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Figure 4.13: Interfacial velocities during the drainage process for viscous dominated
flow regime corresponding to logC a =−3.7. The mean interface velocity correspond-
ing to the flow rate is at the same range as the measured velocities.

with the front velocity for different flow rates, it is evident that by increasing flow rate

(and as a result mean front velocity), the local front velocities approach the mean flow

velocity, concluding that resisting forces (such as capillary forces) and constrictions

have a minor effect on the front movement in this flow regime. Whereas, there is an

enormous difference between mean and local front velocities at capillary flow regimes,

where Haines jumps are the main pore invasion mechanism. The front velocity in this

condition reaches up to 80 times larger amounts than the mean values. These sharp

changes in the velocity, and accordingly pressure as is presented by Morrow [87] and

measured by Moebius and Or [83], are as a result of accumulation of energy at the

interface at constrictions and sudden release of it.

Velocity data clearly reveals the interface connectivity at pore invasions with the

Haines jumps mechanism. For any jump at one of the capillaries, the velocity profile

of the adjacent channel shows a response. Right after the jump, the velocity profile

shows a sudden change to negative amounts followed by a drastic change to positive

velocity and then decrease to zero, see Fig. 4.14b. This corresponds to the retraction

and advance of the interface and invading phase at the secondary channel. A closer

observation of the effect of Haines jumps on the interface behavior at the connected

channel reveals that interface moves toward the smallest part of the constriction

as the capillary pressure increases right before the invasion [107, 83, 84, 8]; almost

instantaneously by invasion at the adjacent channel, the interface faces a reduction

of capillary pressure. The interface in the adjacent channel relaxes and retreats

suddenly into the pore, Fig. 4.16a, which is related to the sudden change of velocity
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Figure 4.14: (a) Velocity measurements related crossover regions at logC a = −4.5.
The drastic change in velocity corresponding to Haines jumps is evident for both
capillaries. There is a noticeable difference between the mean interface velocity
calculated from the flow rate and the measured velocities. (b) Measured interfacial
velocities for logC a = −4.5 between times 2s and 3s. Each pore invasion results in
simultaneous negative velocities (corresponding to retraction of the interface) in the
adjacent channel followed by a positive velocity peak as the interface advances toward
the constriction.

Figure 4.15: Measured velocity of interface at capillary dominated flow regime. The
dramatic velocity changes as a result of Haines jumps is evident. Pore invasions are
happening completely separated from each other on a periodic basis.

85



CHAPTER 4. PORE INVASION INTERFACE DYNAMICS AND FRONT BEHAVIOR IN A
PORE DOUBLET

values to negative values. Then, the interface advances toward the throat again and

rests there until capillary pressure at one of these capillaries passes the entrance

pressure of the constriction, this part of the movement of the interface corresponds

to the sudden change of sign of velocity toward positive values and then decreasing

to zero. See Fig. 4.16b that shows the interface position at the first channel while

the second channel is being invaded with sudden jumps. This is in agreement with

the experimental observation of Moebius and Or [83]. This is observed for all pore

invasions with the same flow regime despite the distance interfaces had from each

other in our system (for some cases, interfaces were more than ten pores apart).

Armstrong and Berg [8] report when a pore invasion by Haines jumps takes place,

the interface in the adjacent throats steps back until it reaches a pore body and finds

equilibrium in capillary pressure with the invaded pore. By extending this result to our

experiments, we expect interface retract to the widest parts of pore geometry. On the

contrary, the retraction of the interface never reached wide pore bodies; it is always

limited to the pore throats vicinity. This difference between different observations of

the interface dynamics might be explained by higher dominancy of capillary forces

in the design of Armstrong and Berg [8], due to the smaller cross-section of their

constrictions (around 24 times). In addition, in Armstrong and Berg [8], throats are

long constant cross-section rectangular capillaries (13µm), leading to retraction of the

interface to the pore body as the only way to obtain lower capillary pressure, causing a

larger contribution to invasion process. The same retraction of interface phenomena

in the secondary channel is expected in the study of Morrow [87] by considering two

parallel capillaries; one is considered as a succession of pores and throats and the

other as a smooth channel with decreasing diameter toward the outlet (Fig. 4.17).

According to Morrow [87] the magnitude of pressure changes due to front instabilities

and pore invasions are directly related to the system’s ability to transport fluid. For

example, their results expect a higher volume of fluid displacement (retraction) in the

secondary channel when no flow condition is allowed out of the system during the

jump period. In a system similar to ours, when hypothetically no fluid is withdrawn

from the system during pore invasion, and saturation remains constant, a considerable

pressure difference in the side pore is expected due to geometrically induced capillary

pressure change. Nevertheless, lower pressure variation is expected when the system

can deplete a large portion of the invaded volume. Besides, as already established by

the model developed in this paper, and previous works [84], the viscous dissipation and

inertia of phases influence the attenuation of interface fluctuation and the distance

retracted by the interface. This is in agreement with our observations (Fig. 4.16) and

justifies the lower range of fluid retraction observed in experiments of Moebius and

Or [83]. Although, their results show velocity alteration in the same order as jumps
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Figure 4.16: (a)Snapshots of the back and forth movement of the interface at a pore
throat in channel 2 while the interface is advancing in channel 1. (b)Measurement
of the dimensionless position of the interface in channel 2 as a function of the
dimensionless time. Each oscillation of the interface at the pore throat in channel 2
is synced with a Haines jumps in channel 1. With log C ac = −2.08 and log M = −1.7,
corresponding to cross-over flow regime.
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Figure 4.17: The geometry presented by Morrow [87] as an explanation of the effect of
Haines jumps on the pressure and fluid displacement in side pores (capillaries).

velocity at the primary channel (see Fig. 1.8), whereas our experiments suggest lower

magnitudes for velocities at secondary channel. This is mainly related to the perfect

circular cross-section of their porous media design for simulations that do not take

corners and viscous and surface energy dissipation into account. Additionally, their

result is not conclusive whether this interfacial oscillation is a result of interfacial

relaxation and is limited to the area near the interface or it penetrates through the

body of the fluid. In this work, we are able to reveal the fluid dynamics behind it by

micro-PIV analysis. It gives us insight into how capillarity and local pressure gradients

develop complex interface dynamics.

Micro-PIV results confirm the front velocity profile and assure interface retraction

due to jumps is not just an interface relaxation around the interface but is related

to fluid transport in connected capillaries. Micro-PIV measurements are performed

during pore invasion by Haines jumps at three different points in the body of the

seeded wetting fluid, following the protocol presented in Section 2.2.2 and Roman et al.

[107] (see Fig. 4.18, micro-PIV is performed for 3r d and 9th pores and at the throat

between 5th and 6th pores). We observe that for each jump during pore invasion, the

fluid in the adjacent channel is disturbed and shows an oscillating movement, i.e., first

retreating, then advancing, see Fig. 4.19 and Fig. 4.20. While, when the invasion is in

the same channel, the fluid shows a sudden forward movement. The micro-PIV data

in this graph represents the flow disturbance for different pores concerning the pore

invasions occurring in adjacent pores. This back and forth movement is repetitive

through the porous media and maintains the same behavior from far to near pores.

Velocity data are reported until corresponding pores are invaded, first pore 3 and then

the throat between pores 5-6 are invaded in Fig. 4.20. Presented data are consistent
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Figure 4.18: Number indications of pores in porous media for the last image of the
image sequence for logC a =−3.8 experiment.

Figure 4.19: Micro-PIV measurements related to capillary dominated flow regime in
presence of interface velocity for logC a = −5.5. The velocity changes due to Haines
jumps at the side channel is evident (a). Micro-PIV results between time 3.5s and
6.5s. The effect of Haines jumps at side channel is presented without interference
with invasions at the same channel. The reciprocal movement that was observed for
interface tracking results is confirmed (b).

with the interfacial velocity data reported before (compare Fig. 4.14b and Fig. 4.20a).

Besides, Fig. 4.19 evidences that, at capillary flow regime, reaching velocities several

times the average front velocity is not exclusive to the invading interface, and fluids at

adjacent capillaries can surpass the front velocity or even retreat with that velocity. In

this flow regime, as pore invasions are separated, the effect of invasions in capillaries

are not interfering, and the effect of each jump is clearly observable, see Fig. 4.19.

The downstream disturbance of the fluid has been previously reported in the work

of Blois et al. [18] and Roman et al. [107]. They were able to measure fluid velocity

field in pores near the place that invasion took place, and disturbance of fluid flow

due to pore invasions was quantified using the micro-PIV technique. However, in

non of these works, the effect of jumps on the flow distribution is distinguished from
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Figure 4.20: Micro-PIV results, at 3r d and 9th pores and at the throat between 5th

and 6th pores (color coded in Fig. 4.18), and interface velocities at capillaries for
logC a =−4.5. Micro-PIV results are available until the corresponding pore is invaded.
Results show fluid disturbance at body of the fluid for Haines jumps pore invasions in
both capillaries. The reciprocal movement of the fluid is evident for jumps in the side
channel (a). A highly disturbed flow pattern is observed at initial times as the combined
effect of invasions in side channel, invasion in same channel and the inlet effect (b).

the rest of the pore-scale phenomena based on the highly interconnected porous

media patterns they use, leading to uncertainty in linking an observed disturbance

to an exact interfacial dynamic. That is to say, the highly disturbed flow near the

interface ([107]) and local flow dynamics due to invasions ([18]) suggest the extensive

effect of fast dynamics of pore invasion on the flow patterns in the wetting fluid. Our

findings are in line with the observed perturbations and back and forth movements

of particles in the wetting fluid in the work of Roman et al. [107], attributed to local

pressure gradients that develop in front of the interface. Although, these pore invasion

dynamics are not directly correlated with the Haines jumps dynamics. Here, the data

clearly correlates the fluctuations inside pores to the interface instabilities and states

that it is able to propagate through the system even more than ten pores apart from the

invasion. Additionally, here we provide new data on the effect of Haines jumps on the

reconfiguration of adjacent interfaces in relation to the induced flow through porous

media. This direct observation of interface dynamics is in contrast with multiphase

Darcy’s equation assumption that when a pathway is established, no dynamics will be

dedicated to the interface, and it is considered fixed [123].

In this section, we have studied the effect of flow regime on the waiting time

between pore invasion events. It is mentioned that waiting time is almost constant

at a capillary-dominated flow regime because our geometry is homogeneous. On the
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contrary, waiting time varies from pore to pore at the crossover region. Later, we

discussed dynamics of pore invasion in comparison to the mean front velocity, and

it was observed that when Haines jumps are the main pore invasion mechanisms, the

local front velocity is very different from the mean front velocity and consists of a series

of discrete drastic changes of interface velocity. The invasion mechanisms changed by

increasing the flow rate, and local velocities converged toward the mean front velocity.

Finally, the effect of Haines jumps on the interface and body of the fluid in the adjacent

pores was studied, using interface tracking and micro-PIV technique. It was observed

that with each pore invasion, the interface and body of the fluid in the connected

channel follow a back and forth movement. At capillary flow regime, pore invasions are

fully distinguished from each other, as shown by the interface tracking data and micro-

PIV results. Increasing the flow rate and moving to the crossover flow regime leads to

more frequent pore invasions. This causes interference between the dynamics of pore

invasions in both capillaries. Keeping in mind the interface’s connectivity between

both capillaries, invasion in one channel might provoke or delay invasion in adjacent

capillaries and cause different pore invasion dynamics from pore to pore. In the next

section, we will cover the effect of the transition from the capillary to the crossover flow

regime on the dynamics of the pore invasion.

4.4.2 Pinning time at throats and front behavior

By defining waiting time as the delay between two subsequent pore invasions, it is

distinguishable that the higher the flow rate, the lower the waiting times are. By

normalizing the measured values using the mean invasion time for a single pore in

each flow regime, we are able to compare different experiments, see (Fig. 4.21). The

mean value for normalized waiting times is 1 for all flow regimes. Values lower than 1

show that the corresponding pore has been invaded faster than the reference invasion

time, and values higher than 1 show that it took longer to invade the pore. For capillary

flow regime (low C ac ), the waiting time for each pore invasion through porous

media is constant as shown in the histogram graph, Fig. 4.21(standard deviation

(σ) of 0.2 for capillary flow regime). It goes along with the fact that our porous

media is homogeneous and pore space is similar through porous media. However,

at higher flow rates, crossover flow regime, waiting times are not constant through

the pore invasion process. This is reflected by a wider range of waiting time and

higher deviation from the mean value for crossover regime, see Fig. 4.21 (σ = 0.5 for

crossover region). That is to say, the waiting time for some pores approaches zero,

while a longer waiting time is observed before some invasions. This is attributed to

the interaction between the different active forces in the invasion process and inter-

pore interactions. Especially, interfacial and inertial relaxations occurring after pore
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invasions are able to encourage or prevent pore invasion [83]. The acceleration and

the initial velocity provided by a pore invasion may initiate a successive pore invasion

(normalized waiting time of < 1), while an interface retraction at the side pore may

extend the required waiting time [84] or inhibit an invasion [8]. This inertial effect

was reflected in the work of Moebius and Or [84] through having a broader velocity

range (both higher and smaller values) in comparison with when inertia was ignored.

Additionally, fluid configuration and distribution differ from case to case, and various

level differences in capillaries exist that can change the interaction of side pores. This

is worth keeping in mind that by increasing the flow rate and reaching the viscous flow

regime, the waiting time tends to converge toward zero and reduce in variations, as the

pinning mechanism is vanishing. Additionally, the first pore invasions are under the

inlet effect, especially at capillary dominated flow regime, and the first waiting times

are normally lower than the mean values (highlighted with a dotted vertical line). By

not considering the first two pores in each experiment, to eliminate the inlet effect, we

find the capillary flow regime’s data to be more smooth (σ= 0.18), and crossover region

is more dispersed (σ= 0.52).

These results are consistent with experimental observations of Moebius and Or

[83] (in mm-scale inside glass beads porous media), where for capillary flow regimes,

individual pore invasions take place, while at higher flow rates, the invasions are

disturbed, and avalanche-like pore invasion is observed, while some pores follow

pinning-jumping behavior at the interface. Additionally, they report the disturbance

of distinct pinning and jumping behavior in their simulations for higher flow rates.

These provide evidence of the effect of side-pores in damping or assisting invasion at

this flow regime as is reported in Moebius and Or [83] and Armstrong and Berg [8].

Armstrong and Berg [8] witnessed that in pore invasions happening simultaneously in

porous media, the most dominant invasion is able to damp the other invasion at the

neighbor pore.

4.5 Conclusions

Competition between capillary and viscous forces results in different flow regimes in

porous media. Each flow regime is attributed to different pore invasion mechanisms

that, based on their characteristics, can control the front behavior. At the viscous flow

regime, pores are invaded consecutively with almost no restriction at porous media

constrictions as a result of the high ratio between viscous and capillary forces. High

viscous force and high momentum energy (inertia) of the moving fluid result in the

tendency of flow to move in a straight direction, i.e., the direction of flow. Crossover

flow regime happens where viscous and capillary forces are comparable in quantity. In
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Figure 4.21: Measured waiting times for various flow conditions presented by different
M and C ac . Waiting time values are normalized with the mean value of the time that
interface needs to invade one pore in each flow condition. By increasing the flow rate
and increasing the effect of viscous and inertia forces, the waiting time spreads over
a wide range as a result of different cooperation between active forces and interfacial
effects from side channel. First pore invasions are normally affected by the inlet and
have lower waiting time in comparison to the mean value. This has been specified
using a vertical dotted line.
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this flow regime, the mixed behavior and pore invasions between viscous and capillary

flow regimes are evident. Pores are invaded mostly on pore by pore bases, and Haines

jumps start to be an important mechanism. At capillary flow regime, Haines jumps

are the most important pore invasion mechanism. As capillary forces dominate this

flow regime, the front invades the constriction with lower entrance capillary pressure.

In this regard, lateral movement of the front and backward flow is possible, which

are characteristics of the capillary flow regime. Additionally, different displacement

behavior and fluid retention at pore level for different flow regimes shed new light on

the understanding of the variation of parameters such as critical water content and

pore-scale residual saturations in other studies. The reported retention of wetting layer

on porous media walls, corners, and curvatures at viscous flow regime reflects as a

higher critical water content at larger scales [58]. On the other hand, for the capillary

flow regime, the remaining wetting phase placed in the corners explains the lower

reported critical water content in other studies and the distribution of fluids behind

the front [58].

We were able to apply the presented model for double sinusoidal channel for

micro-scale porous media. Results are consistent with experimental results. However,

the residual wetting layer and film on the porous media walls and corners at all flow

conditions demonstrate the need for modification to the model.

When viscous forces are not the dominant forces (crossover and capillary flow

regimes), the interface dynamics at one channel is able to alter the position of the

interface in side pores. Results of micro-PIV show that the influence of reconfiguration

of the interface is not restricted to the near interface areas. Micro-PIV results show that

the body of the fluid oscillates (moves backward and forward) as a result of decreasing

capillary pressure and retraction of interface and then increasing the capillary pressure

and advancing of the interface to the constriction.

The study of interface dynamics shows that the velocity of the interface at cap-

illaries deviates from the mean flow velocity at the porous media, from viscous to

capillary flow regime. At the viscous flow regime, the mean flow velocity is equal to the

interface velocity. Nevertheless, by adopting Haines jumps as an invasion mechanism,

the mean front velocity deviates from the interface velocity at each channel. Flow in

this condition is characterized by impulsive peaks of velocity changes that are up to 80

times higher than mean flow velocity.

4.5.1 Perspective

This chapter has been mainly about the behavior of interface for drainage process in

double sinusoidal capillaries for drainage conditions. Many ideas and experiments

exist to be explored. In this work, some assumptions and simplifications have been
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made to be addressed in future research. There are some ideas that I would have liked

to try and dig deeper.

• In this chapter, the interface behavior in a double channel was observed; how-

ever, having different geometry, such as multi-branches or inter-connected

capillaries, will provide information on the length-scale of side-pore effects and

momentum role in different invasion mechanisms.

• Pore shape and morphology is one important factor in dynamics of pore inva-

sions, interface burst and defines when other phenomena such as snap-off will

take over the invasion patterns. Various pore shapes and pore connectivities

remain to be studied.

• Simulations can be extended to two dimensions and be tested with microfluidics

experiments. Additionally, it remains to be improved by including the fluid-fluid

viscous slippage effect and the corner flow dynamics.
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Chapter 5

Controlling role of corner flow

dynamics at capillary dominated flow

conditions

5.1 Introduction

In the previous chapter, dynamics of pore invasions for various flow conditions were

discussed. Different pore invasion mechanisms are attributed to each flow regime.

When the capillary forces are dominant, at very low capillary numbers, rapid interfacial

bursts, known as Haines jumps, are the principal active pore invasion mechanism

[53, 8]. Recent studies show that invasion in this flow regime consists of a series of

intermittent interfacial jumps accompanied with interface pinning, known as waiting

times [83]. Although this mechanism has been known for a while and studied in

previous works [83, 8], the interface dynamics and the nature of waiting times remain

unrevealed.

In multiphase systems, a portion of the resident fluid remains behind the front in

the form of fluid ganglia or in rock curvature and crevices [58]. In general, invasion

of a non-wetting phase in a channel that initially is saturated with wetting phase is

integrated with retention of the wetting fluid on the walls [132, 27]. Fairbrother and

Stubbs [38] and Taylor [132] studied the fluid flow and front dynamics in a tube at

different capillary numbers. Bretherton [23] correlated the thickness of the fluid film

with the C a in a circular tube and Aussillous and Quéré [11] experimentally validated

results and followed up to higher C a by developing a theory for deposited film on

cylindrical walls. Wong et al. [145] and Magnini and Matar [76] extended deposition of

liquid films for a square channel by theoretical developments and a series of numerical

simulations respectively.

96



5.1. INTRODUCTION

Figure 5.1: A 3D representation of the residual wetting fluid at corners and the flow
along them, taken from Ransohoff and Radke [103].

The remained wetting phase is able to flow and move through occupied surface

area. This flow in residual fluid on the solid surface is specifically important in various

industrial and environmental applications such as foam generation [66, 85], Enhanced

oil recovery (phase entrapment in porous media, snap-off mechanism and smart

water), and CO2 sequestration. In a circular cross-section channel, i.e. no edges, the

wetting phase is distributed as wetting films or layers. However, in an angular cross-

section tube, characteristic of geological porous media, the residual wetting phase is

mainly stored at corners [76], and corner flow highly contributes to the residual wetting

phase dynamics [103], see Fig. 5.1. Fluid flow through non-circular paths has been

investigation in previous studies [70, 103, 67]. Recent studies of displacement through

porous media have shown that the dynamics of the retained fluid in the invaded zone

contribute to the drainage process through irregular pathways along the corners or

fluid films over the porous media surface [88, 57, 58].

In this chapter, we aim to study the dynamics behind the waiting times in Haines

jumps pore invasion mechanism and to quantify the role of corner flows in definition

of pore invasion dynamics using a well-defined porous media. We apply microfluidics

and corner flow theories to have a better understanding of corner flow contribution

in drainage process. In what follows, first the experimental methodology is pre-

sented. Then, we go through the governing equations behind corner flows and non-

dimensionalize the equations. Next, the experimental results on dynamics of residual

wetting phase during waiting time are presented and compared to simulations. Finally,

experimental results on corner flow dynamics during the pore invasion is presented.
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5.2 Experimental methodology

In this section, we present the experimental setup, experimental conditions and

explain the acquisition techniques.

The experimental setup presented in Chapter 2 is used for this study. A PDMS

micro-chips with an undulated pore doublet geometry is used for drainage experi-

ments (see Section 2.1.3, Fig. 3.7 and Table 4.1 for further details). Experiments have

been performed at room pressure and temperature and flow is accurately controlled

by precisely defining the inlet and outlet pressure, ranging from 40 to 70mbar

corresponding to log C a < −4.8. PDMS wettability is altered to water-wet using

plasma treatments (θ ≤ 30◦). Experiments are performed at drainage condition where

air displaces the water through the porous media. To be able to perform PIV, the

aqueous phase is seeded with micro-particles (Polybead Carboxylate Microsphere

1µm diameter).

During the invasion of porous media by the non-wetting phase in an angular

channel, a layer of the wetting fluid remains at corners of capillaries as a result of

wettability effects. For each interfacial curvature, the corner residual wetting phase

spreads laterally over the solid wall, Fig. 5.2a. The higher the curvature of the interface

at the corner is, the lower the spreading over the walls will be, see Fig. 5.2b. Considering

the schematic presentation of a corner with half angle of α
2 , water-solid contact line of

lsw , contact angle of θ and corresponding to capillary curvature of R, see Fig. 5.2a, one

can use sine rule and write:
R

sin α
2

= lsw

cos α2 +θ . (5.1)

Measuring this water-solid contact line (lsw ) provides an indicator for the actual

fluid thickness at corners and the amount of the residual corner fluids. In the acquired

image sequences from experiments, this layer is observed by darker areas at corners

of the porous media geometry. These dark areas are the top view of the corner fluids;

more precisely, this band is the spreading length of the corner wetting fluid over the

walls, or lsw in Fig. 5.2b. By following the image processing protocol presented in

Section 2.2.1, the outer boundary of porous media geometry and the inner boundary

of the corner fluid profile can be obtained as pictured in Fig. 5.3. The water-solid

contact line of the corner fluid for each point is obtained by measuring the distance

between the inner and outer boundary of the corner layer, normal to the porous media

geometry, Fig. 5.4.

PIV technique is applied to study the fluid velocity and streamlines in the body

of the wetting phase. Micro-PIV technique is performed by following the protocol

98



5.2. EXPERIMENTAL METHODOLOGY

(a)
(b)

Figure 5.2: (a) Schematic presentation of wetting fluid confined at a corner of porous
media geometry with half angle of α

2 , contact angle θ, solid-water contact line lsw

and interfacial curvature R. (b) A schematic of residual corner wetting fluid in our
micromodel at different capillary pressures with the visible lateral spread.

Figure 5.3: The obtained image by applying image processing techniques to detect
boundaries of corner liquid.

Figure 5.4: Apparent corner width measurement by measuring the distance between
inner and outer boundary normal to the geometry of the porous media.
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Figure 5.5: A schematic of the retained wetting phase in a square capillary.

presented in Section 2.2.2. PIVlab is used to perform PIV measurements [135, 134].

In the following sections, first the theories behind corner flows are presented. Then,

the experimental data on residual wetting phase behavior at different flow regimes are

discussed. Next, experimental results on the corner dynamics and fluid velocimetry

results using micro-PIV technique are presented and the results are compared with

experiments. Finally, we look at the corner flow dynamics during fast pore invasion by

Haines jumps.

5.3 Governing equations

In this section, the theory behind corner flows is discussed. Equations are non-

dimensionalized and are applied to our system configuration. Finally, results of

residual wetting fluid are presented .

5.3.1 Flow equation

Two-phase flow in capillaries has been studied in previous works [103, 11, 145]. For

a channel with a non-circular cross-section, the non-wetting phase occupies the

center and wetting fluid saturates corners, as is depicted in Fig. 5.5a-b. In this phase

configuration, the wetting phase flows along the corners. Assuming the channel is

horizontal and it is slim enough that gravitational effects are negligible [70], we can

study the flow through one corner and extend it to the rest with similar properties[103].
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The momentum balance equation is written as

ρ

[
∂ν

∂t
+ν.∇ν

]
=−∇p +µ∇2ν , (5.2)

where ν, t ,µ and p are respectively fluid velocity vector, time, viscosity and pressure.

Assuming the flow is slow and steady state condition results in reduction of inertia

and time dependent terms in Navier-Stokes equation [70]. Considering unidirectional

laminar flow and assuming the pressure difference along the corner is constant over

the flow cross-section (x − y plan) implies that the corner velocity field is only a

function of the position in the cross-section plan (uz(x, y)). It brings us to

− ∂p

∂z
+µ

(
∂2

∂2x
+ ∂2

∂2 y

)
u = 0, (5.3)

where u is the flow velocity in z direction, along the channel, Fig. 5.5b. Ransohoff and

Radke [103] solved for velocity profiles for different geometries by considering a no-slip

boundary condition at solid-liquid surface and momentum balance between wetting

and non-wetting phases by considering a shear stress. Legait [70] proposed

ūz,t = r 2

βµ

∂p

∂z
, (5.4)

where ūz,t is the averaged fluid velocity through the corner calculated by dividing the

flow rate by the wetting phase cross-section area, r is the radius of the interface and β

is the dimensionless flow resistance coefficient defined by Ransohoff and Radke [103].

β depends on the corner geometry, contact angle and roundness factor of the corner.

It is worth mentioning that β remains independent of the absolute size of the corner.

Here we assume that the stress exerted on the interface by non-wetting fluid is

negligible as it was proposed by Zhou et al. [155]. β values for different corner half-

angles and contact angles for no-stress boundary condition at fluid-fluid interface is

reported in Ransohoff and Radke [103]. Values for a square channel (α = π/4, where

α is the half angle of the corner, Fig. 5.2a) and different contact angles at no-stress

boundary condition are given in Table 5.1. The resistance to flow increases by an

increase in the contact angle. It is readily explained by the fact that for a constant

curvature radius, when the contact angle increases, the interface is driven further into

the corner resulting in smaller cross-section, which decreases the ability to flow, see

Fig. 5.6.

The flow rate (q) according to the velocity definition will be

q =− Ar 2

βµ

∂p

∂z
, (5.5)
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Table 5.1: β values for different contact angles for a right angle corner (α= π
4 ).

Contact angle 0 π
36

π
18

π
9

π
6

π
5

β 93.93 93.99 100.2 139.0 290.7 698.2

Figure 5.6: The corner wetting phase cross-section for constant interfacial curvature
(R1 = R2) and different contact angles. The cross-section decreases by increasing
contact angle (θ2 > θ1) resulting in an increase in dimensionless resistance factor, see
Table 5.1

where A is cross section of the corner fluid along z. The cross-section area of the corner

flow is related to the interface radius, r , and the corner angle, α. In its general form, it

reads as

A =Cr 2, (5.6)

where C is a coefficient depending on contact angle and corner half-angle. For a right

angle corner and a contact angle θ, the coefficient is

C = cosθcos
(
π
4 +θ)

sin π
4

−
(π

4
−θ

)
, [34].

Hence, the final form of the flow rate equation is defined as follows

q =−Cr 4

βµ

∂p

∂z
. (5.7)

The capillary pressure by definition is the difference between the non-wetting and

wetting phases pressures,

pc = pnw −pw .

As a result, changes in capillary pressure corresponds to changes in the non-wetting
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and wetting phase pressure changes,

d pc = d pnw −d pw .

Assuming the pressure changes in the non-wetting phase (gas phase) is negligible, the

pressure changes in the wetting phase pressure is negatively correlated to the capillary

pressure changes,

d pc =−d pw . (5.8)

Hence, by combining Eq. (5.8), Eq. (5.13) and Eq. (5.7) one writes

q = C

βµ
r 4∂pc

∂z
. (5.9)

5.3.2 Mass balance

The continuity equation of the system can be written in terms of cross section of

the corner occupied by wetting phase, since it is assumed that the wetting fluid is

incompressible,
∂A

∂t
+ ∂u A

∂z
= 0. (5.10)

It describes the accumulation in corners, with respect to the fluid velocity. The term

u A describes volumetric flow rate, q , and the equation can be rearranged as

∂A

∂t
+ ∂q

∂z
= 0. (5.11)

By combining Eq. (5.11), Eq. (5.9) and Eq. (5.8) leads into curvature radius evaluation

equation as a function of time and position;

C∂r 2

∂t
+ ∂

∂z

(
C

βµ
r 4∂pc

∂r

∂r

∂z

)
= 0. (5.12)

Assuming a straight channel, the curvature of the interface in the direction of the

channel is infinitely small; the capillary pressure by Young-Laplace equation will be

pc = σ

r
, (5.13)

where σ is the interfacial tension. Hence, Eq. (5.12) is transformed to

∂r

∂t
= σ

2βµ
r
∂2r

∂z2
+ σ

βµ

(
∂r

∂z

)2

. (5.14)
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Eq. (5.14) represents the evolution of the radius of the curvature of the arc meniscus

along the channel with respect to time. This evolution is a function of viscosity of the

fluid, interfacial tension, geometrical resistance and contact angle, which are included

in β.

5.3.3 Non-dimensionalized equations

To have a general understanding of the corner flow behaviors, we propose a general-

ized and dimensionless formulation. By choosing channel half width, Rp (see Fig. 5.5a-

b), channel length, L, and time tc = 2βµL2

σRp
as the characteristic values respectively for

radius and position and time, Eq. (5.14) is easily read as

∂r ∗

∂t∗
= r ∗∂

2r ∗

∂z2∗ +2

(
∂r ∗

∂z∗

)2

, (5.15)

where r ∗, z∗ and t∗ are dimensionless radius, position and time. This characteristic

time incorporate the effect of corner geometry effects, the length of the corner and

fluid properties on the drainage time scale [67].

5.3.4 Numerical results

A self-developed code in MATLAB® is developed to solve the Eq. (5.15). The evolution

of the curvature radius along the corner is studied with respect to time. A uniform

initial condition is applied over the total length of the corner. It corresponds to the

condition that the wetting fluid occupies the whole corner, when r is equivalent to

d and lsw = Rp , Fig. 5.5a. It is assumed that the corner fluid represents the arc

meniscus in an invaded pore and the tip meniscus has reached a constriction to invade,

simillar to the condition illustrated in Fig. 5.11. At capillary flow regime, invasion

occurs only when the interface reaches the threshold capillary pressure defined by the

constriction. Wong et al. [145] predicts that when C a is very low (C a ≈ 0), the diagonal

distance of the capillary origin to the deposited corner layer, d , in a square channel

will be dt = 1.2×Rp , see Fig. 5.5. In this regard, at one end of the corner, a Dirichlet

boundary condition with a corner radius corresponding to invasion entry pressure

of the constriction, predicted from Wang et al. [142], is exerted. At the other end, a

Neumann boundary condition, ∂r∗
∂z∗ = 0, is applied. With this setting, we calculate the

rate of corner radius changes in response to a pressure difference along the corner as a

result of reconfiguration of phases at the throat. The mean radius of the curvature over

the length of channel is reported in Fig. 5.7. The radius decreases with faster rate at

the beginning, since the flow rate is directly correlated with the radius. The higher the

corner fluid radius is, the higher the flow rate will be. Accordingly at later stages, lower
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Figure 5.7: The mean dimensionless radius of arc meniscus along the corner with
respect to dimensionless time.

radius corresponds to lower flow rate (depletion rate) and respectively lower radius

reduction rate.

5.4 Experimental results

5.4.1 Fluid distribution at invaded pores for different flow regimes

While the interface is invading the porous media, the trace of invasion will be different

at different flow regimes. This is due to different mechanisms that cast for pore

invasion. Various fluid configurations and phase distributions occur at macroscopic

and microscopic scales.

Our geometry consists of a series of pores and throats. In viscous flow regime,

as the interface is invading the pore space, by passing the throat, it enters a wider

area. Interface maintains the movement in the longitudinal direction, while it begins

to expand laterally due to wider space. Since the longitudinal velocity in this flow

regime is normally higher than the lateral expansion, and the interface invades throats

with no pinning behavior, a layer of wetting phase remains at curvatures of pores, see

Fig. 5.8. In other words, curvatures of porous media act as pockets and retain a portion

of wetting phase, which may interact with the invading phase at later stage [108]. This

retention of wetting phase at high flow rates is projected in finding of other studies as

an increase in the critical water content of the porous media [58, 90].

Considering the range of the capillary numbers that we face in our experiments for
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Figure 5.8: Remained liquid layer in the curvature of pores (specified with light blue)
in drainage displacement with logC a =−3.5.

Figure 5.9: Remained wetting phase in corners at capillary flow regime, l og C a =−6.24.

the capillary flow regime, we are well below the presented threshold by Magnini and

Matar [76], i.e., C a < 0.05, that below which wetting phase mostly deposes in corners.

In line with this prediction, residual wetting phase layers were only observed at corners

(see Fig. 5.9). In this case after pore invasion, interface reached the next throat and

meanwhile expanding laterally. However, in this flow regime, interface does not invade

the next throat spontaneously. At capillary flow regime, as it is discussed in details in

Chapter 4, capillary forces are dominant and the prerequisite of a pore invasion is that

tip meniscus reaches the threshold pressure of the constriction. When the interface

reaches a constriction that the threshold capillary pressure is higher than the current

pressure difference, the interface waits there until the pressure surpasses the threshold.

At this condition, the arc meniscus (the interface between invading and resident fluid

at corners) has to cope with this condition by changing curvature, described by Young-

Laplace equation. Fig. 5.2b presents the schematic profile of wetting fluid at corners of

porous media after invasion for different interfacial radius corresponding to different

capillary pressure.

Here, we verify the calculated values of lsw predicted in Eq. (5.1) by comparing to

experiments. We consider the limit presented by Wong et al. [145] and apply this theory

to our experiments at very low C a (C a ≈ 0), when the front is pinning at a constriction

at invaded throats that our cross section is square (Table 4.1), and it is far from the

tip meniscus. We can estimate the interfacial curvature radius to be 22.4µm based on

theory. Using Eq. (5.1) we can relate the measured water-solid line (lsw ) to curvature

of the interface at corners. By applying this formulation to the calculated amount of

22.4µm for interfacial curvature radius, we expect 8.2µm from the top view. From
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the corresponding experiment we obtain the mean value of lsw ≈ 9µm (7.8 < lsw <
10.4µm) which is in good agreement with the calculated value. This variation with

theory can rise from the resolution of our imaging system, that is ≈ 1.3 µm
pi xel , and one

pixel error results in a micron difference. Additionally, defining the exact boundary of

the corner fluid has some limitations using optical instruments. It is worth mentioning

that the applied theory is developed for a long straight square channel, while we have

approximated that it is true for throats of our geometry. Not only the cross-section

is not constantly square all over the channel, but also the effect of converging and

diverging walls causes deviation from these results regarding Young-Laplace equation.

Besides, the error margin for the measured contact angle of the system may result in a

small divergence from the theoretical prediction.

Now that we are able to relate the water-solid contact line of the corner liquid

from the top view of our microfluidic system to the amount of residual wetting phase,

the connection between the waiting time at capillary flow regime and residual corner

fluids is studied. We know that the interface pins at throats during waiting time and

suddenly the meniscus invades the next pore. It still remains undiscovered whether

there is any dynamics behind these waiting times. First, we will study the dynamics

of near interface corner fluids before each pore invasion at the capillary flow regime

by studying the changes in the profile of the corner fluid. Then, using micro-PIV

technique, we will explore whether there is any dynamics in the body of the wetting

fluid while the interface is statically pinned at the throat. By this mean we also discover

whether there is any exchange between invaded pores and saturated porous media

through corners.

5.4.2 Corner flow dynamics during waiting time

Residual wetting fluid at corners of a porous media are most of the time considered to

be involved in slow processes of unsaturated zone drainage ([58, 88]) and a systematic

experimental study of their dynamics in porous media remain limited. Here we claim

that corner fluids are dynamic and play a role in fast dynamics of pore invasions and

near front fluid configuration.

Experimental results suggest that the corner fluids reduce to a minimum amount

before pore invasion. When a pore is invaded by Haines jumps mechanism, the

interface moves to the next constriction. After reaching to the next constriction, the

capillary pressure over the interface increases to reach the entrance pressure of the

constriction. Considering the interface at the constriction with corner residual fluids

corresponding to the current capillary pressure, for advancing into the constriction,
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Figure 5.10: A schematic representative of the configuration of phases, interface and
corner fluids before pore is invaded with Haines jumps. The interface position at ∆t
time difference after the jumps is presented in comparison of the interface position
right before the jump.

the capillary pressure should increase. In this condition, one can write:
P t

c(thr oat ) < P t+∆t
c(thr oat )

Pc = Pnw −Pw

Pnw = cte.

(5.16)

This equation results into:

P t+∆t
w(thr oat ) < P t

w(thr oat ). (5.17)

Considering an infinitesimally time step, at a distance∆x < 0 from the throat, Fig. 5.10,

by considering no change in the corner wetting fluid, and the non-wetting phase

pressure remains constant, one can derive:

P t+∆t
c(thr oat+∆x) = P t

c(thr oat+∆x) = P t
c(thr oat )

As a result one can conclude:

P t+∆t
w(thr oat+∆x) = P t

w(thr oat ), (5.18)

which results in:

P t+∆t
w(thr oat ) < P t+∆t

w(thr oat+∆x). (5.19)

The Eq. (5.19) confirms a flow from the corner wetting phase to the body of the

fluid as a result of an increase in capillary pressure leading to the thinning of the

residual corner wetting phase. This corresponds to very low flow rates, during the

waiting time when the Haines jumps mechanism is active. At this condition, the

dynamic of corner drainage can control the dynamics of the interface invasion into
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Figure 5.11: A graphical representation of the corner flows and the frame that micro-
PIV has been performed in.

the constriction. It suggests that, due to the existing pseudo-equilibrium condition,

increasing of the capillary pressure at tip meniscus and moving to tightest parts of the

pore throat is bonded with drainage of the wetting fluid through corner flows. This

flow through corners plays an important role in the determination of waiting time and

the apparently steady condition that interface hold for a while before it moves to the

throat and drains next pore with Haines jumps mechanism, see Fig. 4.15, Fig. 4.16.

Now that we have observed evidences of existence of corner flows during waiting

times, micro-PIV measurements will help us to quantify them. In what follows, we

present the micro-PIV results in the body of the wetting fluid during the waiting time.

Micro-PIV is performed for the seeded wetting fluid while the interface is pinned

at a throat. A schematic of the system is depicted in Fig. 5.11. Measurements are

performed from the time that interface reaches the constriction and stops, until it

passes the threshold capillary pressure and invades the next pore.

Fluid flow through corners is demonstrated with micro-PIV results, see Fig. 5.12a.

The body of the wetting fluid maintains flow during the time that interface is waiting

at the constriction and does not advance. Fig. 5.12a shows the average flow velocity in

the body of the fluid while interface rests at the throat. It is evident that fluid is still

being drained from capillaries and there is a continuous flow to the body of the fluid.

At the time that interface reaches the constriction, a thicker layer of fluid is left behind

at edges of the porous media geometry. As a result, a higher gradient exist for fluid

flow. This is represented in form of higher speed of streamlines in the fluid body, as is

presented in micro-PIV results for initial times, presented in Fig. 5.12b.
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(a) Average (b) t0

Figure 5.12: (a) Micro-PIV velocity vectors measured by averaging over the period that
interface is pinned at the pore throat. Results show that there is a continuous flow from
corners to the body of defending fluid. (b) Micro-PIV results for initial times of arrival
of the interface at throat that a thicker layer of wetting fluid has remained on the walls
and at corners and results in higher gradients for fluid flow, and accordingly higher
velocities.

Comparison of the developed model with experiments

According to Eq. (5.11) and Eq. (5.6), one is able to calculate the fluid velocity by

numerical integration over the corner cross-section area changes over the channel

length. In the assumed condition that the corners are drained across the tip meniscus

into the body of the wetting fluid during the waiting time, PIV measurements are able

to give us insight into the experimental fluid velocity. Here we present micro-PIV

results at the closest throat to the interface, see Fig. 5.11. Fluid velocity and time are

normalized with the initial measured velocity and duration of waiting time.

Experimental results confirm that the corners are drained faster at the beginning,

and their velocity converges to zero later, see Fig. 5.13. At the initial conditions,

the corner fluid occupies a higher cross-section of the corner, resulting in a higher

conductivity of corners. Additionally, as the time passes and corners are drained,

the capillary pressure increases approaching the threshold capillary pressure, corre-

sponding a decrease in the pressure gradient decrease over the corner. Hence, it is

expected to see higher fluid velocities at the initial condition and very low flow rates at

the final stage. It is observed that at the final stages of the corner drainage, although

the fluid velocity approaches zero, it still maintains a minimum non-zero value. This
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Figure 5.13: The comparison of the experimental fluid velocity and numerical results.
PIV measurements are for successive pores in the micro-channel (i.e. for successive
Haines jumps). Experimental velocity and time are normalized with measured initial
velocity and the duration of waiting time. Experiments correspond to very slow
drainage at log C a =−6.2.

is attributed to the fact that when the capillary pressure increases across the interface,

the interface is able to move and invade tighter parts of the constriction. This interface

movement slowly drains the fluid occupying those regions and causes higher rates

than what is expected to be the input of the corners. It is noteworthy to mention

that µ-PIV method gives the average velocity between each two frames. In this regard,

the reported values from the model are averaged over the same time stages from the

experiments.

In Hoogland et al. [57], two flow regions are defined for slow drainage conditions: a

region with transient state and Haines jumps pore invasions and the invaded region

with retained wetting phase at corners and in clusters. It has been experimentally

observed that the retained wetting phase reduces in size or disappears even for clusters

that seem totally disconnected [88, 57], showing conductivity of fluid through corners.

Moura et al. [88] observed that there is a zone adjacent to the front, named active

zone, that has a higher probability that retained fluid is drained through the corner and

film flows. This is in accordance with our pore-scale observations, where the residual

fluid at corners in the vicinity of the front with abrupt pore invasions shows a dynamic

behavior and participates in the drainage process.

Or and Assouline [92] and Hoogland et al. [58] by using similar equations sets,

known as the foam drainage equation, predicted water retention behind the front.
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They were able to predict comparable flow rates with experiments by performing a

set of pore network simulations. Although the focus of their study is characterizing

the volume of retained fluid and drainage dynamics at a larger scale, they draw some

conclusions that can be interpreted in our setting. Or and Assouline [92] studied the

corner drainage dynamics as a result of a hydraulic head drop at the tip meniscus

under gravity. They optimized parameters such as the hydraulic head drop and the

number of conductive corners to fit the results to analytical solution of Nachabe

[89]. They observed that the value of the hydraulic head parameter is related to the

invasion entry values. Here, we observe and characterize the correlation between

corner flow dynamics and the pore throat threshold pressure at the pore-scale adjacent

to the front. The dynamics of corner flow is much slower than the fluid drainage

through capillaries [57]. As a result, at low flow rates, the front behavior consists

of abrupt displacements, controlled by fluid flow through pores, and tremendous

slow movements, waiting times, that are controlled by corner flows. Additionally, as

is shown here and in other studies [92], the corner conductive capacity is directly

correlated with corners cross-sections and drastically decreases with a corner cross-

section decrease. This may illustrate why in Moura et al. [88] fluid clusters farthest from

the interface participate less in the drainage since the already drained corner network

that connects them to the front are much less conductive than near front corners.

5.4.3 Corner flow dynamics during the pore invasion

Now that we have delineated the dynamics behind the waiting times, as a part of

capillary dominated pore invasion, we will focus on dynamics of corner flows during

the invasion. The corner water-solid contact line of the wetting fluid at pores adjacent

to where the invasion happens is measured, see Fig. 5.14. Results show that the width

of wetting fluid in corners, lsw , grow up to 30%, corresponding to 69% volume grow,

as a result of back flow of wetting fluid through corners of porous media, Fig. 5.14.

Values are presented from the moment just before the invasion takes place and during

the time that the interface reaches the next constriction and waits until the next pore

invasion begins. Measured values are normalized by dividing by the initial value. It

reveals that by invasion of the interface to the next pore space and sudden decrease

of capillary pressure the corner fluid-solid contact line increases by 20% in average

(44% volume increase). This phenomena is not restricted to the pore adjacent to the

invasion. By considering one pore farther from the invasion position, Fig. 5.15, it is

evident that the grow in wetting width occurs with a time delay and lower relative

increase (10% in average).
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Figure 5.14: Measured corner fluid-solid contact line (lsw ) at the pore adjacent to
the invasion (at the widest part of the pore for logC a = −5). Measured values are
normalized by the initial value. Time is coordinated by initiating right before the
Haines jumps and in ms units (values are presented by a logarithmic axis).

Figure 5.15: The measured corner fluid-solid contact line at widest part of the pore
for pores which are one pore apart from the invaded throat at logC a = −5. lsw is
normalized and time is set as Fig. 5.14. The increase in the measured amounts occurs
with a delay respect to the pore adjacent to the invaded pore.
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Here we attempt to understand the mechanism of the observed back flow during

the pore invasion by Haines jumps. If we consider the interface, pinning at the throat,

right before it jumps into the next pore, a capillary pressure such as P t
c(thr oat ) (capillary

pressure of the interface at the throat at time t , see Fig. 5.10) exists over the interface

and is equal to the capillary pressure over the arc meniscus at corners of porous media

with specific curvature and radius. At the time t +∆t , the interface retains a lower

capillary pressure as a characteristic behavior of Haines jumps, when the tip meniscus

enters wider parts by invading the next pore. For an infinitesimal displacement of

interface, since a constant pressure boundary condition is applied for invading phase,

the non-wetting phase pressure over the interface is assumed to be constant; one can

write: 
P t+∆t

c(thr oat ) < P t
c(thr oat )

Pc = Pnw −Pw

Pnw = cte.

(5.20)

Eq. (5.20) results in,

P t
w(thr oat ) < P t+∆t

w(thr oat ). (5.21)

At t +∆t the curvature of the interface at corners with distance of ∆x is the same as

curvature of interface at t . Hence, one can write:

P t+∆t
c(thr oat−∆x) = P t

c(thr oat−∆x) = P t
c(thr oat ). (5.22)

By applying the definition of capillary pressure (Pc = Pnw −Pw ) one can conclude:

P t+∆t
w(thr oat−∆x) = P t

w(thr oat ). (5.23)

Considering Eq. (5.17) and Eq. (5.23) one can conclude:

P t+∆t
w(thr oat−∆x) < P t+∆t

w(thr oat ). (5.24)

This pressure gradient at corners and body of wetting fluid after jump leads to a

flow from the body of the wetting fluid toward corners and increases residual wetting

profile to satisfy lower capillary pressure condition during the jump by reduction of

interface curvature at corners. These dynamics of interface are specially of interest

when the geometry of the porous media has smaller throats comparing to pore body

size and an increase in corner residual wetting fluid may result in connectivity of

these corner fluids that leads to discontinuity of the invading phase. Blocking the

invaded channel in this manner and occupying the pore with a bubble is known as

snap-off [109]. Existence of these dynamics at corners shows that it may lead to snap-
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off. Although here we highlighted the effect of abrupt pore invasions on corners, a

systematic study of the influence of these high-energy interfacial releases is required.

5.5 Conclusions

Dynamics of pore invasion by Haines jumps mechanism is studied. Residual corner

fluids were observed to have dynamic behavior during waiting times. While the

interface is pinning at the constriction before the invasion occurs, a continuous flow

from corners toward body of the fluid exist. It is observed the dynamics of this flow

has an important effect on reaching the invasion threshold pressure and the definition

of waiting times. Numerical results show a close resemblance with experiments,

explaining dynamics of corner flows connected with Haines jumps. The model gives a

relationship to evaluate the waiting times for the studied configuration. It is observed

that the waiting time depends on corner geometry, fluid viscosity, interfacial tension,

and the fluid distribution. We also present that by sudden decrease of capillary

pressure at the interface, a characteristic of Haines jumps, a pressure gradient between

body of the fluid and corner fluids causes backward flow through corners to the

drained sections.

5.6 Perspective

Here we studied dynamics of pore invasions at the capillary flow regime in close

relation with corner flows. There are still rooms for further research to improve our

understanding of the physics of the problem.

• We believe wetting film and Haines jumps dynamics depend on the geometry

of the porous media, specially on the pore-throat ratio and corner angles. By

changing the geometry, different pore invasion and corner flow dynamics can

be studied. Besides, as these phenomena are very fast, having a faster camera

and better resolution provides the chance to study dynamics of a single pore

invasion.

• Roof [109] reports a limit for pore throat to pore body ratio that below which

snap-off will occur. Although we are below the Roof’s limit, in none of our

experiments snap-off was observed. The relation between pore morphology and

snap-off is suggested as one future step.
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• The pore-level physics of snap-off and corner flow are related to both constant

curvature and no-curvature-driven-flux boundary conditions [67]. However, a

systematic study for definition of the boundary condition improves our under-

standing of the physics of the problem and will help us future up-scaling of these

dynamics.

• The effect of gravity is not negligible in real field. A comprehensive study of the

gravitational impacts on corner flows is proposed for next steps.

• Here we were able to estimate the waiting time for a simplified configuration.

Following a similar methodology for a more complex configuration elucidates

pore invasion dynamics in a more complex porous media. Besides, integration

of the predicted waiting time in current up-scaled models will improve our

prediction of the front dynamics.
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Chapter 6

Reactive transport behavior of

carbonate rocks in presence of

impurities in injected CO2

6.1 Introduction

Geological carbon capture and storage (CCS) is one of the most promising CO2

mitigation methods as a part of the long-term plan for the reduction of atmospheric

carbon. CCS consists of capturing the CO2 from emission points, such as fossil fuel

power plants, transporting it to the injection sites, and storing it in underground

reservoirs, e.g., depleted petroleum reservoirs, saline aquifers, and deep un-mineable

coal seams [82]. Among these, deep saline aquifers have the largest storage capacity

[12] and have gained tremendous attention.

CO2 storage in deep geological aquifers leads to several flow and reactive transport

mechanisms at different scales (time and length-scales). The main CO2 storage

mechanisms are structural trapping, capillary trapping (0-10 years), dissolution into

the resident brine (0-1000 years), and mineralization (100-million years) [45, 13].

The mineralization mechanism operates over very long-term time scales and does

not participate significantly in the CO2 storage during the injection period, Fig. 6.1.

However, it is the most stable and the safest storage mechanism [82, 13]. Once CO2

dissolves in the aqueous phase, the acidified brine finds a new equilibrium by reacting

with the reservoir and caprock minerals [32, 139]. Mineral precipitation may result

from subsequent ion release into the solution by the dissolution of existing solid phase

[7, 32]. In some cases the precipitation of secondary minerals exceeds the dissolution

of rock minerals and intergranular cementations, leading to petrophysical alterations

such as porosity and permeability reduction. It increases the chance of having a more
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Figure 6.1: A schematic representation of the different storage mechanisms of CO2 in
geological reservoir and reserve stability with time, taken from [82]

integrated caprock. On the contrary, higher dissolution rates presumably increase

the porosity and may form new pathways that increase permeability or increase

leakage probability. Therefore, a comprehensive understanding of petrophysical and

physicochemical alterations by geochemical reactions is needed.

During the CO2 preparation process for underground injection, it is estimated that

CO2 impurity separation and gas compression comprises around 75% of the total CCS

cost [65]. Contaminants in the injected CO2 gas will tarnish the capture, transport, and

injection operations [7]. Most frequent reactive impurities found in the captured CO2

are SOx, NOx, H2S, and O2 [133, 7]. The presence of gas impurities impacts the CO2

solubility in the aqueous phase, the chemical equilibrium, and the rate and type of

mineral precipitation and dissolution [144]. Hence, the efficiency and safety of the CO2

storage are affected by the existence of impurities [129]. Being able to inject pure CO2

into deep aquifers is one way to reduce the sequestration costs [65, 133]. Therefore, a

thorough study and risk analysis of impurities’ impact on the reservoir is necessary.

Many experimental and numerical works have targetted the effect of impurities,

especially SO2, in terms of porosity and permeability changes and secondary minerals

precipitation [133]. Due to the complexity of reservoir rocks, the variety of brine

compositions, different flow conditions, and different initial petrophysical properties

of samples, conclusions vary from one study to another [105, 21, 20]. Moreover,

118



6.1. INTRODUCTION

the kinetics of mineral dissolution and precipitation is fundamentally dependent

on the available reactive surface area [127] or the concentration of reactive surface

sites [56, 153]. It is generally not directly measurable and is currently estimated

by measuring geometrical mineral surface area, mineral adsorption methods, or

empirical laws. However, the reactive surface area may vary from estimations [91, 75].

Furthermore, it is practically challenging to define how the nucleation occurs during

precipitation, while an initial surface area is needed to define the kinetics of mineral

precipitation. In addition, there is still discussion on the pore size dependency of

the mineral precipitations. Some models consider no pore size dependency for salt

precipitation [22]. Others have predicted theoretically that tiny pores are preferred

for mineral precipitations [55]. Nevertheless, Emmanuel et al. [37] observed quartz

precipitation in smaller pores is inhibited due to interfacial energy of small pores that

increases solubility. This controversy arises from the fact that several other factors

such as precipitation composition, solution condition, and flow condition in porous

media affect the precipitation of different systems [124]. One other point is that there

are only a few near-equilibrium experiments that allow accurate characterization of

kinetic parameters, and there are uncertainties in the reported values [93, 153, 79].

So far, the definition of pore-scale parameters describing the induced geochemical

mechanisms is lacking for understanding the systems mineralogy evolution. In this

regard, a well-controlled repeatable experiment with uniform mineralogy is essential

to study the geochemical behavior of the system and access to more accurate kinetic

parameters.

During the CO2 sequestration process, the displacement shows diverse behaviors

as it gets farther from the injection well. Fluid is being injected into the reservoir,

and as the front moves away from the injection point, more surface area is invaded,

and the front velocity decreases. Different front behaviors and flow regimes as a

function of flow properties are discussed in previous chapters, Chapter 1, Chapter 4,

and elsewhere [72, 142]. During the invasion process and, especially once the injection

is stopped, the CO2 plume moves upward due to buoyancy effects. It proceeds until the

caprock blocks the plume path and CO2 is trapped under the reservoir structure. In all

the mentioned sequestration stages, there are situations that the interface between

fluids is in a pseudo steady condition. Zhang et al. [152] discuss that in viscous

flow regime, although several branches formed during the invasion, a preferential

flow path takes over other paths, and stagnant zones were created. Leaving large

stagnant bodies of wetting fluid is the capillary flow regime characteristic. While the

CO2 plume migrates by gravity in a structural reservoir or is being washed away by an

open aquifer, a part of the CO2 remains as irreducible saturation, surrounded by the

aqueous phase (brine) [82]. Moreover, when the reservoir gas cap is fully established,
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it forms an interface between the brine and the trapped gas. During these periods, the

sequestrated gas will dissolve into the brine and react with surroundings toward a more

stable condition, see Fig. 6.1. However, a comprehensive understanding of dissolution

across the interface and a precise measurement of reactive species transport at pore-

scale is missing.

Recent progress in microfabrication and surface functionalization methods brought

new insight into the characterization of reactive fluid flow through porous media.

Various methods have been developed to control surface composition, and porous

media geometry for studying reactive systems, e.g., direct etching and patterning

of the natural rock [119, 102], functionalization of the surface with rock minerals

[120, 6], crystal injection into microfluidic devices [100], using thin sections of rocks

in between two slabs [116] and mineral growth inside chips [141]. In addition,

by coupling microfluidics monitoring systems with spectroscopy methods, such as

Raman spectroscopy, pore-scale details, and real-time characterization of the chemical

composition of the porous system is achieved [100].

In this chapter, we aim to bring new light in induced mechanisms during reactive

transports by investigating the pore-scale effects of SO2 impurities on the CO2 seques-

tration process and mineral composition in carbonate reservoirs by real-time Raman

spectroscopy monitoring of the surface-modified microfluidic chip. For this purpose,

we designed and developed a novel micromodel that allows us precise monitoring of

a calcite system. In what follows, we go through details of our experimental setup,

the design and preparation of microfluidic devices, and the methodology used for

calcite growth in the porous media. Then, basics of reactions during sequestration in

carbonate rocks are explained. Finally, results on the dynamics of mineral dissolution

and precipitation are presented. We close this chapter by conclusion and give some

perspectives for future works.
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6.2 Materials and methods

In this section, we explain our experimental setup. First, we go through our porous me-

dia design for microfluidics experiments. Then, we note the process of the microchip

preparation. Next, we shortly present the protocol to grow a thick layer of calcite on our

structure wall. Finally, our characterization method and details of our experiments are

presented.

6.2.1 Porous media design

Here we target to investigate a condition corresponding to the interaction between

CO2 phase and the brine across an established interface with slow dynamics when

the CO2 is capillary-trapped or has migrated under the reservoir structure. In this

configuration, the dissolved CO2 is transported mainly by diffusion in the system.

Assuming the gravity effects are negligible, by putting the gaseous phase in contact

with the aqueous phase in the porous media, we will explore the geochemical behavior

of the system and porous media alterations in our microfluidic device. For this

purpose, a microfluidic chip is designed to form a stable fluid-fluid interface. CO2

is able to dissolve in the aqueous phase and trigger a chain of reactions. An overall

pattern of the microfluidic device structure is found in Fig. 6.2. The injection points in

inlets and outlets are specified at the beginning of each channel. Two capillaries (1&5)

are designed to deliver reactive solutions to the porous media. channel 3 is designed

for gas injection, and 2nd and 3r d capillaries deliver a fresh aqueous phase before

experiments start (more information in Section 6.2.5). The porous system is designed

as homogeneously distributed 40 microns circular pillars with a 20 microns spacing

in between. The designed porous system, inlets, and outlets have an homogeneous

etching depth about 40 µm. A 3D illustration of the porous media is shown in Fig. 6.3.

6.2.2 Microfluidic device preparation

PDMS microfluidic devices are permeable to gases. Geo-material microchips are

short in replicability; once a sample has reacted and deformed, it is impossible to

perform the same experiment again. Silicon and glass wafers have shown excellent

compatibility with reactive transports, gaseous phases in the system and Raman

spectroscopy. However, glass micromodels lack the resolution and control over etched

cross-section form compared to silicon-glass microchips. In this study, we apply and

adapt a methodology for the preparation of silicon-wafer microfluidic chips to perform

replicable transport experiments.
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Figure 6.2: The structure and design of the microchips. Two designs are etched on one
wafer.

Figure 6.3: A 3D illustration of the porous media.
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Having precisely-located injection spots in the micromodel improves the sealing

of the experimental setup substantially and reduces the leakage probability. The deep

Reactive Ion Etching (DRIE) process has been well known for more than three decades.

Cryogenic DRIE is known to etch high aspect ratio features in silicon with smooth

sidewalls [136] and has been applied frequently for silicon microfluidic chips substrate

preparation. Recently, it has been shown that STiGer, a time-multiplexed cryogenic

process, is able to etch through the silicon wafer with vertical and smooth walls [136].

We adopt this process to prepare high-precision silicon microchips with precisely

defined injection points. The overall workflow of the silicon-glass microfluidic device

is illustrated in Fig. 6.4. This process has been developed in collaboration with GREMI

(Groupe de Recherches sur l’Energétique des Milieux Ionisés).

For the first step, a 5-micron layer of SiO2 is deposited on the backside of a double-

sided silicon wafer, using Plasma Enhanced Chemical Vapor Deposition (PECVD),

which is a process by which thin films of various materials are deposited on a substrate,

Fig. 6.4a. Then, patterns corresponding to the injection points are projected on

the backside of the wafer by following the SU-8 deposition method presented in

Section 1.4.1, Fig. 6.4b. Then, the wafer goes through the Corial etching of SiO2 and

the silicon dioxide layer is removed from the surface of injection points, Fig. 6.4c. Next,

the remaining SU-8 photoresist is removed from the wafer by a Piranha bath (a highly

corrosive oxidating solution, prepared by mixing H2SO4 and H2O2 3:1 volume ratio),

Fig. 6.4d. Then, designed microfluidic patterns are reflected on the top-side of the

silicon substrate using S1813, and capillaries are etched, with the process detailed in

Section 2.1.3, Fig. 6.4e-f. For the next step, the STiGer process is applied to etch through

the wafers from the backside of the substrate, see Fig. 6.4g and a top-view of the wafer

in Fig. 6.4h. Finally, a borosilicate glass wafer is bonded on top of the substrate, Fig. 6.4i.

6.2.3 Calcite growth in capillaries

Now that a micromodel compatible with our experimental configuration is prepared,

we go through the adapted method for making a calcite environment. Wang et al.

[141] introduced a novel technique for growing a thin layer of calcium carbonate

(CaCO3) in micromodels. With this method, all surfaces of the micromodel is covered

with 1-2 µm of nano-crystal calcite. Here, we shortly summarize the methodology

of calcite precipitation. First, micromodels are cleaned with Piranha solution, and

then 1M sodium hydroxide aqueous solution is injected through capillaries (1 and

3) for 30 minutes at 0.1 mL
mi n and followed by rinsing with DI water. After, 2mL N-

(trimethoxysilylpropyl)ethylenediaminetriacetate (silane coupling agent, Gelest, 35%

in water) is well mixed and stirred with 20mL 1:1 mixed solution of chloroform and

water. Then, the pH value is adjusted to ≈ 1.5 with hydrochloric acid. The chloroform
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Figure 6.4: The process of the silicon-glass microfluidic device preparation with precise
injection positions. Process is ordered as (a) SiO2 deposition, (b) SU-8 photolithogra-
phy, (c) SiO2 Corial etching, (d) SU-8 removal, (e) S1813 photolithography, (f) Front
side etching, (g) Back-side STiGer process, (h) prepared wafer and (i) glass bonding. In
the illustrated profiles at each stage, the thickness of different layers are not in realistic
scale, for a more comprehensive illustration.
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phase is injected into channels for 5 mins at 0.1 mL
mi n and let the fluid remain in the

micromodel for 15 mins. The micromodel is then blown dry. This process is repeated

3-5 times, and the micromodel is rinsed with ethanol and 0.05M CaCl2 and dried at

60◦C. At the end of this stage, the surface is functionalized and is ready to host calcite

crystals.

For growing calcite inside micromodels, a 0.05M CaCl2 solution is pumped through

the channels at 0.1 mL
mi n for 2 mins, and allowed to rest for 10 mins before blowing air

into capillaries. Then, a 0.05M Na2CO3 solution is pumped through the micromodel at

0.1 mL
mi n for 2 mins, and is air-dried after remaining there for 10 mins. The alternative

injection of CaCl2 and Na2CO3 is repeated for 5 to 20 times to gain different CaCO3 layer

thickness, Eq. (6.1).

CaCl2(aq) + Na2CO3(aq) CaCO3(s) + 2 NaCl(aq) (6.1)

Finally, the micromodel is rinsed with water and dried at 60◦C in air. Fig. 6.5 shows a

schematic of our porous media after calcite precipitation and experimental results of

Wang et al. [141].

6.2.4 Characterization method

Vibrational spectroscopy methods are nondestructive characterization methods that

provide information on the system chemistry and local structures. Raman spec-

troscopy is an optical scattering technique that considers scattered light from a

material excited with a monochromatic light. When an incident photon with a defined

wavelength, λ0, excites a molecule, the vibration level of the molecule changes to a

virtual state. If the molecule turn back to the previous energy level, it emits a photon

with the same wavelength as the incident photon. This is known as the Rayleigh

scattering or elastic behavior. Nevertheless, if the excited molecule reaches a higher

vibrational energy level, a photon with a higher wavelength, λs , and lower energy will

be emitted (red-shift). On the other hand, if the molecule reaches a lower energy state,

the emitted light will pick some energy (blue-shift). These behaviors are known as

inelastic light scattering and is more a function of material composition and structure

rather than the incident wavelength.

Raman spectroscopy is traditionally reported in units of wavenumbers (cm−1) to

measure the energy shift of the Raman bands relative to the laser. The Raman shift in

this frame reads as

Raman shi f t = 107
(

1

λ0(nm)
− 1

λs(nm)

)
. (6.2)
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(a)

(b)

Figure 6.5: (a) A 3D illustration of the calcite precipitation in our micromodels. (b) SEM
image of the coating calcite nano-crystals, taken from Wang et al. [141].
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Table 6.1: The composition of applied gas mixtures.

Gas mixture CO2 content (mole%) SO2 content (mole%)
1 98 2
2 99 1
3 99.5 0.5
4 100 0

Raman bands with lower wavelengths than the laser line, higher energy, are referred to

as Anti-Stokes, and the scattered lights with lower energies are known as Stokes lines.

One of the applications of Raman spectroscopy is mineral identification. Its

specific arrangement of Raman bands determines the type of the mineral. Recently,

it has been used in other microfluidic studies to distinguish the chemical composition

[100]. In this research, we benefit from a Raman spectroscopy method to characterize

our micromodel chemical composition in real-time.

6.2.5 Experimental setup

An Raman spectrometer (Andor, Shamrock 500i) equiped with a CCD camera (An-

dor, Newton) and a 532 nm green laser (Coherent, Genesis MX SLM) are coupled

with an upright microscope (Eclipse microscope, Nikon) to perform micro-Raman

spectrometry. The microscope is equipped with an automated stage that enables

accurate mapping through the micromodel. For optical observations, the microscope

is also synced with a camera (Andor Neo, sCMOS 5.50 Megapixel). We use a syringe

pump (Harvard Apparatus Pump 11 Elite) to control the fluid injection rates. A PTFE

(Polytetrafluoroethylene) sample holder and tubing set are applied to resist a highly

acidic environment and gas leakage. A gas cylinder with a pressure regulation system

is used to control the gaseous phase pressure in the system. Three different gas

compositions are used to quantify the role of SO2 impurities, see Table 6.1.

Before each experiment, the porous media is saturated with degassed DI water.

Then, capillaries 1 and 5 (see Fig. 6.2) are closed, and the gas inlet (3rd) is pressurized

to move to the system toward the porous section. The pressure is controlled so

that it does not invade the porous section. Meanwhile, a slow flow rate is set

through the 2nd and 4th channel to prevent mixing between acidified water during

the displacement. Finally, the flow is set to zero, and we let the gas interact with the

aqueous phase through the pinned interface at pore throats. The composition of the

fluid is characterized constantly at different sections of the porous media using Raman

spectroscopy. A thorough 3D analysis of the system is applied at the end and the

beginning of the experiment to characterize the mineralogy alterations.
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This section summarizes our experimental setup, micromodel geometry, microchip

preparation method, and mineral growth in the porous system. In what follows,

fundamental concepts of the reactions and present numerical simulation results

with PHREEQC will be presented. We close our discussion with a conclusion and

perspective for future works.

6.3 Geochemical modelling

This section goes through fundamental chemical reactions that are prompted by the

introduction of dissolved gas into the defined system. Then, the general concept of

mineral reaction kinetics is noted. Finally, PHREEQC is introduced as the geochemical

tool for studying our system to assess current models results and compare them with

experiments.

6.3.1 Chemical reactions

The injected gas dissolves into the aqueous phase and lowers the pH. CO2 forms

carbonic acid and then dissociates to bicarbonate and a proton and then to carbonate

anion, see Eqs. (6.3) to (6.6),

CO2(g) + H2O CO2(aq) + H2O, (6.3)

CO2(aq) + H2O H2CO3, (6.4)

H2CO3 HCO –
3 + H+, (6.5)

HCO –
3 CO 2–

3 + H+. (6.6)

SO2(g) dissolves into the water and forms sulfuric acid. Sulfuric acid will dissociate into

bisulfate, and sulfate anions depending on the thermodynamic condition:

SO2 + H2O H2SO4, (6.7)

H2SO4 HSO –
4 + H+, (6.8)

HSO –
4 SO 2–

4 + H+. (6.9)

SO2 is around 30 times more soluble than CO2 and will substantially affect the

chemical equilibrium upon the injection [133]. For example, existence of SO2 in the

system leads to very low pH values and decreases the CO2 solubility [7]. Hence, the

effect of CO2 and SO2 on the system must be studied together.
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When the pH decreases, calcite minerals will dissolve into the aqueous phase. In

Eq. (6.10), it is observed that the higher the H+ concentration is, the more calcite will

dissolve to consume the H+ and produce Ca2+ ion and HCO –
3 cations to bring back the

equilibrium,

CaCO3(s)
Calcite

+ H+
(aq) Ca2+

(aq) + HCO –
3 (aq). (6.10)

Products of Eq. (6.10) react with sulfate ions (produced by dissolution of other

minerals, dissolution of SO2, or existing in the aquifer) and will produce gypsum,

Ca2+ + SO 2–
4 + 2 H2O CaSO4 · 2 H2O. (6.11)

6.3.2 Kinetics

The general format of the reaction rate law was proposed by Lasaga [69]. For a system

without any inhibitor or catalyst, it usually reads as

rn = S Akn |1−Ωp
n |q , (6.12)

where subscript n stands for a specific mechanism of reaction and rn , kn , An , Ω, p

and q are respectively mineral dissolution or precipitation rate, rate constant, specific

reactive surface area per kg water, saturation ratio, and empirical parameters [7, 153].

If for a mineral several mechanisms are active, the net reaction rate will be the sum of

each individual rate,

rnet =
∑
n

rn . (6.13)

Palandri and Kharaka [93] divided reaction rates in H+, OH– and neutral promoted

mechanisms and normally rate equations consist of the net behavior of the system

based on these three mechanisms. The rate constant for each of these mechanisms is

written as

rH = AH anH
H+e

−Ea,H
RT , (6.14)

rw = Aw e
−Ea,w

RT , (6.15)

and

rOH = AOH anOH
H+ e

−Ea,OH
RT , (6.16)

where AOH , Aw , and AH are Arrhenius pre-exponential factors for each mechanism

(mol .m−2.s−1), Ea,H , Ea,w , and Ea,OH are the apparent reaction activation energy of

each mechanism (J .mol−1), nH , and nOH are reaction orders, R is the universal gas

constant (8.31446 J .mol−1.K −1), and T is the temperature (K ). These kinetic param-

eters are summarized for each reaction in Table 6.2. There are other mechanisms
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Table 6.2: Mineral phases and kinetic parameters used in this study.

Calcite Gypsum
Parameter Value Parameter Value
AH (mol .m−2.s−1) - AH (mol .m−2.s−1) -
Ea,H (J .mol−1) - Ea,H (J .mol−1) -
nH - nH -
Aw (mol .m−2.s−1) 6.59×104 Aw (mol .m−2.s−1) 1.64×10−3

Ea,w (J .mol−1) 6.6×104 Ea,w (J .mol−1) 0
nw - nw -
AHCO−

3
(mol .m−2.s−1) 1.04×109 AOH (mol .m−2.s−1) -

Ea,HCO−
3

(J .mol−1) 67 Ea,OH (J .mol−1) -
nHCO−

3
1.6 nOH -

that can influence the reaction rate. Taking dissolution of carbonate minerals as an

example, the rate of the reaction highly depends on the CO2 partial pressure [98].

The surface area of reactants varies as the reaction proceeds. Here we assume the

minerals are spherical or cubic and the reaction occurs homogeneously all over the

mineral. Then, the surface area during the reaction reads as

S A = S A0

(
m

m0

) 2
3

, (6.17)

where S A0 is the initial surface area of the mineral.

For a multi-component system finding the equilibrium state composition based on

various reactions equilibrium constants or calculating the state of kinetic reactions is

very complex. In what follows, PHREEQC is presented as a numerical tool to simulate

our system chemistry.

6.3.3 PHREEQC

PHREEQC is a computer program designed to perform a wide range of aqueous

geochemical calculations. Several aqueous models are built into it, and using any of

these aqueous models, PHREEQC computes of speciation, saturation-index, batch-

reaction, and one-dimensional transport, including aqueous, mineral, gas, solid-

solution, kinetically controlled reactions, mixing of solutions, and pressure and tem-

perature changes [94]. In this study, we calculate the equilibrium conditions, chemical

speciations, and reaction kinetics using PHREEQC. Besides, we perform a series of

1D transport-kinetics implemented simulations to track the aqueous composition and

mineralogy alterations for time and position. In the next section, simulation results are

presented.
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6.4 Results and discussion

First, we explore a batch reaction system to see how a system of calcite in contact

with acidified aqueous phase evolves over time. Simulations are performed using

PHREEQC. We use the THERMODDEM thermodynamic data set from BRGM and, for

kinetics calculations, the reported library of kinetic equations in Zhang et al. [153],

Palandri and Kharaka [93] and Marty et al. [79] are applied, which include about 100

mineral phases. Simulations are performed under isothermal (T = 25◦C ) and isobaric

(P = 60mbar ) condition. Each component’s partial pressure is calculated based on

the total gas pressure and the gas mixture composition. Thermodynamic equilibrium

is assumed at the gas-water interface to calculate the gaseous phase dissolution using

PHREEQC.

First, the aqueous and the gaseous phases are equilibrated. Due to the presence

of SO2 and its high solubility, the pH reduces drastically (≈ −0.48). Then, a kinetic

reaction is considered for the solution and the calcite mineral. The evolution of the

system for dissolved calcite and precipitated gypsum is plotted over time, see Fig. 6.6.

We observe that the calcite dissolves at a high rate in the beginning. As time passes

and the mineral surface area reduces, the mineral dissolution slows down. Finally,

all the calcite is fully dissolved in the solution. It takes some time for the system to

satisfy the required species concentration and prerequisite condition to form gypsum

crystals. This is why no gypsum is observed in the system at the initial times, Fig. 6.6.

However, it quickly catches up with the calcite dissolution rate after its initiation. Due

to the excess of sulfur dioxide in the system and the fact that gypsum keeps a near-zero

saturation index during the reaction, it seems that the calcite dissolution rate limits

the reaction. In other words, the calcite reactive surface area plays a significant role in

controlling the reaction.

Gypsum has a higher molar volume compared to calcite (74.31, compared to 36.94

m3/mol ). The total solid volume in the system is calculated using the molar volume

of each mineral, see Fig. 6.7. In the beginning, no gypsum is forming, and calcite is

dissolved in the system, the total solid volume decreases. It roughly shows a porosity

increase at the beginning of the reaction. However, since precipitation begins, the total

solid volume increases. It may be inferred that gypsum decreases porosity drastically

afterward and may block some pores. Nevertheless, these results correspond to batch

reactions, and the effect of gypsum nucleation on the solid surface and reduction of the

reactive surface area is ignored here. Besides, the solution is considered well-mixed in

a batch reaction, while in natural porous media, solutes must advect or diffuse through

porous media to react. In the next part, a diffusive transport system is considered to
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Figure 6.6: (a) The solution composition evolution in a batch reaction of calcite with
acidified aqueous phase at equilibrium with CO2-SO2 99:1 molar mixture. (b) Moles of
precipitated gypsum at initial times of the batch reaction.

study the kinetics of the reaction in a dynamic system.

A reactive transport modeling is performed using 1D transport option of PHREEQC.

PHREEQC numerically solves the solute mass balance, expressed as

∂C

∂t
=−ν∂C

∂x
+DL

∂2C

∂x2
− ∂q

∂t
, (6.18)

where C is the solution concentration (mol/kgw ), t is time (s), ν is flow velocity (m/s),

x is distance (m), DL is hydrodynamic dispersion coefficient (m2/s), and q is the

concentration in the solid phase (mol/kg ) related to interaction between the solid

phase and the solution [94]. Here we only consider the diffusion and the equation

simplifies into
∂C

∂t
= DL

∂2C

∂x2
. (6.19)

A constant concentration boundary condition with the concentration of the equili-

brated water and gas mixture is applied at the inlet (Ci nlet = Caci di f i ed aqui f er ), and

a closed boundary condition is considered at the end of the column (∂C
∂x = 0), see

Fig. 6.8. The transport with kinetic reactions is solved for hundred consecutive cells,

making a conceptualized 1D reactive system. Each cell initiates with 25.5×10−3 kg of

water and 3.6×10−2 mol calcite. This system corresponds to our experiments with a

volumetrically augmented system due to numerical limitations of PHREEQC in micro-

volume calculations and adaptation to microfluidic systems. The PHREEQC code is

available in Appendix A.5.
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Figure 6.7: The calculated total solid volume in the simulated kinetic batch reaction.

Figure 6.8: A schematic representation of the conceptualized 1D simulation in
PHREEQC.
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Here we show the results for two cases. In the first set, the gas contains pure CO2,

while the second set corresponds to a SO2 impure gas mixture. In the beginning, the

calcite interacts with the surrounding aqueous phase, and the system pH increases by

carbonic anions. Meanwhile, the low pH solution diffuses from the inlet and gradually

reduces the pH for both cases, Fig. 6.9. However, pH is substantially lower in the second

case due to the existence of sulfur species. This reaction is happening in a very low

Pe, Eq. (1.5), and reaction rates are higher than diffusion rate, high DaI I , Eq. (1.6),

leading to the expectation of having a compact dissolution [121, 30]. Simulations

show that as the solution is acidified, calcite is consumed completely, which is in line

with the expectations [114], see Fig. 6.10. It is important to point out that since the

pH has dropped faster through the system in the second case, the calcite dissolution

propagates faster respectively. One reason is, of course, diffusion of sulfur ions even

ahead of the dissolution front due to the delay that exists between the kinetics of calcite

dissolution and gypsum precipitation, Fig. 6.11. It is also highlighted with calcium

concentration data, Fig. 6.12. As the pH decreases, the calcium ion concentration rises.

However, it drops drastically as time passes at the inlet. This points commencing of

gypsum precipitation in the system in the second case. Fresh sulfur atoms are provided

from the inlet and react with the available aqueous calcium, forming gypsum Fig. 6.13.

This may reduce pore sizes in porous media since the new phase occupies more

space, resulting in lower diffusion rates that are not considered here. In the worst-case

scenario, it may even lead to pore isolation. Nonetheless, after the cession of gypsum

precipitation due to lack of Ca, SO2 and CO2 are still being dissolved from the inlet

and will modify the aqueous phase. Besides, due to the existing chemical gradient

between cells, other species will also diffuse in between cells. This results in alteration

of current thermodynamic state in gypsum precipitated regions and reverse reaction

in Eq. (6.11). Consequently, gypsum begins to dissolve and increases the porosity.

The evolution of total solid volume has been calculated for the simulated 1D column

with time, Fig. 6.14. Values have been normalized by the initial solid volume in the

system. In case one, as the dissolution of calcite is the dominant reaction, the results

confirm the total dissolution of calcite. However, for the second case, results show an

initial increase in the solid phase volume (decrease in porosity), while a decrease in

the total solid volume happens afterward at the inlet as the gypsum dissolves again.

More precisely, just behind the dissolution front, the solid volume decreases as well,

reflecting the delay between the kinetics of calcite dissolution and gypsum formation,

see Fig. 6.14, 115.66 days after injection. Later on that secondary mineral forms, solid

volume increases again. This is in line with experimental observations of Noiriel et al.

[91] and Thaysen et al. [133], where, respectively, a higher porosity increase and total

consumption of a limestone column at the inlet is observed by injection of an acidic

brine.
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Figure 6.9: Results of simulations using PHREEQC representing pH during the
simulated time. Distance values are normalized using the total length. Black graphs
correspond to case one, when only CO2 is injected. The blue line corresponds to
existance of SO2 impurities.

Although here we are able to characterize and distinguish the main chemical

mechanisms in the system, results must be interpreted carefully. Although diffusion

and transport effects are taken into account, a well-mixed solution is considered in

each cell. Besides, all the surface areas of the minerals are considered available for

reaction. However, phenomena such as secondary mineral precipitations might make

some reactive sites inaccessible. Our reactive microfluidic system is designed to shed

light on these small-scale phenomena.

6.5 Conclusion and Perspective

In this chapter, we presented a novel micromodel design and preparation method that

paves the way for micron-scale reactive transport analysis and the definition of precise

kinetic parameters. The effect of sulfur impurities on mineralization mechanisms

is studied in a calcite system using PHREEQC simulations. Results show that the

existence of sulfur species drastically reduces the system pH and increases the calcite

dissolution rate, resulting in a more aggressive and compact corrosion at near interface

areas. However, as the secondary phase, gypsum precipitated behind the dissolution

front and changed the total solid volume. Here, it is assumed that there is a uniform

dissolution-precipitation over the minerals. However, to validate the effect of gypsum

nucleation in the system, experimental studies must be compared to the defined

system. The presented experimental system potentially sheds light on the mechanisms
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Figure 6.10: The evolution of calcite mineral (moles) through the simulated 1D
column. The distance is normalized by the total length. Black and blue are respectively
representing pure CO2 and CO2+SO2 mixture.

Figure 6.11: Total S molality through the simulated 1D column.
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Figure 6.12: Total Ca molality through the simulated 1D column. Black and blue data
respectively correspond to first and second case studies.

Figure 6.13: The evolution of gypsum with respect to the distance from the inlet for
various times.
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Figure 6.14: The total solid volume changes as a function of distance from the inlet for
various times. Black and blue data respectively correspond to first and second case
studies.

that are triggered by CO2 and SO2 introduction in the system. We have worked on

the micromodel and setup preparation, yet we have not been able to conduct any

experiments. This part remains to be done.
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Chapter 7

Summary and perspective

7.1 Summary

CO2 sequestration in geological reservoirs has gained attention as a reliable mitigation

method to reduce atmospheric CO2. It is a challenging task involving multiphase

reactive flow processes spreading over vast time and length scales. Understanding

physical and chemical mechanisms induced by CO2 sequestration is a prerequisite for

obtaining a successful secure and permanent CO2 storage in subsurface formations.

Due to the lower viscosity of CO2 compared to the brine, the displacement tends to

become unstable, and a ramified displacement front develops. The distribution of

CO2 and the displacement patterns depend on fluid, rock, and flow properties. The

global fluid displacement front behavior is composed of a series of pore invasions

that build up the overall displacement behavior. However, the link between pore

invasion mechanisms, the prevailing balance between fundamental forces, and global

front behavior was vague. Moreover, the injected CO2 reacts with the brine and

upsets the thermodynamic equilibrium. CO2 dissolution sets off a cascade of events

that modify porous media petrophysical and physicochemical properties through

induced dissolution and precipitation kinetics. Pore-scale parameters defining the

induced mechanisms had yet to be defined for understanding mineral trapping in the

reservoir. Two primary goals were set during this Ph.D.; first, to investigate triggered

pore invasion mechanisms in different flow regimes and to quantify the impact of

pore-scale events on front behavior and interfacial dynamics. Second, to explore the

kinetics of calcite dissolution, the evolution of the reactive surface area, and monitor

the alteration of porous media to quantify the effect of SO2 impurities on CO2 storage.

We designed and performed precise µ-scale experiments using micromodels, i.e.,

a transparent replica of porous media network made in synthetic materials. The

experimental setup consists of a microscope coupled with a high-resolution camera

to visualize the flow and a Raman spectrograph to monitor reaction processes at the
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pore-scale. We developed a generic theoretical model based on Navier-Stokes volume

averaging that takes into account inertia, viscous, and capillary forces and allows us to

assess and predict invasion processes and front behavior.

We examined various flow rates, fluid pairs, and wettability conditions in a series

of drainage studies. The fundamental flow regimes of immiscible displacement

are identified, and fundamental pore invasion mechanisms and related interface

dynamics are captured. The contribution of viscous, capillary, and inertia forces

on interface and pore invasion dynamics also are addressed. Due to viscous forces

dominancy and inertia effects, the viscous flow regime is characterized by pores that

are invaded successively with a continuous interface displacement. At the capillary

flow regime, we showed that the invasion condition is determined by threshold

capillary pressure. Haines jumps are the predominant pore invasion mechanism in

this condition. Pore by pore invasion and a front with mixed capillary and viscous flow

regime characteristics describe the crossover flow regime. The differences between

distinct pore invasion methods are observed on a single-pore scale. The interface does

not find enough time to expand in the pore space in the viscous flow regime, and a

body of wetting fluid persists at the pore space curvatures. However, for the capillary

flow regime, the interface expands laterally, and only corner wetting fluid and films are

retained in drained pores. The results of our model match those of the experiments.

In addition, we numerically explored a wide range of conditions to predict flow regime

transitions.

We investigated the dynamics of waiting times and corner flows for the capillary

flow regime. By applying the micro-PIV technique and measuring the profile of corner

fluids, it was revealed that there is a dynamic behavior in corner fluids, while the

interface seems pinned and static in the pore throat. Our results suggest a continuous

flow in the body of the wetting fluid during pinning. The dynamics of the corner flow

are found to have a significant impact on attaining the invasion threshold pressure and

defining waiting times. We can anticipate the waiting time and corner flow velocity

using theoretical developments.

Finally, a novel silicon-glass micromodels preparation method and design are

proposed to study reactive transport for a system of pure CO2 and a mixture of

CO2 and SO2. Micromodels are designed to grow micron-scale calcite minerals

on its surface, providing a controlled composition and a well-defined geometry,

resembling carbonate rocks. Raman spectroscopy technique will help monitor and

characterize the evolution of the aqueous phase composition, reactive surface area,

and kinetics of reactions. A geochemical model is proposed to predict the behavior

of our experiments. It is observed that SO2 drastically reduces the system’s pH and

accelerates calcite dissolution. However, as the secondary phase, gypsum precipitates

behind the dissolution front and changes the systems porosity.
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7.2 Conclusion

In conclusion, this study sets out to investigate micro-scale physical and chemical

mechanisms induced by CO2 storage in geological reservoirs. The results will serve

to optimize the process of CO2 sequestration in geological reservoirs. This study

highlighted the relationship between pore-scale mechanisms and the front dynamics.

We elucidate the displacement behaviors for different reservoir conditions, from close

to far from the injection well. Based on dimensionless numbers, representative of flow

conditions, we can predict how CO2 is distributed. Moreover, we point out that pore

invasion traces and residual wetting phase configurations at individual-pore scales are

different for each flow pattern. This indicates that the interaction between phases

and physicochemical couplings is entirely different in each region of the reservoir.

We improve our understanding of fluid-solid interactions and the evolution of porous

media petrophysical and physicochemical properties at different flow conditions. It

will help to optimize CO2 sequestration injection cycles and estimate injectivity of wells

as a function of time.

Besides, the interfacial dynamics indicated in this study at slow drainage condi-

tions modify the dissolution rates compared to the static condition that classically

is assumed at the fluid-fluid interface. It may increase the chance of capillary

fingerings in the caprocks and accelerate wettability alterations, resulting in a decrease

in capillary trapping and reduction of reservoir storage security.

One other significant finding emerging from this study is that corner flows have

a controlling role in the dynamics of low flow rates displacements. These findings

support the idea that although the flow is capillary-dominated, there is a region behind

the front, where slow viscous drainage through corners controls the dynamics. The

findings reported here shed new light on displacement in a capillary flow regime that

current transport models fail to predict thoroughly. These results are transferable to

pore network models and will improve the modeling of displacement under capillary-

dominated conditions.

In addition, the presented experimental setup paves the way for an accurate

study of kinetic parameters and minerals nucleation. It helps to define pore-scale

parameters describing the induced mechanisms in mineral trapping. Additionally,

it enables us to perform risk analysis on allowed injected impurities – The outcome

assists in improving reservoir capacity estimation and security evaluation.

7.3 Perspective

Here we investigated pore-scale mechanisms involved in CO2 sequestration in under-

ground storage. Although we brought new light into the physics and chemistry behind
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the sequestration process, there is still room for further investigations. Here we raise

some questions and ideas that may motivate future research.

Here, we evaluated key variables during drainage in a model porous media and iso-

lated events to study them individually. Natural porous media, however, is composed

of various pore shapes, sizes, and connectivity distributions. Now that we have the

fundamental knowledge about front dynamics, studying different pore morphologies,

connectivity, and heterogeneity degrees will bring us one step closer to understanding

the continuum scale. However, it remains a challenge to integrate these findings

in Darcy scale models. Besides, although the model was able to predict the overall

front behavior and interface dynamics, it still shows a limitation in precisely matching

the time scale. As we have observed experimentally, there are some small-scale

phenomena such as viscous slip and coupling at the fluid-fluid interface or corner

flow that we neglect during the derivation of the model. The viscous coupling

between phases and accounting for dynamics of corner flows will improve the model

predictivity.

In this study we investigated pore invasion mechanisms in drainage transports.

One important and interesting setting is imbibition in porous media. We assume

precursor films play a key role in definition of the pore invasion mechanisms and

propose studying the pore invasion mechanisms in a similar system at controlled

porous media structure, wettability, and flow rates during imbibition condition.

Here, we highlighted that corner flow has a controlling role in the dynamics of

capillary-dominated pore invasions. Upscaling of corner flow dynamics for continuum

scale remains yet to be studied. Application of the results in pore network models

seems the first approach. Additionally, although our geometry fulfills Roof’s conditions

for snap-off, no throat films coalescent are observed during our experiments. We

surmise that the morphology of pores and pore-throat geometrical transitions have

an important influence on the snap-off occurrence and needs to be discovered.

In this study, we presented a novel micromodel preparation to perform micron-

scale reactive transport analysis and kinetic parameters. We highlighted the basic

geochemical mechanisms for calcite minerals. However, field application of results

needs a thorough study of various mineral configurations and brine compositions. Un-

derstanding the nucleation in a confined environment is essential to predict secondary

minerals deposition and growth. Moreover, the study of caprock minerals in a similar

configuration sheds light on the evolution of caprock integrity and storage safety.
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Appendix Title

A.1 Young-Laplace (Y-L) equation

Y-L equation is a mathematical expression describing the relation between capillary

pressure, interfacial tension and interface curvature. Young [148] was the first person

who describe the relation of these parameters and principles regarding contact of two

fluid at interface interface. marquis de Laplace [78] represented all described relations

by young in mathematical therms. A comprehensive review of different methods for

proofing this equation based on different approaches, such as force equilibrium and

minimisation of surface energy, is presented by Siqveland and Skjaeveland [118]. In

this section we aim to present Y-L equation parameters in more details.

Appendix A.1 represents Y-L equation as

∆P =σ(
1

R1
+ 1

R2
)

Where ∆P , σ, R1 and R2 respectively represent Pressure difference, interfacial tension

and principal radii of curvature. pressure difference is associated with the amount

of pressure drop between two sides of the interface in the point that measurement

is under taken, Point P , see Fig. A.1.

For measurement of R1 and R2, first the normal line to the surface should be found.

Then, every two prependicular plans that contain normal line to the interface may be

chosen. The radius of curvature of intersection lines of these plans and interface are

principal radii of interface curvature ( R1 and R2). In Fig. A.1, P N is the normal line

to the interface (C ADB) and surfaces AB N and C DN are perpendicular to each other

and intercept at line P N . As it is illustrated in this figure, the interception of these

surfaces and the interface are curves ÚAPB and ÚC PD respectively and R2 and R1 are

corresponding curvature radii.
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Figure A.1: schematic of interface and representative parameters of Y-L equation [118].

A.2 Master mold preparation using the cryogenic etching

method

For microfabrication, a 500µm thick silicon substrate is used through the process of

photolithography. A layer of a positive photoresist1 (S 1813, Dow chemical company,

MICROPOSIT S1800 G2) is distributed homogeneously on the surface of the silicon

wafer. For this mean, the wafer is placed on a spin-coater with 3000 rpm 2speed for 30s

to optimize the deposited photoresist layer (around 1.6µm). Then, the wafer is placed

on a hot plate with a temperature of 115◦C for one minute to perform the soft baking.

For the next step, the desired patterns are transferred to the wafer by precisely exposing

the photoresist layer to ultraviolet light through the positive mask3. All the exposed

photoresist is removed from the surface by putting the wafer in a developer (MF319)

bath for 1.5 minutes and immediately washing the wafer by immersing in water for two

minutes. Before the next step, patterns must be checked using a microscope for any

deformation during the developing process, and if there is no alteration in patterns,

the patterns are fully developed on the wafer. Then, the wafer is ready for the etching

process. A plasma cryogenic etching method is used as our etching method. The

temperature cools down to -100◦C using liquid nitrogen in the ICP reactor (inductively

1A positive photoresist is a type of material that, if it is exposed to UV light it is removed using a
developer solution, and the part that has not been exposed to UV light remains on the wafer after
washing with the developer solution.

2Round per minute.
3Positive mask or clear-field mask is referred to as a mask when the designed patterns appear dark on

the mask and the void space appear clear.
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coupled plasma, ALCATEL) to start the cryogenic etching process. The main advantage

of this method is the high control on the geometry of the desired patterns along with

extremely vertical walls. This process removes layers of the wafer at areas that are not

covered with photoresist (see Fig. 2.3) to the desired depth (in our case, 40µm) and

let the channels remain on the wafer to be used as the master mold for PDMS soft

lithography. For this purpose, prior to employment as a master mold, the silicon wafer

is coated with a hydrophobic layer, i.e., Teflon, to ease the separation of wafer and

PDMS because PDMS is a hydrophilic material and firmly attaches to the mold. More

detailed steps of the process and more details on cryogenic etching are presented in

[1, 36].

A.3 Master mold preparation using SU-8

The second method that is used for microfabrication is employing SU-8-2025 (Kayaku

advanced materials) photoresist in the fabrication process. As the SU-8 is a negative

photoresist, a dark-field mask4 is required for the fabrication process. The photoresist

is poured on the wafer, and the wafer is placed in a spin-coater (Fig. 2.4a). In this

process, the photoresist remains as patterns and obstacles on the wafer and plays

the role of the master mold for making channels in PDMS photolithography. Since

the thickness of the photoresist on the wafer is the Depth of the geometries in our

experiments, choosing the right spinning speed and duration play a significant role in

obtaining the desired thickness of the photoresist on the wafer (in our case, 40µm). For

a thickness of 40µm, for this SU-8-2025 photoresist, the spinner is set to 500r pm for 5

seconds with an acceleration of 100 r pm
s for spreading (Fig. 2.4a) followed by 30 seconds

of thickness adjusting with 1700r pm speed and 300 r pm
s acceleration (Fig. 2.4b). After,

the wafer goes under the process of soft baking at the temperature around 65◦C for 5

minutes followed by 15 minutes of 95ºC hot-plate baking (Fig. 2.4c). This step is the

most crucial in defining the final geometry resolution. Then, the wafer is exposed to

UV light with the hard contact between the UV source and dark-field mask to keep the

precision on patterns and dimensions (Fig. 2.4d). Next, the wafer is placed on a hot

plate at 65◦C for 1 minute and 95◦C for four additional minutes as a post-exposure

baking (Fig. 2.4e). Then the patterns are developed by immersing the wafer in SU-8

developer (1-methoxy-2-propanol acetate, MICROCHEM) for 4.5 minutes (Fig. 2.4f)

and then submerging it in water and then in IPA and finally rinsing with water. In the

end, the non-exposed parts of the photoresist on the wafer are removed, and the SU-8

on channels remains. Then, to ease the process of soft photolithography, the surface is

coated with a hydrophobic layer (PFOCTS, Merck, Sigma-Aldrich) since the PDMS and

4A dark-field mask refers to a mask, which designed patterns are clear, and the space between them
appears as dark(opaque).
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SU-8 are hydrophilic materials and is difficult to detach them. The obtained wafer is

ready to be used as a master mold for the preparation of PDMS micromodels (Fig. 2.4g).

A.4 Analytical solution for Theta and Phi functions

In this section, the analytical solution of Θ(h∗), Φ∗(h∗) and d
d t∗

(
A∗(h∗)ḣ∗Θ∗(h∗)

)
for

a sinusoidal porous media geometry with a constant depth and a rectangular cross

section are presented. The dimensionless form of the channel geometry, surface area,

and the permeability respectively are

r ∗(h∗) =
r ∗

p +1

2
−

r ∗
p −1

2
cos

2πh∗

H∗ , (A.1)

A∗(h∗) = 2r (h∗)D0

Ā
, (A.2)

and

K ∗(h∗) =
(

D2
0

12

)(
1−6( 2

π
)5 D0

2r (h∗)

)
Kc

. (A.3)

First we treatΘ(h∗) function. By definition, we have

Θ∗(h∗) = Γ
∫ h∗

0

1

A∗(x)
d x +

∫ L∗

h∗

1

A∗(x)
d x.

substituting dimensionless parameters in the equation, and defining a = rp+rth

2 = a,

b = rp−rth

2 and α= 2πhc
H ,

Θ∗(h∗) = Ā

2D0
Γ

∫ h∗

0

1

(a −b cosαx)
d x + Ā

2D0

∫ L∗

h∗

1

(a −b cosαx)
d x. (A.4)

since a > b for all rp and rth , the analytical solution of the integral will be

Θ(h∗) = 2Ā

αD0

(
2p

a2 −b2

)(Γ−1)arctan

√
a +b

a −b
tan

(α
2

h∗
)

+arctan

√
a +b

a −b
tan

(α
2

)+ α

2

(
(Γ−1)h∗+1

)
−

[
(Γ−1)arctan

(
tan

(α
2

h∗
))
+arctan

(
tan

(α
2

))]]
, (A.5)

To calculate theΦ∗(h∗), by definition we have

Φ∗(h∗) = M
∫ h∗

0

1

A∗(x)K ∗(x)
d x +

∫ L∗

h∗

1

A∗(x)K ∗(x)
d x.
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By substituting the parameters, we have

Φ∗(h∗) = ĀKc

2D0

(
M

∫ h∗

0

1

A−B cosαh∗ d x +
∫ 1

h∗

ĀKc

A−B cos 2πLx
H

d x

)
, (A.6)

where A = D2
0

12

(
rp+rth

2

)
− D3

0
2×2 ( 2

π
)5 and B =

(
D2

0
12

)(
rp−rth

2

)
. The analytical solution of the

integral depends on the A and B values.

|A| > |B |:

Φ∗(h∗) =
(

2ĀKc

αD0

)(
2p

A2 −B 2

)[[
(M −1)arctan

(√
A+B

A−B
tan

(
αh∗

2

))

+ arctan

(√
A+B

A−B
tan

(α
2

))]
+

(α
2

)[
(M −1)h∗+1

]
+

[
(M −1)arctan

(
tan

(
αh∗

2

))
+arctan

(
tan

(α
2

))]]
. (A.7)

|A| < |B |:

Φ∗(h∗) =
(

2ĀKc

αD0

)(
1p

B 2 − A2

)
[

(M −1)ln

(
−B + A cosαh∗+

p
B 2 − A2 sinαh∗

A−B cosαh∗

)

+ ln

(
−B + A cosα+

p
B 2 − A2 sinα

A−B cosα

)]
. (A.8)

For calculation of d
d t∗

(
A∗(h∗)ḣ∗Θ∗(h∗)

)
one can write

d

d t∗
(

A∗(h∗)ḣ∗Θ∗(h∗)
)= d

d t∗
(

A∗(h∗)ḣ∗)
Θ∗(h∗)+ d

d t∗
(
Θ∗(h∗)

)
A∗(h∗)ḣ∗ =[(

a −b cosαh∗)
ḧ∗+ (bαsinα) ḣ∗2

]
× 2Ā

αD0

(
2p

a2 −b2

)(Γ−1)arctan

√
a +b

a −b
tan

(
αh∗

2

)+arctan

√
a +b

a −b
tan

(α
2

)
+α

2

(
(Γ−1)h∗+1

)−[
(Γ−1)arctan

(
tan

(
αh∗

2

))
+arctan

(
tan

(α
2

))]]]

+
(

2Ā

αD0

)(
2p

a2 −b2

)√
a +b

a −b

α

2
(Γ−1)(a −b)ḣ∗2

 . (A.9)
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A.5 PHREEQC

In this section the developed code for geochemical simulations using PHREEQC is

presented.

DATABASE C:/phreeqc/database/PHREEQC_ThermoddemV1.10_15Dec2020.dat

SOLUTION 1-101

-temp 25

-water 25.5e-3

END

#

RATES

Calcite

# from Marty et al 2015

# pre-exponent coefficient A is calculated from logk using equation A=k/exp(-Ea/RT)

# experimental condition range T=10-100C, pH not specified

-start

1 rem unit should be mol,kgw-1 and second-1

2 rem parm(1) is surface area in the unit of m2/kgw

3 rem calculation of surface area can be found in the note

4 rem M is current moles of minerals. M0 is the initial moles of minerals

5 rem parm(2) is a correction factor

10 rem acid solution parameters

11 a1=0

12 E1=0

13 n1=0

20 rem neutral solution parameters

21 a2=6.59E+04

22 E2=66000

30 rem co2 solution parameters

31 a3=1.04E+09

32 E3=67000

33 n2=1.6

36 rem rate=0 if no minerals and undersaturated

40 SR_mineral=SR("calcite")

162



A.5. PHREEQC

41 if (M<0) then goto 200

42 if (M=0 and SR_mineral<1) then goto 200

43 if (M0<=0) then SA=PARM(1) else SA=PARM(1)*(M/M0)^0.67

50 if (SA<=0) then SA=1

60 R=8.31451

75 Rate1=a1*EXP(-E1/R/TK)*ACT("H+")^n1 #acid rate expression

80 Rate2=a2*EXP(-E2/R/TK) #neutral rate expression

85 Rate3=a3*EXP(-E3/R/TK)*ACT("HCO3-")^n2 #base rate expression

90 Rate=(Rate1+Rate2+Rate3)*(1-Sr_mineral)*SA*parm(2)

100 moles= rate*Time

200 save moles

-end

#

gypsum

# from Palandri and Kharaka 2004

# experimental condition range T=25C, pH=7

# No activation energy available. Rate only valid at 25C.

-start

1 rem unit should be mol,kgw-1 and second-1

2 rem parm(1) is surface area in the unit of m2/kgw

3 rem calculation of surface area can be found in the note

4 rem M is current moles of minerals. M0 is the initial moles of minerals

5 rem parm(2) is a correction factor

10 rem acid solution parameters

11 a1=0

12 E1=0

13 n1=0

20 rem neutral solution parameters

21 a2=1.64E-03

22 E2=0

30 rem base solution parameters

31 a3=0

32 E3=0

33 n2=0

36 rem rate=0 if no minerals and undersaturated

40 SR_mineral=SR("gypsum")

41 if (M<0) then goto 200
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42 if (M=0 and SR_mineral<1) then goto 200

43 if (M0<=0) then SA=PARM(1) else SA=PARM(1)*(M/M0)^0.67

50 if (SA<=0) then SA=1

60 R=8.31451

75 Rate1=a1*EXP(-E1/R/TK)*ACT("H+")^n1 #acid rate expression

80 Rate2=a2*EXP(-E2/R/TK) #neutral rate expression

85 Rate3=a3*EXP(-E3/R/TK)*ACT("H+")^n2 #base rate expression

90 Rate=(Rate1+Rate2+Rate3)*(1-Sr_mineral)*SA*parm(2)

100 moles= rate*Time

200 save moles

-end

#

KINETICS 1-101

Calcite

-m 3.6e-2

-m0 3.6e-2

-parms 5 0.3

Gypsum

-m 0

-m0 0# initial moles of the kinetic reactant

-parms 1 1

INCREMENTAL_REACTIONS true

END

SOLUTION 0

-temp 25

-water 0.25

END

USE SOLUTION 0

EQUILIBRIUM_PHASES 1

CO2(g) -1.4 10

SO2(g) -3.4 0.1

SAVE SOLUTION 0

COPY SOLUTION 0 101

END

SELECTED_OUTPUT

-file 1D_simulation_results.txt
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-simulation true

-solution true

-distance true

-time true

-pH true

-percent_error true

-saturation_indices Calcite Gypsum

-kinetic_reactants Calcite Gypsum

-totals S Ca

-molalities CO2 HCO3- CO3-2

-activities CO2 HCO3- CO3-2

TRANSPORT

-cells 100

-lengths 100*0.01

-initial_time 0

-shifts 5000000

-time_step 100 second 10

-flow_direction diffusion_only

-dispersivities 100*0

-boundary_conditions constant closed

-print_cells 1 20 50 70

-print_frequency 5000000

-punch_cells 1-100

-punch_frequency 3

Copy solution 100 101

END
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Mahdi MANSOURI-BOROUJENI 

 
Etude des mécanismes physiques et chimiques induits par le 

stockage du CO2 dans les aquifères salins profonds à l’aide des 
outils de la microfluidique 

 
Résumé : 

Le stockage de CO2 (CS) dans les réservoirs géologiques est envisagé pour réduire le CO2 atmosphérique. 
Le CO2 est capté, purifié, transporté et injecté dans un réservoir géologique profond recouvert d'une roche 
couverture imperméable. Un stockage sûr et permanent du CO2 dépend en grande partie de notre 
compréhension des mécanismes physiques et chimiques induits par le CS. Des études à petite échelle sont 
nécessaires pour le comportement du CO2 à l’échelle du réservoir. L'objectif de cette thèse est d'utiliser des 
réplicas de roches à l'échelle du micromètre pour cibler les mécanismes fondamentaux (i) du déplacement du 
CO2, (ii) de l'évolution géochimique du réservoir. Nous avons caractérisé expérimentalement et 
numériquement les mécanismes à l'origine des différents régimes d’écoulements du CO2. De plus, nous avons 
observé que les impuretés présentes dans le CO2 augmentent considérablement la dissolution des carbonates 
et produisent du gypse entraînant des altérations pétrophysiques. 

Mots clés : Écoulement multiphasique, Stockage du CO2, Physique à l'échelle des pores, Pore-doublet, 
Mécanismes d'invasion des pores. 

 A microfluidic study of the physical and chemical mechanisms 
induced by CO2 injection in deep saline aquifers 

 

Summary : 

CO2 sequestration (CS) in geological reservoirs is targeting reduction of atmospheric CO2. CO2 is captured, 
purified, transported and injected into a deep geological reservoir covered by an impermeable caprock. The 
success of a secure and permanent storage of CO2 in subsurface formations depends largely on our 
understanding of physical and chemical mechanisms induced by CS. Small-scale studies are needed to serve 
as pieces of the big puzzle of reservoir-scale CS behavior. The aim of this PhD is to use micron-scale replicas 
of reservoirs to target fundamental mechanisms of (i) CO2-brine displacement, (ii) the geochemical reservoir 
evolution in the presence of impurities. We characterized experimentally and numerically the micron-scale 
mechanisms behind CO2 and brine displacement. Moreover, we observed that impurities drastically increase 
carbonate dissolution and produces gypsum resulting in petrophysical alterations. These results will serve to 
optimize the injection process for CS. 

Keywords: Multiphase flow, CO2 storage, Pore-scale physics, Pore-doublet, Pore invasion mechanisms. 
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