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RÉSUMÉ

Comment une faille accumule-t-elle l’énergie nécéssaire à la rupture sismique ? L’Interférométrie radar
à synthèse d’ouverture (InSAR) permet de mesurer avec une précision millimétrique les déplacements du
sol le long des failles continentales entre les passages successifs des satellites au même endroit. Dans cette
thèse, j’identifie quand et comment la déformation est accomodée à travers la frontière de plaque de Chaman
entre l’Inde et l’Eurasie au Pakistan et en Afghanistan, une région touchée par de grands séismes qui reste
énigmatique. De nos jours, les satellites acquièrent des images haute-résolution en continu ayant le potentiel
de nous informer sur l’évolution de la déformation en temps (presque) réel, un défit pour les techniques
classiques de traitement.

Dans cette thèse, je présente une nouvelle méthode de calcul de séries temporelles InSAR, nommée KFTS,
qui permet de mettre à jour itérativement une série temporelle préexistante par la combinaison appro-
priée des données, du modèle et de leurs incertitudes respectives, au fur et à mesure que les images
satellite sont disponibles. La méthode est testée sur des données synthétiques ainsi que sur des réseaux
d’interférogrammes sur l’Etna (Italie) et sur la frontière de plaque de Chaman. KFTS estime des délais de
phase et des vitesses de déformation en accord avec les méthodes couramment utilisées et calcule également
les incertitudes associées.

Ensuite, j’interprète des séries temporelles InSAR le long de la frontière de plaque de Chaman entre 2014
et 2020. Je constate que la majeure partie de la faille de Chaman (FC) glisse de manière asismique et continue
avec un taux de chargement compris entre 0,7 et 1,2 cm/an et trois sections qui glissent continuellement et
asismiquement de 80 à 130 km de long. Je propose une nouvelle segmentation de la FC et discute de
l’interaction entre les séismes, le glissement asismique et la géométrie du tracé de faille. J’étudie trois
séismes de magnitude modérée, qui présentent un glissement asismique induit important.

A l’aide des vitesses InSAR, je cartographie les gradients de déformation dans la ceinture de faille-
plissement à l’est de la FC. Ils sont interprétés comme l’expression en surface du glissement décrochant
sénestre sur trois ou quatre failles verticales. Il s’avère que la majeure partie de la déformation actuelle de
la limite de plaques se concentre à l’est de la FC, dans le prolongement de la faille d’Ornach Nal au sud et
le long de la faille de Quetta-Kalat qui aurait été le siège du séisme de Quetta en 1935, de magnitude 7,7.
Notre description du partitionnement est en accord avec la géologie et suggère une migration vers l’est de
la frontière de plaque.



iii

SUMMARY

How does a fault accumulate the energy necessary for seismic rupture? Synthetic Aperture Radar Inter-
ferometry (InSAR) can measure with a millimetre-precision ground displacements along continental faults
between successive passes of satellites at the same location. In this thesis, I identify when and how strain is
accommodated across the Chaman plate boundary between India and Eurasia in Pakistan and Afghanistan,
a region struck by large earthquakes that remains enigmatic. Nowadays, satellites acquire continuous high-
resolution images with the potential to inform us about the evolution of deformation in (almost) real time, a
challenge for classic processing techniques.

In this thesis, I present a new method for computing InSAR time series, named KFTS, which allows us to
iteratively update a pre-existing time series through the appropriate combination of data, models and their
respective uncertainties, as satellite images become available. The method is tested on synthetic data as well
as interferometric networks on Etna (Italy) and on the Chaman plate boundary. KFTS estimates phase delays
and strain rates in agreement with commonly used methods and also computes associated uncertainties.

Subsequently, I interpret InSAR time series along the Chaman plate boundary between 2014 and 2020. I
find that most of the Chaman fault (CF) slides aseismically and continuously with a loading rate between
0.7 and 1.2 cm/yr and three 80-130 km-long creeping sections. I propose a new segmentation of the CF and
discuss the interplay between earthquakes, aseismic slip and fault trace geometry. I image three moderate
magnitude earthquakes, which exhibit significant induced aseismic slip.

Using InSAR velocities, I map deformation gradients in the fault and fold belt east of the CF. They are
interpreted as the surface expression of left-lateral strike-slip on three to four vertical faults. It turns out
that most of the current plate boundary deformation focusses to the east of the CF, along the continuation
of the Ornach Nal fault to the south and along the Quetta-Kalat fault which is thought to have hosted the
1935 Quetta earthquake of magnitude 7.7. Our description of partitioning is consistent with the geology and
suggests an eastward migration of the plate boundary.
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Chapter 1
INTRODUCTION

Each Chapter of this thesis is first summarized in french (blue text).

Introduction

Le cycle sismique est la répétition cyclique de tremblements de
terre, ou séismes, sur une même faille. Comment la faille accumule-t-
elle l’énergie nécéssaire à la rupture sismique ? Que se passe-t-il entre
chaque séisme ? Les failles actives se situent principalement le long
des frontières de plaques tectoniques (Figure 1.2), qui se déplacent les
unes par rapport aux autres à des vitesses de quelques centimètres par
an. Le modèle classique d’un chargement élastique des failles nous dit
qu’une faille ne glisse pas pendant de longues périodes dites inter-
sismiques, allant de quelques dizaines d’années à plusieurs siècles,
durant lesquelles la faille accumule de l’énergie qui est ensuite rapi-
dement (en quelques secondes) relâchée lors de séismes (Figure 1.1).
Si les ondes sismiques émises lors de cette libération d’énergie sont la
source de nombreux dégâts, elles nous informent aussi sur l’origine
du séisme et ses propriétés. Une autre observation permettant de car-
actériser un séisme est la déformation pérenne en surface causée par
la rupture (Figure 1.3).

Les systèmes de positionnement par satellites (ex. GPS) et les méth-
odes d’Interférométrie radar à synthèse d’ouverture (InSAR) permet-
tent de mesurer avec une précision allant jusqu’à quelques millimètres
les déplacements du sol, que leur origine soit sismique, hydrologique
ou anthropique. Alors que le positionnement par satellites requiert
l’installation de récepteurs au sol et ne fournit en conséquence que
des mesures locales du déplacement, les images Radar à Synthèse
d’Ouverture (SAR) prises par satellite couvrent actuellement l’intégralité
des terres émergées (excepté les pôles). Elles contiennent l’amplitude
et la phase de l’onde radar initialement émise par le satellite, réfléchie
sur le sol et finalement réceptionnée par l’antenne du satellite.

L’InSAR combine en un interférogramme deux images SAR de la
même surface continentale prises à des instants différents (Figure 1.9),
de sorte qu’un motif spatial émerge de la différence entre les phases
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réfléchies qui prises individuellement paraissent aléatoires. Les dif-
férences de phases contiennent la déformation du sol entre les deux
passages des satellites dans la direction de visée, parmi de nombreux
autres signaux indésirables pour l’étude des failles. Une des sources
de bruit la plus problématique provient de l’interaction entre l’onde
radar et l’atmosphère turbulente1 (Figure 1.10). 1 les variations de pression, température

et d’hygrométrie dans l’atmosphère
qui ne sont pas dans les modèles
météorologiques, contrairement aux
variations liées à l’atmosphère stratifiée

Un réseau d’interférogrammes reliant les passages successifs des
satellites au même endroit permet de reconstituer l’évolution de la
déformation au cours du temps, à travers une analyse en série tem-
porelle. Bien que simple numériquement, cette analyse est un défi
puisqu’elle considère un volume important d’images en haute-résolution
et donc de données. Celles-ci contiennent de plus, du bruit et des
biais, souvent corrélés, qui doivent être pris en compte dans les es-
timations d’incertitudes. Comment peut-on obtenir l’évolution de la
déformation du sol et son incertitude de manière efficace (en min-
imisant l’utilisation des ressources numériques) ? Le Chapitre 2 tente
d’apporter des éléments de réponse à cette question.

Les observations depuis la fin du XIXème siècle (Figure 1.4) met-
tent en évidence la diversité des processus induisant la libération de
l’énergie accumulée au niveau des failles. Les séismes en sont la man-
ifestation la plus spectaculaire et destructrice : les plus gros (ceux
qui ont une magnitude de moment, Mw, supérieure à 7) impliquent
souvent plusieurs failles ou segments de failles (Figure 1.5) et sont
suivis d’une période post-sismique de sismicité induite ("aftershocks"),
de glissement asismique ("afterslip") et de relaxation viscoélastique et
poro-élastique (Figure 1.6). Comment la géométrie de faille influence
l’initiation, la propagation et l’arrêt des ruptures ? Quelle est la quan-
tité d’énergie relâchée lors de la période post-sismique relativement au
séisme principal ?

La période inter-sismique est la plus longue et donc celle pour laque-
lle nous avons le plus de données. Bien que calme en apparence,
plusieurs phénomènes y sont observables. Au premier ordre, on mesure
la déformation en champ-lointain qui s’accumule sur une ou plusieurs
failles sur des largeurs d’une vingtaine à centaine de kilomètres. En
se rapprochant des failles, il ressort que certaines failles glissent de
manière asismique proche de la surface (Figure 1.7) ou en profondeur,
comme la partie centrale de la faille de San Andreas très étudiée. Ce
glissement lent apparait, essentiellement, continu et constant dans le
temps. Néanmoins, une analyse détaillée des séries temporelles et des
enregistrements sismiques (qui contiennent des signaux induits par le
glissement en majorité asismique) nous révèle des évènements tran-
sitoires, durant quelques minutes à quelques années. Quelle est la
fréquence du glissement asismique, sa signature spatio-temporelle et
son rôle dans la libération d’énergie ?
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Dans cette thèse, j’aborde ces questions fondamentales à travers
l’étude de la zone de faille de Chaman, à la frontière occidentale entre
les plaques Indienne et Eurasienne en Afghanistan et au Pakistan (Fig-
ure 1.13). Les modèles globaux de cinématique des plaques prédisent
23 à 36 mm/an de glissement sénestre moyen entre l’Inde et l’Eurasie.
Pourtant, peu de grands séismes ont été enregistrés le long de cette
frontière de plaques au cours de l’histoire récente (depuis 1880) (Fig-
ure 1.13). Sommes-nous dans une phase d’accumulation d’énergie en
vue d’un grand séisme ? Ou est-ce que l’énergie liée au déplacement
entre l’Inde et l’Eurasie est relachée de manière asismique ?

Les mesures InSAR sur la période 2003-2011 indiquent que la faille
de Chaman glisse de manière asismique proche de la surface. Néan-
moins, elle n’a pour l’instant jamais été étudiée sur toute sa longueur
(⇠ 800 km), et la signature temporelle de ce glissement reste inconnu.
Des glissements post-sismiques importants déclenchés par des séismes
de taille modérée contribueraient à un ratio asismique sur sismique
élevé (Figure 1.14). Le Chapitre 3 a pour objectif de caractériser les
variations spatio-temporelles du glissement asismique le long de la
faille de Chaman à l’aide des images SAR prises par la mission Sen-
tinel 1 entre 2014 et 2020.

Néanmoins, la faille de Chaman en elle-même ne semble pas glisser
à plus de 12 mm/an et, bien qu’ayant une signature très nette dans la
topographie et la géologie, le plus gros séisme enregistré n’est qu’un
Mw6.5-6.7 et date de 1892. Des chaines de montagnes longent la faille
de Chaman à l’est et contiennent de nombreuses failles, dont certaines
ont connu de grands séismes décrochants, dont le séisme de Quetta
en 1935 de Mw7.7. La déformation de frontière de plaques est-elle
distribuée entre plusieurs failles ? Quel est le role des failles à l’est de
Chaman ? Ces questions sont abordées au Chapitre 4.

Pour finir, le Chapitre 5 contient une discussion des résultats présen-
tés dans les sections précédentes avec une attention particulière sur la
sensibilité et les limites de l’InSAR et les futurs projets.

You probably heard in the news of the most recent earthquakes
at unexpected times and often surprising places. In the southeast of
France, on November 11, 2019, Le Teil earthquake damaged several
century old buildings which had probably never felt a nearby earth-
quake before. More dramatically, the August 14, 2021, Haiti earth-
quake recalled the disaster of the 2010 earthquake near Port-au-Prince.
Most recently (September 21, 2021), the Melbourne earthquake which
damaged old Victorian era pubs oriented the spotlight on this natu-
ral event, which in fact is less exceptional than it appears: there are
about 300 earthquakes of similar size in the world every year. The
physics and origin of earthquakes is the long and continuous story of
the deformation of the superficial layer of our planet. Slip on faults in
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fault systems along tectonic plate boundaries account for most of the
deformation and it is the object of interest of this thesis.

1.1 Imaging the Seismic cycle

1.1.1 The genesis of earthquakes

Paradoxically, although most earthquakes are located in well-identified
seismogenic regions, principally tectonic plate boundaries, they con-
stantly surprise seismologist. Out of a few rare exceptions, individual
earthquakes are unexpected. Experts were not able to predict their
times and locations, sometimes at the cost of many lives (e.g. Sumatra
earthquake in 2004). Is this the result of a misunderstanding of the
physical causes leading to an earthquakes, or of incomplete observa-
tion, or, lastly, the result of an inherently unpredictable chaotic sys-
tem? In this thesis, as a step towards answering this driving question
for seismologists, I investigate deformation as measured from radar
satellites, before, during and after earthquakes at length-scales rang-
ing from a few meters to hundreds of kilometres.
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Figure 1.1: Idealised model of a crustal
block during the Earthquake cycle. Ex-
ample of a left-lateral fault.

Earthquakes correspond to the release of tectonic stress through
sudden and fast slip within a limited area of a fault surface [e.g. Reid,
1910; Scholz, 2002]. Earthquakes radiate seismic waves, which dissipate
significant energy and may induce severe ground shaking, one of the
greatest threat to natural and human environments. The recurrence of
earthquakes on a fault plane is termed seismic cycle [e.g. Tse and Rice,
1986] (Figure 1.1). Tectonic stress results from the relative motion of
lithospheric plates at centimetres to millimetres per year [e.g. Le Pichon,
1968; DeMets et al., 2010], which is driven by the thermo-chemical con-
vection in Earth’s mantle, the solid and viscous layer extending from
the lithosphere to 2900 km below our feet [Davies, 1999]. Lithospheric
plates are essentially rigid, so that current differential plate motion is
well described by a rotation at a constant rate on the spherical Earth
around an Euler pole [e.g. McKenzie and Morgan, 1969; Chase, 1978;
DeMets et al., 1990]. Global plate models such as MORVEL [DeMets
et al., 2010] or the reference frame ITRF2014 [Altamimi et al., 2017] com-
bine measurements of deformation from geodesy and geology to infer
plate rotation for Earth’s 15 to 20 tectonic plates (Figure 1.2). The resid-
ual misfit of global plate models with data confirm that deformation
focuses around plate boundaries, and can locate around a single fault
on a width no greater than 50 km (e.g. across the Dead Sea fault) or
extend to 1000s km like across the Tibetan plateau where India meets
Eurasia and where numerous faults and folds come into play [Jolivet
et al., 1990; Meade and Hager, 2005; Zheng et al., 2017].

Faulting is the classical way of accommodating stress (i.e. force per
unit surface) and strain (i.e. deformation) in a brittle medium such
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as the lithosphere in the pressure-temperature condition of the surface
down to 10-30 km depth, also called the seismogenic zone [Byerlee,
1968; Marone and Scholz, 1988; Scholz, 1988, 2002]. Theoretically, the ori-
entation of stress determines the geometry of new faults and sliding
directions [Anderson, 1905]: thrust faults accommodate compression,
normal faults extension and vertical strike-slip faults horizontal mo-
tion. Pre-existing faults are planes of weakness and generally host slip
preferentially. Therefore, major faults hosted numerous and repetitive
earthquakes across geological times (several thousand to million years)
[e.g. Schwartz and Coppersmith, 1984; Sieh and Jahns, 1984; Manighetti
et al., 2007].

Figure 1.1 pictures the typical story of a seismogenic fault loaded
elastically due to far-field strain accumulation [Gu et al., 1984; Marone,
1997]. In its simplest form, an earthquake corresponds to the elas-
tic rebound, that releases in a few seconds (the coseismic period) the
strain accumulated during decades to centuries (the interseismic pe-
riod) [Reid, 1910, 1911; Benioff , 1964]. Apparently, the interseismic pe-
riod is a period of quiet far-field strain accumulation. Nevertheless,
there are observable processes partially releasing strain on the fault
plane, like continuous shallow aseismic slip (i.e. creep) or transient
slow slip [e.g. Beroza and Ide, 2011; Bürgmann, 2018]. Before some earth-
quake, a pre-seismic phase is recorded with an acceleration of seismic
activity and other precursory signals of critical importance in the per-
spective of early warning. In the coseismic phase, fast slip generates
seismic waves, which are mechanical waves travelling at the surface
and through Earth’s interior at speeds between 3 and 5 km/s. Be-
cause earthquakes have finite size, local stress drop on the ruptured
patch is associated with stress increase around it, which may induce
nearby earthquakes (i.e. aftershocks), slow slip (i.e. afterslip) and vis-
cous relaxation at depth during the postseismic period [e.g. Dietz and
Ellsworth, 1990; Hauksson et al., 1993; Stein, 1999]. Observational evi-
dences of the seismic cycle and the diversity of associated processes
are presented in Section 1.2. Ultimately, slow and fast slip on the fault
plane sum up to a long-term strain equal to the far field strain. If far-
field strain is known, this concept allows to quantify slip-deficit on a
fault plane, an important quantity for seismic risk estimates [Avouac,
2015; Michel et al., 2017].

Historically, physical relationships for fault slip arose from the-
oretical work and the observation of stressed rocks under controlled
conditions in the laboratory [Paterson, 1958; Jaeger, 1959; Brace and Byer-
lee, 1966]. The strength of unbroken rock sample governs the way they
deform [e.g. Griggs, 1936; Mogi, 1966], while faulted rock deforma-
tion depends on friction2. The stability of friction determines whether 2 "Friction is the resistance to motion that

occurs when a body is slid tangentially
to a surface on which it contacts another
body" Scholz [2002]

fault slip can be fast-enough to generate seismic waves (i.e. seismic
event) or not (i.e. aseismic slip) [Scholz, 2002]. The stick-slip pattern
(i.e. long period of quiescence separated by rapid slip) analogous to
the seismic cycle requires a weakening mechanism dropping friction in
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dynamic regime compare to static conditions, to allow fast slip acceler-
ation [Brace and Byerlee, 1966; Byerlee and Brace, 1968; Noda and Lapusta,
2013; Udías et al., 2014]. Alternatively, under rate-strengthening con-
ditions frictional resistance increases during sliding, thus preventing
spontaneous slip acceleration (earthquakes and transient slow slips)
and favouring slow and stable sliding.

A typical continental fault is rate-strengthening below a certain depth
where pressure-temperature conditions prevent earthquakes (>400°C)
[Blanpied et al., 1998; Scholz, 1998]. At shallower depth, models and ex-
periments in controlled conditions outline the key role of the fault min-
eralogy and fluids in determining the seismogenic potential of a fault
[e.g. Segall et al., 2010; Brantut et al., 2011]. More specifically, velocity
strengthening minerals such as serpentine, clay-rich sediments or hy-
drothermal alteration in the fault zone promote slow slip [e.g. Avouac,
2015; Bürgmann, 2018]. The rate-and-state friction law inferred from
laboratory and theoretical work [Dieterich, 1978, 1979; Ruina, 1983] is
the most popular framework to capture slip on a fault [e.g. Marone,
1998; Barbot, 2019]. The response of the fault to stress increase will
depend on constitutive parameters determined empirically.

How do we observe this time-dependent three-dimensional motion as-
sociated with the seismic cycle in nature? In the following, I describe
the current sources of quantitative information on the processes com-
ing into play in the seismic cycle, and latter, in Section 1.2 I provide
concrete examples of observations.
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1.1.2 Geophysical observables for slip on faults

The current behaviour of faults extending several kilometres be-
low our feet is only known from measurements at the surface of the
Earth. Information passes through mechanical waves and deformation
which are recorded with instruments having specific sensitivities and
limited spatial and temporal coverage. In this section, I attempt to
briefly introduce main techniques of observation for active faults.

Seismometers have recorded ground shaking due to travelling seis-
mic waves in seismograms since the second-half of the 19th century.
The full waveform informs about the location, motion and energy of
the source, notably with characteristic features like the arrival time
of the first wave, the direction of the first motion and the amplitude
and duration of the signal. Seismic waves carry information at rates
allowing for rapid source characterisation with automatic algorithms.
Information about earthquake source is now compiled routinely on
global catalogues such as the Harvard Global Centroid Moment Tensor
(GCMT), U.S. Geological Survey (USGS) and International Seismolog-
ical Center (ISC) catalogs [Dziewonski et al., 1981; Ekström et al., 2012;
ISC, 2020]; although expert analysis of seismograms often provides
better source characterization (e.g. earthquakes of the 2019 Ridgecrest
earthquake sequence in Figure 1.3a).

Centroid Moment Tensors encapsulate key characteristics of the source
(considered as a point source) including the focal mechanism and
scalar seismic moment [Gilbert, 1971; Strelitz, 1989; Udías et al., 2014].
The seismic moment, Mo, quantifies the energy release during an earth-
quake and is equal to [Aki, 1972]

Mo = µAs̄ (1.1)

where µ is the shear modulus, s̄ is the spatial average value of the total
slip and A is the area of the ruptured fault surface. Assuming con-
stant stress drop, its value in newton meters can be translated into the
logarithmic moment magnitude (Mw) scale with [Hanks and Kanamori,
1979]

Mw =
2
3

log10(Mo)� 6.07 (1.2)

This is the most readily used magnitude estimate globally, as it does
not saturate for large earthquakes, even though there are other mag-
nitude scales based on the measured amplitude of seismic waves (e.g.
like the local magnitude also referred as the "Richter" scale) [Gutenberg
and Richter, 1936, 1956; Scordilis, 2006]. From global records of seismic
magnitudes, Gutenberg and Richter [1944] found empirically that the
magnitude scales linearly with the decimal logarithm of the frequency
of earthquakes below this magnitude. This frequency-magnitude rela-
tion works for magnitudes greater than the magnitude of completion
of the seismic catalogue and the slope is the b-value (global b-value is
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one). Sources of slow slip events cannot be directly characterised with
seismometers as they are quiet seismically, although triggered seismic
signal may be observed [Beroza and Ide, 2011].

Fast and slow slip on the fault plane induce surface displacement
which can be measured with various methods. The oldest measure-
ments come from repeated triangulation surveys (e.g. Great Trigono-
metrical Survey of India in the 19th century) with 1-10 m precisions
[Ambraseys and Bilham, 2003a]. Those surveys may provide precious
century-old constraints but the temporal and spatial resolution is low,
unlike measurements from satellites.

Measurements from space, includes Global Navigation Satellite Sys-
tem (GNSS)3 and Interferometric Synthetic Aperture Radar (InSAR). 3 like the United States’ Global Position-

ing System (GPS), Russia’s Global Nav-
igation Satellite System (GLONASS) or
Europe’s Galileo.

GNSS Receivers use the two-way travel time to the GNSS satellites
above their horizon to compute their precise location in three-dimensions
(longitude, latitude and elevation) [Enge, 1994; Hofmann-Wellenhof et al.,
2012] either at a high frequency (1 Hz) [Larson, 2009] or averaged over
each day to gain in precision and accuracy. Thus, GNSS provides pre-
cise daily time series of deformation in three-dimensions where re-
ceivers are installed (e.g. Figure 1.3e) with an accuracy of the order of
the millimetre in the horizontal direction, and a larger uncertainty on
the vertical due to geometrical constrains [Masson et al., 2019].

On the other hand, InSAR and optical image correlation allow to
quantify relative deformation between two points and two epochs on
continental surfaces. InSAR time series retrace the evolution of defor-
mation in the direction of the line of sight (LOS) of the satellite. Their
spatial resolution can reach 100 m2 and a temporal sampling close
to the week, the frequency at which satellites fly back over the same
ground [Massonnet and Feigl, 1998; Simons and Rosen, 2015]. Principles
and limitations of InSAR will be described in greater details in Section
1.3. Optical image correlation has been done in a variety of settings
from satellites or airborne photos which can be as old as 1960s (e.g.
American reconnaissance satellites, Corona) [e.g. Michel and Avouac,
2002; Hollingsworth et al., 2012]. Spatial resolution reaches 50 cm for
the very high-resolution satellite missions like Pléiades or WorldView
satellite systems and deformation of the order of a few centimetres can
be theoretically extracted [Rosu et al., 2015; Antoine et al., 2021]. Satel-
lite imagery covers the whole continental surface and does not require
ground instrumentation (unlike GNSS), thus informing about remote
regions.

Locally, across fault ground measurements provide very precise strain
quantifications. In California, across-fault theodolite alignment arrays
installed in 1979 measure slow motion of faults when revisited with a
precision typically lower than 0.5 mm/yr on a width of 150 m [Gale-
house and Lienkaemper, 2003; McFarland et al., 2017]. Creepmeters mea-
sure fault strain on a narrower zone (within 5-10 meters of the fault
trace) with high temporal sampling (about 10 minutes) and a resolu-
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Figure 1.3: Observing earthquakes: the case study of the 2019 Ridgecrest (California, USA) earthquake (Mw6.4 followed by a Mw7.1).
(a) Location of earthquake epicentres in the coseismic and postseimic period (many aftershocks). White and blue "beachballs" are
graphical representations of the Centroid Moment Tensors for the largest events. The figure (a) is from Ross et al. [2019] like (c) and (d).
(b) East-west coseismic displacement field computed from optical image correlation from Barnhart et al. [2020]. (c) Phase component of
the wrapped coseismic interferogram from ALOS-2 SAR images. (d) Unwrapped interferogram providing a continuous displacement
field in the line of sight (LOS) of the satellite during the coseismic period. (e) GNSS horizontal velocities represented as arrows with
data in blue and model in red computed from the (f) earthquake source model inferred from inversion by Jin and Fialko [2020].
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tion which may go down to 10s of micrometers [McGill et al., 1989;
Bilham et al., 2019; Victor et al., 2018]. The very fine temporal resolu-
tion time series allowed for the identification of fine scale discrete slip
events where continuous slip was previously thought to occur [e.g.
Bilham et al., 2016]. However, non-tectonic processes like rainfall and
seasonal-effects may affect creepmeter data [Roeloffs, 2001].

To observe the seismic cycle which frequently extends to several cen-
turies, the short time-span of the instrumental period (about a century)
appears as a main limitation. A branch of seismology aims to extend
the record in the past compiling geological, archaeological and histori-
cal evidences for the description of past earthquakes [Ambraseys, 1971;
Bilham, 2004; Marco, 2008].

Another limitation is that geophysical observations are indirect ev-
idences. A model is required to link surface observations (d) to pa-
rameters describing the source at depth (m), that is G : m 7! d. How
geophysical observations constrain the source of slip?

1.1.3 Inferring the characteristics of the source

The characterisation of an earthquake from surface observation,
that is assessing its location, size and energy is an inverse problem,
generally ill-posed because surface observations provide an incom-
plete description of fault slip. Inverse problems find the set of pa-
rameters m (e.g. slip location, amount of slip, slip direction, dip of the
fault) that best explains the data d, assuming a model G that link ob-
servables to parameters. If G is a linear operator, the direct problems
writes as d = Gm. The inverse solution depends on what is a "bet-
ter" model, or in other words the choice of the cost or misfit function
[Tarantola, 2005]. The most common solution minimizes the square
of the residuals ((d � Gm)2) and is named least-squares [Hartzell and
Heaton, 1983]. One of the primary challenge of any inversion is to
deal with errors, that is to correctly estimate the uncertainties of the
data (with covariances), of the model, and of the prediction ("epis-
temic error") and propagate those so that estimated parameters with
their uncertainties have a meaning (and are not the result of data over-
fitting) [Lohman and Simons, 2005; Sudhaus and Jónsson, 2009; Duputel
et al., 2014; Ragon et al., 2018].

In fault slip source inversion, parameters have a non-linear depen-
dency on observations and are interdependent (i.e. there are many
tradeoffs) so that the solution for a given model and data structure is
not unique (e.g. Figure 1.3f). Regularization schemes, such as Lapla-
cian smoothing or positivity constraints, are often used to overcome
nonuniqueness and stabilize the solution [Du et al., 1992; Amey et al.,
2018]. The choice of an inversion method significantly affect the solu-
tion, leading to different rupture model for a same earthquake [Min-
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son et al., 2013; Duputel et al., 2014; Lay, 2018]. Moreover, additional
assumptions and simplifications of real Earth are made in slip inver-
sion to ease computations and fill knowledge gaps. Layered elastic
half-space model ignoring three-dimensionality and topography are
most common, even though this may bias the solution [Gallovič et al.,
2015; Langer et al., 2020]. However, the addition of complexity may go
against parsimony and make the output hardly interpretable. Integrat-
ing physical constrains and choosing the right level of complexity for
the model is a meticulous task.

In order to capture the range of possible solutions, it is appropri-
ate to estimate the probability density distribution of parameters using
Bayes’ theorem [Bayes, 1973; Tarantola et al., 1982; Minson et al., 2013].
This Bayesian approach also evidences where observations are not suf-
ficient to constrain model parameters (when posterior and a priori dis-
tributions are equal) [Dianala et al., 2020].

Concretely, what is our state of knowledge on earthquake source?
In this Section 1.1, I hope that I provided the tools and vocabulary
to understand and appreciate key observations and seminal works on
active faults. Those are introduced in the following section.

1.2 The observed diversity of slip on continental faults

This section is a short literature review focused on observations of
the seismic cycle divided into the coseismic, postseismic, interseismic
and preseismic periods. I voluntarily focus on the description of sur-
face deformation overlooking most dynamical explanations and mod-
els. Nonetheless, I briefly mention physical models explaining post-
seismic deformation and the nucleation of earthquakes. I also restrain
myself to continental faults, excluding subduction zones or volcanic
seismic activity. There is no ambition of exhaustiveness.

1.2.1 Earthquakes coseismic deformation and structural control

The quantitative observation of the 1906 San Francisco (Cali-
fornia, western USA) earthquake (Figure 1.4), latter estimated as a
Mw7.9, helped H. F. Reid formulate the elastic rebound model [Reid,
1910, 1911], the first-order model still in use to describe fault loading
and energy release during earthquakes (Section 1.1.1, Figure 1.1). This
earthquake belongs to a series of studied strike-slip Californian earth-
quakes whose observation led to breakthrough in our understanding
of earthquakes, probably due to the proximity of precursor scientists
and dense instrumentation.

The Parkfield segment of the San Andreas (California) fault hosted
repeated Mw6 earthquakes in 1881, 1901, 1922, 1934, and 1966, evi-
dencing the recurrent nature of earthquakes [Bakun and McEvilly, 1984].
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Figure 1.4: New York Times article
(April 19, 1906, vol. 55 no. 17617) on
the seismic wave record of the 1906 San
Francisco earthquake in the city of Al-
bany (New York) about 4500 km away.

The latest Parkfield earthquake of 2004 was eagerly awaited, and the
anticipated instrumentation led to a record with unprecedented details
[Bakun et al., 2005; Barbot et al., 2009, 2012]. Inverted slip on the fault
plane evidenced that the 2004 Parkfield coseismic slip is divided into
two distinct areas of high slip [Liu et al., 2006].

While interferograms are now routinely and automatically pro-
duced to characterise earthquake coseismic deformation field on land
[Monterroso et al., 2020; Lazeckỳ et al., 2020] (Figure 1.3c,d), the first
coseismic interferogram was on the 1992 Mw7.3 Landers (California)
earthquake [Massonnet et al., 1993; Peltzer et al., 1994] (Figure 1.5a,b). In-
terferograms revealed that coseismic rupture can reach a high degree
of geometrical complexity. A recent example is the 2016 Mw7.8 Kaik-
oura (New Zealand) earthquake during which a complex network of at
least 15 faults, both mapped and unmapped, ruptured with a jump of
the surface rupture of about 20 km [Hamling et al., 2017; Klinger et al.,
2018]. The 2019 Mw6.4 and Mw7.1 Ridgecrest earthquakes ruptured
an unmapped multiscale network of interlaced orthogonal strike-slip
faults [Ross et al., 2019] (Figure 1.3).

Although the San Andreas fault extends beyond the limit of the rup-
ture, Parkfield earthquakes repeatedly nucleate and end at similar lo-
cations (implying similar earthquake size and Mw). Another example
are the 2008 and 2009 two Mw6.3 Qaidam earthquakes [Elliott et al.,
2011], which also ruptured the same fault segment. This suggest a
structural control on the nucleation and size of earthquakes, which
can be characterized in terms of lateral segmentation of faults. Fault
segments are portion of the fault which tend to rupture at once (i.e. a
rupturable unit) and are bounded by fault system geometric complex-
ities like bends, branches, step-overs or fault termination [Wesnousky,
1988, 2006; Manighetti et al., 2009; Klinger, 2010] (Figure 1.5c). Thus,
lateral segmentation of mapped active faults is key for seismic haz-
ard analyses. Fault trace geometrical control of rupture propagation is
clearer for strike-slip ruptures [Lasserre et al., 2005; Klinger, 2010] than
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25 km

(a) (b)

(c)

Figure 1.5: Displacement and rupture
geometry for the 1992 Mw7.2 Landers
earthquake. Top: first published coseis-
mic interferogram ever (ERS-1 satellite)
(a) and predicted interferogram by an
elastic half-space dislocation model (b)
from Massonnet et al. [1993]. One fringe
(cycle of gray shading) represents 28 mm
of change in line of sight. (c) Sketch
of the rupture geometry from Wesnousky
[2006]. The star locates the epicenter.

for dip-slip ruptures [Biasi and Wesnousky, 2017], where structural limit
can be in the downdip direction too. For instance, the Nepal ramp
of the Main Frontal Thrust limited the dip extend of the 2015 Mw7.8
Ghorka earthquake [Elliott et al., 2016a]. The geometrical complex-
ity, density of discontinuities and number of segments along a fault
is thought to decrease with increasing fault maturity 4, a tendency 4 According to Manighetti et al. [2007]

fault maturity increases as the fault accu-
mulates slip throughout time (hundreds
of kilometres in millions of years) and is
associated with long fault slipping at a
few cm/yr.

seen for strike-slip faults (in California, Japan, New Zealand China
and Turkey) [Wesnousky, 1988; Stirling et al., 1996] and normal faults in
Afar (Ethiopia) Manighetti et al. [2009, 2015].

The growing instrumental record of earthquake helped finding em-
pirical scaling relationship between the magnitude, size, and displace-
ment of earthquakes [Wells and Coppersmith, 1994; Petersen et al., 2011]
which are useful for earthquake hazard quantification. However, the
record contains many outliers [Manighetti et al., 2007; Klinger et al.,
2018] and frequent earthquakes occurring on unmapped fault (e.g.
2019 Mw7.1 Ridgecrest earthquake), sometimes at great distances from
any plate boundary (e.g. 1988 Mw6.5 Tennant Creek (Australia) earth-
quake or the 2017 Mw6.5 Botswana earthquake) [Bowman, 1992; Gardo-
nio et al., 2018].

1.2.2 Postseismic signal

Coseismic slip generates stress perturbations, inducing different dy-
namical responses on the periphery of the ruptured fault. There are
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Figure 1.6: Postseismic deformation from InSAR and modelled deformation for the 17 June 2000 Mw6.5 earthquake in Iceland as
presented in Figure 2 of Jonsson et al. [2003]. Displacement is in the line of sight (LOS) towards the European radar satellite ERS-2 (more
sensitive to vertical motion). The right-lateral earthquake occurred on a near north-south fault. Also shown are simulated post-seismic
deformation using poro-elastic (b), right-lateral afterslip (c), and visco-elastic (d) models.

four main physical processes which are listed below.

1. Seismic slip, as a cascade of aftershocks that results from coseismic
stress change on nearby fault surfaces with a rate-weakening rhe-
ology [Dieterich, 1994]. For instance, moment release following the
2003 Mw7.2 Altai earthquake is mainly due to aftershocks [Barbot
et al., 2008]. The frequency of aftershocks decays with time from
the mainshock following a power law [Ōmori, 1894; Utsu, 1961; Utsu
et al., 1995] or a stretched exponential [Mignan, 2015], with a charac-
teristic decay time typically between 7 and 11 years [Parsons, 2002].
Time for rates to return to the background seismicity rate, seems
proportional to mainshock recurrence time [Dieterich, 1994].

2. Aseismic slip (i.e. afterslip) on the ruptured fault or its extension
evidenced from kinematic inversions of geodetic data [e.g. Savage
et al., 1994; Pousse-Beltran et al., 2020] and it may drive postseismic
seismicity [Barbot et al., 2009; Jiang et al., 2021]. Mechanically, af-
terslip is thought of as a relaxation of the coseismic stress perturba-
tion within a rate-strengthening region, and displays a characteristic
logarithmic temporal decay (velocity proportional to the inverse of
time)[Marone et al., 1991; Perfettini and Avouac, 2004; Zhou et al., 2018;
Wang and Bürgmann, 2020]. Rate-strengthening conditions are ex-
pected to be met at mid-crustal depth below earthquake maximum
coseismic slip (where temperature > 250°C) and close to the surface
due to loose sediments or fault gouges. Afterslip at depth dominate
after the 1999 Chi-Chi (Taiwan) earthquake [Perfettini and Avouac,
2004; Rousset et al., 2012], the 1999 Izmit (Turkey) earthquakes with
a rate of 2 m/yr immediately after the earthquake [Bürgmann et al.,
2002], or the 2015 Mw7.8 Gorkha (Nepal) earthquake with a maxi-
mum slip rate of about 50 cm/yr [Sreejith et al., 2016; Wang and Fi-
alko, 2018]. Afterslip near the surface is recorded following the 2016
Mw6.5 Norcia (Italy) (a few cm/yr in LOS from InSAR) [Pousse-
Beltran et al., 2020], or the Mw7.3 Tabas-e-Golshan (Iran) earthquake
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[Zhou et al., 2018], where measured afterslip with InSAR last for 40
years reaching rates down to 2.3±0.6 mm/yr. Marone et al. [1991]
hypothesises that the need for gouge implies that shallow afterslip
is a particularity of old (i.e. mature) faults. In some cases, both
updip and downdip afterslip is recorded, like for the 2017 Mw7.3
Zarpol-e-Zahab (Iran) earthquake [Wang and Bürgmann, 2020].

3. Visco-elastic relaxation in the upper mantle or lower crust in re-
sponse to the deviatoric stresses induced by mainshock [Pollitz, 1997;
Deng et al., 1999]. The shape and duration of this relaxation is used
to constrain the rheology of the uppermost mantle, which is mostly
non-linear (e.g. biviscous Burgers rheology) [Pollitz, 2003; Bürgmann
and Dresen, 2008; Zhao et al., 2017]. The relaxation following the
Mw7.1 Hector Mine (California) earthquake [Freed and Bürgmann,
2004] is one example. Also, relaxation processes can transfer stress
in return to the upper crust and feed long-term (several years) af-
tershock sequences [Deng et al., 1999].

4. Poro-elastic rebound in the upper crust (above brittle-ductile tran-
sition) caused by pore pressure diffusion to the coseismic stress
change. It was inferred, for instance, following the 1992 Mw7.3 Lan-
ders earthquake combined with deep afterslip [Peltzer et al., 1998;
Fialko, 2004] and after two Mw6.5 (2000) earthquakes in Iceland dur-
ing 1-2 months [Jonsson et al., 2003]. For this earthquake, InSAR
displacement field show the characteristic quadrantal pattern op-
posite in sense to coseismic fault slip and geothermal wells show
an associated water level decrease where the ground subsides and
increase where there is an uplift (Figure 1.6).

Those four processes are interdependent and are often hard to dis-
criminate from surface deformation only, so that different models can
appear equally good [Wright et al., 2013; Ingleby and Wright, 2017; Wang
and Bürgmann, 2020]. Frequently, a combination of those processes best
explain the complexity of the signal [Rousset et al., 2012; Zhao et al.,
2017]. Fault slip in the postseismic period (afterslip and aftershocks)
releases moment that is usually a fraction of the coseismic moment.
Typically, postseismic moment is 10% to 30% of the coseismic mo-
ment, however, there is a high variability in estimates [Zhao et al., 2017;
Jiang et al., 2021] and intermediate magnitude earthquakes (Mw4-6)
tend to have larger postseismic to coseismic moment ratios [Alwahedi
and Hawthorne, 2019].

In the postseismic period, dynamic triggering of earthquakes and slow
slip events may occur on nearby faults. Triggered events are generally
not considered as aftershocks or afterslip events if they are large or
far away with respect to the coseismic slip size, although processes at
play are similar [McGill et al., 1989; Nissen et al., 2016; Victor et al., 2018;
Tymofyeyeva et al., 2019].
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1.2.3 Interseismic strain

Assessing interseismic strain accumulation on continental faults is
key for seismic hazard [Wright et al., 2001; Biggs et al., 2007]. Indeed, the
differential displacement on each side of the fault at 10s km from the
fault trace approximates the rate at which the fault is loaded, and thus
is directly related to the shallow slip deficit and expected seismic mo-
ment release (Equation 1.1, Figure 1.1) [Molnar, 1979; Bird et al., 2015;
Rollins and Avouac, 2019]. Elliott et al. [2016a] exhibits the spatial cor-
relation between strain rate, seismic moment release and earthquake
rate at the scale of about 20 km for western Turkey and California.

The surface deformation induced by slip on the fault plane can be
modelled by a screw dislocation buried in an homogeneous elastic
half-space [Savage and Burford, 1973; Okada, 1992]. The correspond-
ing analytical representation links the depth at which the fault slips
to the wavelength of the across fault surface deformation. In the in-
terseismic period, this depth is the locking depth (generally between
10-20 km) thought to constrain the maximum earthquake magnitude
for long strike-slip faults. The long-term InSAR measurements at fine
spatial resolution are ideal to quantify the slow accumulation of slip
and assess the wavelength of surface deformation, even though the
multiplicity of viewpoints required for three-dimensional description
is not easily met. The classical approach consists in using spatially-
interpolated GNSS measurements in addition to InSAR with ascend-
ing and descending LOS [Wei et al., 2010].

Inverted subsurface slip rates on a discretized fault plane provide a
finer picture of slip at depth during the interseismic period. Slip at
depth can be interpreted as a degree of coupling (i.e. the percentage
of slip deficit with respect to the long-term (= far-field) strain) in a
seismic hazard perspective (Figure 1.1) [Pacheco et al., 1993; Bürgmann
et al., 2005; Kaneko et al., 2010; Bletery et al., 2020]. The higher is the
coupling (1 for a locked fault), the larger is strain accumulation on the
fault plane and, consequently, the larger is the energy to be released
through seismic slip. Coupling estimation requires that the far-field
loading of the fault is known, which may be tricky for systems of
intricate faults (e.g. Chaman plate boundary).

Large deforming continental area are now covered, with, for instance,
the LiCSAR ambition to process the whole Alpine-Himalayan belt (Fig-
ure 1.2) [Lazeckỳ et al., 2020], from Anatolia [Hussain et al., 2016, 2018;
Weiss et al., 2020] to Tibet [Wang and Wright, 2012; Wang et al., 2019],
through Iran [Watson et al., 2021] using the continuously growing SAR
dataset produced by the Sentinel 1 satellites. Slip rates range from
plate velocity rates of a few cm/yr down to a few mm/yr. Specif-
ically, the Denali (Alaska) fault accommodates 1±0.5 cm/yr [Biggs
et al., 2007]; or the Main Recent fault (Iran) is inferred to slip at 3.0±1
mm/yr below a locking depth of 18 km [Watson et al., 2021]. At the
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global scale, Kreemer et al. [2014] model strain rate in plate boundary
zones with constrains from horizontal GNSS velocities.

Strain fields are often converted into maps of the second invariant
of the strain rate tensor, thus outlining where horizontal strain focuses
[Wang and Wright, 2012; Kreemer et al., 2012]. This requires downsam-
pling of InSAR and interpolation of GNSS data as well as additional
assumptions [Bürgmann et al., 2013]. GNSS data govern the first-order
patterns of the inferred second invariant of the strain rate tensor [Wang
et al., 2019; Weiss et al., 2020] and its irregular spacing implies spatial
aliasing. Moreover, the deformation field is inevitably smoothed so
that those models do not provide useful information on geodetically
constrained fault slip rates [Bürgmann et al., 2013]. Spatial resolution of
1 km or less is required to see whether the fault is locked or slipping
near the surface.

1.2.4 Creeping faults and slow slip events
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Figure 1.7: Two examples of recorded
shallow slow slip transients with InSAR.
(a) Inferred fault-parallel displacement
from ascending and descending InSAR
data over a time period of 6 months fol-
lowing the 2017 Chiapas earthquake [Ty-
mofyeyeva et al., 2019] (b) Spatio-temporal
record of a slow slip event on the North
Anatolian fault (Turkey) from InSAR
time series by Rousset et al. [2016]. The
main plot shows the temporal evolution
of surface displacement in LOS on a
500 m wide and 8 km long profile cen-
tred on the fault. Blue (south) and ma-
genta (north) dots show average range
change on each side of the fault, with
their difference shown in the top right
plot (green dots). The period of tran-
sient creep spanning August to Septem-
ber 2013 is highlighted in grey.

The first measurements of shallow slow slip were based on the
offset of masonry and fences crossing the San Andreas fault [Stein-
brugge et al., 1960] or the North Anatolian fault [Ambraseys, 1970]. Soon,
ground instrumentation (creepmeters, alignment arrays) and, latter,
geodetic measurements allowed to delimit shallow slow slip spatially
and temporally, with a critical role of InSAR (Figure 1.7). Recent com-
prehensive reviews on slow slip are Bürgmann [2018] and Jolivet and
Frank [2020]. Like for afterslip, mechanical conditions for slow slip are
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reached on the deepest and shallowest part of the seismogenic fault,
due to low effective normal stress near the surface or high tempera-
ture at depth. Rate-strengthening minerals, gouge and elevated pore
fluid pressure in the fault zone are also thought to favour slow slip
[Moore and Rymer, 2007; Bürgmann, 2018; Biemiller et al., 2020]. Subsur-
face coseismic slip distributions show a systematic shallow slip deficit
[Kaneko and Fialko, 2011], which is in favour of ubiquitous shallow creep
closing the slip budget. However, part of this deficit arises from fault
geometry uncertainties in inversion [Ragon et al., 2018].

The San Andreas fault is seen to slip quasi-steadily along its 100-km-
long central part5 with a maximum rate of about 30 mm/yr [Bur- 5 southeast of the 1906 San Francisco

rupture, northwest of the Parkfield seg-
ment

ford and Harsh, 1980; Tong et al., 2013; Maurer and Johnson, 2014; Jolivet
et al., 2015a] and along the southernmost 50 km of the fault at 2-6
mm/yr [Lindsey et al., 2014; Tymofyeyeva et al., 2019] (e.g. Figure 1.7a).
The North Anatolian fault accommodates a total of 21-25 mm/yr and
creeps at about 9 mm/yr in the upper ⇠6 km of the Ismetpasa seg-
ment [Kaneko et al., 2013]. Many other faults exhibit creeping sections,
such as the Xianshuihe [Li and Bürgmann, 2021] and Haiyuan [Jolivet
et al., 2012, 2013, 2015b] faults in China, the Philippine fault [Duques-
noy et al., 1994; Dianala et al., 2020], the North Qaidam Thrust faults
(Tibet) [Daout et al., 2019], the low-angle normal Mai’iu fault (Papua
New Guinea) [Biemiller et al., 2020], or, most importantly for this the-
sis, the Chaman fault (Afghanistan, Pakistan) [Fattahi and Amelung,
2016; Barnhart, 2017]. Creep rates correspond to partial coupling of the
fault plane at shallow depth (like in Figure 1.1b) and a reduced seismic
hazard with respect to locked fault portions [Michel et al., 2018]. At the
end of the spectrum, part of the Philippine fault shows creep rates of 3
cm/yr equivalent to the long-term rate meaning that there is no strain
accumulation (coupling of zero) [Dianala et al., 2020].

Using the fine spatial resolution of InSAR, across-fault strain local-
ization can be quantified (a few meters to several kilometres). Lindsey
et al. [2014] found that along-strike changes in creep localization can
be explained by Coulomb stress changes due to variations in the local
fault strike. However, predicted patterns would favour long-lasting
fault bends and even their exaggeration over time in contradiction to
the apparent straightness of mature faults [Stirling et al., 1996; Lindsey
et al., 2014] (Section 1.2.1). Therefore, there are still uncertainties about
how fault geometry and its best-known 1-D intersection with the sur-
face (fault trace) influence tectonic stress concentrations and, thus, the
seismogenic potential of a fault.

When observations have temporal resolution, apparently steady
creep often contains discrete slow slip events (phase of slip acceler-
ation). Typically, creepmeters record stair-like time series of surface
slip, with discrete hour-to-day-long slow slip events [Schulz et al., 1982;
Bilham et al., 2016]. On the San Andreas fault, a slow earthquake se-
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quence in 1992 equivalent to a Mw4.8 accompanied by minor seismicity
(Mw3.7) was recorded with two strainmeters [Linde et al., 1996]. With
additional observations, it seems that slow slip events are frequent and
pseudoperiodic in California [Murray and Segall, 2005; Wei et al., 2013;
Turner et al., 2015]. Deep-seated bursts of slip near the brittle-ductile
transition are also detected in the region [Rousset et al., 2019; Delbridge
et al., 2020] through the seismic signals they induce, which takes the
form of repeating earthquake sequences6 [Nadeau and McEvilly, 2004], 6 Earthquake are said to be "repeating"

when they are recorded with nearly
identical waveforms. They are seen as
the repeated failure of a small asperity
on the fault plane due to aseismic slip
on the surrounding fault plane.

earthquake swarms and tectonic tremors [Ito et al., 2007; Beroza and Ide,
2011; Hawthorne and Rubin, 2013; Bürgmann, 2018].

One of the most beautiful observation based on InSAR time series
analysis is the spontaneous 15 mm of slip in 1 month along a section of
the North Anatolian fault that was previously thought to creep steadily
at 8 mm/yr (Figure 1.7b) [Rousset et al., 2016]. Based on 18 years of
SAR acquisitions, creep rate acceleration at the decadal-scale of ±2
mm/yr2 is mapped along the central San Andreas fault on 10-km-wide
patches and interpreted as the result of changes in pore fluid pressure
[Khoshmanesh and Shirzaei, 2018a]. Can we identify more transient slip
events? Is the longer geophysical record confirming this picture that
continuous creep is the sum of discrete events? Temporal resolution is
needed to address this question.

What are the the physical processes governing the initiation and size
of slow slip events? In the rate-and-state framework, slow slip is inter-
preted as an indication of rate-strengthening friction on the fault plane
(Section 1.1.1). However, this picture is challenged by evidences that
a same asperity may rupture seismically and aseismically [Mele Veedu
and Barbot, 2016]. This naturally arises in models with a conditionally
stable layer below the surface [Wei et al., 2013]. Then, are slow slip
events similar to earthquakes in their statistics and physical relation-
ships? Scaling relationship between seismic moment and characteristic
duration for earthquakes and slow slip events have been used to dis-
cuss the different nature of those processes [Ide et al., 2007; Michel et al.,
2019; Dal Zilio et al., 2020].

1.2.5 Earthquake precursory phase

How a fault switches from an apparently steady interseismic slip
regime to a fast (⇠1000 m/s) rupture emitting seismic waves? Physical
models predict a stress-sensitive time-dependent nucleation with fore-
shock rate increase as an inverse power law of time to the mainshock
[Dieterich, 1994; Rubin and Ampuero, 2005; Cattania and Segall, 2021].
Thus, foreshock activity has been a primary focus of earthquake haz-
ard studies [Scholz, 1998; Dodge et al., 1995; Bouchon et al., 2013]. The
most successful prior warning to a devastating continental earthquake
was in 1975, when a 4-day long, extensive foreshock sequence led to
the ML 7.3 Haicheng earthquake in north eastern China [Zongjin et al.,
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1990]. To date, the feat has not been replicated. Extended precursory
activity preceding a mainshock continental earthquake is thought to
be exceptional, as most significant historical events are not presaged
by detectable seismic or geodetic activity [Bouchon et al., 2013; Vidale
and Shearer, 2006; Roland and McGuire, 2009].

The relation between foreshock activity and the nucleation process
that ultimately culminates in the mainshock remains unclear [Dodge
et al., 1995; Ellsworth and Beroza, 1995; Trugman and Ross, 2019]. Some
sequences show efficient transfer of static stresses to trigger a main-
shock [Helmstetter and Sornette, 2003; Ellsworth and Bulut, 2018] while
others require underlying aseismic slow slip to explain seismic record-
ings [Tape et al., 2018]. For instance, repeating earthquakes preced-
ing the 1999 Mw7.6 Izmit earthquake [Bouchon et al., 2011]; the spatio-
temporal migration of foreshocks and repeating events preceding the
Mw9 Tohoku megathrust earthquake [Kato et al., 2012]; and insufficient
stress transfer between foreshocks before the Mw7.3 Landers earth-
quake [Dodge et al., 1995] provide indirect evidence of an underlying,
slow-slip process preceding these large earthquakes. To date, labora-
tory friction experiments provide the only direct observations of pre-
cursory aseismic fault slip, associated with secondary migrating acous-
tic emissions [McLaskey, 2019; Marty et al., 2021]. Precursory slow slip
and foreshocks are also emerging in rough fault simulations [Cattania
and Segall, 2021].

It is presumed that, assuming precursory slip is common, it is too
deep and/or too small to be geodetically detected [Bouchon et al., 2013].
Can new instrumentation and more thorough data analysis overcome
this limitation? I searched for precursory signals of the 2019 Ridgecrest
earthquake sequence in four years of InSAR time series and three years
of relocated seismicity with Bertrand Rouet-Leduc, Claudia Hulbert,
Blandine Gardonio, Daniel T. Trugman, Jorge Jara, Sylvain Michel,
Paul A. Johnson and Romain Jolivet. We did not find any convinc-
ing precursory signal with our thorough analysis outside of the short
foreshock sequence starting 30 minutes before the Mw6.4 earthquake
as published in [Huang et al., 2020].

Human activity may favour earthquake nucleations. Fluid injections
is the most studied source of triggered earthquakes [Ellsworth, 2013].
Surface unloading due to quarry extraction may have contributed to
the 2019 Mw4.9 Teil (France) earthquake nucleation [De Novellis et al.,
2021].

1.3 InSAR : theory and current issues

As more observations are acquired and as we diversify the meth-
ods of observations it seems that the picture of the seismic cycle be-
comes more complex with a wide range of strain-releasing processes
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happening at different spatial and temporal scales. Interferometric
Synthetic Aperture Radar (InSAR) has the potential to measure subtle
surface deformation at fine spatial resolution on all continental sur-
faces from frequent and ongoing satellite acquisitions. Thus, it appears
as a powerful tool to answer questions raised in the previous section.
However, to assess the extent of the possibilities offered by InSAR and
the associated limitations, one has to understand the underlying tech-
nology and assumptions used during processing.

1.3.1 How InSAR works

Figure 1.8: Past, current and future SAR
satellite missions (unavco.org; Benoit
[2020]). In this thesis, I principally work
with Sentinel 1A and 1B data.

The first satellite carrying a Synthetic Aperture Radar (SAR) was
Seasat launched in 1978 [Goldstein et al., 1988], latter followed by ERS-1
(1991), Envisat (2002), ALOS (2006) or Sentinel 1 (2014) to only name
a few (Figure 1.8). In this thesis, I work with InSAR using Sentinel
1AB satellites. While the satellite is flying in its azimuth direction,
SAR instruments transmit electromagnetic waves sequentially to the
ground in the line of sight (LOS) direction and record the backscat-
tered echoes (Figure 1.9). The SAR echo is a complex number with a
phase and amplitude. The amplitude informs about the reflectivity of
the illuminated ground [e.g. Massonnet and Feigl, 1998]. Physical inter-
action between the radar wave and the ground arises mainly from the
roughness, water content (dielectric properties), penetration of waves
and slope effect, which in turns depend on the radiated wavelength
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(l) [Massonnet and Souyris, 2008; Scott et al., 2017]. For geophysical ap-
plications, C-band (l of 3.8-7.5 cm) and L-band (l of 15-30 cm) are the
most used, L-band having a lower resolution, but higher penetration
through vegetation.

For a single SAR image the backscattered phase appears random
spatially with an uniform distribution between 0 and 2p. Patterns
arise when looking at the difference in phase between two passes of the
satellite over the same ground [e.g. Massonnet and Feigl, 1998] (Figure
1.9). To capture this phase difference, an interferogram is built by
computing the complex conjugate product of two SAR images. Thus,
the imaginary part of the interferogram is the phase change (or phase
delay) Fij defined as the difference in phase fj and fi acquired at times
tj and ti, respectively, plus some error arising from InSAR processing
e, that is

Fij = fj � fi + eij. (1.3)

The phase change, Fij, reflects the variation of the two-way trav-
elled distance (i.e. round-trip propagation path) from the satellite to
the ground between both passes of the satellites, known to a fractional
wavelength. Therefore, the physical contributions to Fij can be de-
composed into geometrical variations changing the distance to travel
and refractive index variations in the atmosphere affecting the ray path
(Snell’s law) differently between ti and tj [Goldstein, 1995; Tarayre and
Massonnet, 1996]. Geometrical contributions to phase change arise
from the difference in the exact position of the satellite relative to
the ground, orbital and topographic delays Forb and Ftopo, [Zebker
and Goldstein, 1986] as well as from deformation occurring between
ti and tj, Fde f . The total phase delay also includes the contribution
from spatio-temporal variations in the pressure, temperature and wa-
ter content of the troposphere, Ftropo, together with variations in the
electronic content of the ionosphere, Fiono [Wegmuller et al., 2006; Meyer
et al., 2006]. This writes as

Fij = Forb + Ftopo + Ftropo + Fiono + Fde f + eij. (1.4)
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Figure 1.9: Schematics of the acquisition
geometry of repeated SAR images for in-
terferometric SAR.

For the study of the seismic cycle, the challenge is to isolate the
phase change due to deformation Fde f from the rest. While orbital
and topographic errors can be mitigated through the computation of
precise orbits (e.g. accuracy typically below 1 cm for Sentinel 1) and
topography (e.g. Shuttle Radar Topography Mission (SRTM) has 1
arc-second (⇠30 m) resolution), tropospheric and ionospheric contri-
butions are harder to deal with. Ftropo can reach tens of centime-
tres and often masks subtle deformation signals [Zebker et al., 1997;
Delacourt et al., 1998; Daout et al., 2018]. It can be decomposed into a
stratified component that correlates with topography and a turbulent
part [Jolivet et al., 2014a; Fattahi and Amelung, 2015]. The contribution
from the stratified part of the troposphere can be estimated empiri-
cally by inferring the linear coefficient between the elevation and the
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phase change [Cavalié et al., 2008; Elliott et al., 2008; Lin et al., 2010;
Welch and Schmidt, 2017]. However, with this approach topography
correlated deformation (e.g. volcanic inflation) is in Ftropo and lateral
variations in the stratified atmosphere are neglected [Tarayre and Mas-
sonnet, 1996]. Alternatively, the delay from the stratified troposphere
is forecast using independent information like in situ measurements
(e.g. weather stations, multispectral imagery, zenith tropospheric de-
lay of GPS) [Williams et al., 1998; Li et al., 2005] and weather reanalysis
of pressure, temperature and water vapour at global scale [Jolivet et al.,
2014a; Hu and Mallorqui, 2018; Benoit et al., 2019; Cao et al., 2021] or
mesoscale [Puysségur et al., 2007; Roukounakis et al., 2021].

The turbulent atmosphere is hardly dealt with as it corresponds to
rapid small-scale variations in the state of the troposphere associated
with convective phenomena, vertical wind shear or rain falls [Tarayre
and Massonnet, 1996; Fattahi and Amelung, 2015] (e.g. Figure 1.10a,b).
The chaotic nature of the turbulent atmosphere implies that its state
decorrelates temporally at scales shorter than a day. Thus turbulent
delays in interferograms tend to average out for repeated-enough ob-
servations, but this means that temporal resolution is lost or degraded.

Regarding Fiono it can reach meters, long wavelengths (L-band) and
low latitudes being more sensitive [Meyer et al., 2006; Gomba et al.,
2016; Liang et al., 2019] (e.g. Figure 1.10c). The spectral width of SAR
microwaves can be used to correct ionospheric delays (split-spectrum
method) [Gomba et al., 2015, 2016; Liang et al., 2019].
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Figure 1.10: Examples of atmospheric
artefacts observed in interferograms
from [Massonnet and Souyris, 2008]; (a)
clouds (cumulus); (b) cloud chains; (c)
hole in the ionosphere.

InSAR is theoretically able to measure millimetres of phase change
and, thus, deformation at fine spatial scale every week to month. How-
ever, uncorrected atmospheric signal and processing errors challenge
the extraction of ground deformation. In the following section, I detail
how a number of processing steps help mitigating errors and biases in
interferograms. Next, I describe InSAR time series analysis.

1.3.2 The challenge of dealing with error and biases

The construction of meaningful interferograms for the study of
centimetre-scale ground deformation is a challenge with ongoing stud-
ies and development. Before building interferograms, both SAR im-
ages have to be precisely registered into the same reference frame
(coregistration step) in order to maximize interferences and minimize
the effect of orbital variations and topography [Michel et al., 1999; San-
sosti et al., 2006; Yagüe-Martínez et al., 2016; Fattahi et al., 2017]. Some
acquisition modes of SAR images also require to stuck tiles together,
like the TOPS (Terrain Observation with Progressive Scans) mode of
Sentinel 1 which splits images into bursts and swaths [De Zan and
Monti Guarnieri, 2006; Grandin et al., 2016]. The degree of similarity
(correlation) between two SAR images and thus the quality of an in-
terferogram is quantified by the interferometric coherence [Zebker and
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Villasenor, 1992; Hanssen, 2001; Massonnet and Souyris, 2008]. Decor-
relation may originate from unprecise coregistration [Li and Goldstein,
1990], but it also naturally arises for surface changes in between re-
peated passes of the satellite with amplitudes on the order of a radar
wavelength. Thus, rapidly changing ground cover (e.g. vegetation,
snow, water), large deformation and large spatial or temporal base-
lines are sources of loss of coherence and decorrelation [Scott et al.,
2017].

!"#

!$#

!%#

π

-π

&

'($)*$+,-*./0'*10

2π

Figure 1.11: Graphical representation of
Interferometric phase unwrapping. (a)
wrapped phase, (b) unwrapped phase
containing an error (2p offset) (c) cor-
rectly unwrapped phase. Modified from
Herszterg et al. [2018].

Once an interferogram is built, the key is to convert the phase de-
lay in radian on each individual geographical cell (i.e. pixel) to a
deformation field. Because of the periodicity of the electromagnetic
wave, the phase change on each pixel is ambiguously known mod-
ulo 2p. The process of converting phase change in radian (said to be
"wrapped")(Figure 1.3c) to continuous length change (Figure 1.3d) is
called phase unwrapping [Goldstein et al., 1988]. It is needed in order to
obtain the phase change between two points. Unwrapping of a single
interferogram requires spatial continuity between regions of high co-
herence in the interferogram. Local unwrapping methods, such as the
Branch-Cut algorithm, imply a step by step spatial unwrapping along
a path of integration starting at a seed location [Goldstein et al., 1988;
Herszterg et al., 2018], while global methods such as the Statistical-cost,
Network-flow Algorithm for Phase Unwrapping (SNAPHU) [Chen and
Zebker, 2000, 2001] work on the whole interferogram at the same time
[Pritt, 1996]. For a set of interferograms, unwrapping in space and
time (3-D) also exists [Hooper, 2010; Hussain et al., 2016]. Errors dur-
ing unwrapping generate phase misclosure, eij, that is proper to each
interferogram and, thus, imply that closed triplets of three interfero-
grams are not zero (F12 + F23 � F13 6= 0). Errors are essentially k2p

(k an integer) offsets in the unwrapped phase (Figure 1.11) and most
of them can be automatically corrected [Yunjun et al., 2019; Benoit et al.,
2020]. Still, any unwrapping method is challenged by regions of low
coherence in the interferogram.

To ease unwrapping it is common to improve the signal-to-noise
ratio of the interferogram through spatial averaging (i.e. multilooking)
and filtering [Massonnet and Feigl, 1998; Goldstein and Werner, 1998].
While phase preserving filters only affect the sharpness of the signal,
multilooking leads to misclosure [Agram and Simons, 2015; De Zan et al.,
2015]. This misclosure arises from the averaging of complex numbers
affected by non-gaussian noise. It is a product of signal decorrela-
tion and, thus, it is related to variations in the scattering and electrical
properties of the ground surface induced by, for instance, soil mois-
ture variability or vegetation growth [Michaelides et al., 2019; Ansari
et al., 2020]. Because of its physical origin (dependant on the nature
of the ground), the misclosure from multilooking is spatially corre-
lated, systematic and may have a skewed temporal distribution, thus
generating biases in velocity estimates [De Zan et al., 2015]. The addi-
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tive nature of this systematic error means that the greater is the min-
imum number of interferograms in the network linking the start and
end of the time series (longer path of integration to the reference), the
larger is the bias. Therefore, long temporal baseline interferograms
help mitigate misclosure error due to multilooking. As a concrete ex-
ample, a time series of deformation in Sicily (Italy) for a network of
short baseline interferograms (maximum 40 days) includes a bias of
6.2 mm/yr with respect to a network of all possible interferometric
connections over 4 years [Ansari et al., 2020]. Precise absolute geoloca-
tion in three-dimensions (longitude, latitude, elevation) of the imaged
point on the ground would free the processing from the need of un-
wrapping but latest developments still produce locations which are
not precise enough [Fattahi et al., 2020].

Therefore, although building an interferogram appears numerically
simple, the complex interaction of the radar wave with the ground and
its sensitivity to slight variations in the acquisition geometry make the
process fastidious. Careful step by step processing is necessary fol-
lowed by critical interpretation of the phase change in terms of defor-
mation. In this thesis, I use the InSAR Scientific Computing Environ-
ment (ISCE) software (JPL/Caltech, winsar.unavco.org/software/isce).
There are also initiatives of automatic interferogram computations as
online services, which facilitate the use of InSAR (e.g. FLATSIM [ForM@Ter,
2020]; COMET-LiCS [Wang and Wright, 2012]; Generic Atmospheric
Correction Online Service (GACOS) [Yu et al., 2018]; ARIA Standard
Displacement Product and Online processing (aria.jpl.nasa.gov); Hy-
brid Pluggable Processing Pipeline [Hogenson et al., 2018]).

1.3.3 The evolution of phase change

To compute the evolution of phase delay over time, a network of
interferograms connecting acquisition dates to each other is required.
There are two classical ways to build interferometric networks. Persis-
tent Scatterer Interferometry (PSI) works with a subset of pixels which
are stable and coherent over the whole time period and requires in-
terferograms to have a date in common (master date) [Ferretti et al.,
2000, 2001; Hooper et al., 2007], while the Small Baseline Approach Sub-
set (SBAS) approach includes all pixels and is based on a network of
interferograms between acquisitions at nearby dates (small temporal
baseline) and on close orbits (small spatial baseline) [Lundgren et al.,
2001; Berardino et al., 2002; Schmidt and Bürgmann, 2003].

Both approaches require a temporal reference (a time step consid-
ered to show stable ground), but the temporal discontinuity of some
pixels in SBAS implies the need for a spatial reference (motionless
area) too. For a Persistent Scatterer (PS) the phase delay at a date ti is
uniquely defined by the phase change Fik, where tk is the master date
and e in Equation 1.4 is considered null. Indeed, the temporal conti-
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nuity of PS implies that unwrapping can be done in time rather than
space, so that there is no need for the multilooking processing step
which is source of misclosure. On the other hand, SBAS typically con-
tains redundant information with multiple interferograms for a single
date, and thus requires to solve an inverse problem minimizing the
residual error, called time series analysis (Figure 1.12). Efficient time
series analysis and accurate error estimation for large amount of inter-
ferograms containing misclosure is a challenge that will be the topic of
Chapter 2.

Figure 1.12: Schematics of the problem
of time series analysis for a network of
small baseline interferograms from Jo-
livet [2011]. Incremental phase delays
dfk , for all k, are inferred from interfero-
grams Fi,j, so that the evolution of phase
fk over time can be reconstituted.

Persistent Scatterer are robust to temporal and geometrical decor-
relation and are typically characterized by high reflectivity. Man-made
structures, boulders, and outcrops can all generate good PS [Ferretti
et al., 2011]. Thus, if PSI is particularly efficient in urban environ-
ments, the scarcity of stable scatterer in natural environment implies
limited spatial coverage and the tractability of the method for several-
year-long time series remains to be verified. In the aim of imaging
faults (mostly in natural environment) and making the most out of the
continuously acquired SAR data, I choose to work with SBAS inter-
ferometric networks in this thesis. SqueeSAR is an hybrid approach
that consists in combining the robust point-wise PS with distributed
scatterers (multilooked pixels) using a space adaptive number of looks
able to average statistically homogeneous pixels only [Guarnieri and
Tebaldini, 2008; Ferretti et al., 2011]. Sadly, SqueeSAR is not free.

1.4 Towards systematic InSAR time series : the Chaman
plate boundary natural laboratory

1.4.1 Describing active faults and learning from SAR data

The seismic cycle provides a conceptual model of elastic loading
and unloading of active faults. However, the complexity of observa-
tions summarized in Section 1.2 outlines that fast slip during earth-
quakes is not the main strain release mechanism on some faults that
host slip in the interseismic period adding up to a large fraction of
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the far-field displacement. Moreover, stress interactions and feedbacks
govern fault dynamics at a variety of scales, from the nucleation phase
on a same fault plane, to induced seismic and aseismic slip on nearby
portions of the same fault or on distant faults. Mapping detailed stress
changes is key in seismic hazard estimate, however, the initial stress
state seems hard to obtain as it often results from an unknown history.
Fault geometry, which is thought to be related to slip history too, adds
an additional level of complexity in the genesis of earthquakes.

Furthermore, the loading of a given fault is often unknown as it
belongs to a system of faults accommodating far-field strain together.
Strain partitioning between faults is an additional unknown in the slip
budget of a single fault, thought to reflect the "deficit" of earthquakes
and fault’s ability to rupture in a large hazardous earthquake [Bilham
and Ambraseys, 2005]. Deviations of the local seismicity with respect to
the Guttenberg-Richter statistics are also considered as a sign of up-
coming earthquakes, but the reliability of this is debated [e.g. Frohlich
and Davis, 1993; Wiemer and Wyss, 2002; Michel et al., 2018].

Continuous geodetic observations, and particularly InSAR, played
a key role in unravelling slow, and sometimes subtle (few millime-
tres on a few kilometres), deformation. Because of the punctual and
rare occurrence of earthquakes on a given fault segment, geodetic ob-
servations mostly cover the inter-earthquake period (postseismic and
interseismic). Nevertheless, while GNSS time series are frequently ex-
ploited in details, InSAR measurements are most of the time summa-
rized into a displacement field between two epochs (e.g. coseismic
interferograms) or into a velocity field, showing mean rates of defor-
mation. In InSAR time series, the high inter-acquisition noise arising
from turbulent atmospheric delays, is the main limitation to the study
of short temporal variations (inferior to a month), even though it is
possible under some conditions [e.g. Rousset et al., 2016].

The Sentinel 1 satellites (A and B) image the same ground every 6-12
days since the end of 2014, now providing more than 5 years of con-
tinuous measurements, and future SAR missions (Figure 1.8) promise
many more years of abundant SAR acquisitions. This is a treasure in
the quest for transient slip events, providing that time series analysis
methods are able to deal with uncertainties arising from non-tectonic
processes and to cope with the continuous flow of high-resolution in-
coming data. Indeed, emerging SAR Big Data raises questions about
efficient storage and processing. For instance, currently many SAR
satellites discard part of the acquisitions because of the heavy cost of
data storage and management (e.g. ALOS, Sentinel observations in
area of 12 days return time).

Current time series analysis methods require to reprocess the whole
network of interferograms in order to include new data, implying el-
evated numerical cost and the storage of heavy data (Sentinel 1 wide-
swath interferograms contain easily more than 107 pixels after multi-
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looking). This often means that updates of time series are delayed with
respect to the continuous availability of new SAR images. Therefore,
as the history of SAR acquisition grows it becomes urgent to design
tools able to update pre-existing time-series of surface deformation
with minimal numerical cost and reliable tracking of uncertainties and
covariances. Sequential near real-time processing is key [Ansari et al.,
2017]. A reliable tracking of phase change and a simultaneous inter-
pretation in terms of deformation can be achieved with a data assim-
ilation approach. In Chapter 2, I introduce and test a new algorithm
for InSAR time series analysis optimizing knowledge of the interfer-
ograms and of the deformation with minimal computational cost. I
apply this method to real data along the Chaman plate boundary.

1.4.2 The appeal of the Chaman plate boundary

The Chaman plate boundary in Afghanistan and Pakistan accommo-
dates 25-35 mm/yr of left-lateral motion between the tectonic plates of
India and the Afghan block of Eurasia7 (Figure 1.13) [DeMets et al., 7 The Afghan or Helmand block belong

to the Cimmerian terranes, which ac-
creted to Eurasia around 200–160 Ma fol-
lowing the closure of the Paleothethys
ocean. The collision between India
and Eurasia followed the closure of the
Neothethys ocean about 40 Ma [Pow-
ell, 1979; Seton et al., 2012]. The limit
between the Afghan block and Eurasia
is the east-west Hari Rud fault system
(sometimes named Herat fault) in mid-
dle Afghanistan, which shows little to
no signs of current activity, with right-
lateral slip rate of 0-2 mm/yr [Tapponnier
et al., 1981; Wheeler et al., 2005; Boyd et al.,
2007].

2010; Yeats, 2012; Altamimi et al., 2017]. It links the Makran subduction
zone to the southwest to the Himalayan convergence in the northeast.

The seismicity of the region and the mapped faults indicate that
the deforming plate boundary extends on a width of 100 to 200 km
[Bernard et al., 2000; Ambraseys and Bilham, 2003a; Ruleman et al., 2007],
corresponding to mountain ranges (Kirthar and Sulaiman ranges) ris-
ing above the plains in which the Indus river flows towards the Ara-
bian Sea in the south. Many faults appear in the geology and geomor-
phology and their current activity is outlined by offset streams and in-
frastructures (e.g. railways). Hundreds of kilometres long left-lateral
faults are, from south to north (Figure 1.13), :

- the Ornach Nal fault, which extends from the coastline of Pakistan
along the Arabian Sea in the south to about 28°N, for a total length
of about 200 km. At its southern end it is thought to meet the
frontier with the Arabian plate in a triple junction.

- the Chaman fault, which is the western border of the Kirthar moun-
tains and Katawaz block extending from 27.5°N to about 35°N (near
Kabul, the Afghan capital). The Chaman fault "megatectonic im-
portance", borrowing the words of Auden [1974], is supported by its
great length (⇠ 850 km), and abrupt changes in the geology and
structures between both sides.

- the Ghazaband fault is near-parallel to the Chaman fault between
27°N and 31°N.

- the Gardez fault zone branches out of the Chaman fault at 33°N and
runs east of Kabul with a strike close to 50° to north.
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Figure 1.13: Faults and significant earth-
quakes since the end of the 19th cen-
tury along the Chaman plate boundary.
Red lines are fault traces from [Rule-
man et al., 2007], thick black lines outline
major named faults (dashed when un-
certain). The epicentres of earthquakes
with Mw>6.5 (1892-2020) are marked by
white stars with their associated dates of
occurrence. Rupture extents from [Bil-
ham et al., 2019] and [Jolivet et al., 2014b]
are indicated by the purple shaded re-
gions. Arrows show estimated veloci-
ties of India with respect to Eurasia at
(68.5°W, 27°N) from three global plate
models [DeMets et al., 2010; Kreemer et al.,
2014; Altamimi et al., 2017]. Black squares
are cities, dashed lines are frontiers.

The only known large (Mw>6) earthquake on the Chaman fault itself
is the 1892 Mw6.5-6.7 Chaman earthquake [Bilham et al., 2019]. Dur-
ing the 20th century, other important events in the region occurred
east of the Chaman fault, mostly in and along the Kirthar ranges, the
largest one being the 1935 Mw7.7 Quetta earthquake which ruptured
a still unnamed fault between the cities of Quetta and Kalat [Skrine,
1936; Ambraseys and Bilham, 2003a] (Figure 1.13). Therefore, past large
earthquakes evidence distributed deformation.

Long thrust faults are also part of the fault system. Faults of the
Makran accretionary prism splay to the southwest of the left-lateral
fault system. One of them, the Hoshab fault, hosted the 2013 Mw7.7
Balochistan earthquake, a 200-km-long rupture with essentially left-
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lateral slip and a secondary reverse component [Jolivet et al., 2014b;
Lauer et al., 2020]. Furthermore, the Kirthar and Sulaiman ranges are
fold and thrust belts bounded by active thrust faults to the east. The
1931 Mw7.3 Mach earthquake was along such thrust fault, probably
like seven other Mw>6 earthquake, which occurred between 1908 and
1931 [Bilham et al., 2019]. Consequently, the Chaman plate boundary
appears as a transpressional system. What is the relative activity of
those numerous faults? Which structure(s) accommodate the relative
plate motion?
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Figure 1.14: Slow slip along the Chaman plate boundary viewed by InSAR. Published line of sight (LOS) velocity maps by Fattahi
and Amelung [2016] (a) and by Barnhart [2017] (b), interpreted segmentation of the Chaman fault by Barnhart [2017] (c). Time series
of coseismic and postseismic deformation for the 21 October 2005 Mw5.0 earthquake by [Furuya and Satyabala, 2008] (d,e) and for the
19 October 2007 Mw5.5 earthquake by [Fattahi et al., 2015] (f). Locations of both earthquakes are marked by red squares in (a). In (b),
arrows are horizontal GNSS velocities and white squares represent cities (Nushki, Quetta and Chaman in Pakistan).
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The scarcity of the recorded seismicity in the past century is an-
other specificity of this plate boundary [Ambraseys and Bilham, 2003a,b;
Dewey et al., 2006; Szeliga et al., 2009; Bilham et al., 2019]. That is, the
total seismic moment release, and thus slip (Equation 1.1), is small
compare to the plate relative plate motion of several centimetres per
year. This raises the question of the role of aseismic slip in the release
of strain.

Previous geodetic studies estimated that the Chaman fault accom-
modates 5-15 mm/yr of strain and slips aseismically near the surface
[Szeliga et al., 2012; Fattahi and Amelung, 2016; Barnhart, 2017] (Table
1). The most exhaustive studies are based on InSAR velocity maps
over 2003-2011 using Envisat and ALOS acquisitions (Figure 1.14a,b).
Barnhart [2017] estimates creep rates combining two line of sights and,
on this basis, divides the fault length into creeping and locked, earth-
quake bearing, segments (Figure 1.14c). Furthermore, Furuya and Satya-
bala [2008] and Fattahi et al. [2015] observe postseismic slip following
two earthquakes of Mw5 and 5.5 in 2005 and 2007, respectively (Figure
1.14d-f). These postseismic, apparently aseismic, slips appear partic-
ularly large with respect to coseismic slips [Alwahedi and Hawthorne,
2019]. What is the spatio-temporal slip pattern on the Chaman fault? Is
aseismic slip continuous or transient, spontaneous or following earth-
quakes? Should we expect a future large earthquake or is strain re-
leased by aseismic processes?

Because this region is hardly accessible for scientists, we face short
historical records, limited ground instrumentation, little geological or
geodetic constraint on slip rates, and uncertain earthquake locations
[Bilham et al., 2007]. There is no network of permanent GNSS along
this plate boundary. Nonetheless, the low vegetation cover and dry
climate make it an ideal region for highly coherent interferograms,
even though the broadly north-south orientation of the Chaman fault
zone is not optimal for SAR measurements known to be sensitive to
east-west displacement (unlike the North Anatolian fault, but like the
San Andreas fault). Therefore, InSAR is the most promising tool to
characterise this major plate boundary. As already mentioned, there
are two published large-scale InSAR studies of the Chaman fault, but
none exploit Sentinel 1 data.
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1.4.3 Aims and structure of the thesis

In the four Chapters that follows, I intend to respond to part of the nu-
merous questions formulated in the introduction. The main objectives
are to

1. Develop an efficient time series analysis tool for InSAR able to up-
date pre-existing time series (Chapter 2),

2. Describe time-dependent deformations with accurate uncertainty
estimates for all parameters at every time steps (Chapter 2, 3),

3. Characterize slip on the Chaman fault at different scales and iden-
tify transient slip events (Chapter 3),

4. Detail the fault trace geometry and evaluate its importance in the
observed slip distribution (Chapter 3),

5. Evaluate the importance of postseismic slip for local moderate earth-
quakes (Chapter 3, 5),

6. Assess the amount of strain on other faults in the Chaman plate
boundary, notably the Ghazaband fault (Chapter 4),

7. Discuss the resolution limits of InSAR and explicit perspectives for
future work (Chapter 5).

Chapters 2 and 3 are self-sufficient published articles, while Chapter
4 is written as a shorter article, soon to be submitted for publication.
Finally, Chapter 5 summarizes and discusses main results.

My aim is to use high-resolution InSAR data in an efficient way for
the detection and characterisation of slip events (seismic and aseis-
mic) in the Chaman fault zone.



Chapter 2
A KALMAN FILTER TIME SERIES ANALYSIS METHOD FOR

INSAR

Une méthode d’analyse en série temporelle reposant
sur le filtre de Kalman pour l’InSAR

Ce chapitre présente une nouvelle méthode de calcul de séries tem-
porelles de déformation à partir d’interférogrammes déroulés par Ro-
main Jolivet et moi-même. Il a été publié en tant qu’article dans la re-
vue Journal of Geophysical Research: Solid Earth en 2020. Cette méthode,
nommée KFTS, permet de mettre à jour itérativement une série tem-
porelle pré-existante par la combinaison appropriée des données, du
modèle et de leurs incertitudes respectives, au fur et à mesure que les
images Radar à Synthèse d’Ouverture (SAR) sont disponibles. KFTS
repose sur les équations du filtre de Kalman, une méthode d’assimilation
de données qui fonctionne en deux étapes. Dans un premier temps,
une prédiction (forecast) de la déformation à un instant donné est faite
à partir d’un modèle d’évolution du système préalablement optimisé,
avec une incertitude reflétant la justesse du modèle et la connaissance
des paramètres. Dans un deuxième temps, cette prédiction est ajustée
(ou analysée) tenant compte des observations à l’instant donné (ex. les
interférogrammes) et de leurs incertitudes (Figure 2.1). La construction
des matrices de covariances (Figure 2.1) est clé pour la combinaison
adéquate de ce qui provient du modèle et des données.

KFTS répond au besoin d’analyse rapide à faible coût de calcul des
images SAR, acquises en continu sur toutes les surfaces continentales
avec des satellites toujours plus nombreux.

KFTS calcule les séries temporelles des délais de phase, et optimise
les paramètres d’un modèle descriptif de cette évolution (typiquement
une vitesse et une oscillation saisonnière) (Figure 2.1). La méthode est
d’abord testée sur des données synthétiques, construites pour ressem-
bler à un réseau d’interférogrammes bruités sur une région se dé-
formant. Ceci permet de vérifier qu’à quantité d’information égale,
KFTS donne la solution des moindres-carrés (Figure 2.2, 2.4), qui est
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celle que donnent les méthodes d’analyse en série temporelle InSAR
couramment utilisées. Dans le but de rester le plus proche possible
des données, nous déterminons que l’écart-type de l’erreur des don-
nées (l’erreur de fermeture du réseau interférométrique, se) doit être
une à 10 000 fois plus petite que celle de l’erreur inhérente au modèle
(l’erreur de modélisation, sg) (Figure 2.6).

Deux jeux de données sont utilisés pour tester KFTS : un réseau
d’interférogrammes ENVISAT sur l’Etna (Sicile, Italie) qui a déjà été
utilisé pour la validation d’autres études InSAR, et des interférogrammes
Sentinel 1 sur la zone de faille de Chaman (Afghanistan, Pakistan).
Les stations GPS sur l’Etna enregistrent un signal corrélé avec ce que
l’on mesure dans les séries temporelles InSAR (Figure 2.7, 2.8). Sur la
zone de Chaman, KFTS estime des délais de phase et des vitesses de
déformation très proches de ce que la méthode NSBAS couramment
utilisée produit, excepté dans les régions où l’incertitude est grande
du fait de données manquantes (Figure 2.9,2.10). Dans ces régions, l’a
priori sur le modèle utilisé pour la première étape de prédiction af-
fecte l’estimation. KFTS a la particularité d’estimer et de propager les
incertitudes et covariances temporelles associées, qui ainsi reflètent la
durée et la connectivité du réseau interférométrique localement ainsi
que l’interdépendance des paramètres.

Finalement, une attention particulière est portée à la parametrisa-
tion de KFTS qui nécessite la définition appropriée (i) des erreurs se

et sg, (ii) de la description fonctionnelle de la déformation et (iii) des
a priori sur les paramètres de cette description, ainsi que la covari-
ance associée (Figure 2.11). KFTS est implémenté en Python 3 comme
un outil libre, flexible et accessible pour la communauté scientifique
(Github/KFTS-InSAR).

This chapter has been submitted, reviewed and published as a re-
search article in Journal of Geophysical Research: Solid Earth in 20201. It 1 Citation: Dalaison, M., & Jolivet, R.

(2020). A Kalman filter time series anal-
ysis method for InSAR. Journal of Geo-
physical Research: Solid Earth, 125(7),
e2019JB019150.

presents a new processing method named KFTS to compute the evo-
lution of deformation over time from interferograms with a sparing
use of computational resources. Since 2020, the algorithm is freely
available on an online repository with associated documentation and I
regularly update it, adding new options and improving its adaptabil-
ity and reliability.
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Abstract

Earth orbiting satellites, such as Sentinel 1A-B, build up an ever-
growing set of synthetic aperture radar images of the ground. This
conceptually allows for real-time monitoring of ground displace-
ments using Interferometric Synthetic Aperture Radar (InSAR), no-
tably in tectonically active regions such as fault zones or over vol-
canoes. We propose a Kalman filter for InSAR time series analysis
(KFTS), an efficient method to rapidly update preexisting time series
of displacement with data as they are made available, with limited
computational cost. KFTS solves together for the evolution of phase
change with time and for a parametrized model of ground defor-
mation. Synthetic tests of KFTS reveal exact agreement with the
equivalent weighted least squares solution and a convergence of de-
scriptive model parameter after the assimilation of about 1 year of
data. We include the impact of sudden deformation events such as
earthquakes or slow slip events on the time series of displacement.
First tests of KFTS on ENVISAT data over Mt. Etna (Sicily) and
Sentinel 1 data around the Chaman fault (Afghanistan, Pakistan)
show precise (±0.05 mm) retrieval of phase change when data are
sufficient. Otherwise, the optimized parametrized model is used to
forecast phase change. Good agreement is found with classic time
series analysis solution and GPS-derived time series. Accurate es-
timates are conditioned to the proper parametrization of errors so
that models and observations can be combined with their respective
uncertainties. This new tool is freely available to process ongoing
InSAR time series.

2.1 Introduction

Since the 1990s, Interferometric Synthetic Aperture Radar (InSAR)
has been used and optimized to measure ground deformation from
satellite [e.g. Griffiths, 1995; Bürgmann et al., 2000; Simons and Rosen,
2015]. While first studies focused on temporally discrete, large am-
plitude events, such as earthquakes [e.g. Massonnet et al., 1993], recent
geophysical applications rely on deriving the temporal evolution of
deformation to capture the full spectrum of temporal behaviors, from
short episodic deformation events [e.g. Lindsey et al., 2015; Rousset et al.,
2016] to long-term, decadal trends [e.g. Grandin et al., 2012; Chaussard
et al., 2014a; Jolivet et al., 2015a]. Examples include continuous moni-
toring of aquifers [e.g. Schmidt and Bürgmann, 2003; López-Quiroz et al.,
2009; Chaussard et al., 2014b], volcanoes [e.g. Pritchard and Simons, 2004;
Biggs et al., 2014] slow moving landslides [e.g. Hilley et al., 2004; Schein-
gross et al., 2013; Tong and Schmidt, 2016] or aseismic slip along active
faults [e.g. Jolivet et al., 2013; Khoshmanesh and Shirzaei, 2018b].

Capturing the time evolution of ground displacement using InSAR
is not direct and requires adequate processing of sets of interfero-
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grams [e.g. Simons and Rosen, 2015]. An interferogram is the conjugate
product of two Synthetic Aperture Radar (SAR) images. The corre-
sponding interferometric phase directly records ground deformation
between two passes of the satellite. Reconstructing the temporal evo-
lution of the phase, hence ground deformation, through time should
be straightforward. However, this procedure, called time series analy-
sis, remains a challenge as interferograms are often affected by spatial
and temporal decorrelation [e.g. Zebker and Villasenor, 1992; Berardino
et al., 2002; Simons and Rosen, 2015]. Furthermore, the reconstructed
phase is the combination of various sources of noise such as atmo-
spheric and ionospheric delays as well as ground displacements. Part
of the time series analysis procedure intends to separate these different
contributions [e.g. Bürgmann et al., 2000; Emardson et al., 2003; Agram
and Simons, 2015].

Two main approaches have been developed to perform time series
analysis. First, Permanent or Persistent Scatterers techniques focus on
a subset of reliable pixels with stable backscattering properties over
time to perform spatial and temporal unwrapping [e.g. Ferretti et al.,
2000; Hooper et al., 2007]. Second, Small Baseline Subset (SBAS) tech-
niques rely on the redundancy of the network of interferograms to
enhance spatial coverage and resolution [e.g. Berardino et al., 2002; Het-
land et al., 2012]. In this paper, we focus on SBAS techniques.

Temporal increments of phase change are linked to interferograms
by a set of linear equations. As we aim to reconstruct the evolution
of phase with time from interferograms, we need to solve an inverse
problem, which is usually done using classic least-squares [Schmidt
and Bürgmann, 2003; Usai, 2003; Agram et al., 2013] or singular value
decomposition [Berardino et al., 2002; López-Quiroz et al., 2009; Jolivet
et al., 2012]. Nowadays, the resolution, frequency and availability of
SAR images grow dramatically thanks to recent launches of numerous
SAR missions including the Sentinel 1A-1B (European Space Agency)
or the ALOS 2 (Japan Aerospace Exploration Agency) missions [El-
liott et al., 2016a]. Future missions, such as Sentinel 1C-1D and NISAR
(NASA, ISRO), will also lead to a growth in the amount of available
data, ensuring long temporal coverage of deformation. Existing SBAS
techniques will inevitably become overwhelmed by the rapid accumu-
lation of images. These methods require increasing computing power
and memory, as the size of the inverse problem to solve grows with
the quantity of observations. More importantly, acquisitions at a given
time do not inform on the state of deformation at another given time
if these epochs are not connected by interferograms. Processing the
entire set of interferograms each time a new acquisition is performed
is not only computationally expensive, but also not useful.

We propose a method to sequentially update pre-existing multi-annual
time series of InSAR data considering only the latest observations. We
describe how to use data assimilation for the reconstruction of ground
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displacements using InSAR, including minimal computing time and
little data storage. We derive the formulation of a Kalman filter for
time series analysis, hereafter referred as KFTS, an approach analo-
gous to least squares in its assumptions and final solution [Kalman,
1960; Cohn, 1997]. As data assimilation methods require accurate esti-
mation of errors at all steps, our method allows to investigate various
sources of errors.

Kalman filtering is already widely used to build Global Naviga-
tion Satellite System (GNSS) time series [e.g. Hofmann-Wellenhof et al.,
2012], as very frequent acquisition of small amount of data makes such
filtering very relevant. Other application in geodesy include model-
ing of volcanic reservoir properties [e.g. Shirzaei and Walter, 2010; Bato
et al., 2018] or of fault slip at depth [e.g. Segall and Matthews, 1997;
Bekaert et al., 2016]. Most of these techniques are driven by time se-
ries of deformation in order to reconstruct the temporal evolution of
a model describing the source of surface deformation. The aforemen-
tioned methods require the use of a time series analysis method in
order to reconstruct surface displacements beforehand. Furthermore,
although uncertainties are fundamental in any assimilation scheme,
uncertainties are unfortunately not always correctly estimated [Agram
and Simons, 2015; Bekaert et al., 2016]. Here we provide a method to
continuously and efficiently build InSAR time series from a stack of
SAR interferograms and propagate associated uncertainties.

In the following, we detail time series analysis for InSAR and for-
mulate explicitly the corresponding Kalman filter approach. We high-
light the efficiency of our approach on two different regions subjected
to volcanic and tectonic deformation. We first test our method on a
time series of SAR acquisitions by the Envisat satellite between 2003
and 2010 over the Etna volcano, in Sicily, around which several GPS
stations enable us to derive local time series of ground deformation.
We validate our approach against this independent set of data. We
also use GPS data to assess the robustness of the uncertainties de-
rived by our Kalman filter implementation. We then derive a time
series of ground deformation using Sentinel 1 data between 2014 and
2018 over western Pakistan and southern Afghanistan. This region is
poorly instrumented and no deformation time series are available for
comparison with our approach. However, vegetation cover is scarce,
hence interferometric coherence is good, and the Sentinel constellation
has acquired a large amount of SAR images, allowing us to highlight
the efficiency of our time series analysis method.

2.2 A Kalman filter-based approach for times series
analysis

2.2.1 Data description and formulation of the problem
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The phase of an interferogram is a differential measurement of the
spatial and temporal change in the two way travel time of the Radar
wave between the satellite and the ground. It is a direct measurement
of the change in the apparent distance between the satellite and the
ground, hence a function of ground deformation between two dates.
Our goal is to reconstruct the evolution of the interferometric phase
over time with respect to the first acquisition and to extract ground
deformation from this time series. We work on each pixel indepen-
dently from its neighbors [Berardino et al., 2002; Cavalié et al., 2007]. For
a given pixel, the unwrapped phase of the interferogram between two
dates at times ti and tj is

Fij = fj � fi + eij, (2.1)

where fj is the unwrapped phase at a time tj relative to the phase
f0 at time t0, and eij is the error associated with the potentially inac-
curate unwrapping of the interferometric phase, with spatial filtering
and with multi-looking (i.e. non-coherent phase averaging often used
to enhance coherence) [Goldstein et al., 1988; De Zan et al., 2015; Agram
and Simons, 2015]. As interferograms connect multiple SAR acquisi-
tions in time, we call a set of interferograms a network and eij is often
referred to as network misclosure [Doin et al., 2011]. Herein, the stan-
dard deviation of eij will be noted se, assuming it is common to all
interferograms for simplicity.

Moreover, for a single pixel, the network of interferograms is of-
ten incomplete as unwrapping of the phase is not always possible due
to spatial and temporal variations of phase coherence. If the fringe
rate is too high between neighboring pixels, it is not possible to derive
the relative motion of these pixels from one to another, hence phase
cannot be unwrapped [Goldstein et al., 1988]. Without connectivity, it
is impossible to reconstruct a common phase history between tempo-
rally disconnected sets of interferograms. Various methods propose to
derive a temporally parametrized model of the phase evolution, either
assuming constant velocities between sub-networks [Berardino et al.,
2002] or more complex ad hoc models [e.g. López-Quiroz et al., 2009;
Jolivet et al., 2012; Hetland et al., 2012; Jolivet and Simons, 2018].

Following the approach of López-Quiroz et al. [2009], we consider
a parametrized function of time to describe the evolution of the inter-
ferometric phase. This function is the linear combination of a set of
user-defined functions fn of time modulated by coefficients an, such as
the interferometric phase fi at a time ti writes

fi =
N

Â
n=1

an fn(ti) + gi, (2.2)

where gi is the error corresponding to mismodeling of the interfer-
ometric phase at time ti, due to limitations of the functional model
and decorrelation noise [Agram and Simons, 2015]. Uncorrected atmo-
spheric effects, such as turbulent and ionospheric delays, are the main
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contributions to gi [e.g. Doin et al., 2011; Jolivet et al., 2014a]. In the
following, we assume that gi is normally distributed with a zero mean
and a standard deviation sg, assumed constant with time for simplic-
ity. Functions fn can be taken for instance as polynomial terms, Heav-
iside functions or periodic functions describing the time history of the
interferometric phase.

Our goal is to solve both Equations 2.1 and 2.2 sequentially, when-
ever a new acquisition allows to compute new interferograms. We
formulate an assimilation framework solving for the interferometric
phase fi at each acquisition time ti and for the terms of the parametrized
function ak and for the corresponding variances and covariances.

2.2.2 Formulation and set-up

Symbol Meaning Structure Shape
mk state vector [a0, a1..., aL�1, f0, ..., fk] (L + k + 1)
dk measurement vector [F f k, Fgk, ..., Fhk] N
Pk state covariance – (L + k + 1)⇥ (L + k + 1)

Qk
process noise

covariance
diagonal matrix⇤ with last

element equal to (sg)2 (L + k + 1)⇥ (L + k + 1)

Rk
observation noise

covariance
diagonal matrix with (se)2

on the diagonal
N ⇥ N

Ak
state-transition

matrix
identity matrix with additional

row using an to forecast fk
(L + k + 1)⇥ (L + k)

Hk observation model
pairs up the phases to build
the Fik. Contains 0, 1 and -1

N ⇥ (L + k + 1)

Table 2.1: Vectors and matrices used in the kth KFTS iteration assimilating N interferograms (Fik) constructed with the acquisition at
time tk . At this given step, the filter (re)estimates the N + 1 phases fi,k and the L parameters an of the linear descriptive model. (*) In
our applications, diagonal elements of Qk are zero except the last one, however, it may be useful to add non-zero systematic error in
the first L elements corresponding to an. See Appendix A.2 for a detailed example of our KFTS matrices.

A Kalman filter is an iterative procedure that allows to recover the
least squares solution of an inverse problem by successively adding
data. For a recent and detailed introduction to Kalman filtering, read-
ers can refer to Evensen [2009] or Carrassi et al. [2018]. Data assimilation
procedures propagate and update with newly acquired data the prob-
ability density function (PDF) of a given model. In a Kalman filter, the
PDF of the model is a Gaussian distribution described by a state vector,
m, containing mean values for model parameters and the associated
covariance matrix P. Each time new data is acquired, a Kalman filter
proceeds in two successive steps.

First, at a given time tk, we forecast the state vector mk and its
covariance matrix Pk using the state vector, mk�1, at step k� 1. Second,
we update this forecast with the information from data acquired at
time tk in a step called analysis.
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Figure 2.1: Scheme of the temporal evolution of the state vector as a function of assimilation time and available data. Markers highlight
elements which are added or modified at a specific time-step. Additional values may be kept and stored for later reanalysis. The last
step corresponds to the case when data are not available: the previous state vector is copied and the last phase is forecast using the
functional description described by the parameters an previously estimated.

In practice, at a time tk, the state vector mk includes the recon-
structed phase values and the coefficients of the parametrized func-
tion of time, an (Figure 2.1). We initialize the framework with an a
priori state vector, m0 and associated covariances, P0. This a priori re-
flects our state of knowledge on the different parameters before we
input any data. Each time a new SAR image is acquired, we com-
pute the interferograms connecting this last acquisition with previous
ones, typically the four previous ones. Then, we use the functional
form governed by the terms an in the current state vector to forecast
the phase at the time of the new acquisition. Afterwards, we analyze
the forecast with the information of the incoming data to obtain the
updated state vector.

Following the marginalization rule, the forecast state vector m f
k and

its covariance P f
k are given by

m f
k = Akmk�1 and P f

k = AkPk�1AT
k + Qk 8k 2 [1; M] (2.3)

where Ak is the state-transition matrix and Qk the process noise
covariance (see Table 2.1 for variable description). As illustrated in
Figure 2.1, Ak applied to mk�1 computes the forecast for mk based on
the latest parametric description of the time series given by an at time
tk�1 (Equation 2.2). Ak is a matrix representation of the forecast equa-
tions. In practive, phase terms of previous acquisitions and functional
parameters are kept constant while f

f
k is computed using Equation

2.2. Because Ak is of rectangular shape, m f
k is simply mk�1 augmented

with the forecast phase value of the most recent acquisition. The cor-
responding covariance, P f

k , depends on parameter uncertainties and
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systematic noise included in Qk. Systematic noise in Qk represents
our level of confidence in an imperfect forecast.

We then update the state and its covariance using the available data
dk at time tk applying Bayes’ rule, so that

mk = m f
k + P f

k HT
k

⇣
Rk + HkP f

k HT
k

⌘�1 ⇣
dk � Hkm f

k

⌘
(2.4)

where Rk is the observation noise covariance, and Hk the observation
model. Hk is effectively the operator predicting interferograms from
the state vector mk. Rk describes our confidence in the observation
model, Hk, for the data dk (hence, Rk describes the statistics of phase
misclosure, here assumed normally distributed). The analyzed vari-
ance covariance matrix, Pk, is

Pk = P f
k � P f

k HT
k

⇣
Rk + HkP f

k HT
k

⌘�1
HkP f

k . (2.5)

The term P f
k HT

k

⇣
Rk + HkP f

k HT
k

⌘�1
is often referred to as the Kalman

gain as it quantifies how much the predicted state "has to gain” from
the difference between observed and predicted data, dk �Hkm f

k , called
residual or innovation. It also modulates the information transitioning
from the covariance in the model space HkP f

k to the covariance of the
analysis. For a practical example of our Kalman filter time series anal-
ysis (KFTS), see the the explicit formulation in Appendix A.2. Note
that Equation 2.4 is the generalized least squares solution of a linear
inverse problem [e.g. Tarantola, 2005].

Because of observations equations, there is a need to keep pre-
vious estimates of phases in mk, whenever they are connected by in-
terferograms used in the analysis step, in order to update phases fi
(i < k) for all Fik in dk (Eqn. 2.1 and Fig. 2.1). For instance, if the data
contains interferograms Fak, Fbk and Fck we will forecast and analyze
fk and re-analyze fa, fb and fc using past and current observations
(Figure 2.1). This is essential to keep improving phase estimates taking
advantage of the redundancy of information from all interferograms
and, thus, limit the propagation of errors over time. Formally, the re-
analysis of past estimates with future data implies that the Kalman
filter formulated above is effectively a Kalman smoother [Cohn et al.,
1994; Cosme et al., 2012].

2.2.3 Configuring parameters

The algorithm requires user-based choices for the parametriza-
tion of the functional form and for the various covariances on a case-
by-case basis. First, we have to chose a parametrization for the func-
tional form used to derive the forecast. This choice is based on our
knowledge of deformation and simplicity of the model should be fa-
vored over precision to prevent overfitting.
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Second, we need to estimate the typical standard deviation of mis-
modeling sg for all time steps and of interferometric network mis-
closure se for all interferograms. se comes in the construction of R
because it quantifies the error between our data (interferograms) and
what we are looking for (the relative phase values). It effectively acts
as a regularization term when computing the Kalman gain (Table 2.1
and Equations 2.4,2.5). As underlined by Doin et al. [2011], covariance
terms in R are null because eij is specific to each interferogram Fij, in-
dependently of the common acquisitions fi,j. Regarding sg, it depends
on both the simplicity of the chosen functional form and on the ampli-
tude of unexpected atmospheric perturbations of the interferometric
delay. It is directly fed into the process noise variance-covariance ma-
trix, Q, since it controls the flexibility given to the process for phase
values to be different from those predicted by the chosen functional
form. Typically, se should be small with respect to sg because we have
greater trust in the interferogram construction (Equation 2.1) than in
the functional description of the deformation (Equation 2.2).

Third, we must quantify the a priori mean and standard deviation
of functional model coefficients an within the initial state vector m0

and covariance P0. These values directly control the amplitude of the
possible values for model coefficients in the analyzed state vector, and,
thus, directly affect the quality of the filter’s forecast. One needs to
chose large enough variances with a realistic a priori state vector, so
that the natural spread of the variable is within one standard deviation
of its mean.

Fourth, we can optionally add some systematic error to the param-
eters of the functional representation, an in the L first elements of the
diagonal of Q in order to slow down their convergence with assim-
ilation steps. Such noise addition introduces some plasticity in the
description of deformation (see Appendix A.2). We discuss real case
examples below to illustrate the influence of the different parameters
and define a quantitative guideline for parametrization in Section 2.4.1.

2.3 Applications of the Kalman filter time series anal-
ysis (KFTS)

2.3.1 Synthetic tests

2.3.1.1 Reference case set-up

In order to asses how well KFTS retrieves known parameters, we
generate a synthetic set of InSAR data combining synthetic signal of
tectonic deformation and atmospheric noise. We assess the influence
of the choice of parameters and of the design of covariance matrices to
validate the approach.

We build a two dimensional, time varying, field of phase change
typical of what is expected in a region crossed by a major tectonic
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fault. We design a synthetic acquisition planning considering a 3 years
observation period with acquisitions every 12 days; similarly to what
is expected for recent satellite constellations such as Sentinel 1. For
each of these synthetic acquisitions, we compute synthetic unwrapped
interferograms with the three preceding acquisitions using Equation
2.1.

We simulate the contributions of tectonic plate motion and shear due
to interseismic loading along a fault (i.e slow, persistent deformation
of a few cm/yr), between blocks moving at 4 cm/yr with respect to
each other. We add to the time series the surface displacements due to
a typical earthquake (i.e. a discrete, large amplitude deformation event
of several cm). The modeled earthquake occurs on day 500 of the time
series and induces a maximum of 15 cm of displacement. In addition,
we consider the case of a slow transient slip event occurring on the
same fault (i.e. episodic, medium amplitude deformation spanning
multiple acquisitions in time). This slow slip event has a temporal
footprint governed by an integrated spline function of 100-day-width
centered on day 210 of the time series, with a maximum cumulative
displacement of 10 cm. Epicenters of both events are shown on Figure
2.2. All synthetic displacements are generated considering dislocations
embedded in an elastic homogeneous semi-infinite halfspace [Okada,
1992]. Furthermore, we include a constant deformation rate related
with interseismic loading on the main fault and seasonal oscillations
(i.e. yearly sinusoidal deformation with a phase shift) of the ground
everywhere. In the following tests, we aim to recover all terms of
deformation described above as well as the resulting phase evolution
with KFTS.

Consequently, the chosen parametrized model of the phase, fk, at a

Figure 2.2: Performance of the Kalman filter time series analysis (KFTS) for a two-dimensional synthetic deformation field. The phase
evolution with its noise content is retrieved from noisy interferograms (i.e. non-zero network misclosure). A : True cumulative phase at
the last time-step of the time series including deformation and correlated and uncorrelated noise. B : Reconstructed cumulative phase
from KFTS. C : Root Mean Square error (RMS) of the the retrieved phase (B) with respect to the true phase value (A). D : RMS of the
phase retrieved with KFTS (B) with respect to the least-squares solution. All scales are in centimeters to ensure the example represents
a realistic case study. The location of the pixel of interest for Figure 2.3 is marked by a red square.
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time tk, is

fk = a0 + a1tk + a2 sin
✓

tk
2p

Tyear

◆
+ a3 cos

✓
tk

2p

Tyear

◆

+ a4Ssse(tk) + a5Heq(tk) + gk, (2.6)

where an, 8n 2 [1, 5], are the parameters to be solved for, Tyear is a one
year period, Ssse is an integrated spline function centered on day 210
with a width of 100, Heq is a Heaviside function on day 500 and gk is
the mismodeling term at time tk with standard deviation sg.

We first test the performance of the filter on synthetic data without
any noise (implying gk = 0, 8k ) and then on data including noise. To
do so, we design a composite noise model to mimic real observations.
This implies that we have, first, a spatially correlated noise reflecting
atmospheric effects on each phase "acquisition" and, secondly, a mis-
closure error lower by at least an order of magnitude, assuming that we
have no contribution from unwrapping errors [Schmidt and Bürgmann,
2003; Lohman and Simons, 2005; Cavalié et al., 2007; López-Quiroz et al.,
2009; Agram and Simons, 2015]. We add spatial and temporal deviations
to all parameters an following a random distribution with a standard
deviation equal to 10% of their values, and random noise on interfer-
ogram construction equivalent to se = 0.1 mm. Moreover, the atmo-
spheric contribution to phase decorrelation is constructed through the
convolution of a white noise, with standard deviation of 10 mm, and a
decreasing exponential function of inter-pixel distances [Jolivet and Si-
mons, 2018]. The specified values reflect errors observed in processed
Sentinel 1 data (see Section 2.3.3). The resulting cumulative phase
change after 3 years is shown in Figure 2.2. The temporal evolution of
phase change for one pixel is visible in Figure 2.3.

2.3.1.2 Performance with optimal configuration

We apply KFTS with the assumption that the functional form given
in Equation 2.6 is known. Results for simpler functional forms applied
to the same synthetic data are in Figure A.3 and A.4. A priori model
parameters in the initial state vector, m0, are set to zero with standard
deviations comparable to the expected spread of parameters: 10 mm
for a0, 0.05 mm/day for a1, 5 mm for the sine and cosine amplitudes
and 70 mm for the displacement of slip events. The first phase value
for all pixels is set to zero with zero uncertainty. This means that m0

is a null vector and P0 is a diagonal matrix containing the squared
standard deviations listed above. When realistic noise is considered,
we chose optimal parameters corresponding to the noise implemented
in the synthetic data, that is sg = 10 mm and se = 0.1 mm. For com-
parison, we solve the full problem for all acquisitions using an equiva-
lent least squares inversion with identical model and data covariances
[Tarantola, 2005].
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A

B

Figure 2.3: Time series for one pixel
with temporal evolution of the model on
a synthetic set of InSAR data for one
pixel. A : case without noise in the syn-
thetic data. B : same synthetic defor-
mation but with a realistic noise model
on top. Pink markers represent recon-
stituted phases from the Kalman filter,
while black crosses are "true" phases.
When the phase is well retrieved, mark-
ers overlay each other and errorbars are
too small to appear. Colored lines are
models derived at each assimilation of
a new acquisition, which date is indi-
cated by the colorbar. Dashed black line
is the true deformation. In A, true and
reconstituted phases lie on each other
and mask the underlying curves, which
include the true model and computed
models after day 500 (time of the mod-
eled earthquake).

For a model without any noise (except se = 10�5 mm to avoid sin-
gularity of the gain), phase values are retrieved within se and model
parameters converge after the assimilation of ⇠ 6 months of data (Fig-
ure 2.3A). The time required for convergence of the model parameters
is justified by the fact that there is an ambiguity between the con-
tribution of the linear and periodic terms to the deformation before
reaching half the oscillation period. Regarding the earthquake, the
corresponding amplitudes is found within 10�5 mm just after it oc-
curred. Similarly, the amplitude of the slow slip event is retrieved
once the total cumulative displacement caused by the slow slip event
has been fully assimilated.

The final outcome of KFTS is comparable with basic least squares
performance (Figure 2.2 and 2.4). Figure 2.2 shows that the KFTS cu-
mulative displacement root mean square error (RMS) with respect to
the true displacement is on the order of se (0.1 mm), while it is of
⇠ 10�5 cm with respect to least squares estimation. Regarding model
parameters, the difference between KFTS solution and target value is
of ⇠ 1 mm, whereas it is of ⇠ 10�3 mm between KFTS and least
squares solutions. The noticeably large noise in retrieved parameters
over areas with target values close to zero (Figure 2.4) is explained by
the constant high a priori variance applied everywhere. Thus, if the
location of the events is known, it is preferable to define a spatially
variable a priori variance for, at least, slip events.
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Figure 2.4: Maps of three of the model
parameters : velocity, slow slip ampli-
tude and quake amplitude. For compar-
ison the true values (top), the values re-
trieved through least squares inversion
(LSQ) (middle) and the values retrieved
through our Kalman filter (bottom) are
displayed.

Figure 2.5: Temporal evolution of model
functional parameters at each assimila-
tion step for the reference pixel in our
synthetic test. Colors refer to time (see
colorbar in Figure 2.3). The amplitudes
of the slow slip and the quake are added
in the parameter space just before they
occur. For reference, the dotted black
line shows the true parameter value (i.e.
target), and the dashed grey line shows
the least-squares optimum. The Kalman
filter solution tends toward the least-
square solution, which itself depends on
the interferometric network configura-
tion and the noise in interferograms.

We detail here the behavior of the filter as data is assimilated in
time and the requirements for convergence. Figure 2.3B shows the
time series of a representative pixel (located on Figure 2.2) and Fig-
ure 2.5 the associated evolution of model parameters. The functional
model evolves and gains information as data are successively assim-
ilated. Graphically, the dark blue curves combine both the a priori
null model and the little information brought by the first few points,
while the dark red curve uses all available information and closely
fits the underlying model. The model progressively converges toward
the least squares solution, close to the target model, at a rate that de-
pends on how quickly parameter uncertainties collapse (Figures 2.3B
and 2.5), which in turns depends on the Kalman gain (Equation 2.5,
Appendix A.2). As shown on Figure 2.5, it takes about 150 days for the
offset, a0, to be adjusted and around one year for the yearly periodic
signal, a2 and a3. However, the inter-dependency of functional param-
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Figure 2.6: Errors in estimated model parameters (an) and phases (fi) from the Kalman filter time series analysis (KFTS) as a function
of the standard deviation of the mismodeling noise (sg) and the standard deviation of interferometric network misclosure (se). The
true value of the noise injected in the build of the synthetic deformation is marked by the white circle. A and B reveal variations in the
KFTS estimate accuracy by looking at the Root Mean Square Error (RMSE) in fi (A) and in an (B). C and D display the mean standard
deviation (abrv. std) of estimates. Values concerning parameters are normalized for homogeneity. The white dashed line corresponds
to sg/se = 1 and the dotted line to sg/se = 104.

eters clearly appears as variations in the transient event amplitude a4
induces a change in a0 by 1-2 mm and the earthquake at t = 500 days
perturbs almost all parameters, including the velocity which is shifted
by ⇠ 0.01 mm/day. Correlations between parameters appear in the
off-diagonal terms of the covariance matrix (Figure A.2).

Interestingly, we also see that, although the local earthquake am-
plitude a5 of 37.4 mm was correctly retrieved after 3 assimilations ±7
mm, the assimilation steps for t > 750 days lead to an overestimate of
a5 and a correlated underestimate of a1. As interferograms long after
the event do not bring information about its amplitude, the state vector
mk needs to be modified. That is, to avoid fitting noise and limit trade
off between parameters, functional parameters in mk can be added or
removed from the procedure when relevant. Also, phases which do
not appear in latter interferograms can be stored and removed from
mk. This does not affect final time series and lowers the memory load
of the algorithm. Practically, KFTS effectively works with two storage
files : one containing time, phases and their uncertainties (from the
diagonal of Pk) and another one containing mk, Pk and other auxiliary
information in order to run the next forecast and analysis at time tk+1.

Nevertheless, it is a challenge to optimally parametrized the inver-
sion with real InSAR data, especially because mismodeling and mis-
closure errors are generally not known[Schmidt and Bürgmann, 2003].

2.3.1.3 Sensitivity analysis to predefined errors

We study the effect of non-representative sg and se in a sensitivity
analysis, for one given pixel (shown in Figure 2.5 and 2.3). We deliber-
ately set poorly chosen values of sg and se in KFTS with respect to the
known sources of noise. Subplots of Figure 2.6 display how 4 proxies
of the quality of KFTS estimates vary as a function of those two param-
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eters. While Figures 2.6A and 2.6B consider the error in the absolute
estimates, and thus the accuracy, Figures 2.6C and 2.6D indicate the
precision (i.e. standard deviation) associated with those estimates.

The quantity displayed in 2.6A is the Root Mean Square error of
phase estimates, and in 2.6C it is the average of the posterior standard
deviation of the phase estimates, sfk . The exact equations correspond-
ing to fields in 2.6B and 2.6D are
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respectively, where the superscript t indicates target value and L is
the number of parameters. The first functional model parameters a0,
a constant offset, is voluntarily excluded because, first, at

n = 0 and,
second, the misfit in a0 mainly results from the requirement that f0 =

0.

As expected from governing equations, we see that estimated stan-
dard deviations are directly impacted by choices in sg and se. Indeed,
phase uncertainties appear sensitive to se and model parameter un-
certainties to sg (Figure 2.6C, 2.6D). Another main feature is the im-
provement of an estimates at the expense of the accuracy in fk when
approaching the domain se � sg (Figures 2.6A, 2.6B). This is clearly
not desirable, because phase estimate directly derive from interfero-
metric data, while model parameters depend on an ad hoc functional
description which may have to be improved as new data is assimilated.
To the contrary, when too much confidence is given to interferograms
with respect to the model (i.e. se  sg ⇥ 10�4) the effective misclosure
error means that data may be hard to reconcile together and numerical
instability arises. Thus, providing se/sg is in between 10�4 and 1, the
quality of fk and an estimates appears robust to several orders of mag-
nitude variations in sg and se. We still observe an upper bound limit
of ⇠ 30 mm and ⇠ 15 mm for sg and se, respectively, above which
estimates are so uncertain that they do not adjust to the data. Time
series representative of the overall effect of underestimating or overes-
timating sg and se are shown in supplementary Figures (A.5-A.8).

In practice, eij only results from how we construct interferograms
and could be directly estimated by quantifying the effect of multilook-
ing and filtering during the processing of each interferogram. Alterna-
tively, it could be measured either before time series analysis by form-
ing triplets of interferograms [De Zan et al., 2015; Benoit et al., 2020] or a
posteriori by looking at the discrepancy between real and reconstituted
interferograms from time series [Cavalié et al., 2007].

In addition to uncertainty quantification, another challenge of real
InSAR data is that all interferograms do not unwrap everywhere due
to local loss of coherence. Consequently, given pixels will potentially
show missing links in the interferometric network. In the following
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we apply KFTS to two data sets thought to be representative of the
challenges brought by real InSAR data.

2.3.2 Application to the Etna Volcano on Envisat Asar images

As a real case example, we first present the assimilation of inter-
ferograms over the Etna volcano in Sicily. We have chosen this ex-
ample as it has been used in the past for multiple validation studies
[e.g. Doin et al., 2011; Jolivet et al., 2014a] and because several GNSS
stations record the relatively large displacements observed over this
volcano. We use 63 images from the ENVISAT mission acquired be-
tween January 2003 and August 2010 [Doin et al., 2011]. Single Look
Complex (SLC) images are focused and coregistered to a single master
using the Repeat Orbit Inteferometry Package [ROIPac, Rosen et al.,
2004]. Coregistration to a single master image is enhanced using the
Digital Elevation Model and all possible interferograms are derived.
The 222 interferograms are filtered and unwrapped using a branch cut
algorithm [Goldstein et al., 1988; Goldstein and Werner, 1998]. We cor-
rect interferometric phase delays due to the temporal variations of the
stratified troposphere using the output of the ERA-Interim reanaly-
sis of atmospheric data as described in Jolivet et al. [2011]. All details
about the processing can be found in Doin et al. [2011] and in Jolivet
et al. [2014a].

We apply KFTS on each pixel of the stack of images that has un-
wrapped interferometric data. In addition to the precise retrieval of
phase evolution, we aim to obtain a mean rate of deformation, in-
cluding potential transient events and ignoring seasonal contributions.
Hence, our parametrized model for the phase evolution includes lin-
ear and seasonal terms described by four parameters, a constant term,
a rate of phase change, a sine term and a cosine term. This model
is very simplified for a volcano which has undergone several erup-
tive events over 2003-2010. Although this may lower our predictive
capabilities, phase estimates of uninterrupted interferometric network
should not be affected and more complex model could be applied in
a second time (Section 2.3.1). Consequently, we set sg = 18 mm and
se = 0.01 mm, as a high sg with respect to se limits the confidence
in the model-based phase forecast and keeps large uncertainties for
model parameters. With the same logic, we chose a priori standard de-
viation equal to 15 mm for the constant term, 5 mm/day for velocity
and 10 mm for sine and cosine terms. We set the initial state vector m0

to zeros. Note that, because the constant term reflects the noise in the
reference acquisition (f0) with respect to the model, its standard devi-
ation should be close or superior to sg. The impact of different sg and
P0 on model parameter estimates is displayed in Figures A.12-A.14.

We compare local time series of displacement derived from Global
Navigation Satellite System (GNSS), often referred to as GPS for sim-
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Figure 2.7: A: Map of cumulative phase change between 2003 and 2010 over Mt Etna (Sicily, Italy) as inferred from the Kalman filter
time series analysis applied on ENVISAT data. B: Map of the associated standard deviation. Displacements and associated uncertainties
are in the direction of the satellite’s line of sight (LOS). Topography, shown in the background in shades of gray, is from SRTM [Farr
et al., 2007]. Holes in the data correspond to pixels excluded from the inversion because less than 20 interferograms were unwrapped
at their location. Black squares show a selection of GPS station used for comparison [Blewitt et al., 2018].

plicity, at the stations EIIV, ESLN, HCRL and MMME (Figures 2.7 and
2.8; Blewitt et al. [2018]). We consider differential displacements be-
tween two GPS stations and the equivalent closest InSAR pixel. Figure
2.7 shows the cumulative phase change and associated uncertainties
over 8 years in the direction of the Line Of Sight (LOS) of the satellite
as derived by KFTS at t61, 14 July 2010. The displayed penultimate
phase f61 incorporates most of the studied deformation with limited
uncertainty as it is a reanalyse phase, unlike the last phase.

Standard deviations in Figure 2.7B are marked by a clear spatial
dichotomy between the well resolved pixels displaying uncertainties
< 10�1 mm and other pixels with uncertainties reaching more than
10 mm. Precise estimates are available on the volcano flanks and in
the urbanized region to the south, notably around stations ESLN, EIIV
and HCRL and, thus, cover the area of geophysical interest. In Figure
2.7A, the displacement field is dominated by aseismic slip along the
Pernicana fault extending from the volcano summit to the eastern coast
of Sicily [Palano et al., 2006]. Indeed, the fault slipped more than 25 cm
locally in the LOS direction over the ⇠ 8 years covered by the time
series. Smaller coherent displacements of a few cm on the volcano
flanks are also recovered. In the plains surrounding Mt Etna, cm-
scale uncertainties are associated with about ±2 cm of sharp inter-pixel
variations in the displacement field.

Large uncertainties arise in area where more than 50% of interfer-
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Figure 2.8: Overlay of GPS and InSAR time series of relative deformations. Each subplot includes the complete time series and its
uncertainty for InSAR (red dots) and the available GPS time series on the same time period (blue dots). The subplot titles indicate the
pair of stations located in Figure 2.7. The GPS data point that are temporally the closest to InSAR measurements are highlighted in light
blue. They are used to compute the Spearman correlation coefficient, Cs (Equation 2.8). The black line is the deformation according to
the functional model of the Kalman filter on InSAR.

ograms do not unwrap due to significant spatial noise (Figure A.11).
When a pixel is not unwrapped, no information is available at this lo-
cation and the analysis step of the filter cannot be performed. In this
configuration, the forecast made from the functional model is taken as
the estimate with its large uncertainty (i.e. mk = m f

k and Pk = P f
k ).

This allows to continue building the time series and to connect differ-
ent subsets of interferograms which may not be linked by a common
phase. However, the error associated with the forecast phase is car-
ried forward in the subsequent solutions, if they are all relative to this
one. A solution to lower uncertainties is to re-reference the phases by
constructing long-baseline interferograms.

Time series in Figure 2.8 evidence that the relative InSAR displace-
ment between pixels close to GPS stations is consistent with what is
measured independently by GPS. A measure of the monotonicity of
this relationship is given by the Spearman’s rank correlation coeffi-
cient for n pairs of InSAR-GPS observations, defined as

Cs = 1 � 6
n(n2 � 1)

n

Â
i=1

d2
i (2.8)

where di is the difference between the ranks of the ith coeval obser-
vations in both sets. This metric was preferred over other correlation
coefficients because of its little sensitivity to outliers. For the 6 differ-
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ential displacements considered, Cs is always positive indicating that
when InSAR measures an increase, so does GPS (Figure 2.8). More-
over, its value close to 0.5 for 4 time series reveals a significant nu-
merical correlation. Nonetheless, the implications of this metric are
limited because it is applied to the subset of GPS measurement coinci-
dent in time with InSAR acquisitions and both time series are affected
by different sources of noise. Independently of the numerical correla-
tion, the overall good match between measured velocities validates our
KFTS approach for InSAR time series analysis, even when the quality
of data implies that errors are large (Figure 2.8A, 2.8D and 2.8E) .

2.3.3 Application to the Chaman fault on Sentinel 1 images

In the following section, we illustrate the KFTS performance to
reconstruct surface displacements around a tectonic fault imaged by
a recent satellite constellation. The satellites of the Sentinel 1 mis-
sion launched in 2014 and 2015, are providing SAR images with a
better temporal sampling than ever before for C-band satellites. Over
the Chaman fault, we construct 364 interferograms with 95 acquisi-
tions spanning November 2014 to May 2019. We use the ISCE package
(Gurrola et al. [2010]; JPL/Caltech) to build unwrapped interferograms.
We coregister SAR images with a network-based enhanced spectral di-
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Figure 2.9: Maps of cumulative phase change between late 2014 and early 2019 over western Pakistan and southern Afghanistan from
time series analyses applied on Track 42 data of Sentinel 1. A: Reference NSBAS solution, with labels of markers appearing in all
subplots. B and C: Corresponding Kalman filter time series (KFTS) solution with its standard deviation. D: absolute difference between
the NSBAS (A) and KFTS (B) solutions. Displacements and associated uncertainties are in the direction of the satellite’s line of sight.
Two main faults of the region are the Chaman fault (CF) and the Ghazaband fault (GF) [Fattahi and Amelung, 2016]. The topography is
shown in the background in shades of gray. Cities are marked by square markers. The three black crosses and letters locate the selected
pixels in subplots of Figure 2.10.
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versity (NESD) approach [Fattahi et al., 2017] and remove atmospheric
perturbations using ECMWF-ERA 5 global reanalysis of atmospheric
data (PyAPS software; Jolivet et al. [2011, 2014a]). We also multilook
and filter interferograms to enhance the signal-to-noise ratio before un-
wrapping with the branch cut method [Goldstein et al., 1988; Goldstein
and Werner, 1998]. The final size of the 2488⇥ 7024 pixels is ⇠ 80⇥ 130
m. Additionally, we subtract to each interferogram a best fitting ramp
(linear function of longitude and latitude) on the subregion north of
the fault trace.

For comparison, we perform the time series analysis with both the
well tested New Small Baseline Subset method, NSBAS [Berardino et al.,
2002; Doin et al., 2011] implemented in GIAnT [Agram et al., 2013], and
KFTS developed here. We chose a simple functional description of de-
formation with a constant deformation rate and seasonal oscillations.
A disadvantage of this model is that it poorly describes deformation
for specific areas affected by earthquakes or anthropogenic groundwa-
ter pumping. However, because our implementation of NSBAS does
not allow for spatial variations of the parametrized model, we prefer
not to account for those very local dynamics (i.e. local in comparison
with our 600 km long interferograms). Our a priori uncertainties are
25 mm for offset, 9 mm/yr for velocity and 8 mm for cosine and sine
terms. In agreement with Section 2.3.1.3, we chose sg = 10 mm and
se = 0.05 mm. Similarly to the previous example, we focus on the
reconstructed phases with time rather than on its parametrized de-
scription and display maps of the penultimate phase of the time series
(Figure 2.9).

Final solutions from NSBAS and KFTS are very similar (Figure
2.9A and 2.9B). The displacement relative to the first acquisition shows
a long-wavelength fault-perpendicular gradient of about 60 mm over
⇠ 120 km. We also observe strong negative signals with a kilometer
scale footprint, such as around the city of Quetta, most likely due
to aquifer-related subsidence. Moreover, there is a sharp contrast of
displacement across the Chaman fault which reaches up to ⇠ 3 cm,
notably in between labeled pixels A and B or across the northernmost
segment, whereas no to little contrast is seen across the Ghazaband
fault. This is consistent with Fattahi and Amelung [2016] in depth study
of the region.

The difference in phase reconstruction between both methods is
smaller than 0.1 mm after the assimilation of ⇠ 4 years of data, ex-
cept in areas where KFTS identified large uncertainty in the output
with respect to the ±0.05 mm precision (equal to se) valid for most
pixels (Figure 2.9C and 2.9D). Mismatch between NSBAS and KFTS
methods, as well as large uncertainties in phase and model param-
eters concentrate around the dune desert to the West and the Indus
River plain in the South-East corner. There, rapid geomorphological
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Figure 2.10: Time series for 3 selected pixels (indicated on Figure 2.9). Our Kalman filter time series analysis (KFTS) solution with
associated standard deviation (red dots) is shown alongside the solution computed with the NSBAS method [Berardino et al., 2002; Doin
et al., 2011]. Most of KFTS phase solutions have standard deviation too small to be visible. The corresponding functional models of
deformation are also represented: dashed black curve for NSBAS and red line for KFTS. An idea of the spread of the models within
one standard deviation of the KFTS solution is outlined by the red shaded area delimited by the parametrized phase evolution given
ai ± sai (Equation 2.2).

changes, seasonal oscillations and human activity impose a low inter-
ferometric coherence and, as a result, many interferograms could not
be unwrapped there.

The concordance is also true at all time steps for every parameter
of the state vector (displacements and functional model). Figure 2.10
presents three representative time series of deformation on single pix-
els. The two nearby pixels selected in Figure 2.10A and 2.10B exhibit
highly correlated deformation with a spread of ⇠ 7 cm around the
functional model. Phase estimation is precise with ±0.05 mm and in
good agreement with NSBAS estimations. For pixel A, the inferred
velocity is found to be 3.5 ± 0.9 mm/yr in the KFTS or 3.5 in the NS-
BAS solution and, similarly, the seasonal amplitude and phase shift
are 0.9 ± 1.2 mm and 0.7 ± 0.1rad or 0.9 mm and 0.74 rad. Those func-
tional descriptions agree with each other and the uncertainties given
by KFTS are precious indicators of the model representativity and,
thus, of the confidence in the resulting forecast.

The time series in Figure 2.10C exhibits large error bars of ⇠ 5 mm
from mid-2016 arising from disconnected subsets in the interferogram
network. In KFTS, the use of the functional model to forecast a dis-
connected phase and link subnetworks means that the model error
propagates to subsequent phase estimations. The parametrized model
of deformation differs sensibly between NSBAS and KFTS methods
(Figure 2.10), by opposition to the very good agreement found be-
tween KFTS and least-squares for synthetic data (Figure 2.4). A first
reason for this is the a priori on model parameters in KFTS, which effec-
tively is a form of regularization leading to smaller velocity estimates
of a1 = �19 mm/yr instead of the physically unlikely �40 mm/yr for
NSBAS. A second reason is that the NSBAS solution does not account
for errors in model and data directly and instead attributes a weight to
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phase fitting over model adjustment, so that Equation 2.2 only impacts
phase values when interferometric connections do not allow an esti-
mate with Equation 2.1 [Doin et al., 2011] . By definition, this weight is
similar to the ratio se/sg, and thus was set to 10�3.

Therefore, KFTS can be applied to old, often sparse and incomplete
data (ENVISAT) as well as to most recent and memory-consuming
data which are collected nowadays (Sentinel 1).

2.4 Discussion

2.4.1 Guideline to choose parameters

Efficient KFTS requires a sensible parametrization of the problem,
with the definition of appropriate errors (se, sg), descriptive functional
model ( fn(tk), 8n) and a priori knowledge on the model parameters in
m0 and P0 (Section 2.2.3).

For the functional model, it is a good rule of thumb to start with a
simple model, which includes a linear polynomial and an annual pe-
riodic oscillation. The innovation or residual term is key to assess the
relevance of this parametrized model, as it quantifies the difference
between the data and the information brought by the forecast (Section
2.2.2). If the model is appropriate the mean innovation at each time
step should have a Gaussian distribution around zero on each pixel
(e.g. subplots B,C versus D,E in Figure A.4). Thus, during the itera-
tive process, checking the distribution of this mean innovation would
help refine the parametrized model. Moreover, some source of de-
formation are a priori known and can be included. For instance, the
displacements due to earthquakes affecting the study area can be eas-
ily included using a step function, which footprint is constrained by
the location and timing of the event in seismic catalogs. To adapt to
the diversity of applications of KFTS, other implemented functions in-
clude higher degree polynomials, hyperbolic tangent, exponential and
logarithmic decay as well as basis spline.

Further assumptions are required on the functional model when
evaluating the a priori state m0 and covariance P0. m0 and P0 define
expected values of the multiplicative coefficients an to each functional
element fn. Assuming an terms are unknown, m0 is set to zero vec-
tor with a likely spread in the diagonal of P0. Consequently, small
P0 dims extrema as it is effectively a regularization term for an, while
large P0 allows parameters to adjust freely to incoming data and sta-
bility might be lost (Figure 2.11, A.9, A.10 and A.13). In practice, the
order of magnitude of a priori errors is determined using our phys-
ical knowledge about expected deformation. Higher values will be
favored if little smoothing of the model is desired, however, this may
lead to unrealistic forecast and very large san in the first few assimila-
tion steps. The impact of the m0 and P0 will tend to vanish as more
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Figure 2.11: Variations of the gain in phase and model parameter estimates (A-C) and of the standard deviation of those estimates
(D-F) as a function of the error terms used to initialize KFTS. Quantitative values are derived from Equations 2.3, 2.4 and 2.5 for the
parametrization chose in our synthetic example. We look at one assimilation step k=1. The blue line is effectively f1 and the red line
a3. Similar trends, with different amplitudes are observed for any an. We vary successively all san (in the diagonal of P0) (A,D), sg

(B,E) and se (C,F). In A,D san are multiplied by a common coefficient. The dashed grey line indicates zero gain. The black dashed line
correspond to the case where sa3 evaluated at k=1 is the a priori sa3 (at k=0). The shaded grey area is the domain where se>sg. Green
shading highlights the domains where the (i) gain on the phase is maximal, (ii) the gain on model parameter is not null (i.e. the model
learns from data), (iii) the uncertainty on phase estimate is small (⇠10�2 mm) and (iv) the uncertainty on parameter estimate is not
very large (<40 mm). Variations in sg or san do not affect phase estimates. The model parameters are not adjusting to the data when
the a priori on its standard deviation is too low or when sg is too high.

data is assimilated.

Regarding the mismodeling noise gk and network misclosure eij
(Equations 2.1, 2.2), we assumed that they could be represented by
constant standard deviations sg and se, unless variations in acqui-
sition quality (e.g. seasonal noise from snow cover) or in interfero-
gram construction (e.g. varying amount of filtering) are known. Typ-
ically, we have se ⌧ sg so that phase fitting is strongly favored over
parametrized model adjustment (Section 2.3.1.3, Figure 2.11). eij could
be measured by looking at the closure of triplets of interferograms and
representative se deduced. sg should reflect the dispersion of the data
around the parametrized model, which depends on the chosen model
itself and the noise in the data. From previously published studies,
se is of the order of the millimeter (assuming no unwrapping error)
and sg superior to the centimeter [Schmidt and Bürgmann, 2003; Cavalié
et al., 2007; López-Quiroz et al., 2009; Sudhaus and Jónsson, 2009; Agram
and Simons, 2015].
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2.4.2 Efficiency

A main improvement of KFTS over more conventional method is
the data assimilation approach. We have shown that it is capable
of accurately solving the same problem than a least-squares method.
However, KFTS is designed to solve other problems relevant to our
ever-expanding SAR archive. First, it can actualize a pre-existing time-
series with new interferograms in a fast and neat way. Secondly, we
have built the tool in a modular and flexible manner, so that it can
adapt to the evolving knowledge of the deformation as data is assimi-
lated. Below, we discuss and detail those statements.

The iterative procedure allows fundamental discussion about the
amount and shape of data necessary to obtain a meaningful descrip-
tion of deformation. Our tests reveal that phases are instantaneously
fitted to ±0.1 mm with later refinement as we gain information from
new interferograms. Differently, model parameters require at least one
year of data in order to converge, a time that depends on the variabil-
ity of deformation measured and how precise and accurate is our a
priori knowledge. Velocity adjusts rather quickly, if no transient event
is recorded, compared to the cosine and sine terms which require obvi-
ously more than a year. Consequently, forecast within the first year is
rarely accurate, which clearly reflects on the uncertainty. Once model
parameters have converged toward their final value, the forecast is as
good as the model is, independently of the elapsed time of assimila-
tion. The instantaneous innovation reflects the dispersion of the data
around the background model.

Updating pre-existing model imply a gain of time, computing
power and memory. Quantitative comparisons of computing perfor-
mance of NSBAS and KFTS methods are not easy because their im-
plementation are different. Indeed, KFTS is implemented for simul-
taneous processing of pixels in parallel by Message Passing Interface,
while NSBAS uses multiple threads with shared memory in its GIAnT
version [Agram et al., 2013]. However, it is clear that the numerical
cost of updating an existing time series with KFTS is much smaller
than when retrieving all the phases at once with NSBAS. The time to
run a KFTS update incorporates not only the computation time, but
also the time necessary to read and write data and models. The latest
has been optimized so that, in the example presented in Section 2.3.2,
reconstructing phases and parameters for the 62 first dates takes 17
min, whereas updating the time series with the last acquisition takes
only 30 sec. As a reference, we use 2 computing nodes with 20 threads
per nodes and InfiniBand communication. Concerning memory usage,
previously computed interferograms do not need to be stored in order
to update existing model, providing that the latest estimates of mk and
Pk are available. For the example in Section 2.3.3, this information is
stored in a HDF5 file of 6 Go, while all interferograms weigh >25 Go.
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Another advantage of KFTS is the systematic and consistent prop-
agation of error through time series analysis. It is a requirement to
correctly combine what we know from the data and from the existing
model. We have seen that the absolute value of the uncertainty asso-
ciated with computed phases is a consequence of the a priori standard
deviation of misclosure (se) (Figure 2.6), which can be measured from
interferograms or inferred from the way interferograms are built. Ad-
ditionally, the standard deviation of mismodeling error (sg) will also
come into play in the case of missing data for a time step or discon-
nection in the interferometric network. This error is a more subjective
parameter, as it depends on the functional description chosen, and
the dispersion of phases around it. Nevertheless, the relative uncer-
tainty in between pixels and time steps directly results from the data
structure, such as the number of interferograms available or how "far"
is the temporal reference. Those differences allow us to discriminate
pixels and weight estimates for subsequent processing or modeling.
This is particularly relevant for long time-series (<1 year). Further-
more, covariance estimation is key to combine different data sets ,such
as InSAR and GPS [Bekaert et al., 2016; Sudhaus and Jónsson, 2009] or
different frames of InSAR acquisitions [Jolivet and Simons, 2018].

2.4.3 Limitation and perspectives

The propagation of uncertainty highlights a fundamental limit of
time series analysis. The time series being relative to the first date, er-
rors tend to propagate in time. This is a big issue for long time series,
such as ones drawn from Sentinel 1 nowadays. Numerous interfero-
grams, especially those with long baselines, are necessary to limit this
effect inherent to any classical InSAR time series analysis. Moreover,
the similarity with GPS time series evidenced in Section 2.3.2 shows
the possibility of a precise re-referencing of the pixel location within
the time series. This has been done for vertical displacement [Shirzaei
and Bürgmann, 2018]. In addition, our comparison with GPS time se-
ries could be improved by correcting interferograms for ionospheric
effect [Simons and Rosen, 2015; Liang et al., 2019].

The pixel by pixel approach of KFTS implies that we do not account
for spatial covariance [Jolivet and Simons, 2018]. This covariance may
take the form of a function of the pixel-to-pixel distance, which empir-
ically models the isotropic part of the InSAR signal not due to ground
deformation. Such signal mainly arises from atmospheric effects. In
our real case example, we limited the spatial correlation by substract-
ing a best-fitting ramp to interferograms and by removing the stratified
tropospheric delays in each interferogram. Turbulent atmospheric de-
lays remain, however. Nevertheless, because KFTS is built to deal with
long time series, the temporally decorrelated contributions of InSAR
(e.g. turbulent delays) are reflected by the inter-acquisition dispersion
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for a given pixel and is empirically included in the mismodeling error.
This contrast with studies looking at few SAR acquisitions to deal with
a localized event in time [Lohman and Simons, 2005; Sudhaus and Jóns-
son, 2009]. Spatial covariances are also implemented to increase spatial
continuity [Jolivet and Simons, 2018]. For KFTS, we found that spatial
continuity of phase and function parameter naturally arise from the
data which only has high inter-pixel noise in regions where coherence
is low (e.g. Figure 2.10). In such region, the numerous "holes" in as-
similated interferograms ensure low confidence in the KFTS estimates.
Spatial constrain would help gain confidence by adding more informa-
tion in the problem but it would dramatically increase the numerical
cost and would require additional parametrization [Agram and Simons,
2015; Jolivet and Simons, 2018]. Additionally, the smoothing of model
parameters brought by the a priori ensure greater spatial continuity in
low coherence area with respect to NSBAS.

We built KFTS as an accessible tool relevant to many geophysical
applications. More specific applications will be implemented in the
future, taking advantage of the iterative procedure as well as system-
atically exploiting outputs of KFTS not detailed in this paper, such ad
the full temporal covariance matrix or the gain and innovation vectors.
For instance, the iterative procedure is ideal to implement automatic
detection of transient events, such as slow slip on faults. The quality
of the parametrized model could be systematically checked by look-
ing at the instantaneous innovation of phase values but also of model
parameters. An automatic detection of non-gaussianity of the innova-
tion distribution over time could send a warning, stop the assimilation
and or automatically update the model with predefined functions (e.g.
quadratic term, Heaviside function). Another major improvement of
our KFTS would be to remove sg from the predefined parameters and
include it as a parameter to be recovered during time series analysis. Acknowledgments This article bene-
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2.5 Conclusion

We developed a tool to rapidly and efficiently update pre-existing
time series of deformation from a set of unwrapped interferograms as
they are made available. The Kalman filter (KF) approach is new to
InSAR time series analysis and was tested on diverse sets of synthetic
and real interferograms in regions affected by tectonic deformations.
We show that the filter behaves in agreement with existing methods
and GNSS measurements, providing that we correctly estimate errors
associated with interferograms as well as with the parametrized de-
scription of deformation. We thoroughly studied and described the
design and impact of setup parameters. The source code is fully im-
plemented in Python 3 and was built as a flexible and modular tool
for the community.





Chapter 3
THE INTERPLAY BETWEEN SEISMIC AND ASEISMIC SLIP ALONG

THE CHAMAN FAULT ILLUMINATED BY INSAR

Les interactions entre glissement sismique et asimis-
mique le long de la faille de Chaman éclairées par In-
SAR

Ce chapitre présente et analyse les séries temporelles de déforma-
tion calculées avec KFTS (Chapitre 2) le long des 800 km de la faille
de Chaman (Afghanistan, Pakistan) entre 2014 et 2019 (Figures 3.1,
3.2). Ces séries temporelles nous renseignent sur le glissement inter-
sismique et permettent l’analyse de trois séismes de magnitudes Mw4,4
à 5,6 et, ainsi, de décrire et quantifier les relations spatio-temporelles
entre le glissement sismique et asismique récent. Ce chapitre est soumis
en tant qu’article dans la revue Journal of Geophysical Research - Solid
Earth en 2021 (première soumission en février, révision en juillet) avec
les contributions de Romain Jolivet, Elenora van Rijsingen et Sylvain
Michel.

Nous constatons que la majeure partie du tracé de la faille ac-
tive glisse de manière asismique et continue (Figure 3.3, 3.4), c’est
à dire qu’elle "creep". Du sud au nord, nous identifions trois por-
tions de faille en "creep" : les segments Nushki, Central et Qalat,
de longueurs comprises entre 80 et 130 km. Le taux de chargement
est de 1,2±0,3 cm/an pour les deux portions les plus au sud, tandis
qu’il est d’environ 0,7±0,2 cm/an pour le segment Qalat (Figure 3.5).
Le segment central et les segments "bloqués" voisins ont connu les
plus grands séismes historiques recensés sur la faille de Chaman, ainsi
que trois séismes de magnitude modérée au cours de notre période
d’observation (Figure 3.5e, 3.6). Nous étudions ces trois séismes pour
lesquels le glissement modélisé en profondeur (Mw5 à 5,6) (Figure 3.7)
et les séries temporelles de glissement en surface (Figure 3.9) plaident
en faveur d’un important glissement asismique induit. Le troisième
événement (juin 2018) présente un moment post-sismique plusieurs
fois supérieur au moment cosismique (Figure 3.1).
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Ces observations sont en accord avec les études basées sur des don-
nées InSAR plus anciennes provenant des missions ALOS et Envisat.
Ainsi, au cours des deux dernières décennies, le glissement asismique
continu ou induit domine le long de la faille et peut être colocalisé avec
les séismes. Nous observons que les complexités géométriques de la
faille délimitent des segments actifs et peuvent être responsables de
l’imbrication à l’échelle kilométrique entre les événements sismiques
et asismiques (Section 3.5.3, Figure 3.5a,f).

This chapter has been submitted reviewed and published as a re-
search article in JGR special section "Creep on continental faults and
subduction zones: Geophysics, geology, and mechanics”1. In addition 1 Citation: Dalaison, M., R. Jolivet, E.

M. van Rijsingen, and S. Michel (2021),
The interplay between seismic and aseis-
mic slip along the Chaman fault il-
luminated by InSAR. Journal of Geo-
physical Research: Solid Earth, 126(12),
2021JB021935.

to my supervisor, Romain Jolivet, Elenora M. van Rijsingen and Syl-
vain Michel contributed to this work. Elenora helped me investigate
the geometry of the Chaman fault trace and its relationship with slow
slip distribution; while Sylvain helped with the comparison of seis-
mic moment release and aseismic slip. We use the Kalman Filter time
series analysis for InSAR (Chapter 2) to study the distribution of seis-
mic and aseismic slip on the Chaman fault (the region is introduced
in Section 1.4.2). Notes and Figures in the margin are specific to this
thesis.
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Abstract

The 700-km-long Chaman fault marks the western edge of the plate
boundary between India and Eurasia. Although global plate mod-
els predict 2.3-3.6 cm/yr left-lateral motion between both plates, the
fault is known to have hosted few earthquakes in historical times.
Recent geodetic measurements attested the presence of aseismic slip
locally. To detail the interplay between fast and slow slip along the
Chaman fault, we build three InSAR time series of ground defor-
mation covering the whole fault length over 5 years (2014-2019). We
find that most of the active fault trace slips aseismically and continu-
ously. From south to north, we identify three creeping fault portions:
the Nushki, Central and Qalat segments of lengths between 80 and
130 km. The loading rate is 1.2±0.3 cm/yr for the two southernmost
portions, while it is about 0.7±0.2 cm/yr for the Qalat segment. The
Central segment and the nearby locked segments have hosted the
largest known historical earthquakes on the Chaman fault, and three
moderate magnitude earthquakes in our observation period. We im-
age these earthquakes for which modeled slip at depth (Mw5-5.6),
time series of surface slip and deformation patterns argue towards
large triggered aseismic slip. The June 2018 event displays postseis-
mic moment 3-15 times greater than coseismic moment. Over the
two decades covered by geodetic observations, continuous or trig-
gered aseismic slip dominates along most of the fault and co-locates
with earthquakes. We observe that fault geometrical complexities
delimit active segments and may be responsible for the kilometer-
scale intertwining between seismic and aseismic events.

3.1 Introduction

The potential occurrence of earthquakes depends on the avail-
able elastic energy stored in the crust, which in turn depends on exter-
nal driving forces and fault properties. While some faults are locked
most of the time and release energy by rapid (m/s) slip (i.e. earth-
quakes), some slip slowly (cm/yr) [e.g. Steinbrugge et al., 1960; Jolivet
et al., 2015a; Bürgmann, 2018; Jolivet and Frank, 2020]. Slow slip is known
to influence the budget of slip locally [e.g. Çakir et al., 2012; Maurer and
Johnson, 2014; Jolivet et al., 2015a; Dal Zilio et al., 2020], hence plays a
role in tuning the magnitude [e.g. Michel et al., 2018, 2019], as well
as the initiation, propagation and arrest of potential earthquakes [e.g.
Kaneko et al., 2010; Avouac, 2015]. Understanding the interplay between
slow slip, shear loading and earthquakes is therefore fundamental for
seismic hazard assessment.

Because slow slip does not radiate seismic waves, unlike earth-
quakes, global occurrences of slow slip remain incompletely docu-
mented and their ubiquity is an open question. In this study, we focus
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Figure 3.1: Tectonic setting and seismic-
ity of the Chaman fault system. Fo-
cal mechanisms are from the GCMT cat-
alogue [Dziewonski et al., 1981; Ekström
et al., 2012]. Earthquakes later than
2014 are in red. Gray dots are histor-
ical and recent (2000 BC to 2004 AC)
seismic events for which magnitude es-
timates are known (radius is relative
magnitudes) [Dewey et al., 2006]. Or-
ange lines are fault traces [Ruleman et al.,
2007]. Background shading is elevation
gradient from SRTM [Farr et al., 2007].

on the Chaman fault, in Pakistan and Afghanistan, where slow slip
has been described [Fattahi and Amelung, 2016; Barnhart, 2017] along-
side multiple moderate magnitude earthquakes (moment magnitude,
Mw, of ⇠5) [Ambraseys and Bilham, 2003a; Fattahi et al., 2015; Bilham
et al., 2019]. This fault belongs to one of the longest continental strike-
slip systems extending over a length of 1000 km and accommodates
the relative displacement between India and the Helmand Block of the
Eurasian Plate [Yeats, 2012] (Figure 3.1). However, a detailed charac-
terization of the spatio-temporal dynamics of slip along the full length
of the Chaman fault (CF) is lacking. In the following paragraph, we
briefly summarize the current understanding of the kinematics of the
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CF and precise the goal of this study.

Global plate models predict that the Chaman fault system, includ-
ing the CF together with the adjacent fold and fault belts to the east,
acts as a transpressional plate boundary and accommodates left-lateral
motion ranging from 23 to 36 mm/yr and convergence between 0 and
18 mm/yr [Ruleman et al., 2007; DeMets et al., 2010; Kreemer et al., 2014;
Altamimi et al., 2017]. Global Positioning System (GPS) and Interfero-
metric Synthetic-Aperture Radar (InSAR) suggest left-lateral motion is
currently accommodated by the CF at about 12 mm/yr with significant
along-strike variations [Mohadjer et al., 2010; Szeliga et al., 2012; Crupa
et al., 2017; Fattahi and Amelung, 2016; Barnhart, 2017]. Consequently,
it is currently accepted that the CF accommodates about 30% of the
total relative plate motion between latitudes 27°N and 35°N [Fattahi
and Amelung, 2016; Barnhart, 2017]. Remaining relative displacement
is probably accommodated by structures east of the CF, such as the
Ghazaband fault and the Gardez fault zone [Szeliga et al., 2012; Fattahi
and Amelung, 2016; Bilham et al., 2019] (Figure 3.1).

Interestingly, some observations along this major plate boundary
challenge the classic elastic cycle of loading and unloading of a sin-
gle fault through earthquakes. Indeed, a long-known characteristic
of the Chaman fault system is the scarcity of seismicity, which has
been reliably documented in the region since the 1880s [Ambraseys and
Bilham, 2003a], and, specifically, the very few earthquakes with mag-
nitude greater than 6, which include the Mw6.6 Chaman (1892) and
Mw7.7 Quetta (1935) earthquakes [Dewey et al., 2006; Ambraseys and
Bilham, 2003b,a; Ambraseys and Douglas, 2004; Szeliga et al., 2009; Bil-
ham et al., 2019]. Along the same fault system further north, the city
of Kabul was destroyed by an earthquake of magnitude ⇠7.2 in 1505
[Ambraseys and Bilham, 2003a; Yeats, 2012]. So few large magnitude
events cannot explain the relative motion accommodated by the CF
and even less the whole plate boundary relative motion [Bernard et al.,
2000]. Common explanations of the apparent lack of large earthquakes
include an important role of (i) aseismic slip and microseismicity be-
low the detection threshold of the local bare seismic network or of
(ii) non-rigid deformation within the wide fault system. Distributed
deformation on many structures (in support of (ii)) is suggested by
detailed fault traces inferred from satellite imagery and current seis-
micity [Ruleman et al., 2007], both outlining intricate fault patterns with
many subsidiary faults and discontinuities over a >80-km-wide re-
gion.

Here, we evaluate the role of aseismic slip and microseismicity on
strain release along the CF (hypothesis (i)), focusing on the interplay
between seismic and aseismic slip. A 125-km-long creeping segment,
called the Nushki creeping segment, has been identified along the CF
between latitude 29.28°N and 30.58°N [Fattahi and Amelung, 2016; Barn-
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hart, 2017]. Additionally, the inferred shallow locking depth (0-7 km)
along the CF is thought to impede the occurrence of large earthquakes
[Szeliga et al., 2012; Barnhart, 2017]. Moreover, the abnormally large and
long (1 year) afterslip following at least two Mw5 earthquakes [Furuya
and Satyabala, 2008; Fattahi et al., 2015] and the recent creep event pre-
sented in Bilham et al. [2019] highlight the need to frame observations
temporally, and consider the role of transients in long-term behaviour.
Detailed time series are needed to untangle the dynamics of the fault
system and depict a better image of the fault frictional properties. We
therefore propose to examine the distribution of aseismic slip along
the whole CF length, using high resolution time series of deforma-
tion derived from InSAR. We cover the 2014-2019 period, building on
existing geodetic observations for older periods.

We consider more than 5 years of Synthetic-Aperture Radar (SAR)
acquisitions (2014-2019) on ascending and descending orbits by the
Sentinel 1 constellation to characterize spatio-temporal variations of
aseismic slip and investigate the recent distribution of seismicity. In the
following, we first summarize the structural and geological properties
of the CF and detail how we select earthquakes in existing catalogues
of seismicity. Then, we detail an innovative systematic data assimi-
lation approach to process InSAR data and deal with five moderate
magnitude earthquakes that occurred during our observation period.
Next, we carefully extract slip and slip rate along the fault trace from
InSAR-derived displacement and velocity maps. Also, through inver-
sion of InSAR-derived earthquake surface deformation, we model slip
at depth for three earthquakes affecting the CF and study the spatio-
temporal signature of the resulting surface slip. Finally, we describe
the intriguing interplay between earthquakes and aseismic slip and
discuss a segmentation of the CF, relating slip behaviour with fault
geometry.

3.2 Tectonic context and seismicity

3.2.1 Activity and geometry of the fault

In the topography, the CF sharply delimits the western border
of young mountain ranges (Eocene to now) from 28° to 32.5°N: the
Kirthar range elongated along a NNE axis and the lobate Sulaiman
range north of 30.5°N. With a more subtle topographic and geomor-
phologic signature, the fault extends north to the Afghan capital, Kabul
(⇠34.5°N) [Crupa et al., 2017; Wheeler et al., 2005]. The CF cuts through
structural trends and is a major geological boundary between the Miocene-
Eocene Khojak flysh unit to the east and the Afghan block essentially
made up of meta-igneous, volcanic and plutonic rocks [Jones et al.,
1961; Lawrence and Yeats, 1979; Lawrence et al., 1981]. The CF is a long-
lasting feature that has accommodated several hundred kilometres of
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sinistral offset and continues till present time as attested by young
stream beds offsets and recent earthquakes [Beun et al., 1979; Tappon-
nier et al., 1981; Sborshchikov et al., 1981; Lawrence et al., 1992; Wheeler
et al., 2005; Ul-Hadi et al., 2013a]. Considering such cumulative offset,
the CF reached significant level of structural maturity in the sense of
Manighetti et al. [2007].

Precise fault trace mapping for the Chaman fault zone north of
29°N has been done by the U.S. Geological Survey using remote-sensing
imagery [Ruleman et al., 2007]. The northeast-trending left-lateral fault
zone is associated with smaller-scale thrust faulting indicating trans-
pressional motion (Figure 3.1). From south to north, the main fault
trace progressively rotates eastward from 15 to 37° azimuth and dis-
plays a 100-km-long restraining and releasing bend in its central por-
tion, close to the city of Chaman (30.9°N). Compressive features mostly
focus west of the CF within and north of this restraining bend. East
of the CF, the Kirthar and Sulaiman fold and thrust belts host thrust
earthquakes and are most likely accommodating a significant part of
the 0-18 mm/yr of compression expected from the CF azimuth. The
CF geometry at depth is poorly known but according to the param-
eter exploration by Barnhart [2017] the best hypothesis remains that
the fault plane is vertical with negligible fault-normal displacement at
least between 29° and 30.6°N.

As reference we draw a unique and continuous CF trace from Rule-
man et al. [2007]’s mapping, following exact fault coordinates. The
assumption of a continuous fault trace is consistent with fault map-
ping from 28° to 32.5°N, while mapped faults north of 32.5°N tend to
be more discontinuous. However, the uniqueness of the fault trace is
a challenge as several fault strands are mapped often within 1 km of
each other. To get a fine scale quantification of azimuth variation we
differentiate the fault trace using Chartrand [2011]’s algorithm. We will
discuss fault azimuth variations and their relationship with fault slip
at a scale larger than 10 km with specific caution north of 32.5°N in
Section 3.5.3.

3.2.2 Seismic record

The Chaman fault system seismicity is scarce and distributed over
the Kirthar mountain range (Figure 3.1). We explore the seismic record
with a double interest: first, we precise their long-term (⇠100 years)
contribution to fault slip along the CF, second, we evaluate their con-
tribution to the observed deformation measured by InSAR over 2014-
2019. We compile available seismic events in the Harvard Global Cen-
troid Moment Tensor (GCMT), U.S. Geological Survey (USGS) and In-
ternational Seismological Center (ISC) catalogues [Dziewonski et al.,
1981; Ekström et al., 2012; ISC, 2020]. Because seismic stations are
rare and far away, local earthquakes are poorly located with uncer-
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tain depths and magnitudes. For instance, the 2005 Mw5 earthquake
imaged by Furuya and Satyabala [2008] is located about 27 km (ISC) and
30 km (USGS) away from its actual epicentre relocated by InSAR. We
take the ISC as a reference for its re-location and compilation of nu-
merous magnitude estimates [Bondár and Storchak, 2011]. We use Mw

estimates, when available, or transform mbto Mw using the global lin-
ear relation by Scordilis [2006]. In order to compare the amount of slip
released seismically to aseismic slip on the CF, we collect events since
1900 occurring within 30 km of the CF trace. As a result, our catalogue
going back to 1900 includes 139 events of Mw between 3.8 and 6.5.

Among these events, some must affect surface displacements mea-
sured by InSAR, hence must be accounted for when inferring surface
deformation rates. Therefore, we identify earthquakes in the spatio-
temporal frame of the Sentinel 1 acquisitions (blue frames in Figure
3.1) that are likely to influence inferred surface displacements. Identi-
fied events must have a focal depth inferior to 25 km, an estimated Mw

superior to 5 and have to be distinguishable from each other given the
InSAR temporal sampling of 6-12 days. Out of the 16 and 170 events
in the GCMT and ISC catalogues, respectively, we identify four events
or groups of events corresponding to our criteria with Mw between
5.1 and 5.7 (Table 2). In addition, we consider the earthquake on 27
June 2018 that clearly shows within our data, even though it is not
referenced in the GCMT catalogue and the ISC database indicates a
mbbetween 3.8 and 4.2, depending on sources (Figure A.24).

Therefore, we consider the deformation related to five earthquakes
or group of earthquakes during our observation period taking the
properties (time, location and magnitude) of the largest earthquake
of the group. Each group contains earthquakes within 20 days and 40
km of the largest one, considering uncertainties in location and timing
arising from seismic catalogs and from InSAR time series, respectively.
Earthquakes sequences will be detailed in Section ??. Among these
five events, the two earliest events (3 August 2015 and 21 March 2016)
are off the CF towards the southeast, whereas the three most recent
events on 13 May 2016, 10 July 2016 and 27 June 2018 occurred close
to the CF near the town of Chaman (Figure 3.1).

3.3 Method

In this section, we describe how we use SAR images to obtain a
picture of tectonic deformation in the Chaman fault zone, and more
specifically along the Chaman fault (CF) itself. First, we detail the way
SAR images are combined to produce a network of interferograms
(Section 3.3.1). Second, we explain how we derive maps of ground de-
formation, velocities and associated uncertainties with our innovative
and efficient time series analysis method [Chapter 2 that is Dalaison and
Jolivet, 2020] (Section 3.3.2). Third, we explain how we combine these
maps to obtain a 2-D deformation field and to measure surface slip
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along the CF (Sections 3.3.3 and 3.3.4). Fourth, we depict the inversion
procedure used to get an image of slip at depth for three earthquakes
which occurred on the CF during our observation time span (Sections
3.3.5).

3.3.1 Interferometric processing

We process all available Sentinel 1A-B wide swath SAR images on
two ascending (tracks 42 and 144) and one descending (track 151)
tracks until December 31st 2019. The viewing geometry of track 151
makes it nearly insensitive to fault parallel displacement (Figure 3.1)
but this second direction of measurement is key to differentiate hori-
zontal from vertical displacement. We use the ISCE package (JPL/Caltech,
winsar.unavco.org/isce.html) to corregister SAR images, as well as to
compute, multilook, filter and unwrap interferograms [Gurrola et al.,
2010]. We build 456, 482 and 424 interferograms out of the 118, 120
and 108 acquisitions over tracks 42, 144 and 151, respectively. Inter-
ferograms are built systematically between each acquisition and the
next 4 acquisitions. In addition, we build interferograms with longer
temporal baselines (several months to years) for track 144 and 151 to
tackle the loss of coherence over winter in the northern, mountain-
ous part of the area. Interferometric pairs are shown in Figure A.17.
We apply multilooking for a final pixel size of 85 m along the satel-
lite flight direction and of 62 m in the range direction. We apply a
phase preserving Gaussian filter [Goldstein and Werner, 1998] on the in-
terferograms and correct the interferometric phase from tropospheric
delays using the ERA-5 global atmospheric reanalysis [PyAPS; Jolivet
et al., 2011, 2014a]. We unwrap areas with a minimum coherence of 0.6
using a branch cut algorithm [Goldstein et al., 1988] and subsequently
correct potential unwrapping errors [CorPhU; Benoit et al., 2020]. To
correct for residual orbital errors, we remove a bilinear polynomial
ramp from each interferogram. This ramp corresponds to the best fit-
ting ramp of the phase change north of the CF, a region considered as
tectonically stable (Figure A.16). The end result of this processing is
a network of unwrapped interferograms co-referenced to a small zone
of 5 by 5 pixels considered as fixed. Each interferogram is the relative
phase change between two dates in line of sight (LOS) converted to
millimetres, thus, it contains the effect of ground deformation but also
significant residual atmospheric delays.

3.3.2 Iterative time series analysis incorporating coseismic dis-
placements

We apply a Kalman Filter time series analysis (KFTS) [Chapter 2 that
is Dalaison and Jolivet, 2020] on each track to reconstruct the evolution
of the interferometric phase (fk) at each time step (tk) together with
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the parameters of a time dependent model and associated uncertain-
ties. Unwrapped interferograms are being ingested sequentially to
build the temporal evolution of the phase and refine the parametric
model at each time step. The model is used to make a forecast at fu-
ture time steps, which is then refined by including new interferograms.
This data assimilation approach is comparable to the New Small Base-
line Subset method as it builds a model of deformation used when
data is missing [Berardino et al., 2002; Doin et al., 2011]. However, our
method has the benefit of allowing fast and efficient update of pre-
existing time-series as new interferograms become available, as well as
providing detailed error propagation throughout the process.

The parametric model describes the evolution of deformation with
a linear combination of predefined functions of time from which we
optimize the L coefficients ai (0 i < L). A well designed model con-
ditions the accuracy of the estimated mean ground velocity [Dalaison
and Jolivet, 2020]. Notably, we must account for instantaneous phase
changes caused by earthquakes.

Over the observation period, we identify five earthquakes (some-
times associated with smaller nearby earthquakes) from the GCMT
and ISC catalogues likely to produce significant signal in the time se-
ries of phase change (Section 3.2.2). With this a priori information,
we include a Heaviside step function of time (Hj) centred on the date
of each earthquake in our parametrised model. Consequently, our
parametrised model of deformation includes a constant term (a0), a
secular rate (velocity a1), a seasonal oscillation modelled as the sum
of a sine and cosine with a period, Tyr, of one year, and N Heaviside
functions Hj centred at the time of the N earthquakes affecting the
area (here N = 5). Therefore we optimize ai for all i in 0 to N+3 so
that

fk = a0 + a1tk + a2 sin
✓

tk
2p

Tyr

◆
+ a3 cos
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◆
+

3+N

Â
j=4

aj Hj(tk) + gk

(3.1)
where gk represents the mismodelling error. The associated a priori

standard deviations are 25 mm for a0, 9 mm/yr for a1 and 8 mm for
a2 and a3. Those values, associated with a null a priori, are chosen in
such a way that they reflect the expected range of variation [Dalaison
and Jolivet, 2020] .

Because the spatial extent of earthquake related deformation is lim-
ited, including a Heaviside function to pixels far from the epicentre
might lead to over-fitting. Therefore, to limit the spatial extent of the
Heaviside functions, Hj, we force the earthquake amplitude aj to stay
at zero far from the earthquake location by setting a null a priori on aj
with zero uncertainty. In practice, we defined the a priori variance of
aj for each pixel as a two-dimensional Gaussian function centred on
the earthquake location so that the variance decreases smoothly as a
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function of the Euclidean distance to the earthquake (Text A.5.1).
As the standard deviation of the null a priori on aj limits the ex-

plored range of values, it should be greater or equal to the order of
magnitude expected for aj [Dalaison and Jolivet, 2020]. In agreement
with the amount of displacement and size of the rupture predicted
by empirical scaling laws for Mw 5.6 [Wells and Coppersmith, 1994;
Petersen et al., 2011], we choose to set the maximum a priori standard
deviation for aj to 30 mm and the characteristic width of the spatial
Gaussian to 9 km (Text A.5.1 and Figure A.18). This implies that we
look for earthquake related displacement within a radius of ⇠40 km, a
region much larger than the typical area affected by shallow Mw5.6
earthquakes [Savage and Burford, 1973; Petersen et al., 2011] so that the
model does not put too much weight on imperfect earthquake location.

KFTS includes two additional tunable parameters. First, the stan-
dard deviation of the misclosure error, se, measures interferometric
misclosure, which originates from interferometric processing, mainly
multilooking [De Zan et al., 2015] since unwrapping errors are cor-
rected for. Second, the standard deviation of the mismodelling error,
sg, quantifies the difference between phase change evolution and the
parametric time dependent model, and, thus, accounts for temporally
decorrelated signal in InSAR thought to arise from turbulent tropo-
spheric delays as well as for unmodelled processes. Effectively, it con-
trols the distribution of gk in Equation 3.1. Following guidelines in
Dalaison and Jolivet [2020] we set se to 0.02 mm and sg to 10 mm. The
fact that se ⌧ sg guarantees that interferometric phase reconstruction
from interferograms is prioritized over fitting the much more uncertain
model2. 2 In particular, postseismic deformation

is expected following the earthquakes
we account for using Heaviside func-
tions. Therefore, potential logarithmic
decay subsequent to these events might
affect the time series and, with the mis-
modelling term, we can afford to not in-
clude such functional form in our model
and still recover adequate displacement.

3.3.3 Combining InSAR tracks

From the time series analysis on each of the three InSAR tracks we
obtain a map of ground velocity in the LOS (i.e. parameter a1 for each
pixel of each track). Where both ascending tracks overlap, the differ-
ence in velocity estimates is minimized subtracting a bilinear ramp to
the velocity field of track 144. We combine ascending and descending
LOS velocities, to get vertical (vV) and fault-parallel horizontal veloc-
ities (vH) , assuming zero fault-perpendicular velocity. The observed
velocities (a1)n relates to vH and vV , for every nth InSAR track imaging
the given pixel [e.g. Wright et al., 2004; Tymofyeyeva et al., 2019; Lindsey
et al., 2014] as

(a1)n = cos(q + bn) sin(an)vH + cos(an)vV , (3.2)

where an and bn represent the varying incidence and azimuth an-
gles of the LOS vector, respectively, and q the local fault azimuth. We
solve this equation minimizing the least-squares criterion. The az-
imuth of the CF varies between about 0° at 28°N latitude to 40° near
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Ghazni with significant local variations (Section 3.2.1 and Figure A.19).
To determine local fault azimuth, we resample the fault trace with reg-
ular spacing (100 m) and smooth its azimuth value with a Gaussian
filter of 10 km length.

3.3.4 Measuring fault slip

We quantify the amount of slip along the CF, and evaluate the corre-
sponding along-strike and temporal variations. In order to obtain this
space and time vision, we work with both the time series of phase-
change in LOS and the fault-parallel velocities. Effectively, we extract
500 m-wide fault-perpendicular profiles every 200 m along the fault
[Kaneko et al., 2013; Jolivet et al., 2013].

In a first step, we adjust a screw dislocation model in a elastic half-
space [Savage and Burford, 1973] to the 30-km-long profiles in fault-
parallel velocities, vH . We combine a shallow dislocation extending
from the surface to a given depth, DC, with a semi-infinite dislocation
below a depth, DS. The model is an approximation of the surface
deformation produced by a vertical strike-slip fault creeping near the
surface, above the depth DC, at a constant rate C, and slipping at a
constant rate S below the locking depth, DS. It writes as

vH(x) = �C
p

arctan
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◆
+ Bx + A (3.3)

where x is the distance along the profile, A a constant, B a ramp and
X f the fault location[Segall, 2010]. We explore the values of S, DS, C,
DC, X f , A and B through Bayesian sampling of the parameter space
using a Markov-Chain-Monte-Carlo algorithm [Salvatier et al., 2016].
The A and B terms account for the reference of our velocity map. The
a priori probability density function of S and C is uniform between 0
and 30 mm/yr (left-lateral slip), while the a priori of DC, DS and X f
are bounded Gaussians. The fault location is allowed to vary by ±1.2
km from our mapped continuous fault trace. The creep extent, DC is
within 0 and 8 km with an a priori of 1±3 km and it has to be inferior
to the locking depth, DS, which is within 0.01 and 9 km with an a
priori of 2±5 km (see Text A.5.2 and Table 3 for more details about
the parametrisation). We do not allow for greater locking depths as
our profiles are short in order to avoid interactions with the nearby
Rigestan desert to the west (Figure 3.2)3. Displacement features of 3 The penetrating depth of radar waves

into sand is highly sensitive to mois-
ture, complicating the interpretation of
the signal in terms of deformation [Mc-
Cauley et al., 1982]

wavelength larger than 10 km will be approximated by the additional
linear term. As a result, slip below 8 km is not well constrained and
we arbitrarily increase the associated uncertainty by 4 mm/yr.

We also aim to measure shallow fault slip without any underlying
model. We consider the phase or velocity difference on each side of
the fault as a direct measure of the surface expression of slip along the
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fault. We measure the phase step across the fault by subtracting the
mean values within 500 m and 1.5 km of the fault trace on each side
(e.g. profiles in Figure 3.3). We apply this procedure to the phase-
change, fk, at each time step, to the velocity field (a1 or vH), and to
the associated velocity standard deviations (associated measures are
referred to as dfk da1, and dvH , respectively). We carefully computed
surface slip rate uncertainties accounting for both the propagation of
the previously estimated standard deviations on each velocity estimate
and the scattering of velocity values spatially (Text A.5.3). By consid-
ering points within 1.5 km of the fault trace, we capture slip at or
close to the surface (down to 1.5 km depth) as predicted by Equation
3.3. Measures of surface slip based on points further away from the
fault trace (e.g. within 1 and 5 km) show very similar patterns with
larger slip amplitudes, but time series estimates are more affected by
spatially correlated noise.

3.3.5 Slip inversion for 3 earthquakes

The three most recent earthquakes (Mw 5.6, Mw 5.1 and mb4.1) in
our time series occurred close to the CF, near the city of Chaman and
were imaged by both ascending and descending InSAR data. Corre-
sponding surface displacement fields (Section 3.3.2) are sharply con-
trasted on each side of the CF trace demonstrating that these events
ruptured the CF itself close to or reaching the surface (Figure 3.2). We
use these earthquake displacement maps to infer slip at depth along
the CF using a constrained least squares inversion [CSI library; Elliott
et al., 2016b]. We build a three-dimensional fault plane with triangular
elements following the CF trace between latitudes 30.3°N and 31.1°N,
dipping vertically down to 10 km (Figure A.20). We assume pure sinis-
tral displacement on a vertical fault, in agreement with focal mecha-
nisms and with Barnhart [2017]. We downsample the reconstructed
InSAR map of earthquake displacement (a6,7,8 in Equation 3.1) and
associated uncertainties using a quadtree algorithm based on model
resolution [Lohman and Simons, 2005], with element size between 600
m and 10 km (Figure A.21). We compute the Green’s functions re-
lating slip on the fault to surface observations for point sources in a
homogeneous elastic half-space with a Poisson ratio of 0.25 [Zhu and
Rivera, 2002]. We use data uncertainties obtained from the output of
KFTS to build the diagonal data covariance matrix, Cd. The a priori
model Covariance, Cm, is based on a decreasing exponential of the dis-
tance between fault elements [Radiguet et al., 2011]. We adjust defining
parameters of Cm, that is, the amplitude of correlation (sm) and the
characteristic length scale (l), while we fix the normalizing distance
to 1 km (see L-curve in Figure A.22). We find that the combination of
sm=3 mm and l=2 km results in a model that is both close to the data
(i.e., small misfit) and physically sound and smooth (i.e., no large val-
ues of parameters for negligible drop in misfit). Additionally, we vary
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the value of sm from this reference value to regularize the inversion
behaviour along fault segments not covered by data. We add 1 mm to
sm for fault elements below the spatial footprint of data down to the
bottom of the fault and remove 1 mm outside (Figure A.23).

3.4 Results: InSAR-derived deformation

3.4.1 Ground velocity

The InSAR-derived velocity fields display signals with local and
regional length scales related to tectonics, hydrology and human activ-
ity (Figure 3.2). Earthquake related deformation is treated separately
thanks to our parametric decomposition of the signal (Section 3.3.2).
The standard deviation on ground velocity in LOS is close to 1 mm/yr
for most pixels, except on the edge of the Rigestan Desert, in the In-
dus plain, above lakes and around the high peaks of the Hindu Kush
(north of our study area), where many interferograms could not be
unwrapped due to low coherence of the signal. Accounting for earth-
quakes in our parametric model of deformation increases uncertain-
ties in local velocity estimates to ⇠2 mm/yr due to existing trade-offs
between adjusting a ramp and a step function in the time series of
interferometric phase change (Figure A.25).

Both velocity fields along ascending tracks show a ⇠100 km wide
gradient of deformation perpendicular to the fault of about 20 mm/yr
in the LOS direction. This gradient seems larger along two roughly
north-northeast-striking regions : the Chaman fault (CF) and the cen-
tral Kirthar range, west of the CF. We interpret this signal as the accu-
mulation of interseismic strain across a transform plate boundary. In
this study, we focus on strain accommodation by the CF only. In ad-
dition to the long-wavelength signal (⇠ 10 km), sharp discontinuities
across the CF are visible. In the fault-parallel projection of velocity
(Figure 3.3), such contrast is of the order of 1-2 cm/yr, with significant
along-strike variations in surface slip rate. Dislocation model adjust-
ment along 30 km-long selected profiles in Figure 3.3 confirms this
near-field strain accumulation rate (S from 9 mm/yr in profile C to 20
mm/yr in profile A) and suggest very shallow locking depths along
the fault plane (DS from 1 km in profile D to 5 km in profile A).

Strong local minima in velocity in both ascending and descending
tracks are mostly subsidence from anthropogenic water pumping and,
to a lesser extent, mining. They are clearly retrieved in the vertical
decomposition of the signal with rates close to 15 mm/yr in Kandahar
and near Qalat and up to 200 mm/yr in Quetta and Pishin basins,
a region known as the "fruit orchard" of Pakistan (Figures A.30 and
A.31). Other studies retrieved comparable subsidence rates [Szeliga
et al., 2012; Kakar et al., 2016; Ahmad et al., 2017].
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Figure 3.2: Velocity field for ascending tracks (in (a)) and the descending track (in (b)) in the line of sight (LOS) direction with histograms
of their associated standard deviations (std). The histogram’s vertical axis is the number of pixels in a logarithmic scale (full std map
is in Figure A.25). Black line is the continuous trace of the Chaman fault used as reference. Filled black square markers locate cities
named in Figure 3.1. Black frames delimit area in subplots (c)-(g) of the estimated coseismic displacement according to the ascending
track 42 (see Figure A.26 for descending track and Figure A.27 for coseismic interferograms). Seasonal terms in Equation 3.1 are in
Figure A.28 and A.29.
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Figure 3.3: Velocity field projected in fault parallel direction (Figure A.19) with histogram of standard deviations (std) and 4 across
fault profiles (see Figure A.32 for the full std map and Figure A.33 for a fixed direction of projection). Data with std >8 mm/yr is
not displayed. Note that to the south (left of this plot) the fault azimuth is close to zero implying that projected InSAR velocities are
more uncertain (± 6 mm/yr). Velocities where tectonic deformation is known to be secondary compared to anthropogenic activity or
geomorphological processes are hatched. Profiles are taken at distances along the fault from Nushki of -120 (A), 40 (B), 100 (C) and 300
(D) km. Measured surface slip from points close to the fault (0.5-1.5 km in black) are outlined by double headed arrows (those values
are compiled along the whole fault in Figure 3.5c). Adjusted dislocation model for a vertical left-lateral fault is shown by the red curve
with the median estimate and interquartile range of parameters in Equation 3.3 written in red.

3.4.2 Slip along the Chaman fault

Figure 3.4 displays the spatio-temporal distribution of surface slip
in the LOS, da1, along the CF with slip accumulating over time. The
relative displacement caused by the three earthquakes between 30° and
31°N clearly stands out. Interestingly, these events occurred on fault
portions that appear to be slipping beforehand at rates between 1 and
3 mm/yr. It is most obvious for the 2018 event, where ⇠10 mm of
LOS surface slip accumulated in the 3.5 years before the earthquake.
We refer to this fault portion which creeps and hosted three earth-
quakes between roughly 30.4°N and 31°N as the Central segment of
the CF. Moreover, we see pronounced surface slip on each side of the
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Figure 3.4: Temporal evolution of surface slip along the Chaman fault in line of sight (LOS) for ascending tracks. The color gradient
represents cumulative surface slip of seismic and aseismic origin with respect to the first date (see Section 3.3.4 for method). Along
most of the fault, positive slip indicates a left-lateral sense of slip (depending on the angle between fault azimuth and LOS). The timing
and location of the 3 identified earthquakes are marked by black stars. Named portion of the fault with their approximate extent are
indicated by labelled dashed arrows. The spatial reference (i.e., zero of the vertical axis on the left) is the latitude of the city of Nushki
(29.556°N), Pakistan. For a variant see Figure A.34.

Central segment. In the south, we recognize the Nushki creeping seg-
ment [Barnhart, 2017] between about 0 and 80 km north of the city of
Nushki, Pakistan, with a surface slip rate of about 1.4±0.5 mm/yr in
LOS. Another portion of the fault between 200 and 350 km north of
Nushki slips with a maximum rate of 3.4±0.8 mm/yr in LOS (Figure
3.5b). We refer to this fault portion as the Qalat segment. On both
portions, the temporal evolution of slip is linear and continuous at the
temporal scale of SAR acquisitions (several days). We do not identify
any obvious transient slip events apart from post-seismic transients
(see Section 3.5.2).

Left-lateral slip rate close to the surface in Figure 3.5c is quanti-
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fied either measuring the offsets in velocity on each side of the fault,
dvH , or using the median of the modelled creep rate C (Equation 3.3).
Slip rate at depth (or loading rate) in Figure 3.5d is modelled slip rate,
S, below the locking depth DS. These measures are inferred from the
horizontal, fault-parallel velocity (vH in Equation 3.2). In the follow-
ing, we detail along-strike variations in slip rates using the distance
from the city of Nushki as reference. A strong negative slip rate (i.e.
apparent right-lateral slip) estimate around 180 km comes from a 10-
km-wide region of low velocity anomaly west of the fault. This region
is collocated with the sharp releasing bend of the CF (Figure 3.5a) sug-
gesting local extension and subsidence. Additional subsidence may
originate from irrigation and human settlements clustering around the
Dori river (Figure A.35).

Highest surface left-lateral (i.e. positive) slip rates (dvH ⇠8 mm/yr)
are measured south of 180 km, on three fault segments separated by
null surface slip rate within uncertainty: the 80-km-long Nushki creep-
ing segment, a 30-km-long segment around 120 km and a 20-km-long
segment around 165 km. Measures of surface slip rates north of 180
km are lower but still positive with a notable peak at 5.6±1.7 mm/yr
between 275 and 300 km. Variations of C and dvH are close, however,
C tends to reach lower slip rates because of the larger uncertainty aris-
ing from the use of a model [e.g. Duputel et al., 2014] and because of
the existing trade-off between C and S when DC and DS estimates are
close to each other such as along the Nushki segment (Figure 3.5d, Fig-
ure A.41). North of 380 km, measured surface slip rate is null within
1.7 mm/yr, an uncertainty arising from high near-fault variability in
velocity measures. South of Nushki, low and slightly positive dvH is
recorded with an uncertainty of 0.5 mm/yr while the mean interquar-
tile range of C is 0.5-2 mm/yr; indicating no certain surface slip.

Previously identified creeping segments have locking depths, DS, of
4±2 km and a locked depth range, DS � DC of 2±2 km suggesting
that the whole width of the fault plane slips with a change in rate at
about DS. The 20-km-long portion between the Nushki and Central
segments displays a DS � DC of 3.5±1.3 km while in between 190 km
and the Qalat segments DS � DC is 4±2 km. Moreover, positive locked
depth range is also modelled around 140 km (3.4±1.1 km, DS ⇠4 km),
within the Central segment, and between 310 and 325 km (5±2 km) in
what we named the Qalat segment (Figure 3.5d, Figure A.39). Mod-
elled slip rates at depth, S, are consistently non-zero along the fault
portion between -140 and 380 km with limited along-fault variations.
Between -80 and 165 km S are 12±3 mm/yr, while it is 7±2 mm/yr be-
tween 190 and 380 km. Therefore, the change in fault azimuth around
180 km appears as a discontinuity in the CF loading rate. North of
380 km, the median model is 1 mm/yr of slip (0.6-2 mm/yr interquar-
tile range) below 5.6±2 km depth with large uncertainties, suggest-
ing that there is no significant loading of the fault at high latitude, in
agreement with the absence of across fault gradient in velocity maps
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(Figure 3.2a,b and 3.3). Lateral variability in modelled slip north of
380 km probably arises from poor fault location and numerous basins
along the hypothetically continuous fault trace. South of the city of
Nushki, we obtain significant amount of slip at depth, especially be-
tween -130 and -90 km where it is in average 21±4 mm/yr below 6±2
km (e.g. Profile A in Figure 3.3). This corresponds to a strong across
fault gradient in projected velocities (Figure 3.3). However, the near
north-south orientation of the fault trace on this portion implies that
uncertainties associated with fault-parallel velocities are larger than 5
mm/yr. Therefore, we conclude that the fault is locked at the sur-
face south of Nushki down to at least 5 km, but the amount of strain
accommodated is uncertain (probably 5-20 mm/yr).

As a summary, we delimit the ⇠400 km-long shallow slipping CF
between the latitude of the city of Nushki, 29.5°N, and about 32.6°N
(⇠380 km). This length includes creeping segments that slip contin-
uously at 4-9 mm/yr over 2015-2020 from the surface to about 4±2
km, a depth below which higher slip rates are expected (roughly 7-12
mm/yr). Creeping segments are separated by 5 40-km-long segments
locked down to at least 3-6 km depth. The releasing bend of the fault
180 km north of Nushki (⇠31.1°N) marks the frontier between two
fault portions of similar length, the southern portion slipping faster
than the northern portion by about 3 mm/yr. North of 32.6°N, the CF
seems inactive at our scale of observation, whereas the fault appears
to slip below roughly 6 km south of the city of Nushki. In the fol-
lowing section, we further explore the slip behaviour of the central CF
between the creeping Nushki and Qalat segments where earthquakes
have been identified.

3.4.3 Seismic events

3.4.3.1 Surface displacement fields

Figure 3.2c-g displays earthquake related displacement fields im-
aged by ascending track 42 (see Figure A.26 for descending track).
Our time dependent model simplifies this displacement as a Heaviside
function of time without specifically accounting for postseismic defor-
mation but allows to extract surface deformation for quite small earth-
quakes [Liu et al., 2021]. Postseismic slip rate is typically the largest
immediately after the earthquake and then decays rapidly with time
[e.g. Perfettini and Avouac, 2004]. As a result, most of the postseis-
mic deformation is included in the computed amplitude of the Heavi-
side function of time, implying that coseismic and postseismic slip are
not distinguishable using our parametric description of interferometric
phase change alone.

The earliest (August 2015) earthquake of our time series is a Mw5.4
thrust event on the Ghazaband fault, with maximum uplift close to 8.5
cm in LOS and a rupture length of about 10 km. According to GCMT,
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Figure 3.5: Geometry, measured slip rates and seismicity along the Chaman fault. (a) Fault trace and its first derivative, quantifying
the variation in fault azimuth along its length in radian. (b) Surface slip rate according to the across fault velocity offset, da1, in the
direction of the line of sight (LOS) for our two ascending tracks (T42 and T144) as well as from Fattahi and Amelung [2016] study (F&A
2016). Notice that the LOS varies from pixel to pixel for Sentinel, and that F&A 2016 data are acquired with Envisat in another (but
close) geometry. (c) Surface slip rate projected in fault-parallel direction (Section 3.3.3) according to the velocity offset on each side
of the fault, dvH , or the median of the modelled creep rate, C (Section 3.3.4). (d) Mean of the modelled slip rate S below the locking
depth, DS, colored as a function of the locked depth range (difference of the median depths, DS � DC). While shading of da1, dvH
and S are the one-standard deviation range, shading around C is the interquartile range reflecting the asymmetry of estimated creep
rate distributions. Slip rates in (b), (c) and (d) are low-pass filtered, to remove frequency higher than 1/10 km�1 (Figures A.37-A.39).
(e) Histogram of seismic moment releases from 1900 to 2019 in 10 km wide bins along the CF (Section 3.2.2). Bar colors indicate the
number of events summed per bin. Equivalent Mw are on the right axis (Figure A.40 for other seismic catalogues). Our understanding
of the fault segmentation based on aseismic slip rate lateral variations is sketched in (f).
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it was preceded by a Mw5.3 earthquake 19 days before and followed by
a mb4-4.3 two days latter at distances within expected location uncer-
tainties (see Figure A.24 for a compilation of magnitude estimates).
Surface motions associated with those smaller earthquakes may be
included in our InSAR-derived deformation. These earthquakes are
close to the northern termination of the 2013 Balochistan earthquake
sequence and may relate to the induced stress change [e.g. Jolivet et al.,
2014b; Avouac et al., 2014]. All other studied earthquakes are essentially
left-lateral strike-slip events. The Mw5.7 earthquake that occurred on
21 March 2016 (Figure 3.2d) is located on the northern termination of
the Ornach Nal fault and displays up to 4 cm relative displacement
in LOS along a 20-km-long fault segment. It is in the spatio-temporal
vicinity of nine other earthquakes of smaller magnitudes for a total
moment equivalent to a single Mw5.73. Because the August 2015 and
March 2016 sequences are off the CF, we will not study them further.

Our images of surface displacement produced by the last three earth-
quakes clearly show that they occurred on the CF itself. The horizontal
displacement fields from the combination of the two LOS (Equation
3.2) in Figure 3.6 are essentially made up of two lobes along the fault
trace, a positive one west of the fault and a negative one to the east
indicating left-lateral motion. The symmetry and shape of the de-
formation lobes are close to the expected shape of the quadrants of
compression for an idealized strike-slip earthquake in a homogeneous
medium. Deformation within the extensive quadrants is not retrieved
due to the geometry of the ascending and descending LOS with re-
spect to the fault orientation. The May 2016 (Mw5.6) earthquake re-
sulted in a maximum of 8 cm of relative horizontal displacement at
the surface and is located right at the junction of a thrust structure
to the west (i.e. the Spinatizha fault) and the CF main strand. Two
months later, a smaller (Mw5.1) earthquake occurred north of it with
similar amplitude of displacement on a shorter fault segment. Note
that ⇠5 mm of what looks like postseismic slip of the May 2016 event
is included in the displacement field of the July 2016 event (Figure 3.6)
due to their spatio-temporal proximity. In June 2018, a strike slip event
produced about 2 cm of surface displacement along a 10 km long fault
portion.

While the Mw5.1 July 2016 earthquake is isolated, the other two indi-
vidualized events seem to correspond to groups of earthquakes. The
13 May 2016, three earthquakes in three minutes occurred with mb4.9-
5.3, mb4.7-4.8 and Mw5.6 for a total seismic moment equivalent to
about Mw5.7 (Figure A.24). The 27 June 2018, a second earthquake
occurred two hours after the mb 3.8-4.2, but with mb 3.6 so that it ap-
pears negligible with respect to the main earthquake. Therefore, out
of the three events on the CF, the May 2016 event only is treated as
a sequence of earthquakes (with total Mw5.7). We now examine the
results of the source inversion for these three events.
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3.4.3.2 Results of the slip inversion

Inverted slip at depth reaches the surface for all events with a max-
imum slip of ⇠10, 8 and 4 cm for the May 2016, July 2016 and June
2018 earthquakes, respectively (Figure 3.7). We observe a chronologi-
cal decrease in area and amount of slip, consistent with the estimated
magnitude from seismic station records (Table 1). The moment mag-
nitude (Mw) of the May 2016 and July 2016 events are 5.7 and 5.1,
respectively. For the 2018 event, the National Earthquake Informa-
tion Center (NEIC) estimates a mbof 4.1, equivalent to Mw= 4.4±0.2
[Scordilis, 2006]. Our modelled slip on the fault, converted to Mw,
yields moment magnitudes of 5.6, 5.3 and 5.0 for the three earthquakes
in chronological order, respectively.

The source of the May 2016 earthquake is a roughly circular patch
centred at about 5 km depth. To first-order, slip of the July 2016 is
also best represented by a roughly circular patch at shallow depth (0-5
km depth) where most of the surface deformation is imaged (around
30.65°N). 20 km to the south, a subtle slip signal is interpreted as post-
seismic slip remaining from the May 2016 event, while no slip is ob-
served in between above 5 km depth (Figures 3.6 and 3.7). This pre-
sumably postseismic signal reaches amplitudes of 1 cm on the fault
plane and affects a large area. To improve our estimated Mw of the
May and July 2016 earthquakes, we isolate the sub-source moment in-
duced by fault-slip between 30.6 and 30.8°N (dashed lines in Figure
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Figure 3.6: Surface horizontal displacement induced by each of the three earthquakes close to the town of Chaman during their coseismic
and postseismic periods combining ascending and descending InSAR observations (Equation 3.2). Fault azimuths are assumed constant
and equal to 26.7°, 17° and 29° for each event respectively, from left to right. Interpreted direction of horizontal motion for the May
2016 earthquake are shown by white arrows and expected extensive quadrants are circled with white dashed lines. The geometry of the
InSAR line of sights (LOS), imply a poor sensitivity to the motion in those extensive quadrants, likely to be as large as recorded motion
in the compressive quadrants. This is also true for the July 2016 and June 2018 events. The epicentre of large historical earthquakes
attributed to the Chaman fault are located by purple circles with the associated range of moment magnitude (Mw) estimates and year
of occurrence labelled in the left plot [Ambraseys and Bilham, 2003a]. Spina Tiza is a frontier post of Pakistan.
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Figure 3.7: Modelled earthquakes slip on the fault plane and associated surface displacement fields for the earthquakes that occurred
on 13 May 2016 (top), 10 July 2016 (middle) and 27 June 2018 (bottom). Left: Inferred moment magnitudes (Mw) from modelled slip
distributions are specified. Red arrows show the fault extent covered by the available deformation field for each earthquake and, thus,
under which part of the fault, slip is constrained. The vertical exaggeration is 2. Right: Synthetics horizontal surface deformation fields
comparable to observations in Figure 3.6 and residuals. The black line is the continuous Chaman fault trace used for inversion.

3.7) and find a corresponding Mw of 5.0. Re-attributing the postseimic
moment to the May 2016 event would not change our Mw estimate of
5.6, whereas the July 2016 Mw, ignoring slip between 30.6 and 30.8°N,
becomes 5.2.

The residuals between observed and modelled surface displacement
are one order of magnitude smaller than the modelled earthquake-
related displacement for the July 2016 and 2018 events (Figures 3.7
and A.42). Regarding the May 2016 event, residuals are large (+2 cm
in horizontal) with a spatial distribution indicating (i) unmodelled de-
formation in the south-west lobe and (ii) the difficulty to model the
fact that the north-east lobe is offset to the east with respect to the
fault trace. This complex spatial pattern may be the consequence of a
multi-fault rupture by the three earthquakes involved. Therefore, we
only model a fraction of the energy released during the coseismic and
postseismic phase, implying Mw estimates from modelled slip of the
May 2016 may be underestimated.

3.5 Discussion

3.5.1 A decadal perspective on Chaman fault slip

Fault slip along the 700-km-long Chaman fault (CF) is shown in Fig-
ure 3.5 together with a description of the continuous fault trace and
the compilation of the seismicity recorded since the beginning of the
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20th century. In our interpretation, we divide the CF into creeping,
locked and uncertain (probably inactive) segments combining the vi-
sion given by fault parallel surface slip rates, modelled slip rates and
locking depths only (Figure 3.5f). Because we do not a priori consider
the fault trace geometry or the seismicity, our segmentation is purely
based on the description of aseismic slip and does not pretend to pro-
vide units that may rupture in a single earthquake. In this section,
we compare our slip rates and segmentation with the seismic record
and past slip estimates. We identify two 80-km-long continuously slip-
ping segments: the Nushki segment and the southern part of the Qalat
segment (Q1), with mean surface slip rate of 6±1 and 4±2 mm/yr, re-
spectively, measured within 3 km of the fault trace (Figure 3.5c). Three
shorter creeping segments are also outlined, two in the Central seg-
ment with slip rates comparable to the Nushki segment and separated
by a ⇠5-km-long locked portion, which significance is unclear, and
one 50-km-long segment in the Qalat segment (Q2), with less clear ev-
idence : a locking depth of 3.5±0.5 km and a slip rate at the surface
of 2±0.8 mm/yr. These creeping segments are separated by "locked"
segments with null or uncertain near-fault slip rate, a locking depth
exceeding 4 km and a non-zero modelled slip rate at depth. The fault
portions north of the Qalat segment as well as between 165 and 190
km are labelled "uncertain" as we cannot identify left-lateral strain on
the the fault with our data.

Our observed distribution of surface slip along the CF shows good
agreement with previous studies and independent data sets. With
the method described in Section 3.3.4, we extract slip rate estimates
along the CF between 2004 and 2011 from Envisat velocities [Fattahi and
Amelung, 2016]. The mean slip rates in 2004-2011 and the previously
described slip rates over 2014-2019 exhibit very similar along-strike
variations as shown in Figure 3.5b. Additionally, our conversion from
LOS to left-lateral slip rate using both viewing direction of Sentinel 1
satellites matches values derived by Barnhart [2017] from previous SAR
missions (Envisat and ALOS) with peak creep rate around 10 mm/yr
(Figure 3.5c). Barnhart [2017] ’s locking depth routinely shallower than
500 m along the Nushki segment cannot be directly compared to our
value as the fault model is different. Therefore, we have robust ob-
servations representative of the aseismic surface slip rate along the CF
which seems constant over at least the past 15 years, between ⇠28°N
and ⇠31°N. In general, shallow aseismic slip (C or dvH) is significantly
lower than the apparent loading rate (or slip rate, S) suggesting stress
increases despite the occurrence of aseismic slip.

Figure 3.8: Frequency magnitude plot
for all earthquakes along the Chaman
fault according to the International Seis-
mological Center (ISC) catalogue. The
Gutenberg-Richter law is adjusted to two
samples of the catalogue covering 1900-
2019 (filled circles), and 1990-2019 (out-
lined circles), 2019 included, and the
b-value deduced (red text and dashed
lines).

We compare this seemingly continuous aseismic slip rate with local
slip from earthquakes. We consider the past-century seismic record
(1900-2019) and assume that earthquakes within 30 km of the CF oc-
curred on the fault itself (more details in Section 3.2.2). We observe
a total seismic moment release of 1.8⇥1019 N.m along the ⇠700 km
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of fault in 120 years (Figure 3.5e, Table 4). The frequency-magnitude
relation [Gutenberg and Richter, 1944] indicates that the record of earth-
quakes with Mw<4.5 on the CF is incomplete, and leads to an esti-
mated b-value of one (Figure 3.8). On this basis, the cumulative mo-
ment released associated with unrecorded Mw0.1 to 4.5 over the same
period of time is equal to 7.3⇥1018 N.m. The combination of recorded
seismicity and extrapolated microseismicity reaches then 2.5⇥1019 N.m,
a value equivalent to the moment released by a Mw6.8 earthquake.
Based on this estimate, assuming a shear modulus of 30 GPa and a
locking depth of 3-6 km, the seismic moment released over 100 years
corresponds to slip rates from 3.5 to 1.5 mm/yr, respectively. This sug-
gests that seismicity along the CF contributes to less than 15% of the
relative plate motion (about 30 mm/yr) over the last century. Over
this time period, the recorded Mw5.6 in May 2016 appears to be ex-
ceptional, as were the nearby Mw⇠6.6 of 1975 and 1892 [Bilham et al.,
2019]. Nonetheless, in the region, large historical earthquakes (Mw�7)
were recorded east of the CF within the fold and fault belt (e.g. 1931
Mw7.3 Mach and 1935 Mw7.7 Quetta earthquakes) [Ambraseys and Bil-
ham, 2003a; Dewey et al., 2006]. Hence, assessing the partitioning of
deformation between the CF and structures in the fold and fault belt
is necessary to assess the seismic hazard of the region, and the CF
specifically, but this is out of the scope of this study.

Although the total moment released by earthquakes is small, the
along-strike distribution of seismicity and moment is key to assess the
relationship between earthquakes and continuous aseismic slip. His-
torical records attest that earthquakes occurred on both the Nushki
and Qalat creeping segments (Figure 3.5e). A seismic crisis between
1975 and 1978 struck the fault 30-100 km north of the city of Nushki
with at least four Mw>5.5 earthquakes [Lawrence and Yeats, 1979; Am-
braseys and Bilham, 2003a]. Nonetheless, the largest event (Mw6.4-6.8
Spina Teza (also spelled Spin Tezha) earthquake) dating back to Octo-
ber 1975 falls on the locked segment at the northern limit of the Nushki
segment with its epicentre at about 85 km. This segment hosted the
epicentre of about 15 events since 1900 and, according to our model,
accumulates elastic strain. The adjacent creeping segment to the north
appears to be particularly seismically-active too and hosted the largest
aftershock of the Spina Teza earthquake (with estimated Mwbetween
5.8 and 6.5), the May 2016 Mw5.6 and the June 2018 event. Those two
segments focusing most of the recorded seismicity are along the ⇠100-
km-long restraining bend in the central CF (Figure 3.5a,e). Moreover,
a nearby creepmeter (157 km north of Nushki) recorded a slow slip
event starting on the 1st of March 2019, and accommodating 4.5 mm
of left-lateral slip in 40 days [USGS; Bilham et al., 2019]. This sug-
gest that what we imaged as continuous aseismic slip may include
discrete transient slip accelerations. Further north, the only individual
earthquake studied, a Mw5 in 2005 relocated with InSAR [Furuya and
Satyabala, 2008; Fattahi and Amelung, 2016], occurred on the 20 km-long
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locked segment between Q1 and Q2. Considering that our compilation
of seismic event generously includes events within 30 km of the fault
trace, we have no direct evidence of any earthquake on the Qalat creep-
ing segment itself. The peak of seismicity more than 420 km north of
Nushki (⇠33°N) is on a portion of the CF on which we are not able to
identify tectonic strain accumulation (labelled as "uncertain"). Looking
at earthquakes in map view (Figure 3.1), the corresponding events are
located around subsiding area southeast of the CF (south of the city of
Ghazni and along the Gardez fault zone) with negative signal in LOS
and deemed fault parallel motion (Figures 3.2a,b and 3.3).

To summarize, we measure surface slip and its lateral variations due
to aseismic processes stable on a decadal scale, while recorded earth-
quakes have induced very limited displacement over the past century.
We divide the fault into 5 creeping segments separated by locked seg-
ments according to the measured slip and locking depth. We find that
the central restraining bend is the most seismically active section of the
fault and hosts in close spatio-temporal relationship seismic and aseis-
mic slip. In the following, we investigate the importance of postseismic
signal for the three recent earthquakes imaged for the accommodation
of tectonic stress before discussing mechanical implications.

3.5.2 Postseismic signal characteristics in comparison with co-
seismic deformation

Date Latitude
LOS slip

rate†

(mm/yr)

seismic
Mw

InSAR
Mw

post/co-
seismic
moment

post/co-
seismic

slip‡

13 May 2016 30.63 1.2 ±0.5 ⇠5.7⇤ �5.6 >0.09 1.3
10 July 2016 30.78 1.1 ±0.5 5.1 5.2 0.4 0.4
27 June 2018 30.50 2.4 ±0.1 4.4 ±0.2⇤⇤ 5.0 3-15 0.8

Table 3.1: Properties of the three earthquakes imaged on the Chaman fault. InSAR Mw are computed from modeled slip at depth. ⇤

This magnitude is equivalent to the sum of the seismic moment from the three earthquakes included in the event. ⇤⇤ This magnitude
is a conversion using Scordilis [2006]’s relationship from a body-wave magnitude (mb). † Ascending line of sight (LOS) slip rate before
the earthquake occurrence looking at a distance to the fault of 0.1-1 km. ‡ This is a lower bound estimate.

Two studied Mw5 (21 October 2005) and 5.5 (19 October 2007) earth-
quakes within the Chaman fault zone display abnormally large and
long postseismic signal with respect to what is usually measured for
large (Mw>6) earthquakes [Furuya and Satyabala, 2008; Fattahi et al.,
2015; Alwahedi and Hawthorne, 2019]. Postseimic slip lasted for more
than a year with postseismic to coseismic moment ratio estimates of
0.7±0.1 [Fattahi et al., 2015], and 1.1 [Furuya and Satyabala, 2008], while
it is typically less than 0.3 for large earthquakes (in California) [Al-
wahedi and Hawthorne, 2019]. We further analyze the spatio-temporal
footprint of our three earthquakes on the CF to explore potential me-
chanical characteristics of the fault zone.
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We first look back at the moment magnitude (Mw) estimates from
the modelled slip on the fault plane (Section 3.4.3.2). Because the re-
constructed surface displacement includes coseismic and postseismic
slip, we can assess postseismic moment by subtracting the moment
computed from seismic waves to our modelled moment. This post-
seismic moment would also include preseismic transient slip, if any.
For the May 2016 event, the estimated Mw of 5.6 is smaller than the to-
tal seismic Mw equal to about 5.7. Nonetheless, residuals indicate that
our model does not explain a large part of the observed deformation
signal, suggesting that the Mw from the model underestimates the In-
SAR Mw (Section 3.4.3.2). Moreover, we identify a fraction of the May
2016 postseismic slip equivalent to a Mw5 and, thus, the postseismic to
coseismic moment ratio is at least 0.09. Regarding the July 2016 event,
we estimate a Mw5.2, while seismological catalogues indicate a seismic
Mw5.1, which converts into a postseismic to coseismic moment ratio
of 0.4. The last recorded event of June 2018 is associated with a seis-
mic Mw of 4.4±0.2 much smaller than the Mw5 we estimate, leading
to a postseismic to coseismic moment ratio between 3 and 15 (Table 1).
Therefore, the 2018 event appears mostly as an aseismic event, an idea
further supported by the time series of surface slip at this location (Fig-
ure 3.9e), in which the step across the fault results from a month-long
transient event rather than a clear cut in between two acquisitions.

We now consider the relationship between coseismic and postseis-
mic deformation using time-series in LOS. From InSAR time-series,
the closest measure of coseismic displacement is given by the relative
phase change between 6 days framing the time of the earthquake and,
thus, it also includes a few days of postseismic slip. We divide the
subsequent fault slip into what we name an early postseismic phase
lasting 2-3 months and a long-term postseismic in the 300-500 days
after the early postseismic phase (pink and blue shadings in Figure
3.9a,c,e). Corresponding across-fault profiles for each period are in
Figure 3.9b,d,f. Time series of fault displacement on each side of the
fault, averaged between distances of 0.1-1 km of the fault trace, display
characteristics logarithmic decay of slip in the months to years follow-
ing the earthquakes which we interpret as afterslip (Figure 3.9a,c,e;
method in Section 3.3.4) [Perfettini and Avouac, 2004; Thomas et al., 2017].

Profiles in Figure 3.9 allow to compare the amount of slip and its
spatial wavelength for the coseismic, early and postseismic phase. The
spatial wavelength of deformation qualitatively locates slip at depth, as
predicted by Equation 3.3 (i.e. the wavelength of surface deformation
roughly equals the depth of slip). First, the almost identical shape of
the coseismic and early-postseismic profiles for the event in May 2016
(Figure 3.9b) argues towards an overlap of co- and postseismic slip
with comparable amplitudes. Second, the steep across fault gradient
of the July 2016 coseismic and early postseismic, indicates that fault
slip reached the surface during the earthquake and during the early
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postseismic phase. However, postseismic signal is about three time
smaller than co-seismic for this event. Third, coseismic displacement
related to the 2018 event contrasts with the sharp postseismic signals
lasting over a few months indicating the earthquake did not reach the
surface and triggered postseismic afterslip near the surface. Taking
the specific profiles in Figure 3.9b,d,f and their highlighted optima, we
measure peak-to-peak postseismic to coseismic surface slip ratios con-
sidering together what we named "early" and "long-term" postseismic
and subtracting the preseismic slip rate on our period of postseismic
observations (Table 5 compiles all values). We find slip ratios of 1.3,
0.4 and 0.8 for the May 2016, July 2016 and 2018 events, respectively
(Table 1). Because our InSAR coseismic images include the first few
days of postseismic expected to have the highest slip rates according
to logarithmic decay predictions, our postseismic to coseismic surface
slip ratios are lower bounds.

Figure 3.9: Temporal and spatial footprint of coseismic and postseismic deformation according to track 42 for earthquakes on the
Chaman fault. Left: time series of differential displacement across the fault in LOS at the earthquake location on a 1-2 km long fault
segment. The distance in the upper left corner refers to the distance along the fault to Nushki (Figure 3.4). Displayed velocities refer to
the best-fitting slip rate before the earthquake. The differential parametrised model from KFTS on each side of the fault is the black line.
The dark blue vertical dashed line indicates the timing of the earthquake and shaded regions corresponds to the periods over which
the displacement in the plots on the right are measured. Right : Profiles of displacement in LOS reflecting the spatial distribution of
slip during the coseismic phase as well as during the immediate and longer postseismic phases. Coseismic deformation is taken as
the displacement recorded between the two SAR acquisitions framing the earthquake occurrence (dark blue). The local extrema used
to compute peak-to-peak displacement are marked by white symbols outlined in black (pentagones for minima, circles for maxima).
Profiles cover contiguous but mutually exclusive periods.

Our data for the May 2016 sequence and June 2018 earthquake show
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that transient postseismic slip may accommodate as much slip as co-
seismic slip along the CF and, thus, is key in tectonic strain accommo-
dation. In particular, the June 2018 event imaged with InSAR appears
as predominantly aseismic with its postseismic moment being 3-15
times larger than the Mwestimated from seismic waves. Our computa-
tion of a postseismic to "coseismic" slip ratio of 0.8 only, indicates that
our InSAR coseismic computed using an acquisition on the 7th of July,
10 days after the earthquake occurrence, includes most of the aseismic
slip. The significance of the aseismic slip following the May 2016 event
is supported by the postseismic to coseismic surface slip ratio of 1.3 for
this earthquake. On the other hand, the July 2016 earthquake appears
to scale like classical earthquakes, with post- to coseismic ratios in mo-
ment and slip equal to 0.4.

Finally, these three events are close to the rupture of the 1892 Mw6.5-
6.7 Chaman earthquake [Bilham et al., 2019] and the 1975 Spina Teza
earthquake sequence (with a mainshock of Mw6.4-6.8) [Ambraseys and
Bilham, 2003a; ISC, 2020]. The extent of the 1975 Spina Teza surface
rupture is not precisely known, but it likely terminated close to the
southern termination of the 1892 rupture where the May 2016 earth-
quake locates (Figure 3.6). This is consistent with either a complex
fault structure that would have stopped the rupture [Wesnousky, 2006]
or with local stress concentration left in the wake of the largest events
recognized on the CF. The spatio-temporal proximity of the July 2016
earthquake and its inverted slip pattern on the fault plane connected
to the May 2016 event (Figure 3.7) indicate that this second event could
have been triggered by the first one. Regarding the June 2018 event,
the high postseismic to coseismic ratio could lead us to consider this
transient deformation event either as a classic co- and postseismic se-
quence, or as a slow slip event triggered by a small earthquake (with
mb estimates between 3.8 and 4.2). We therefore consider as a follow-
up question whether other triggered or spontaneous events can be
found along this fault segment, like the one recorded by a creepmeter
in 2019 [Bilham et al., 2019].

3.5.3 Variations in slip behaviour, implications for rheology and
fault system orientation

We observe a spatial segmentation in slip behaviours along the fault
with complex interactions between seismic and aseismic slip. What
appears as continuous aseismic slip includes the collocated occurrence
of earthquakes or slow slip events, and our identified long-lasting
Nushki creeping segment has hosted earthquakes in the 1970s. There-
fore, the traditional divide between seismically-active locked segments
and creeping segments does not fully apply here.

Fault slip is the frictional response of a fault to stress loading. Clas-
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sically, considering a rate-and-state formalism, aseismic slip is pro-
moted by rate-strengthening materials, such as serpentine or vari-
ous clay minerals [Dieterich, 1979; Marone, 1998]. Lawrence and Yeats
[1979] mapped serpentinite bodies in the Chaman fault zone at least
between 30.55°N and 30.9°N, which hints at velocity strengthening
regime along the fault section that, paradoxically, hosted the May
and July 2016 earthquakes as well as the Mw6.5-6.7 1892 earthquake.
Hence, the fault plane along this section must also have rate-weakening
patches to allow earthquakes to nucleate. However, evidence of spa-
tially overlapping coseismic and postseismic slip challenges this vi-
sion. First, we infer shallow continuous slip in the first few kilometres
below the surface before the three earthquakes, which are also seen to
have reached the surface. Second, the May 2016 postseismic slip proba-
bly locates on the coseismically ruptured circular patch at 5 km depth.
Evidence comprise the postseismic slip identified in the inversion of
the July 2016 event in Figure 3.7 and the comparable coseismic and
early-postseismic profiles in Figure 3.9b. Actually, in a rate-weakening
regime, geometrical complexities alone promote a variety of slip rates
in a continuous spectrum, from earthquakes to very slow events on
the same fault segment [Romanet et al., 2018]. Furthermore, low effec-
tive normal stress from high pore fluid pressure could favor aseismic
slip [Scholz, 1998]. We therefore argue that the coexistence of aseismic
and seismic slip along the CF could be explained by a rate-weakening
regime within a geometrically complex fault zone including complex
fluid circulations. Such hypothesis now remains to be tested against
numerical models.

Fault geometry and local topography are intrinsically related to lo-
cal fault activity. The CF geometry is only known through its fault
trace (Figure 3.5a, Section 3.2.1). The Nushki segment appears par-
ticularly straight compared to the rest of the fault, and can also be
recognized by its low mountain front sinuosity [Crupa et al., 2017]. To-
gether with other geomorphological indexes, this low roughness of
the fault trace is interpreted as a sign of a tectonically more active
fault segment by Ul-Hadi et al. [2013a] and Crupa et al. [2017], an idea
confirmed by the elevated surface slip rate along the Nushki segment.
At smaller scale, the two peaks in surface slip (and seismic moment
release) within the central bend segment are along rather straight fault
portions (i.e. the derivative of the fault trace is flat) between 100-130
km and 147-170 km (Figure 3.5). Furthermore, sharp azimuth varia-
tions at about 95, 135 and 310 km north of Nushki coincide with three
of the observed locked segments (zero surface slip and greater locking
depth) separating the creeping segments. This is compatible with the
idea that fault trace variations act as barriers to slip propagation [e.g.
Wesnousky, 2006; Manighetti et al., 2015; Jolivet et al., 2015b; Van Rijsingen
et al., 2019] or that they are the locations of significant off fault defor-
mation [e.g. Okubo et al., 2019]. Actually, numerous subsidiary faults
concentrate at bends in the fault system [Ruleman et al., 2007]. Those
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are mainly thrust faults, and seem to densify north of 31.3°N where
the misorientation of the CF is accentuated by the eastward tilt of the
fault.

In Section 3.4.2, we outlined the difference in slip regime south
and north of the releasing bend at 180 km. Compared to the Nushki
segment, the Qalat segment appears as geometrically more complex
and more oblique to plate motion. This obliqueness of about 30° im-
plies that the differential plate displacement projected in fault normal
direction rises from 0±2 mm/yr south of 30°N to 15±2 mm/yr on
the Qalat segment, according to DeMets et al. [2010] and Altamimi et al.
[2017] (Figure A.43). Thus, the zero fault normal displacement is likely
to be a big approximation in this zone where both rigid plate rota-
tion and geomorphological feature of non-rigid deformation evidence
non-negligible fault normal motion with respect to the ⇠30 mm/yr
fault-parallel motion.
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3.6 Conclusion

We precisely describe slip patterns along the Chaman fault from In-
SAR time series covering 2015 to 2019. By integrating observations in
space and time we outline five continuously creeping segments with
maximum left-lateral slip rate in the shallow fault portion (< 2 km)
reaching 5-10 mm/yr. This segmentation includes two prominent 80-
km-long segments, notably the Nushki creeping segment which lo-
cates just south of the Central fault portion, also about 80-km-long, that
hosted the most and largest earthquakes in the past-century. This de-
scription agrees with previous InSAR measurements from ALOS and
Envisat. We estimate an upper bound for the seismic slip contribu-
tion to strain accommodation of about 3 mm/yr on average over 120
years. In our observation period, we observe the surface displacement
induced by five slip events, and model the source at depth for the three
events located on the Central Chaman fault. Significant aseismic slip is
found in close proximity to those three earthquakes as pre-seismic slip
and large afterslip, for a total induced aseismic strain release close to
the one resulting from the earthquakes itself. For the Mw5.6 May 2016
earthquake, part of the afterslip overlaps with the co-seismic rupture.

Finally, we relate the variations in slip behaviour along the Chaman Acknowledgements This work received
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fault at regional scale with the corresponding length-scales expressed
in the fault geometry. The most striking feature is the correlation be-
tween the change in fault azimuth north of the Central portion and the
change in left-lateral loading rate at depth from 12±3 mm/yr south to
7±2 mm/yr north. As a whole, the Chaman fault accommodates about
one third of the differential plate motion. In order to assess long-term
seismic hazard, the next step is to quantify the distribution of load-
ing between the Chaman fault and nearby active faults of the plate
boundary.



Chapter 4
PARTITIONING ALONG THE CHAMAN PLATE BOUNDARY: OB-
SERVATIONS TOWARDS A MIGRATING TRANSFORM PLATE

BOUNDARY

Partitionnement du glissement le long de la frontière
de plaques de Chaman : observations en faveur d’une
migration vers l’est de cette frontière

La frontière de plaque de Chaman est une large ceinture de failles
et de plissements abritant une sismicité distribuée et délimitée à l’ouest
par la faille Chaman. Actuellement, le glissement le long de la faille
de Chaman ne dépasse pas 12 mm/an (Chapitre 3), alors que le dé-
placement relatif entre les deux plaques tectoniques est proche de 30
mm/an. Les grands séismes enregistrés au cours du dernier siècle
nous indiquent qu’une partie significative de la déformation est prise
par des failles à l’est de la faille de Chaman, avec notamment le séisme
de Mach en 1931 (Mw7,3), celui de Quetta en 1935 (Mw7,7) et celui, au
sud, du Baloutchistan en 2013 (Mw7,7). Nous cherchons à localiser la
deformation distribuée, de manière à identifier les structures actives
susceptibles de rompre lors de grands séismes.

Nous utilisons les vitesses du sol calculées à partir de séries tem-
porelles InSAR sur 6 ans en ligne de visée ascendante et descendante
pour cartographier les gradients de déformation dans la chaîne de
Kirthar (Figure 4.1). Les données InSAR ascendantes révèlent un gra-
dient de vitesse est-sud-est qui s’étend sur une centaine de kilomètres
de la faille de Chaman au bord de la chaîne de montagne (Figure 4.2).
Le saut de vitesse de part et d’autre de la faille de Chaman est abrupt
alors que le gradient à l’est apparait plus diffus, atteignant des ampli-
tudes supérieures à 10 mm/an.

Nous modélisons ces gradients comme l’expression en surface du
glissement décrochant sénestre sur trois ou quatre failles verticales :
la faille de Chaman, la faille subparallèle de Ghazaband, la faille de
Hoshab et une faille inconnue à l’est. L’exploration des paramètres du
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modèle souligne que la majeure partie de la déformation actuelle de
la limite de plaque se concentre à l’est des failles de Chaman et de
Ghazaband, dans le prolongement de la faille d’Ornach Nal au sud et
le long de la faille de Quetta-Kalat qui aurait été le siège du séisme de
Quetta en 1935 (Figure 4.3, 4.4). Trois portions discrètes de la faille de
Ghazaband glissent à des vitesses proches de 10 mm/an.

Notre description du partitionnement est en accord avec les rup-
tures sismiques connues, et a du sens dans une perspective géody-
namique et géologique (Figure 4.6). Nous proposons un modèle tec-
tonique d’évolution de la frontière de plaques avec une migration de
la déformation vers l’est (Figure 4.7).

While Chapter 3 focuses on the Chaman fault proper, in the following
sections I investigate the role of subparallel strike-slip faults within
the Kirthar ranges in the accommodation of differential plate motion.
The Sulaiman ranges is not considered because of its more complex
geometry and greater compressional component of motion compare to
the Kirthar ranges. The present Chapter has been written in prevision
of a future paper with Romain Jolivet.
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Abstract

The Chaman plate boundary is a wide faulted region hosting dis-
tributed seismicity delimited by the Chaman fault along its western
edge. The Chaman fault currently accommodates no more than 12
mm/yr, while the differential left-lateral motion between both tec-
tonic plates is close to 30 mm/yr. In the past century, significant
earthquakes have ruptured structures east of the Chaman fault, in-
cluding the 1931 Mach earthquake and 1935 Quetta earthquake with
magnitudes greater than 7. We aim to identify where strain focuses
so that active structures likely to rupture in large earthquakes are
outlined. We use ground velocities computed from 6 years-long In-
SAR time series in ascending and descending line of sights to map
gradients of deformation in the Kirthar ranges. InSAR data reveals
that most of the current plate boundary strain focuses east of the
Chaman and Ghazaband fault in the central axis of the ranges. We
model velocities along profiles across the plate boundary as the sur-
face expression of left-lateral slip on three to four vertical faults: the
Chaman fault, the subparallel Ghazaband fault, the Hoshab fault
and an unknown fault to the east. We localise strain in the contin-
uation of the Ornach Nal in the south and along the Quetta-Kalat
fault which is thought to have hosted the 1935 Quetta earthquake
(Mw7.7). Three discrete portions of the Ghazaband fault slip with
rates close to 10 mm/yr. Our description of partitioning matches
known seismic ruptures, and makes sense in a geodynamical and
geological perspective. We propose a tectonic model of the plate
boundary evolution with an eastward migration of strain.

4.1 Introduction

The ongoing collision between India and Eurasia produces a wide
actively deforming margin part of the Alpine-Himalayan belt [Mol-
nar and Tapponnier, 1975; Yeats, 2012; Kreemer et al., 2014]. The west-
ern margin of the Indian plate is a 1000 km long strike-slip system
in Afghanistan and Pakistan connecting the Himalayan front to the
Makran subduction zone [Auden, 1974]. The fault zone reaches widths
of 200 km with a complex network of active strike-slip and compres-
sive features along and within the orogenic belt [Bernard et al., 2000;
Ruleman et al., 2007]. The seismic record supports this picture, ex-
hibiting distributed seismicity across the range [Quittmeyer et al., 1979;
Ambraseys and Bilham, 2003a]. The largest earthquakes (magnitudes,
Mw, greater than 7) occurred along the central axis and east margin of
the fault system, as well as on the Hoshab fault, splaying west in the
Makran prism (Figure 4.1).

The far-field displacement rate is 28-36 mm/yr between India
and Eurasia according to global rigid plate rotation model [DeMets
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et al., 2010; Altamimi et al., 2017]. This displacement is likely partitioned
between several major structures striking roughly north-northeast [Szeliga
et al., 2012; Fattahi and Amelung, 2016; Bilham et al., 2019], including the
Chaman fault (CF) at the western end of the fault system between
latitudes 27°N and 35°N, the Ornach Nal fault (ONF) in the south (be-
tween 25°N and 28°N), the Ghazaband fault subparallel to the CF and
the Gardez fault which branches out of the CF around 33°N (Figure
4.1). With respect to those fault’s azimuth, the relative motion is essen-
tially in the left-lateral direction (22-36 mm/yr) with a slight compres-
sional component (0-15 mm/yr). Geological estimates of left-lateral
slip over the past ⇠25-20 Myr find 19-24 mm/yr across the whole
fault system [Yeats, 2012; Lawrence et al., 1992], which is consistent with
plate models and with more localized estimates by Beun et al. [1979]
despite their large uncertainties. Measurements of strain accumulation
and aseismic slip rates along the CF are in average no greater than
12±3 mm/yr from Interferometric Synthetic Aperture Radar (InSAR)
[Fattahi and Amelung, 2016; Barnhart, 2017; Dalaison et al., 2021] and
Global Navigation Satellite System (GNSS) [Szeliga et al., 2012; Crupa
et al., 2017]. This demonstrates that the CF currently accommodates
no more than 40% of the total relative plate motion. Where is the rest
of the relative plate motion accommodated ? This question is directly
linked to the identification of active structures likely to produce future
large earthquakes and is not straightforward to answer with the cur-
rent state of knowledge (e.g. very uncertain active quaternary fault in
the central Kirthar foldbelt [Mohadjer et al., 2016; Danciu et al., 2017]).
Therefore, it is key to measure where strain localizes over this >100
km-wide plate boundary.

We focus on the 80-120 km wide plate boundary in and along the
Kirthar mountain range, from 27°N to the latitude of the city of Chaman
(in Pakistan, about 31°N). We map relative ground velocities across the
region using InSAR in two lines of sight (LOS) over October 2014 to the
end of 2020. Assuming that strain gradients are the surface expression
of left-lateral slip, we locate active faults and quantify the amount and
depth of slip through Bayesian parameter exploration. We compare
the geodetically measured partitioning of strain with the long-term
tectonic evolution of this margin.

4.2 Current understanding of the plate boundary

Although there is no consensus, the active Northwest edge of the
Indian subcontinent is generally thought to follow from south to north
the Ornach Nal fault (ONF), Chaman fault (CF) and Gardez fault zone
(GFZ) [Auden, 1974; Powell, 1979]. However, there is a 50 km offset
to the west between the northern end of the Ornach Nal fault and
the southern extremity of the Chaman fault. The Ornach Nal fault
is considered as the southern en echelon extension of the Chaman



partitioning of the chaman fault boundary 97

Figure 4.1: Tectonic setting and current
seismicity along the southern Chaman
fault system. Focal mechanism are from
the Centroid Moment Tensor catalogue
(starting in 1976) [Dziewonski et al., 1981;
Ekström et al., 2012]. Earthquake epi-
centres in the International Seismologi-
cal Center (ISC) catalogue from the be-
ginning of the 20th century are indicated
by white dots, which sizes are scaled
with magnitudes. Epicentres of earth-
quakes with magnitude estimate greater
than 7 are marked by white stars with
their year of occurrence. Fault traces are
from the USGS report by Ruleman et al.
[2007]. Arrows show estimated veloc-
ities of Europe with respect to Eurasia
from three global plate models [DeMets
et al., 2010; Kreemer et al., 2014; Altamimi
et al., 2017]. Footprints of InSAR tracks
are outlined in yellow. Cities of reference
are located by black squares. Digital El-
evation Model is from SRTM [Farr et al.,
2007]. F for Fault. FFB for Fold and Fault
Belt.

fault as both faults mark the most significant truncation of structural
and stratigraphic trends in Afghanistan and Pakistan [Powell, 1979;
Quittmeyer et al., 1979]. Nonetheless, while the CF separates the Cen-
tral Afghan block to the west and the Miocene to Eocene Khojak flysh
belt to the east, the Ornach Nal fault separates the Khojak flysh from
Mesozoic sediments further east like the Ghazaband fault [Gansser,
1979; Lawrence et al., 1981; Maldonado et al., 2011]. Thus a similar role in
regional tectonic evolution can be associated to the Ornach Nal fault
and the Ghazaband fault, although the transition between 27.5 and
28.5°N is unclear. This is probably where the Arabian, Indian and
Afghan plates met in a triple junction in the late Mesozoic, early Ceno-
zoic after the closure of the Neothetys Ocean about 40 Ma [Jacob and
Quittmeyer, 1979; Seton et al., 2012; Siehl, 2017].
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Ophiolites (i.e. fragments of oceanic crust and subjacent mantle) are
found east of the Ornach Nal fault (Bela ophiolites) and south of the
Katawaz Block (Muslim Bagh ophiolites) locating the suture between
the Eurasian plate and the Indian subcontinent East of Ghazaband
fault [Asrarullah et al., 1979; Bannert and Raza, 1992]. However, geo-
logical studies suggest that those ophiolites have moved relative to the
underlying basement and have probably been thrust onto the subconti-
nent in a thin-skinned fashion during the Paleocene or earliest Eocene
[Powell, 1979; Gansser, 1979; Allemann, 1979; Tapponnier et al., 1981; Gnos
et al., 1997; Khan et al., 2007]. How does this long-term geological pic-
ture fit with historical records of seismicity?

Along the plate boundary, the largest recorded earthquakes (Mw>7)
since the end of the 19th century are the 1935 Mw7.7 Quetta earth-
quake, which ruptured an unnamed fault between the city of Quetta
and Kalat, the 2013 Mw7.7 Balochistan earthquake on the Hoshab fault
in the Makran accretionary prism, the 1931 Mw7.3 Mach earthquake
accompanied by two Mw7.1 along the eastern edge of the Kirthar fault
and fold belt where the topographic gradient is steep, and, lastly, the
1997 Mw7.1 in the Sulaiman fault and fold belt [Skrine, 1936; Ambraseys
and Bilham, 2003a; Avouac et al., 2014; Jolivet et al., 2014b; Nissen et al.,
2016]. While the Quetta and Balochistan earthquakes were essentially
strike-slip, the Mach and 1997 earthquakes ruptured with a thrust mo-
tion. The largest event on the Chaman fault itself is the 1892 Mw6.5-6.7
[Bilham et al., 2019].

Considering all recorded magnitudes, past century seismicity is dis-
tributed over broad zones of Cenozoic deformation but it tends to fo-
cus (1) at the hinge between the Kirthar and Sulaiman Fold and Fault
Belts (FFB), around the Sibi re-entrant; (2) along the Chaman fault
north of the town of Nushki and (3) in the central Kirthar FFB between
the epicenter of the 2013 Balochistan earthquake and the town of Kalat
(Figure 4.1). While (1) contains mainly thrust events, the other two are
broad strike-slip deforming regions aligned with the plate boundary
(north-northeast) [Quittmeyer et al., 1979; Reynolds et al., 2015]. From the
seismic record only, it is unclear whether (3) corresponds to a fault, or
many faults and mapped faults tend to end in this region. We aim
to clarify the transfer of deformation from south to north between the
Ornach Nal fault and the Chaman fault through mapping of current
strain using InSAR.

4.3 Materials and method

4.3.1 Obtaining velocities from InSAR

We base this work on InSAR velocities obtained from time series anal-
ysis. Two time series covering 2015-2020 were built along ascending
(Track 42) and descending (Track 151) passes of the Sentinel 1A-B
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satellites (scihub.copernicus.eu). The data and method is the same
as in Chapter 3 extended in time to December 2020. Our time series
analysis method (KFTS; Chapter 2) computes the evolution of ground
deformation over time with its uncertainty based on unwrapped inter-
ferograms and a simple parametrised model describing deformation.
Interferograms are constructed using the ISCE package (JPL/Caltech,
winsar.unavco.org/isce.html) and corrected from atmospheric delays
with ECMWF-ERA 5 global atmospheric model (PyAPS software; Jo-
livet et al. [2011, 2014a]). Areas with a minimum coherence of 0.6
are unwrapped using a branch cut algorithm [Goldstein and Werner,
1998] and potential unwrapping errors are corrected based on local
misclosure (PhaCo software; Benoit et al. 2020). The best-fitting two
dimensional linear ramp north of the Chaman fault is subtracted to
each individual interferogram to remove long-wavelength biases. The
parametrised model of deformation corresponds to a linear combina-
tion of functions of time from which, among others, the mean ground
velocity in the Line of Sight (LOS) direction is obtained (see Section
3.3.2 for more details).

4.3.2 Defining an appropriate model for InSAR velocities

Our study area benefits from a land cover and a dry climate par-
ticularly suitable for InSAR study implying high coherence and small
uncertainties. Indeed LOS velocities are known to precisions inferior
to 1 mm/yr on most pixels (Figure 4.2). Ascending velocities display
a east-southeast gradient spreading from the edge of the Ridgestan
desert to the Indus plain consistent with along-fault left-lateral motion.
On the opposite, the near-fault-parallel orientation of the descending
track implies that the LOS velocity field has a very poor sensitivity to
left-lateral motion. Still, to the north, where the Chaman fault (CF)
has a greater azimuth, localised across-fault velocity gradient is iden-
tifiable along the descending track. Furthermore, a prominent positive
velocity anomaly is imaged along and east of the Hoshab fault, which
we associate with postseismic motion of the 2013 Mw7.7 Balochistan
earthquake. A negative gradient across the eastern edge of the Kirthar
ranges in both viewing directions indicate vertical motion, with the
Kirthar ranges going up with respect to the valley.

We would like to assess if the computed InSAR velocities in the
ascending and descending direction can be the result of localized left-
lateral slip on a number of faults. We draw 160-km-long profiles in
the velocity maps every 2 km along the Ghazaband fault, centred on
the fault and perpendicular to it. The Ghazaband fault is chosen as
a reference as it lies in the center of our region of interest in the axis
of the plate boundary (NNE) (Figure A.44). Data covering towns, cul-
tivated areas and mines are ignored because of the potential effect of
human activities on measured ground velocities (mainly subsidence as



100 illuminating fault slip with insar

a consequence of groundwater withdrawal). Remaining surface veloc-
ity gradients in profiles are considered to be of tectonic origin.

Fault geometries and slipping directions in the central axial belt
are very uncertain. While the Chaman fault trace is precisely known,
other fault traces are roughly mapped from limited field work (1960s
Colombo plan) and aerial and space images [Jones et al., 1961; Auden,
1974; Ruleman et al., 2007]. Focal mechanisms south of Kalat (Figure
4.1) indicate a dominating sinistral strike-slip motion in the central ax-
ial belt (Global Centroid Moment Tensor catalog, Ambraseys and Bilham
[2003a]). Thrust earthquakes, reverse faults and vertical motion in our
InSAR velocities are identified along the eastern border of the ranges,
but this region is not covered by our profiles. With this state of knowl-
edge, the best model corresponds to slip on several strike-slip faults,
assumed to be vertical for simplicity.

4.3.3 Modelling parallel strike-slip faults

Surface displacement due to a strike-slip fault is modelled by the
displacement field around a screw dislocation embedded in an elastic
half space model [Savage and Burford, 1973]. We include four faults

Figure 4.2: Velocity in ascending (A, C)
and descending (B, D) directions com-
puted with InSAR. A and B show veloc-
ity fields overlaid on topography, while
C and D are velocities from a profile lo-
cated in maps by the dashed magenta
lines. This profile is an example of
the 193 profiles centred on the Ghaza-
band fault, which endpoints are located
by magenta markers in A and B. His-
tograms of velocity standard deviations
(abbreviated std) are in A and B. Pro-
files in C and D include data kept for the
model in black with light grey error bars,
masked data in grey and the predicted
velocities in red from the median of our
posterior model. LOS: line of sight.
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which are, from west to east, the Chaman fault (CF), the Hoshab fault
(HF), the Ghazaband fault (GF) and an unnamed fault to the East,
thereafter named "Eastern fault" (EF). We assume vertical faults and
impose fault parallel displacement consistent with sinistral sense. The
assumptions of 90° dip and zero rake were already used by Fattahi and
Amelung [2016] and tested by Barnhart [2017] for the case of the CF.

Each fault accommodates strain below a locking depth. Geodetic
observations and frictional laws show that many faults also "creep" (i.e.
slip slowly) near the surface, producing an across-fault step in mea-
sured surface velocities. Such aseismic slip is attested on the Chaman
fault (Chapter 3) and probable along the Hoshab fault as a result of
post-seismic of the 2013 Balochistan earthquake [Peterson and Barnhart,
2017; Wang and Fialko, 2017]. Sharp velocity changes around the Ghaz-
aband fault or to the east are not evidenced by our InSAR velocity
field. To limit the number of parameters to explore we assume no
shallow aseismic slip for those two easternmost faults.

Therefore, surface displacement in LOS, f , for ascending and de-
scending tracks (a, d superscripts) as a function of the distance, x, along
the profile is modelled as :

f (x)a,d =
�1
p

 
4

Â
i=1

L(x)a,dGiSi tan�1
✓

x � Ci
Di

◆
+

2

Â
i=1

L(x)a,dGi Ai tan�1
✓

Ei
x � Ci

◆!
+ Ya,d + Va,dx (4.1)

With L(x) the varying LOS vector of Sentinel 1 wide swath images,
Gi the vector of fault orientation depending on the local fault azimuth
ai (Gi = [sin(ai), cos(ai), 0]), Si the amount of slip below a locking
depth Di on a fault located at Ci with respect to x = 0. Subscripts
i are for each of the 4 faults from west to east (1, 2, 3, 4 for CF, HF,
GF, EF respectively). Creep rate and extent for CF and HF are Ai and
Ei. Lastly, Y is a constant offset of the profile and V a slope along the
whole profile length.

Interdependent parameters Si, Ci, Di (i in [1,2,3,4]) Ai, Ei (i in
[1,2]) Y and V are explored with a Metropolis-Hastings sampling 1 1 5 ⇥ 104 samples of the parameter space

to infer probability density functions
plus 1 ⇥ 104 discarded samples used for
initial tuning

[Metropolis and Ulam, 1949; Metropolis et al., 1953; Salvatier et al., 2016].
While parameters characterizing the fault are common to the two view-
ing directions, parameters Y and V are proper to each viewing direc-
tion. When a fault does not cross a given profile, then it is excluded
from the inversion. This is true for CF in the south, or HF in most
profiles except in the south. For a profile crossing all 4 faults there are
20 parameters to adjust.

4.3.4 A priori knowledge on parameters
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We add a systematic prediction error of 2 mm/yr to the data to ac-
count for errors induced by the imperfect functional description in
Equation 4.1 [e.g. Tarantola, 2005; Duputel et al., 2014]. Parameters are
explored within a likely spread of natural values, incorporating physi-
cal and tectonic knowledge of the region. This limits the realm of pos-
sibilities maximizing the chance to find meaningful optima. A priori
distributions are truncated Gaussian functions except for the amount
of slip Si and the offset Y for which a uniform law is preferred in order
to minimize the role of the a priori in the final slip estimate (see Table 6
for a complete description of a priori distributions). Maximum locking
depth is set to 15 km. The Chaman and Hoshab faults have been pre-
cisely mapped [Ruleman et al., 2007; Jolivet et al., 2014b], whereas the
mapped Ghazaband fault has several strands and the location of the
Eastern fault is completely uncertain. Hence, the standard deviation
of the distribution of C1 and C2 is 250 m, while it is 1 km for C3 and 4
km for C4.

For physical consistency, we set that the creep extent on a given fault
has to be inferior to the locking depth (i.e. Ei < Di for i = 1, 2). More-
over, to incorporate what we know from global geodetic models we
add the condition that the sum of slips on all faults, except the Hoshab
fault (S1 + S3 + S4) should be 30± 3 mm/yr. This tectonic constrain on
total slip limits the ambiguity between slip depth and amount of slip.
Indeed, large deep slip may seem equivalent to smaller and shallower
slip as seen in the joint distributions of Si and Di (e.g. Figure A.45).
Furthermore, the maximum locking depth of the Ghazaband fault, D3,
is limited by the proximity of the Hoshab fault in the south so that the
strong postseismic signal does not leak into the Ghazaband fault slip
estimate. The maximum locking depth is then two third of the a priori
along-profile distance between both faults.

4.4 Results

Figure 4.3 displays the inferred fault location, slip and locking depths
for each profile. The mean behaviour per fault is in Figure 4.4. Because
of the positivity constraint on slip and locking depth, their posterior
probability distributions are skewed (Figure 4.4). Therefore, we chose
the median and interquartile range as reference statistics. Results of
our inversion confirm the previous idea that slip is shallow on the CF,
especially along the segment north of Nushki, with slip rates close to
10 mm/year. More specifically, on the Nushki segment of the CF (0-
80 km) the difference between creep extents and locking depths is 1.2
(0.9-2) km (Figure 4.5), while south of Nushki there is no significant
creep and a locking depth of 7.2 (4-9.5) km. The interquartile range of
slip along the studied CF is 5.7-11.2 mm/yr.
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Figure 4.3: Inferred velocities, fault locations and locking depths from the adjustment of Equation 4.1 to InSAR velocities (Figure 4.2).
On the left is a map with fault location indicated by round markers, which sizes are scaled with slip and colour depends on locking
depth (minus creep extent for the CF and HF), overlaid on topography. Median estimates are taken as reference and the spread of likely
fault locations is shown by black bars. Uncertainties associated with slip are on the right plot for the three faults of interest. Creep on
the Chaman fault corresponds to outlined diamond marker and lighter grey error bars. Marker colours have the same scale as the left
plot and refer to locking depth or creep extent. What we identify as strained segments of the Ghazaband fault are delimited by black
dashed lines.
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Figure 4.4: Slip and locking depth statistics per fault: Chaman fault (CF) on the left, Ghazaband fault (GF) and East fault (EF) on the
right. Median and interquartile range are shown by the round marker and plain bars, while mean and standard deviations are crosses
and dashed bars. The across fault surface velocity produced by the median model is on the top plot. This outlines that we measure
little strain along the Ghazaband fault, that the Eastern fault consistently accommodates about 20 mm of slip per year along most of its
length, and that the Chaman fault has shallow locking depth.
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Figure 4.5: Statistics for the Nushki seg-
ment of the Chaman fault (between 0
and 80 km). The joint distribution of
creep A1 and slip S1 (top) and of lock-
ing depth D1 and creep extent E1 (bot-
tom) are from thousand samples drawn
randomly in the posterior distribution
for each profile crossing the Nushki seg-
ment.

It seems that the Ghazaband fault (GF) can be divided into portions
of roughly 50 km in length which alternatively host measurable strain
or not (Figure 4.3). The southernmost slipping section is located just
north of a segment that ruptured in August 2020 (Mw5.7 from GCMT)
and slips at rates between 4 and 14 mm/yr with locking depth that
reaches small values (<1 km) at the location of the 2007 Mw5.5 earth-
quake described in Fattahi et al. [2015] (located in Figure 4.6), indicating
sharp across-fault velocity gradients. The middle slipping section of
the GF is south of Nushki and displays similar characteristics, while
the northern section seems to host more slip (reaching 20 mm/yr) but
with large uncertainty. The inferred location of those slipping portions
outline that the active fault trace of the GF is the eastern strand along
the mountain ridge.

Our model’s most striking output is the large amount of strain fo-
cusing 25-60 km east of the GF. On the hypothetical Eastern fault (EF),
the median slip rate (i.e. S4) is 20 (15-23) mm/yr. Inferred EF location
suggest that different physical faults are modelled with this unknown
fault, which has lots of freedom in its likely parameter values. Indeed,
lateral jumps between successive profiles (2 km away) reach about 40
km like around 0 km on our along-fault distance scale with respect to
the profile passing through the city of Nushki (Figure 4.3). Around
28°N, the EF location fall exactly in the continuation of the mapped
Ornach Nal fault (ONF) and the locking depth inferior to 10 km indi-
cate a narrow gradient, that is also visible in raw data (Figure 4.2). Our
EF is in the continuation of the ONF up to the latitude of Kalat, further
north the EF is shifted west along the Kalat-Quetta axis and then back
east near the town of Mach. Nonetheless, north of the town of Kalat
the locking depth is most of the time greater than 12 km, suggesting
a spread-out gradient of deformation in this region and, consequently,
the fault origin of the displacement is more uncertain. The northern-
most profiles may be affected by thrust motion that we are unable to
model especially near the town of Mach, where the 1931 Mw7.3 thrust
earthquake occurred. Additional uncertainty near Quetta arises be-
cause of the high population density in this zone which resulted in
large area of the data being masked (Figure A.44).

Velocity estimates in the south are disturbed by three contemporary
earthquakes in 2015, 2016 and 2020 whose co-seismic displacements
are estimated during time-series analysis. The 2016 Mw5.7 earthquake
on the northern end of the Ornach Nal fault lies in the continuity of
the EF further north and its postseismic deformation may produce the
nearby eastern shift of the EF (Figure 4.3). Indeed, at those latitudes
the EF location seems to follow the edge of a 30-km wide lobe sur-
rounding the epicentre (Figure 4.2).

Regarding the Hoshab fault (HF), large slip rates are inferred but
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values are poorly constrained as the ascending data on the western
side of the fault is missing. Moreover, the deformation pattern seems
to spread on more than 100 km (Figure 4.2) suggesting postseimic vis-
cous relaxation which spatial signature is not properly modelled with
our oversimplified dislocation model. Therefore, the modelled slip on
the HF is hardly interpretable and we will not study it further. In the
following, we confront our numerical description of strain distribution
with the understanding of the plate boundary arising from seismology,
geology and geodynamics.

4.5 Discussion

4.5.1 Partitioning of slip and mapped earthquake ruptures

Earthquakes provide the most robust evidence of current strain par-
titioning in the plate boundary independently of what we learn from
InSAR velocities, since there are very limited Global Navigation Satel-
lite Systems (GNSS) stations [Khan et al., 2008; Szeliga et al., 2009; Mo-
hadjer et al., 2010; Szeliga et al., 2012].

Identified slipping portion of the Ghazaband fault (GF) in the south
are in agreement with contemporary seismicity (Mw5.5 in 2007 and
Mw5.7 in 2020). Along our central slipping GF portion (29-29.5°N),
with a similar approach to ours [Fattahi and Amelung, 2016] identified
16 ±2 mm/yr of slip below a locking depth of 11 ±2 km. We measure
no strain along the northernmost terminus of the fault. InSAR veloc-
ities from Envisat and ALOS (2003-2011) [Barnhart, 2017] like GNSS
velocities over 2007-2011 Szeliga et al. [2012] do not show any gradient
associated with the GF at the latitude of Quetta either. However, the
1993 rupture (Mw5.6) in the continuations of the GF at the latitude of
Chaman suggests a favourable stress for rupture on the GF at high
latitudes too.

The dramatic 1935 Quetta earthquake has been attributed to the GF
[Lawrence et al., 1992; Yeats et al., 1997; Szeliga et al., 2012; Fattahi et al.,
2015]. However, a review of observations made at that time [West,
1935; Skrine, 1936; Ambraseys and Bilham, 2003a] suggest that slip was
on a subparallel fault extending from Kalat to Quetta (about 20 km
east of GF) [Dewey et al., 2006; Bilham et al., 2019]. Two observations
suggest that this active Quetta-Kalat fault (QKF), also named "Chiltan-
Takhatu fault" or "Quetta fault", may continue north of Quetta : a
1.6 km-long (one mile) surface fracture has been observed following
the 1955 Quetta earthquake along the fault [Kazmi, 1979] and one of
the rupture in the 2008 Ziarat earthquake sequence [Pinel-Puysségur
et al., 2014] is aligned with the QKF (Figure 4.6). At those latitudes
our model of strain distribution is particularly uncertain due to ex-
tensive groundwater withdrawal for agriculture, which overwrites tec-
tonic signal in InSAR (up to 20 cm/yr of subsidence; Figure A.31).
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Figure 4.6: Plate boundary geology and faults. Geology is essentially from Bakr and Jackson [1964]; Maldonado et al. [2011]. Main faults
only are included. Strike-slip faults with no direction of motion specified are left-lateral. Rupture extent in red are from Kazmi [1979]
(1955), Ambraseys and Bilham [2003a] (1931), Szeliga [2010] (1993), Jolivet et al. [2014b] (2013), Pinel-Puysségur et al. [2014] (2008), Fattahi
et al. [2015] (2007), Nissen et al. [2016] (1997), Bilham et al. [2019] (1931,1935), Dalaison et al. [2021] (2015, March 2016 on the ONF, May
2016 on the CF, 2018) and this study (2020).
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Identified strain is localized further east, just west of Mach, where the
"Johan fault" is mapped [Kazmi, 1979; Kazmi and Rana, 1982]. Along the
same axis, the deeper and broader deformation zone north of 30°N is
more uncertain and is aligned with another rupture of the 2008 Ziarat
earthquake sequence [Pinel-Puysségur et al., 2014; Usman and Furuya,
2015].

The multiple rupture of conjugate and parallel faults involved in the
Ziarat earthquake sequence and post-seismic phase outline complex
faulting and partitioning, at least in the Quetta syntaxis (the hinge be-
tween the Kirthar and Sulaiman FFB along an axis between the cities
of Sibi and Chaman). This pattern of parallel left-lateral faults is in-
terpreted by Szeliga [2010] as an evidence of Bookshelf tectonics at
the 100-km-scale ("en echelon" faults), producing a long-term clock-
wise rotation of the system, which induces right-lateral shear along
the Sibi-Chaman axis (Northwest-southeast). According to Khan et al.
[2008], right-lateral shear occurs in the underlying basement at about
8 mm/yr and relates to the co-located bend in the Chaman fault.

Subparallel ruptures with similar spacing of about 30 km is also
seen around 28°N, to which we can extrapolate the Quetta syntaxis de-
formation model. The March 2016 rupture (Mw5.7) on the Ornach Nal
fault (ONF), like the nearby 2015 and 2020 ruptures may be related to
subsequent stress transfer related to the 2013 Balochistan earthquake
and its aftershocks [Avouac et al., 2014; Jolivet et al., 2014b]. In turns,
the 2016 may also contribute to the loading of nearby faults: the GF,
and perhaps an unknown structure to the East where we measure sig-
nificant and sharp strain (20-40 mm/yr).

Regarding the Chaman fault (CF), our measured slip rates (about
10 mm/yr) and shallow locking depth (80% <5 km) are in agreement
with previous observations and models [Furuya and Satyabala, 2008;
Szeliga et al., 2012; Barnhart, 2017; Fattahi and Amelung, 2016]. Along
the Nushki segment, data corroborate the idea that the fault slips from
the surface down to the brittle ductile transition as previously outlined
in Barnhart [2017] and Chapter 3.

Therefore, our observations combined with mapped earthquake rup-
tures highlight the distributed character of deformation occurring in
continuous and transient events within a broader left-lateral shear
zone.

4.5.2 Inset from Geology

As outlined in Section 4.2, the CF and GF are the most prominent
discontinuities in the geology and structures (Figure 4.6). Neverthe-
less, the other active faults that we map lie along geological bound-
aries. The QKF falls on the contact between Jurassic and Triassic sedi-
mentary rocks of the Shirinab formation (pink in Figure 4.6) and more
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recent units to the west [Szeliga et al., 2009]. The ONF northern contin-
uation is subparallel to the structural trends but our inferred fault trace
cuts through the Kalat plateau of Eocene sedimentary rocks (yellow in
Figure 4.6). This plateau, bounded by a thrust to the East, is known to
be faulted in its central part by the "Pandran fault" [Bakr and Jackson,
1964; Kazmi and Rana, 1982; Bannert and Raza, 1992; Ruleman et al., 2007]
(Figure 4.1). According to Arshad et al. [2011] surface faults in the Kalat
plateau are thrusts with a left-lateral root below 5 km-depth, which is
consistent with our locking depth estimates in this region (Figure 4.3).
Our inferred fault just east of the March 2016 rupture (north of the
Bela fault) lies along the Bela Ophiolites.

Only the diffuse zone of strain accumulation north of Mach has little
geological meaning, outside of the fact that the Quetta syntaxis zone
is highly deformed along several directions which our model do not
capture because EF is assumed parallel to the GF (perpendicular to
profiles) and purely left-lateral.

Therefore, observations seem consistent with localized slip on sev-
eral faults within a lithosphere deforming as a rigid plate, as previ-
ously inferred on the rest of the India-Eurasia margin (the greater Ti-
betan plateau region) where GNSS measurements provide a stronger
constraint on two-dimensional horizontal velocities than InSAR [Peltzer
and Tapponnier, 1988; Avouac and Tapponnier, 1993; Tapponnier et al., 2001;
Thatcher, 2007; Loveless and Meade, 2011; Zheng et al., 2017]. Our model
of partitioning implies that there is a deficit of shallow slip east of the
GF and, thus, that the northern ONF may have accumulated enough
strain for a large earthquake.

Estimated slip deficit and the chance of a large earthquake on our
EF is lowered if part of the deformation is continuous deformation
from ductile processes. The geology contains many folds and features
of ductile deformation [Ruleman et al., 2007]. Creep is seen on the CF,
but no comparably sharp velocity contrast are seen east of the GF (Fig-
ure 4.2). If subsurface creep occurs in the central axial belt it does not
reach the surface. The width and topography of the Kirthar and Su-
laiman FFB are compatible with the action of a weak low-angle detach-
ment fault, decoupling the sedimentary sequence from the underlying
basement [Sarwar and DeJong, 1979; Davis and Engelder, 1985; Jadoon,
1991]. Seismic reflection profiles and geology suggest that pelitic rocks
or fine carbonates may lubricate an effective zone of decoupling in the
Sulaiman range below a depth of more than 10-15 km [Davis and Lillie,
1994; Humayon et al., 1991; Jadoon, 1991] in a similar fashion than layers
of precambrian evaporite in the Trans-Indus Salt Range [Jones et al.,
1961; Lillie et al., 1987], north of our study region.

Slip on decollement would be driven either by a rearward push or
by spread under the topography gravitational potential [Powell, 1979;
Copley, 2012]. Nevertheless, gravitational flow would be in the direc-
tion of the Indus foredeep (eastward) [Reynolds et al., 2015], while the
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weak velocity gradient measured along the descending track implies
that the gradient in the ascending direction cannot originate from east-
ward displacement. Moreover, whether gravitationally driven defor-
mation within the Kirthar ranges would induces deformation rates
sufficient to be measured with InSAR remain to be proven. Left-lateral
motion on the decollement plane at 5-10 km depth would be hardly
distinguishable from the dislocation signal we model from surface de-
formation only [Jolivet et al., 2008], however, earthquake focal mecha-
nisms suggest that elastic strain accumulation on a vertical fault is at
least responsible for part of the deformation.

What are the implication of our mapped deformation gradients for
long-term regional tectonics ?

4.5.3 Long-term evolution of the plate boundary

The transpressive Chaman plate boundary has progressively widened
as the result of the convergence between India and Eurasia since about
40 Ma [Seton et al., 2012]. As India moves North, sedimentary rocks
from the Neo-Tethys piles up and are overthrusted onto the Indian

Figure 4.7: Schematic interpretation of
the plate boundary cinematic and long-
term evolution. Interquartile range of
fault slip rates from our inversion in mil-
limetres per year are in red. Geome-
try and rates of the India-Arabia-Eurasia
triple junction are from Minshull et al.
[1992]; Khan et al. [2008]; Fournier et al.
[2008]; Rodriguez et al. [2014].
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plate [Qayyum et al., 1996]. They formed the current fold and fault
belts (FFB) through progressive accretion on the eastern side, half of
the current FFB surface dating from the most recent orogenic period
(Pliocene to Quaternary) [Pubellier et al., 2008]. At geological time-
scale, the eastward age progression also applies to faults and fractures
in the FFB, which are currently long enough to rupture in Mw7.5 earth-
quakes (e.g. in 1935) (Figure 4.6). We claim that current strain mea-
surements on the comparably very short-term of a few years reflect
this long-term evolution. The most obvious evidence is that most of
the current left-lateral surface strain seems to be accommodated east
of the CF (Figure 4.7).

The CF is not to be dismissed from its status as the western bound-
ary of the Indian plate, because it evidences significant slip and hosts
moderate earthquakes, in addition to being the oldest [Lawrence et al.,
1992; Pubellier et al., 2008] and longest fault in the region. Across-fault
contrasts in crustal thickness evidenced by Bouguer gravity anomalies
indicate that crustal shear is deeply rooted [McGinnis, 1971; Jadoon and
Khurshid, 1996]. Hundred kilometres south of Nushki, the CF seems
less active and left-lateral strain seem transferred to the southern GF
particularly active since 2013. The nearby termination of the Balochis-
tan rupture on the Hoshab fault is partly responsible for this, but not
only [Bernard et al., 2000], outlining the connection between the strike-
slip system and the Makran thrust faults which splay to the west. Fur-
thermore, the gradual azimuth change of the Makran faults and the
mixed thrust and strike-slip mechanism of the Balochistan aftershocks
ruptures [Jolivet et al., 2014b] mapped at the surface indicate a gentle
transition between strike-slip and thrust mechanisms (Figure 4.7). The
continuity between faults and their direction of slip fit into the long-
term picture. Indeed, the relative plate motion implies an elongation
of the strike-slip zone over time and the relative migration of the ac-
tive subduction and accretionary wedge. Probable structural evolution
involve the abandon of past thrust in the accretionary prism, like the
Usman fault in the Ras Koh range [Lawrence and Yeats, 1979], or the
progressive alignment of thrusts with strike-slip structures and change
of slip direction due to stress rotation. The anticlockwise rotation of
the Khuzdar-Karachi block in the south has been previously outlined
[Sarwar and DeJong, 1979; Arshad et al., 2011]. Moreover, the clockwise
rotation in the Quetta syntaxis suggests that the Sulaiman range may
be a mature version of the lobe forming near Karachi.
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4.6 Conclusion

Based on six years of ground velocities measured by InSAR over the
Kirthar ranges in Pakistan and Afghanistan, we localise strain defor-
mation and estimate partitioning along a 350 km-long portion of the
plate boundary between India and Eurasia. We confirm previous ob-
servation of continuous slip on the Chaman fault reaching the surface
with rates no greater than 15 mm/yr. For the first time we show the
key role of the central axial belt in the accommodation of the differ-
ential plate motion in agreement with seismological evidences. We
precisely locate actively loading faults, which seem to fit the picture
of subparallel en-echelon faults spaced by 20-40 km connected with
known faults further south. We notably exhibit that the Ornach Nal
fault extends 100 km further north than previously mapped with slip
rates close to 20 mm/yr. Further north, still in the eastern part of the
ranges, inferred slip rates reach 25 mm/yr below >10 km with greater
uncertainty and may be connected to deep shear, simpler than the ap-
parent complex thin-skinned tectonics. The Ghazaband fault evidence
strain accommodation on discrete segments.

Large strain on the central and east Kirthar range fits in the long-
term picture and may indicate an eastward shift of the plate boundary
to younger structures, associated with the relative southward migra-
tion of the active Makran compressional wedge. This allows us to
close the local plate boundary slip budget which stayed an enigma for
several decades. Our interpretation has a geological meaning.



Chapter 5
OPEN QUESTIONS, REMARKS AND PERSPECTIVES

Questions ouvertes, remarques et perspectives

En guise de conclusion, ce dernier chapitre synthétise et rassemble les
questions et réserves associées aux résultats présentés précédemment
et suggère quelques futurs axes de recherche pour y répondre.

J’apporte une nouvelle interprétation de l’outil de calcul de séries
temporelles InSAR, KFTS, au regard des essais et applications ultérieures
et énonce de possibles directions d’amélioration. Par exemple, l’estimation
systématique des déformations co-sismiques au fur et à mesure né-
cessiterait une stricte sélection automatique des séismes à modéliser,
pour ne garder que ceux qui déforment effectivement la surface (Fig-
ure 5.1 versus Figure 5.2) et limiter les incertitudes induites par les
autres. L’approche itérative du filtre de Kalman favorise l’évaluation
constante du modèle et sa réactualisation.

Néanmoins, la traçabilité des covariances au cours du temps dans
KFTS n’est pas évidente du fait de leur grand nombre. Elles sont pour-
tant importantes pour la juste incorporation des interférogrammes à
longue ligne de base (c’est à dire reliant des acquisitions éloignées
dans le temps) qui augmentent la fiabilité du réseau interférométrique.
Une construction systématique des interferogrammes permettrait de
garder sélectivement en mémoire les covariances qui serviront lors des
futures étapes de mise à jour des séries temporelles.

Les limites géométriques et atmosphériques liées à la détection de
la déformation par InSAR sont soulignées. En effet, les géométries
des acquisitions par satellite font que la méthode est beaucoup moins
sensible aux déplacements nord-sud qu’est-ouest (Figure 5.3), un élé-
ment clef pour l’interprétation de nos observations le long de la faille
de Chaman qui a un azimuth d’environ 10 à 30°N. Les implications
pour nos images du déplacement horizontal produit par les séismes
au Chapitre 3 sont illustrées (Figure 5.4).

Les accelerations de l’ordre du millimètre sur quelques kilomètres
contenues dans les séries temporelles de glissement ont-elles un sens



114 illuminating fault slip with insar

physique ? Sommes-nous capables de détecter de si petits change-
ments ? La comparaison avec un événement de glissement enregistré
par un ’creepmeter’1 nous suggère que c’est effectivement possible 1 un instrument installé à la surface, en

travers de la faille, qui mesure la défor-
mation de très courte longueur d’onde
(quelques mètres)

(Figures 5.6, 5.5).
Les méthodes permettant de retirer le bruit dans l’InSAR promet-

tent d’augmenter significativement la capacité de détection de cet outil.
Je mentionne l’exemple de l’extraction automatique de déformations
millimétriques à l’aide d’apprentissage profond, que Bertrand Rouet-
Leduc présente dans une étude à laquelle j’ai contribué (Figures 5.7,
5.8).

Pour finir, je résume les propriétés générales de la frontière de
plaques de Chaman qui, bien qu’hébergeant une part importante de
glissement asismique sous la forme de glissement continu et de glisse-
ment post-sismique (et donc induit), ne semble pas présenter de glisse-
ment asismique spontané. Le long de la faille de Chaman, les séismes
étudiés présentent un rapport du glissement post-sismique sur co-
sismique important (>0.4) qui n’est pas retrouvé dans les deux séismes
plus à l’est (Mw5,3 et 5,4).

L’aléa sismique le long de la frontière de plaques est discuté de
manière qualitative et relative. La faille de Chaman en soit ne semble
pas pouvoir héberger des séismes de magnitude supérieure à 7, ex-
cepté au sud de la ville de Nushki où les résultats de cette thèse seuls
ne permettent pas de trancher, l’observation indiquant une accumula-
tion importante de contraintes dans une direction où les mesures ont
une sensibilité moindre. Le risque semble plus important au sud-est
de la faille de Chaman, dans la prolongation de la faille de Ornach Nal
jusqu’à la latitude (29°N) de la ville de Kalat. La syntaxe de Quetta est
une autre zone de forte activité sismique où un séisme dévastateur a
été enregistré le 6 octobre 2021, 15 jours avant le rendu de cette thèse,
soulignant la vulnérabilité des populations aux séismes de taille mod-
érée (Mw5,9) tel ceux que j’ai étudiés.

Dans cette thèse, avec l’aide de mon superviseur, Romain Jolivet,
j’ai montré comment l’InSAR à haute-résolution peut être utilisé de
manière efficace pour construire et régulièrement mettre à jour des
séries temporelles de déformation de surface avec leurs incertitudes.
L’application sur la frontière de plaques de Chaman nous apporte une
bien meilleure compréhension de cette zone de faille énigmatique qui
s’étend sur un millier de kilomètres.

In this final Chapter, I would like to discuss the implications of
the results presented in the preceding Chapters and raise considera-
tions on the limits of InSAR to answer research questions enunciated
in the Introduction. The following discussion is open and extends to
fields beyond my expertise. It aims to gather ideas in their infancy.
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5.1 How time series analysis can be further improved
for the study of tectonic deformation?

In Chapter 2, I present a Kalman filter-based time series analysis
method for InSAR, referred as KFTS, a method which was continu-
ously improved during my thesis. For instance, in Chapter 3, I out-
line how earthquakes can be dealt with, making the most out of the
a priori model parameters. On one hand, the need for a priori param-
eters appears as a weakness of KFTS because it raises the weight of
the user decision on the final solution; on the other hand, it is a way
to physically constrain the inversion and define spatially-dependent
parameters.

The KFTS algorithm allowed me to regularly extend my time series on
the Chaman plate boundary and image new recent earthquakes (e.g.
Mw5.7, the 12 August 2020 in Figure 5.1). However, other process-
ing steps delay the update of the pre-existing time series with respect
to real-time. Quality-assured ERA-5 needed to correct interferograms
from the stratified atmosphere are published with a delay of 2 to 3
months. A delay of 2 weeks is also required to obtain high precision
orbits of the Sentinel 1 satellites.

ascending

descending

fault-parallel

Figure 5.1: Coseismic deformation for
the 12 August 2020 earthquake (Mw5.7)
on the Ghazaband fault from the adjust-
ment of the amplitude of an Heaviside
function in time with KFTS on the as-
cending (track 42) and descending (track
151) Sentinel 1 data. Combined and pro-
jected deformation in fault parallel di-
rection (12°N) is the bottom plot.

Moreover, systematic description of coseismic deformation is not
straightforward because of the uncertainties, often unknown, in a pri-
ori locations and magnitudes taken from global earthquake catalogues
[Monterroso et al., 2020; Lazeckỳ et al., 2020]. The study of the Chaman
plate boundary, whose seismicity is characterized from sparse and dis-
tant seismometers, taught me that there are significant discrepancies
in magnitude estimates of moderate size earthquakes (Figure A.24).

One could add an Heaviside function to the parametrised descrip-
tion of deformation (Equation 3.1) for any event above Mw4 within
the study area. However, existing trade-off between parameters im-
plies that each additional Heaviside function results in more uncertain
ground velocity locally (Section 3.4.1, Figure A.25). This is also an ar-
gument to minimize the spatial footprint of the Heaviside amplitude
parameter. Earthquake epicentre depth should be the most discrimi-
nating criterion to decipher if a moderate size earthquake will produce
measurable surface deformation or not. However, it seems that depths
of the source are practically unknown in the Chaman fault zone. For
instance the 21 March 2016 earthquake (Mw5.3) located at 17 km-depth
in the GCMT catalogue appears to have ruptured the surface according
to InSAR recorded displacement (Figure 3.2), while the 14 November
2020 earthquake (Mw5.6) estimated at 19 km-depth is associated with a
surface deformation signal in InSAR that is not clearly distinguishable
from noise (Figure 5.2).

Therefore, to improve the systematic account of earthquake-related
deformation and minimize biases in velocity estimates, a future project
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could be to build an algorithm that automatically identifies that the
spatial pattern in Figure 5.1 is more likely to originate from slip on a
fault plane than in Figure 5.2. The number of parameters in KFTS can
be updated consequently: an earthquake which produces surface de-
formation too close to noise could be removed from the parametrised
description and other model parameters could be re-analysed. The it-
erative nature of a Kalman filter facilitates continuous assessment of
outputs.

ascending

descending

fault-parallel

Figure 5.2: Same as Figure 5.1 for the
coseismic deformation of the 14 Novem-
ber 2020 earthquake (Mw5.6). The fault
parallel direction is 330°N. The mapped
deformation may not be earthquake re-
lated. The earthquake is likely too deep
to produce clear surface displacement
but this is hard to know a priori.

The time series description of earthquakes allows to average out
sources of noise which are random in time (e.g. par of the turbulent at-
mospheric delays), and thus results in a clearer picture of earthquake-
related deformation than coseismic interferograms only. This approach
is particularly relevant for moderate-size earthquakes [Fattahi et al.,
2015; Liu et al., 2021]. It also has the obvious advantage to frame the
earthquake in between a pre-seismic and post-seismic regime of defor-
mation. With similar objectives, the Diapason LiCSBAS tools provide
automatic interferograms for most continental earthquake with Mw>

5.5 [Lazeckỳ et al., 2020; Morishita et al., 2020].

In the introduction, I outlined the need for long temporal-baseline
interferograms to mitigate biases in InSAR time series (Section 1.3.2).
Those are a challenge for KFTS, which is designed to work on a win-
dow of a few acquisitions moving in time. Specifically, the off-diagonal
elements of the state covariance matrix, Pk, are only kept for the nth
last acquisitions, otherwise storage files easily grow to intractable size
(hundreds of Gigaoctets). It seems that the off-diagonal terms in Pk
are not easily predictable, so at the moment when a long-baseline in-
terferogram is in the data (Fkm, tm being a few years before tk), the
previously estimated phase and standard deviation (fm and sfm ) are
retrieved and inter-phase covariance are supposed null, the best as-
sumption for most pixels.

A systematic structure of the interferometric network such as, for
instance, long-baseline interferograms always connecting the first two
acquisitions of June, would help keep selectively in memory informa-
tions that will be used in future updates. Alternatively, data reduction
method could be used, like the Principal Component Analysis method
implemented for the sequential estimator of Ansari et al. [2017].

Last but not least, the forecast step of KFTS is made from a purely
descriptive model. A physically informed model would allow to learn
from data the physics of the system, and may lead to a greater pre-
diction power. For instance, Bato et al. [2018] presented an Ensem-
ble Kalman filter applied to volcanic eruption forecasting. Neverthe-
less, physical models for fault slip include non-linear dependencies be-
tween parameters, preventing the use of the inherently linear Kalman
filter. Alternatively, a particle filter is a data-assimilation algorithm
with minimal assumptions, which, therefore, work with non-linear



general discussion 117

models and non-Gaussian probability density functions. Post-seismic
afterslip may be the simplest process to model in terms of stress [Per-
fettini and Avouac, 2004; Thomas et al., 2017].

Considering state-of-the-art InSAR time series analysis, how large
has to be the surface deformation in order to be recognisable ? Consid-
ering the amplitude of noise, many deformation signal may be hidden
inside it. Then, what are the new clever way to denoise InSAR and
thus improve its readability ?

5.2 What is the detection limit of InSAR?

To extract ground deformation we face three main types of limita-
tions related to InSAR:

- technical; processing is time-consuming and numerically heavy. This
topic was already discussed (Section 2.4).

- geometrical; the two line of sights of most satellite missions (as-
cending and descending) provide an incomplete view of the three-
dimensional deformation.

- atmospheric; the sensitivity of InSAR is very high, but deciphering
between coloured atmospheric delays (reaching easily a few cen-
timeters in an interferogram) and deformation signal is not straight-
forward.

In the following, I discuss geometrical and atmospheric limitations.

5.2.1 Geometry of acquisition and sensitivity
Figure 5.3: Multiplicative coefficients be-
tween Sentinel 1 LOS and horizontal
ground motion with different azimuthal
directions (in degrees to north). Mean
LOS geometry is taken with an inci-
dence, a, of 31° and an azimuth of
±79°N. The dashed black line is a coeffi-
cient of one. At best, that is for pure east-
west motion, the motion in LOS is half
of the ground motion (cos(p/2 � a) ⇠
cos(60) which is about 0.5).

Many studies claim that InSAR line of sights (LOS) are ’insensitive’
to displacement in the north-south direction [e.g. Weiss et al., 2020].
This argument is conveniently used to convert LOS to east-west and
vertical components of deformation. The near-polar orbits of SAR
satellites result in a reduced sensitivity in this direction but, thank-
fully for the study of the Chaman fault (striking ⇠10°-30°N), ascend-
ing and descending tracks are not completely parallel and there is
some sensitivity to displacement in this direction [Chang et al., 2018;
Brouwer and Hanssen, 2021]. Typically, horizontal north-south motion
along Sentinel 1 LOS appears an order of magnitude smaller (Figure
5.3). When combining ascending and descending views, a 10° angle
to north means that LOS is six times smaller than ground motion, and
four times when this angle is raised to 20°Ṫhe low angle to vertical
(LOS incidence of 29°-46° for Sentinel 1 wide swath mode) implies
that InSAR is most sensitive to vertical motion.

In any case, combining ascending and descending observations (two
LOS) always requires an assumption to reduce the number of un-
knowns to two and thus provides a partial description of three-dimensional
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deformation which biases the projection (e.g. Equation 3.2 assumes a
null fault-perpendicular motion). For instance, the modelled surface
motion of the 13 May 2016 earthquake is always inaccurately repre-
sented by projection even when considering other assumptions (null
vertical instead of null fault perpendicular motion) as shown in Figure
5.4.

Using the varying LOS angle of Sentinel 1 Terrain Observation by
Progressive Scan (TOPS) acquisition mode [De Zan et al., 2014; González
et al., 2015], horizontal north-south motion can be extracted on region
of burst overlap, where the squint angle is about 1°, with an accuracy
of about 5 cm for a single interferogram or about 2 cm/yr for a stack
of interferograms [Grandin et al., 2016; Hooper and Spaans, 2016; Vajedian
and Motagh, 2018; Hooper et al., 2021].

For classical LOS measurements, phase change is very precisely
known (down to a fraction of millimetres) but its interpretation in
terms of deformation is attached to a subjective and uncertain in-
terpretation. In time series, a reference quantity is the LOS velocity.
Along the Chaman plate boundary, where InSAR coherence is main-
tained over the six-year-long time series, uncertainties are as low as

Figure 5.4: Synthetic horizontal surface deformation field as predicted by the solution of the 13 May 2016 earthquake represented in
Figure 3.7 (top left). The true fault-perpendicular and fault-parallel motions are represented in the central and right top plot. The
three-dimensional deformation is projected along the true line of sights (LOS) of the Sentinel 1 ascending (track 42) and descending
(track 151) wide swath acquisitions. LOS displacements are re-combined through a least-square inversion into fault-parallel and vertical
(3rd plot on 2nd row) like in Figure 3.6 and into fault-parallel and fault-perpendicular (4th plot of 2nd row). Working from synthetics
clarify that the limitations are geometrical and not related to resolution.
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1 mm/yr (thus, theoretically a north-south deformation rate greater
than 1 cm/yr is detectable) (Figure A.25). This compares well with,
for instance, the 2.3±0.6 mm/yr of creep measured from a 3-year-long
Sentinel 1 time series in Zhou et al. [2018], or the 2 mm/yr of sediment
compaction in Daout et al. [2019]. With such precision can we push fur-
ther our interpretation of the time series of surface slip on the Chaman
fault ?

5.2.2 Flirting with the limits: comparison with creepmeter data

Figure 5.5: Creepmeter time series in
Amir Khan (Chaman fault) published in
Bilham et al. [2019] and available from
unavco.org.

A creepmeter installed on the Chaman fault in Amir Khan (Pakistan,
157 km north of Nushki) recorded a slip event starting on the 1st of
March 2019 [Bilham et al., 2019]. The record attests that a total of 4.5
mm of left-lateral slip occurred in 40 days, including 3.2 mm within
the first day of the slow slip event (Figure 5.5). Is this signal detectable
in InSAR time series? The challenge is not only the small amplitude of
the signal, but also its spatial footprint which may not extend beyond
the creepmeter length-scale of a few meters, while InSAR pixel size is
close to 80 m.

Figure 5.6a suggest an acceleration in InSAR-derived surface slip
on a ⇠800 m-long fault segment corresponding spatially and tempo-
rally to the slow slip event recorded by the creepmeter. Profiles across
the fault confirm that the measured offset increases by 1.3 mm within
48 days (27 January to 16 March 2019), an amount equivalent to the
total slip accumulated during the whole preceding year (Figure 5.6b).

!"# !$#

Figure 5.6: (a) Closer view of the evolution of surface slip on the central fault segment with respect to early 2018 (8th of January). It
is the same data as in Figure 3.4, but re-referenced. The two gray arrows locate the creepmeters mentioned in Bilham et al. [2019] and
indicate whether a slow slip event (SSE) was recorded or not according to the same article. Timing of the SSE is marked by the gray
cross. What appears as red horizontal lines outlines creeping portions. (b) Selected across-fault profile of displacement at the location of
the northern creepmeter at different dates. In gray is the reference profile showing fault offset resulting from the July 2016 earthquake,
while orange and blue points are displacements relative to this gray profile at two dates framing the SSE. Green numbers refer to slip
values in fault parallel projection (LOS×1.8 locally).
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Thus, assuming that hose very small variations are actual slip, slip rate
would have been multiplied by 8 during Jan-March 2019.

The match between what is seen from this creepmeter and from our
measured slip, is further supported by the lack of surface slip recorded
by a second creepmeter [Bilham et al., 2019] 152 km north of Nushki
where our measured slip is null too. Multiple signals similar to what
is seen at 157 km are recorded along the fault (e.g. at latitude 30.8
in Figure 5.6a). Therefore, it seems that such very shallow micro-slip
events are affecting numerous segments of the Chaman fault. How-
ever, the discrete nature of those millimeter scale events is hard to
capture with InSAR because of (i) the rate of SAR acquisitions (several
days), (ii) spatial averaging on hundreds of meters and (iii) temporally
decorrelated noise mostly arising from turbulent atmosphere. Conse-
quently, what appears to be continuous surface slip may be the result
of successive discrete slip events silent to the installed seismic stations.
Algorithms targeted to denoising InSAR time series is a hope for the
fine scale mapping of slip.

5.2.3 Automatic denoising of time series

Undesired delays captured in interferograms (mainly from the atmo-
sphere) reach amplitudes of several centimetres and, thus, potentially
hide deformation signal [Lohman and Simons, 2005; Agram and Simons,
2015]. Numerical signal decomposition may help filter out noise, for
instance, using Principal Component Analysis (PCA) [Fornaro et al.,
2014; Maubant et al., 2020] or Eigendecomposition [Ansari et al., 2018].
Alternatively, deep-learning-based denoising and image enhancing tech-
niques [Mao et al., 2016; Zhang et al., 2017] seem suited to learn the
complex structure of noise in InSAR.

I contributed with Romain Jolivet, Paul A. Johnson and Claudia

. .

Figure 5.7: Example of the performance of the autonomous denoising algorithm for InSAR time series. Three sample synthetic time
series (not in the training set) constructed with different ratios of signal-to-noise, which are 0.7 (top), 0.02 (middle) and 0.004 (bottom).
Those time series are fed into the algorithm as is (with topography) and the denoised output is shown on the right. Even with very
high level of noise, model output resemble ground truth. Modified from Figure 2 of Rouet-Leduc et al. [2021].
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Hulbert to the study by Bertrand Rouet-Leduc entitled "Autonomous
Extraction of Millimeter-scale Deformation in InSAR Time Series Us-
ing Deep Learning", accepted at Nature Communication in 2021. This
paper presents a convolutional auto-encoder specifically designed to
remove noise in InSAR time series. The convolutional neural network
is trained on synthetic cumulative evolution of phase change, contain-
ing deformation due either to a slipping fault [Okada, 1992] or to an
inflating or deflating point source [Mogi, 1958] overlaid with differ-
ent noise signals, which mimic turbulent and stratified atmospheric
delays, incoherent pixels and unwrapping errors. The final trained
model outperforms the eye, recovering with reasonable fidelity the cu-
mulative deformation signals occurring in time series with signal-to-
noise ratios down to a few percents (Figure 5.7). In real case examples,
the auto-encoder isolates the surface deformation due to a slow slip
event on the North Anatolian fault (Turkey) with no prior knowledge
of the fault location (Figure 5.8) and it extracts the few millimetres
of subsidence signal (in LOS) between April and November 2016 due
to geothermal activity in Coso (California) [Rouet-Leduc et al., 2021].
Therefore, this algorithm is able to disentangle actual ground defor-
mation from atmospheric noise at short time scales, with a resolution
of a few millimetres, significantly lowering detection threshold for In-
SAR.

Other unsupervised machine learning tools are able to detect tran-
sient deformation, especially volcanic unrest, [Schwegmann et al., 2017;
Anantrasirichai et al., 2018, 2019, 2020; Shakeel et al., 2021] but they gen-
erally require large signal-to-noise ratios, notably because they work
on single interferograms.

5.3 How peculiar is the Chaman slip distribution ?

Even though I analysed time series of fault slip with a lot of care for
details, I cannot assert that there are spontaneous slow slip events on
the Chaman fault (CF), like what has been identified on other faults
with InSAR [e.g. Jolivet et al., 2015a; Rousset et al., 2016; Khoshmanesh
and Shirzaei, 2018a; Jolivet and Frank, 2020] (Section 1.2.4). A doubt
concerns the occurrence of very small-scale slip accelerations of a few
millimetres per month affecting fault portions of length no greater than
1 km (Section 5.2.2).

Still, slow slip seems pervasive along the CF under the form of slow
continuous creep or aseismic slip triggered by earthquakes. Triggered
slip reaches large fraction of the estimated coseismic slip (Chapter 3).
The 27 June 2018 event was followed by an acceleration of slip on
fault portions that were already creeping before the triggering event,
including the ruptured and adjacent portions (Figure 5.6a).

In Chapter 3, I compare coseismic and postseismic energy release
for three earthquakes on the CF (13 May 2016 (Mw5.6), 10 July 2016
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Figure 5.8: Application of the au-
tonomous denoising algorithm on an
InSAR time series built from COSMO-
SkyMed observation in northern Turkey
over Aug-Sept 2013 [Rousset et al., 2016].
The auto-encoder outputs ground de-
formation (c and red dots in bottom
profiles), which contains a strong sig-
nal of surface slip reaching 1.5 cm (in
LOS) right on the North Anatolian fault,
without prior knowledge of its location.
Taken from Figures 3 and 4 of Rouet-
Leduc et al. [2021].

(Mw5.1 ) and 27 June 2018 (Mb 4.2); Table 3.1). All of them, in agree-
ment with two previously observed earthquakes in the region [Furuya
and Satyabala, 2008; Fattahi et al., 2015], support the idea that moderate
magnitude earthquakes have large postseismic signal with respect to
their coseismic formulated by Alwahedi and Hawthorne [2019]. Nonethe-
less, the three ruptures exhibit diverse time series of strain release and
the description of more earthquakes is required to determine whether
or not the CF has a peculiar behaviour compare to other strike-slip
faults. At the end of the spectrum, the June 2018 event with its esti-
mated magnitude, Mb, of 4.2 seems to have been followed by a post-
seismic 3-15 times greater than the inferred coseismic, and thus may
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Figure 5.9: Time series of surface slip in LOS (track 42) at earthquake locations (a,c) and associated profiles of deformation (b,d). This
Figure is the same as Figure 3.9 for the two earliest earthquakes south east of the Chaman fault (Figure 3.2).

be reclassified as a triggered slow slip event. The intricate behaviour
of fault slip argues towards a simplified terminology.

I also image two other earthquakes (3 August 2015, 21 March 2016)
south-east of the CF; a thrust (Mw5.4) and a strike-slip (Mw5.3) earth-
quake. Both events display moderate postseismic deformation with
respect to coseismic displacement (Figure 5.9). This is clearer in the
spatial profiles across the rupture zone (Figure 5.9b,d) where the peak-
to-peak postseismic (including what I named "early" and "long-term")
to coseismic surface slip ratio is roughly 0.4 and 0.2 in chronological
order. Hence, is important postseismic specific to the CF, the only ob-
viously creeping fault along this plate boundary ? The time series of
deformation for the 12 August 2020 (Mw5.7) earthquake on the Ghaz-
aband fault (Figure 5.1) may help decipher.

The spatial distribution of surface slip along the Nushki and C1
creeping segments has a quasi-elliptical shape (Figure 3.5c), which re-
sembles what is predicted for an elastic crack [Pollard and Segall, 1987;
Scholz, 2002], unlike the triangular distribution sometimes associated
with faults [Manighetti et al., 2001; Davis et al., 2005] and dynamic rup-
tures [Manighetti et al., 2009]. This distribution implies steep along-
strike gradients of slip near the tip of the creeping segments, which
may be dissipated through non-elastic deformation and earthquakes.
The pronounced seismicity north of the Nushki creeping segment and
around the Central segment, as well as the geometrical complexities at
the tip of our segments are in agreement with this picture.

5.4 Seismic hazard along the Chaman plate bound-
ary
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On the 6th of October 2021, 15 days before finishing this manuscript,
a Mw5.9 earthquake stroke close to Harnai (90 km east of Quetta)
in Pakistan causing fatalities, injuries and numerous damages. This
earthquake located in the Sulaiman fault and fold belt near the Quetta
syntaxis, outlines the vulnerability of local population, even to mod-
erate magnitude earthquakes in this densely populated region of the
world. Quetta has more than a million inhabitants, Kalat 412 000,
Nushki 178 000 and Chaman 123 000 (2017 census by Pakistan Bureau
of Statistics). Thus, assessing seismic hazard along the Chaman plate
boundary is critical.

This recent event is in agreement with the fault system depicted in
Chapter 4 of a transpressive plate boundary with strain partitioning.
Along the Kirthar range, the distribution of strain outlines the critical
role of the eastern faults about 80 km east of the Chaman fault (CF)
and significant slip deficit near the surface in the continuation of the
Ornach Nal fault, south of the city of Kalat. Moreover the Quetta-Kalat
fault, which ruptured in a Mw7.7 in 1935, seems to still represent a
major hazard with ongoing strain accumulation. This may help refine
the coarse seismic hazard map of Pakistan [Waseem et al., 2020].

The CF itself is generally considered as the greatest threat and is as-
sociated with a constant high probability of ground shaking in seismic
hazard maps [Boyd et al., 2007; Ruleman et al., 2007], including the area
of Kabul, the Afghan capital. From Chapter 3, it seems that the CF
north of 32.7°N is not a major structure and that the plate boundary
is located further East (along the Gardez fault zone or on the eastern
side of the Katawaz block), an idea supported by the seismic record.
Thus, seismic hazard for Kabul does not emanate from the CF itself
(which does not mean hazard is low).

Further south, the CF is associated with measurable strain of the
order of 1 cm/yr. The significant aseismic strain release due to contin-
uous aseismic slip and after-slip following Mw4-5 earthquakes limits
the available stress and may explain the scarcity of large earthquakes
historically. However, this does not exclude the occurrence of destruc-
tive events such as the Mw6.5-6.7 in 1892 which occurred on a segment
that is still showing elevated seismicity with respect to the rest of the
fault. Did the 1892 earthquake durably perturb the local stress with
effects lasting more than a century? Or is the elevated seismicity a
structural property of what I coined the Central CF arising from its
rheology and geometry?

South of Nushki, a 100-km-long portion of the CF appears locked
(Figures 3.5, 4.3). Observations tell us that it accommodates about 8-12
mm/yr of strain below a depth of 8 to 10 km. Therefore, this seg-
ment seem the most likely to host a large earthquake along the CF.
However, the orientation of this fault portion is not optimal for In-
SAR (Section 5.2.1) and additional ground instrumentation like GNSS
stations would be key to confirm this inference.
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Along the Chaman plate boundary, studies outlined the high rate of
Mw5 earthquakes [Szeliga et al., 2012], which seems to agree with the
discussed earthquakes in this Thesis. However, this may only be the
result of the magnitude of completion close to 4.5 for the region, which
furthermore follows the Gutenberg Richter statistics (Figure 3.8). Ad-
ditional and closer seismic stations would provide a finer picture of
seismic hazard by recording more and smaller earthquakes with better
localisation, for an accurate characterisation of their spatio-temporal
relationships.

5.5 Final Conclusion

In this thesis, with the great help and support of my supervisor, Ro-
main Jolivet, I demonstrated how high-resolution InSAR can be used
in an efficient way to build long and regularly updated time series of
surface deformation on actively deforming regions like the Etna vol-
cano or the Chaman plate boundary. I focused on the description of
slip and surface strain distribution along the Chaman plate boundary,
with great care to keep a methodology as general and systematic as
possible so that it can be applied on other regions of the world.

The Chaman transpressive boundary between the Indian and Eurasian
plates is intriguing because of its wide deforming region, scarce seis-
micity which includes some large historical earthquakes and the few
published studies about the region, which kept many questions open,
notably, about current fault activity and associated seismic hazard. I
compiled and summarized previous observations of the plate bound-
ary and integrated those with newly computed InSAR time series of
deformation along ascending and descending passes of Sentinel 1A-B
satellites.

I describe along-strike slip distribution and locking depths along
the Chaman fault using systematic profiling every 2 km and define
a new segmentation which nicely relates to the fault trace geometry.
The Chaman fault seismicity in the last century seems to focus on the
central part of the fault, in the main restraining bend. The fault accom-
modates a maximum strain rate of about 15 mm/yr, with a northward
decrease which goes with the greater obliquity of the fault at the lat-
itude of the Sulaiman fold and fault. Therefore, the Chaman fault
accommodates only a fraction of the 25-35 mm/yr differential motion
between India and Eurasia.

The plate boundary host significant seismicity east of the Chaman
fault, within the 100-km-wide fold and fault belt notably at two hinge
zone of rotating strain, that is, first, at the latitude where the thrust
fault of the Makran prism splay to the west and, second, around the
Quetta syntaxis where the southeast thrusts and right-lateral faults
meet the north-northeast left-lateral faults. With a simple dislocation



126 illuminating fault slip with insar
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desert

Indus 
plains

Figure 5.10: Interferogram connecting acquisitions six years apart (November 2014 to November 2020) on ascending track 42 of Sentinel
1. The phase change (between �p, p) contains information about the deformation that occurred during this period of time. Both
figures display the same interferogram, the right one being overlaid by elements of interpretation: fault traces, arrows pointing at
fault-related offsets, and dashed circles surrounding identified earthquake-related deformation. This interferogram, like the entirety of
those processed and used in this thesis, is corrected from stratified atmospheric delays and slightly filtered. The long temporal baseline
implies that phases decorrelate over many regions (e.g. the Rigestan desert, the Quetta-Pishin basin or the Indus plains), and that
the method to reconstruct the full image from bursts (Network-based Enhanced Spectral Diversity approach) is less efficient. Thus,
offsets parallel to the track boundary particularly obvious in the south are processing errors, which motivate the exclusion of such
interferogram in time series analyses. Subsets of this interferogram decorate the title page.
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model I blindly map left-lateral strain on an unknown structure east of
the previously described Chaman and Ghazaband faults. The Ornach
Nal fault thought to be the main structure of the plate boundary near
the triple junction with Arabia in the south, is seen to have associated
strain extending further north than previously mapped.

The cumulated ground deformation captured in a six-year-long in-
terferogram (Figure 5.10) nicely images the different processes dis-
cussed in this thesis; as it exhibits sharp and more diffused across
fault gradients including some across newly identified active faults
east of the Chaman fault, as well as earthquake-related deformations.
It also provides a simple way to qualitatively validate results which
were drawn from multi-step processing required to individualize each
process, quantify associated displacement in two-dimensions, estimate
uncertainties and gain in temporal resolution.
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APPENDICES

A.1 Review of published slip rates along the Chaman plate boundary

Figure A.1: Summary of published
strike-slip velocity estimates along the
Chaman fault plate boundary (details in
Table 1). Blue symbols are estimates
of the motion of India with respect to
Eurasia. Red markers are slip rate esti-
mates along the Chaman fault (CF). Or-
ange markers refer to other sub-parallel
faults (Ghazaband fault to the South,
Gardez fault to the North). Shaded blue
curves are the range of relative plate mo-
tion predicted by MORVEL and ITRF14
[DeMets et al., 2010; Altamimi et al., 2017]
along the trace of the CF, Ornach Nal
fault and Ghazaband fault, in the fault-
parallel direction. The blue box corre-
sponds to the range of velocities esti-
mated by (2)Lawrence et al. [1992]. The
shape of markers indicates the type of
observations (InSAR, GNSS or geologi-
cal features). Representative values out
of continuous velocity fields have been
selected from (3) Fattahi and Amelung
[2016] and (4) Barnhart [2017]. Other
sources are: (5) Mohadjer et al. [2010]
(6) Ul-Hadi et al. [2013b] (7) Szeliga et al.
[2012] (8) Crupa et al. [2017] (9) Beun et al.
[1979].
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sinistral
rate [con-
vergence

rate]
(mm/yr)

Location
name

Latitude
(°N)

Which
fault?

Tool
observa-

tion
period

Details on method Source

8.1 ±3.2
South of
Nushki

29.2 CF InSAR
2004-
2011

Dislocation model
Fattahi and Amelung

[2016]

16.3 ± 2.3
South of
Nushki

29.2
Ghazaband

F
InSAR

2004-
2011

Dislocation model
Fattahi and Amelung

[2016]

11 +1/-2
Nushki
segment

29.9 CF InSAR
2003-
2011

Use different
viewing geometry

Barnhart [2017]

< 2.0
Nushki
segment

30.3 CF InSAR
2003-
2011

Use different
viewing geometry,

DL =< 3 km
Barnhart [2017]

17.3 ±1
[7.7 ±1]

Quetta 30.166
All west

of Quetta
GPS

2006-
2008

Eurasia-fixed
reference

Mohadjer et al.
[2010]

7-9
Nushki
segment

30.5 CF InSAR
2003-
2011

Use different
viewing geometry

Barnhart [2017]

33.3 ± 3 Bostankaul 30.75 CF Geology 35 kyr
Datation of
sediments

Ul-Hadi et al.
[2013b]

8.5
+1.8/-1.7

Near
Chaman

⇠30.8 CF GPS
2007-
2012

Dislocation model,
DL = 3.4 km

Szeliga et al. [2012]

8.8
Near

Chaman
⇠30.8 CF GPS

2012-
2016

Rough fit Crupa et al. [2017]

6.6 ± 1.2 Near Qalat 31.8 CF InSAR
2004-
2011

Dislocation model
Fattahi and Amelung

[2016]

16.8 ± 2.7 Near Qalat ⇠32 CF InSAR
2004-
2008

Dislocation model,
DL = 5.4 ± 2.4 km

Szeliga et al. [2012]

19-24
Whole

central CF
29.5-
32.5

Chaman
FZ

Geology
⇠25-20

Myr

Based on >100s km
offsets of a fault
and geological

units

Lawrence et al.
[1992]; Yeats [2012]

25-35
Muqur to
Qara Bagh

⇠33
Chaman
FZ (30

km)
Geology ⇠2 Myr

Offset of volcanic
structures

Beun et al. [1979]

10-20
17 km

south of
Ghazni

⇠33.4 CF Geology
50-100

kyr
Offset and erosion

of an ash pile

Carbonnel and
Blondeau [1977];
Beun et al. [1979]

16.8 ± 0.5
[9.2 ±0.4]

Kabul ⇠34.4
Gardez

FZ
GPS

2006
and
2008

Displacement
between Kabul and

Peshawar
Szeliga et al. [2012]

9.3 ± 1.1
[3.7 ±1.1]

Kabul 34.574
All west
of Kabul

GPS
2006
and
2008

Eurasia-fixed
reference

Mohadjer et al.
[2010]

Table 1: Review of previous slip estimates along the Chaman plate boundary. DL: locking depth. CF: Chaman Fault. F: Fault. FZ: fault
zone
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A.2 Explicit formulation of an example for KFTS

To explicitly present our Kalman filter time series analysis (KFTS; Equations 2.3, 2.4 and 2.5) and the design
of each matrix for InSAR data (Table 2.1), we describe an example below. We consider the case of KFTS at
the 2nd assimilation of data (k = 2) for a linear phase model, with an offset and a velocity fi = a0 + a1ti. The
state vector, then, writes as m1 = (a0, a1, f0, f1). After assimilation of data at time t1, we have the covariance
P1, the measurement A2 and the noise Q2 as

P1
4⇥4

=

0

BBB@

s2
a0

s2
a1

s2
f0

s2
f1

1

CCCA
, A2

5⇥4
=

0

BBBBB@

1
1

1
1

1 t2 0 0

1

CCCCCA
and Q2

5⇥5
=

0

BBBBB@

q0

q1
0

0
s2

g

1

CCCCCA
. (1)

Because we want to exactly reconstruct phases with respect to a fixed null starting phase, f0, then sf0

must be set to zero. The parameters q0 and q1 are non-zero if there is a need to add systematic noise for
functional parameters a0,1. This would relax the weight of the previous estimate of a0,1 on each forecast.

We consider two interferograms, f2 � f0 and f2 � f1, from 3 acquisitions at times t0, t1 and t2. Thus the
data, observation model H2 and covariance R2 are given as

d2
1⇥2

= (F02, F12), H2
2⇥5

=

 
0 0 0 0 1
0 0 0 �1 1

!
and R2

2⇥2
=

 
s2

e 0
0 s2

e

!
(2)

Applying Equations 2.3,
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Note that, if data is sufficient, the phase f1 would have been reconstructed at the previous step with little
uncertainty, so that sf1 ! 0. Following this assumption and using the data in d2, we update the forecast
with Equations 2.4 and 2.5. As an example, we have
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with k the common part of the gain to all analyzed parameters and r the residual expressed as
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)2

and r = F02 + F12 + (f1)k=1 � 2f
f
2 (6)

The subscript k = 2 outlines that the values are those evaluated at the second assimilation step. The veloc-
ity a1 will be re-analyzed at each assimilation step and the phase f2 may be re-analyzed if interferogram(s)
F2k for any k are assimilated over the course of subsequent assimilation steps. If noise associated with in-
terferogram construction is small (i.e. se ! 0), then Equation 4 tells us that the phase at time t2 is perfectly
reconstructed with zero uncertainty. In a more general sens, Equations 4 and 5 evidence the dependency of
any phase and model parameter estimate to error terms arising from governing Equations 2.3, 2.4 and 2.5
(see Figures 2.11).
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A.3 Illustration of KFTS parametrization tests for Chapter 2

The following additional Figures provide a graphical appreciation of the effect of parametrization on the
behavior of the Kalman filter. Hence, most Figures are variants of Figures in the main text. Figures A.2 to
A.10 are the results of the Kalman filter applied to the synthetic case (Section 2.3.1), whereas Figures A.11
to A.15 refer to the application on ENVISAT data over Mt Etna. The effect of ‘wrong’ parametrization is
highlighted by deliberately imposing unrealistic values with respect to recommendations given in Section
2.3.1.3 and 2.4.1. We chose to detail the example on Mt Etna rather than on the Chaman fault as it forms a
finite length dataset (while Sentinel data are continuously acquired) and it includes fewer pixels.

Figure A.2: Graphical representation of the final Covariance matrix (P91) in the reference synthetic test (Section 2.3.1) for the same
selected pixel than in Figure 2.3 and 2.5. Elements characterizing the variance-covariance of model parameters, an, (left) are represented
separately from the variance-covariance of phase estimates, fk , (right). A striking feature on the left subplot, is how well the velocity a1
is constrained with this optimally parametrized inversion. For other parameters, inter-dependency is strong, especially with the initial
offset a0. This is why we recommend to store out of the state vector parameters that have already converged (i.e. those for which new
data is not informative). Notice the very small uncertainty and significant temporal correlation of phase estimates.

Figure A.3: Same as Figure 2.3B for a
parametrized model with missing step
and spline components (i.e. a4 and a5
are excluded from the inverse problem).
We can see that phase values are well re-
trieved even though model parameters
are wrong with respect to the true value.
Providing the same functional form is
used, the match with least-squares solu-
tion is still true. Note that the correct re-
trieval of phases in the case of a "wrong"
model is possible providing the network
of interferograms connects all dates to
the initial and reference date.
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Figure A.4: Median (B,D) and standard deviation (C,E) per pixel of the time series of mean innovation in the case of optimal parametriza-
tion (presented in Section 2.3.1.2) (B,C) and in the case of missing step and spline components in the description of deformation (D,E)
(like in Figure A.3). In real cases, the statistical distribution of innovation per pixel allows to clearly identify areas with "wrong" model
description, here those next to the simulated active fault. In this region, innovation is not normally distributed and the center of the
distribution it not zero, which literally means that the forecast based on the parametrized model does not appropriately describe the
phase evolution. In such case the model should be updated, and this can be done in between assimilation steps.

Figure A.5: Same as Figure 2.6 with four additional crosses locating the (sg, se) configuration of the cases presented in the 3 subsequent
Supplementary Figures ( A.6 - A.8). Those examples are representative of the overall effect of reducing or increasing sg or se.
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Figure A.6: Same as Figure 2.3B and 2.5
for a large a priori standard deviation of
the mismodeling error (sg of 80 mm).
This implies that we have little trust in
the ability of the functional model to de-
scribe the phase evolution. Thus, model
parameter uncertainties are very large.
and more assimilation steps (and thus
data over time) are needed for conver-
gence of the functional description. Con-
sequently, small seasonal oscillations are
hardly adjusted for and the state vector
remains close to its a priori value, m0,
until enough data is assimilated.



appendices 137

Figure A.7: Same as Figure 2.3B and
2.5 for a low a priori standard deviation
of the mismodeling error (sg of 1 mm).
This implies that we trust too much the
ability of the functional model to de-
scribe the phase evolution. Thus, model
parameter uncertainties drop quickly
and the model is very sensitive to new
data and tries to adjust at each new
assimilation step. This is particularly
marked when little data has been assim-
ilated. The final estimation is not too bi-
ased but parameter uncertainties san are
clearly underestimated.
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Figure A.8: Same as Figure 2.3B for a
very low (top) and high (bottom) a priori
standard deviation of the misclosure er-
ror (se of 2⇥ 10�4 mm and 5 mm). Low-
ering se induces a subtle shift in phase
estimate with respect to true value. This
bias increases over time. On the other
hand, increasing se lowers the confi-
dence in the phase estimate. However,
we have to underestimate se by 3 orders
of magnitudes, or multiply the value by
50 (and, thus, get close to sg) to notice a
change in the graphical representation of
the time series, which is consistent with
the small sensitivity to this parameter.



appendices 139

Figure A.9: Same as Figure 2.3B and 2.5
for a very low a priori error on model
parameters (all reference standard devi-
ation san , 0  n < L in Section 2.3.1.2
have been divided by 5). As a conse-
quence, there is great confidence in the
initial null model and smoother solution
is found. The role of san as a regulation
term is clearly outlined.
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Figure A.10: Same as Figure 2.3B and 2.5
for a very high a priori error on model
parameters (all reference standard devi-
ation san , 0  n < L in Section 2.3.1.2
have been multiplied by 5). As a con-
sequence, the model parameters com-
puted in the first assimilation steps is a
lot more uncertain and is very sensitive
to the new data assimilated. From Fig-
ures A.7 and A.8, it seems that the di-
agonal of P0 has the inverse effect than
sg on model parameter value (Figures
A.4, A.5). However, the effect on param-
eters uncertainty differs. Notice that the
model progressively recovers, as data is
assimilated, from "bad" a priori.
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Figure A.11: Number of interferograms
available per pixel, which directly affects
the phases (and parameters) variances
(Figure 2.7B and A.12).

Figure A.12: Model parameters, an, reconstructed for Mt Etna (top) and their standard deviation (bottom).
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Figure A.13: Same as Figure A.12 for a Kalman filter for which P0 was changed. The standard deviation of a priori model parameters
was either divided by 2 or multiplied by 2 with respect to reference case. Colorbars are bounded using the reference case in Figure A.12
for easy comparison. Row by row from top to bottom: parameters for low P0, parameters for high P0, standard deviations associated
with each parameter for low P0 and, below, for high P0. Notice the persistence of the dominant patterns on the volcanic edifice. Most
of the differences concentrate in the plains surrounding the volcano with fewer data, hence a greater influence of the forecast.



appendices 143

Figure A.14: Same as Figure A.12 for a Kalman filter for which sg was changed to 1 mm or to 30 mm. Colorbars are bounded using
the reference case in Figure A.12 for easy comparison. Row by row from top to bottom: parameters for low sg, parameters for high sg,
standard deviations associated with each parameter for low sg and, below, for high sg.
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Figure A.15: Same as Figure A.2 for the application of the KF on Mt Etna (Section 2.3.2). We see the final Covariance matrix (P62) for
the pixels in the KF solution at the location of GPS stations ESLN (top) and MMME (bottom).
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A.4 Structure of interferometric networks

Figure A.16: Red line delimits the reference zone used for deramping interferograms on tracks 42 (Left), 144 (Middle) and 151 (Right).
The average velocity field is in the background for easier spatial reference (in mm/yr).
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Figure A.17: Perpendicular baseline versus date of acquisitions for the all interferometric networks discussed in this Thesis. Each dot
is a SAR acquisition and connecting lines are interferograms. Perpendicular baseline refers to orbital configuration during acquisitions.
Networks are grouped by Chapter and are all built from Sentinel 1A-B data except the earliest ENVISAT data on Mount Etna presented
in Chapter 2 (upper right baseline plot). Track 42 and 144 are ascending while track 151 is descending. The same network has been
extended between chapters to incorporate the latest acquisitions at the time of processing.
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A.5 Additional details on Chapter 3 methodology

A.5.1 On the earthquake step amplitude a priori

Date (UTC) Longitude Latitude
Depth
(km)

Mw
Numb. of

events
Total Mw

2015/08/03 13h16 66.020 27.370 12 5.4 3 5.57
2016/03/21 14h48 66.140 27.747 14.9 5.7 10 5.73
2016/05/13 6h59 66.472 30.633 12.6 5.6 3 5.74

2016/07/10 21h33 66.580 30.780 15 5.1 1 5.1
2018/06/27 16h53 66.334 30.495 12 4.1* 2 4.52

Table 2: Detailed information of the earthquakes modeled by our Kalman filter from the Global Centroid-Moment-Tensor (GCMT)
Project and the International Seismological Center (ISC) Bulletin (see Section 3.2.2) [Dziewonski et al., 1981; Ekström et al., 2012; ISC, 2020;
Bondár and Storchak, 2011]. (*) The last magnitude is a body-wave magnitude (Mb)

The a priori range of aj, the amplitudes of the Heaviside functions Hj, for each pixel depends on the Eu-
clidean distance, dj, to the earthquake epicenter. For a given pixel (superscript p), aj are initially set to zero
with a priori variance given by a two-dimensional Gaussian function centered on the earthquake epicenter
with a maximum amplitude, b2

j , and a characteristic width, wj, that is
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Consequently, the a priori standard deviation, s
p
aj , is also a two-dimensional Gaussian with a characteristic

width equal to
p

2wj and a maximum amplitude of bj (Figure A.18). For all earthquakes, we choose to set
the maximum standard deviation, bj, to 30 mm and the width, wj, to 9 km. This means that, for instance,
s

p
aj is 15 mm about 25 km away from the predicted earthquake location. Below a threshold of s

p
aj = 1, we set

s
p
aj to zero to avoid having small but non-zero covariance extending faraway from the earthquake and, thus,

simplify the problem mathematically. With wj = 9 km this threshold is reached at a distance of about 40 km
from the earthquake location.

In addition to potential over-fitting of the data, another reason to limit the spatial extent of the modeled
earthquake step is the impact of this additional parameter on velocity estimates. Indeed, there is an inter-
dependency which arises mathematically between the earthquake step amplitude and velocity, which results
in larger uncertainties (see map of velocity uncertainties in Figure A.25).

A.5.2 On the parameterization of the dislocation screw inversion

We model interseismic slip at depth on the Chaman fault (CF) using a dislocation screw model, an equation
relating ground velocity as a function of the perpendicular distance to the fault to the amount of slip S below
a locking depth DS, and the amount of creep C above the creep extent DC (Section 3.3.4) [Savage and Burford,
1973]. We adjust this model to 3556 profiles across the CF independently, allowing for an offset in the fault
location Xf , a constant shift of velocities A and a ramp B. We invert for those 5 parameters using a Markov-
Chain-Monte-Carlo implemented in the python package PyMC3 [Salvatier et al., 2016]. The description of the
prior distribution of all parameters is in Table 3.
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Figure A.18: Representation of the a priori for the parameter corresponding to earthquake amplitudes (left) and the example of the
final estimate for the 13th May 2016 earthquake (center and right). Horizontal axes are spatial directions, while the vertical axis shows
the earthquake amplitude and uncertainties in millimeters. Colored surfaces are earthquakes amplitudes and blue meshes are the
associated standard deviations. The center plot contain the same data as Figure 3.2e in a 3-D projection.

Our parameterization does not allow locking depth larger than 9 km because of the difficulty to dis-
tinguish the corresponding surface strain rates from a linear ramp on 30 km-long profiles. Longer profiles
in the fault-related deformation are impossible to extract because of the proximity of the Rigestan desert
west of the CF. We consider velocity estimates and their associated uncertainties. Moreover, we add a pre-
diction error of 2 mm/yr to all velocities, to account for the fact that the design of the model is source of
additional uncertainties [Duputel et al., 2014]. The posterior probability density function, product of the prior
probability density functions, and of a Gaussian likelihood function, is sampled with a Metropolis-Hastings
algorithm through 4 independent chains of 10000 samples each; the 5000 first samples are burned.

Name Bounds Mean Std Unit
Constant A -10, 10 - - mm/yr

Ramp, B -0.5, 0.5 0 0.05 (mm/yr)/km
Creep, C 0, 30 - - mm/yr

Creep extent, DC 0, 8 1 3 km
Slip, S 0, 30 - - mm/yr

Locking depth, DS 0.01, 9 2 5 km
Fault location, X f -1.2, 1.2 0 0.25 km

Table 3: Descriptive parameters for the
prior distributions used in our dislo-
cation model inversion for slip on the
Chaman fault during the interseismic
period. The three parameters with no
mean or standard deviation (std) speci-
fied have uniform distributions.

A.5.3 On the uncertainty propagation from interferograms to surface fault slip

Our time series analysis method (KFTS) estimate covariances for all parameters including interferomet-
ric phases at each time step and velocities [Dalaison and Jolivet, 2020]. Resulting standard deviations take
into account predefined errors from phase misclosure and mismodelling (including temporally decorrelated
noise like tropospheric delays), uncertainty coming from the structure of the interferometric network on a
given pixel and trade-offs between describing parameters. Interferometric phase estimates are very precisely
known. However, the interpretation of this phase in terms of deformation is associated with significant,
hardly quantifiable uncertainty that is thought to be of the order of magnitude of the mismodelling error
±10 mm [Dalaison and Jolivet, 2020].

Parameters of the time dependent model, like velocity, have non-negligible uncertainties (e.g. Figure
A.25). To get surface slip rates, we draw profiles in the velocity map (a1 in Equation 3.1 or vH in Equation
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Figure A.19: Fault azimuth map used as
projection angle in Figure 3.3.

3.2) and in the map of the associated standard deviation, so that each measure of velocity, v(xi), at distance
xi from the fault along the profile has associated uncertainty, sv(xi) (Section 3.3.4). We compute the weighted
mean velocity, v̄, within 500 m and 1.5 km on each side of the fault. For instance, the formula for N points
satisfying 0.5 km < xi < 1.5 km is

v̄right =
N

Â
i=1

v(xi)
sv(xi)2 ⇥

 
N

Â
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⇣
sv(xi)

2
⌘�1

!�1

. (8)

There are two ways to compute the error associated to the mean value: we can either propagate the known
uncertainties sv(xi) (i in [1, N]) assuming uncorrelated measures or compute the standard deviation of the
N averaged v(xi). While the first definition takes into account observational error, the second quantifies the
amount of spatial scattering in velocity estimates. For each v̄, we choose the definition leading to the largest
error sv̄. Numerically, it writes as
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Consequently, the surface slip rate standard deviation, sdv, is

sdv =
q
(sleft

v̄ )2 + (s
right
v̄ )2. (10)

As a result of this two-folded definition, we obtain a conservative estimate of across fault slip uncertainty
for da1 and dvH (Figure 3.5c,d), meaning that the uncertainty is likely smaller than what we estimate. This
outlines the robustness of our slip measures.

A.5.4 On earthquake slip inversion
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Along fault length (km) 95 Figure A.20: Mesh of the fault for source
modeling of the three Chaman fault
earthquakes.

Figure A.21: Downsampled coseismic displacement and associated uncertainties using a quadtree scheme. Observations along ascend-
ing (left column) and descending (right column) tracks are shown for each earthquake: 13 May 2016, 10 July 2016, 27 June 2018 (from
top to bottom).
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Figure A.22: L-curve to optimize param-
eters of the a priori model covariance: the
characteristic length (l) and model stan-
dard deviation (sm) [Radiguet et al., 2011].
In violet is surrounded the chosen pa-
rameter l=2 km sm= 3 mm. This is for
the first earthquake only, taken as a rep-
resentative example for the three events.

Figure A.23: Variations in sm and thus of the diagonal of the model covariance matrix Cm as a function of the localization of the fault
patch center for our three inverted earthquakes : May 2016 (left), July 2016 (center), June 2018 (right). Light green nodes are for sm=2
mm and blue nodes for sm= 1 mm (outside of data footprint).
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A.6 Additional results for Chapter 3

Source
Number
of earth-
quakes

Minimum
Mw

Maximum
Mw

1900-2019
Mo (Nm)

1990-2019
Mo (Nm)

GCMT 8 4.9 5.9 1.69⇥1018* 7.29⇥1017

USGS 85 3.6 6.7 2.38⇥1019 8.89⇥1017

ISC 139 3.8 6.5 1.79⇥1019 1.57⇥1018

Table 4: Statistics of the seismicity within 30 km of the Chaman fault. *GCMT catalog starts in 1976.

Date
(UTC)

Pre-
seismic
(mm/yr)

Coseismic
(mm)

Early
postseis-

mic
(mm)

long-term
postseis-

mic
(mm)

postseismic
period
(days)

postseis-
mic to

coseismic

2016/05/13 1.2 11.7 11.9 4.6 521 1.3
2016/07/10 1.1 13.5 4.0 3.6 595 0.4
2018/06/27 2.4 8.8 6.1 2.8 346 0.8

Table 5: Peak-to-peak surface slip in profiles of Figure 8 across earthquake-related displacement as considered in Section 5.2. Those
values are indicative and used to compute postseismic to coseismic slip ratios only, defined as : [ early postseismic + long-term
postseismic � preseismic slip ⇥ postseismic period/365 ] / coseismic.
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Figure A.24: Timing and magnitude
estimates from the International Seis-
mological Center (ISC) Bulletin [con-
sulted in August 2019] of earthquakes in
spatio-temporal proximity to the studied
events (Table ??). The left column dis-
plays the spatio-temporal relationship of
events within 20 days and 40 km ra-
dius around each of the five studied
earthquakes. The size of the marker
is scaled with its magnitude and its
color reflects the estimated depth. The
right column shows the range of mag-
nitude estimates from different sources
(seismological institutes). The color of
the marker depends on the source (leg-
end in top right plot): ISC, Interna-
tional Data Centre (IDC), China Earth-
quake Networks Center (BJI), Geophysi-
cal Survey of Russian Academy of Sci-
ences (MOS), National Earthquake In-
formation Center (NEIC), Global CMT
Project (GCMT), Bundesanstalt für Ge-
owissenschaften und Rohstoffe (BGR).
Two types of magnitude estimates are
shown: crosses are Mw (only from
GCMT), while diamonds are mb. The to-
tal moment is computed using the Mw
when available or the mean mbvalue
converted to Mw using Scordilis [2006]’s
relationship.
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Figure A.25: Velocity field for ascend-
ing tracks (A) and the descending track
(B) in the Line Of Sight (LOS) direction
with the associated standard deviations
(C and E).



appendices 155

Figure A.26: Estimated coseismic displacement according to our parameterized model of deformation for the descending track (T151).
The same observations for the ascending track (T42) is in Figure 3.2c-g with the location of frames in Figure 3.2a.

Figure A.27: View of the coseismic earth-
quake displacement measured as the dif-
ference between acquisitions right before
and after each event for the three events
close to the city of Chaman. Because
each pattern is the phase difference be-
tween acquisitions before and after each
event, it includes turbulent atmospheric
delays. Those undesired atmospheric
delays are temporally decorrelated and,
thus, tend to average out when looking
at the time series as a whole, justifying
our preference for the parametric model
solution to characterize earthquake in-
duced deformation, although it does in-
clude some post-seismic signal. Ascend-
ing (top row) and descending (bottom
row) data are displayed.
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Figure A.28: Map of the amplitude of seasonal signal (left) and the associated uncertainty (right). It resembles the amplitude of the
annual zenith wet delay from NASA’s Moderate Resolution Imaging Spectrometer (MODIS) observations (shown for the same region
in Figure S5.5 of [Fattahi, 2015]).
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Figure A.29: Map of the phase shift of seasonal signal with respect to the first date of track 144 (earliest date of ascending time series)
and associated uncertainty (right). Masked area correspond to area with no or little seasonal signal meaning that phase shift cannot be
determined.
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Figure A.30: Velocity field when projected in the 15° North direction (close to IN-EU plate motion, left) and associated vertical velocities
(right). Data with standard deviation >6 mm/yr is masked. Maximum subsidence rate exceeds the colorbar limit (see Figure A.31).
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Figure A.31: Zoom on the subsidence
rate according to our vertical decompo-
sition of the signal. Same data as pre-
vious figure (right subplot) but with a
color scale more adapted to see localized
extrema within regions of dense human
occupation (Pishin basin, Quetta...). The
subsidence originates from the massive
groundwater decline recorded in Quetta
(up to 5-15 m/yr locally), a ressources
under great stress from recent climatic
and demographic trends: more drought
and a dramatic growth of Quetta val-
ley population and cultivated area in the
past 30 years [Kakar et al., 2016].

Figure A.32: Map of the standard deviations of the velocity field projected in fault parallel direction shown in Figure 3.3.
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Figure A.33: Same as the map in Figure 3.3 for different angles of projection. Velocity field when projected in the 15° North (top) and
20° North (bottom) directions (close to IN-EU plate motion) with associated histograms of standard deviations (std).

Figure A.34: Same as Figure 3.4 for creep
measured for points at a distance be-
tween 1 and 5 km from the fault trace
instead of 500 m and 1.5 km.
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Figure A.35: Optical images of the ground near the Chaman fault main releasing bend from Google Earth. White lines are fault traces
from Ruleman et al. [2007], the red line is our continuous fault trace, the yellow line is the frontier between Pakistan and Afghanistan.
Agricultural fields and human settlement cluster around the Dori River producing a negative anomaly in velocities west of the fault.

Figure A.36: Quantification of what 1
mm in satellite line of sight (LOS) is in
left-lateral slip. This gives the multi-
plicative factor between LOS and fault
parallel slip depending on local fault az-
imuth and LOS direction (we use inter-
ferometric wide swath acquisitions for
Sentinel 1 data, which implies varying
LOS azimuth). The highest it is, the
larger slip in the fault parallel direction
has to be in order to be detected in LOS
by InSAR. The poor sensitivity of the de-
scending track (T151) to fault slip in the
southern half of the fault is obvious.southern half of the fault is obvious.

Figure A.37: More details on the line of sight (LOS) surface slip rate measures displayed in Figure 3.5b. Orange and blue lines are
the raw (top) and filtered (bottom) surface slip measured along strike with two different spatial footprint of 0.1 -1 km and 1-5 km
respectively. Measures from both ascending tracks are shown (track 42 and 144). The spatially low-pass filtered surface slip rate
between 0.5 and 1.5 km off the fault trace are the same as in Figure 3.5b.
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Figure A.38: More details on the slip rates projected in the fault-parallel direction displayed in Figure 3.5c. Black and gray lines are the
raw (top) and filtered (bottom) strike-slip motion measured along strike with two different spatial footprint of 0.5 - 1.5 km and 1-5 km
respectively. The spatially low-pass filtered strike-slip component (black curves in bottom plot) is the same as in Figure 3.5c (against
latitude instead of distance).

Figure A.39: Estimated median and in-
terquartile range for the optimized pa-
rameters of our dislocation model on a
vertical left-lateral fault (Equation 3.3,
Section 3.3.4) along the Chaman fault
trace. Parameters describing fault slip
are: slip rate at depth S (top in black),
creep rate C (top in red), locking depth
DS (middle in black), creep extent DC
(middle in red) and Chaman fault off-
set X f (bottom). We prefer the median
and interquartile range instead of the
mean and standard deviation as the pos-
terior probability density function is of-
ten asymmetrical, and thus not Gaus-
sian, due to the bounded positive space
explored (especially depths). The model
is adjusted to 15-km-long profiles of
fault-parallel velocity every 200 m along
the fault (like profiles in Figure 3.3).
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Figure A.40: Distribution of seismic mo-
ment released along the Chaman fault
(including events within 30 km) accord-
ing to three sources : Harvard Global
Centroid Moment Tensor (top), US Ge-
ological Survey (center), International
Seismological Center (bottom; same as
Figure 3.5e). The 10 km wide bars have
heights equal to the sum of seismic mo-
ments release on the fault segment over
1990 to 2019 (plain and outlined bars) or
over 1900 to 2019 (shaded bars). Colors
reflect the number of events contributing
to the total moment released in each bin
(see colorbar).

Figure A.41: Marginal posterior density
distribution of model parameters (bar
chart on the diagonal) and joint distribu-
tions (2D-histogram with higher sample
density in dark red) for profile B in Fig-
ure 3.3 located 40 km north of Nushki.
Parameters are described in Section 3.3.4
and listed in Table 3. They are a con-
stant (A) in mm, a ramp (B) in mm/km,
slip rate at depth (S) in mm/yr, locking
depth (DS) in km, fault location (Xf ) in
km, creep rate (C) in mm/yr, creep ex-
tent (DC) in km. The elongated shape
of the joint distribution S-DS and S-B,
exhibits a trade-off between those three
parameters. The joint distributions in-
volving C and DC show a correlation of
the creep estimate with DS and S, show-
ing the difficulty to distinguish shallow
creep from slip at depth when DS is
close to DC . This suggests a fault plane
that slips from the surface to at least 9
km depth. The sharp bound of the DC-
DS distribution along the DC = DS line
arises from the requirement of DC < DS.
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Figure A.43: Global plate motion of
India with respect to Eurasia as pre-
dicted by four published models pro-
jected along our fault-parallel (left plot)
and fault-perpendicular (right plot) di-
rections of the Chaman fault. ITRF08 is
from Altamimi et al. [2012], ITRF14 from
Altamimi et al. [2017], MORVEL10 from
DeMets et al. [2010] and GSRM v2.1 from
Kreemer et al. [2014]. Because ITRF14 is
an update of ITRF08, we do not con-
sider ITRF08 in our main text discus-
sion. Thus, our likely relative plate mo-
tion is the region shaded in grey. ITRF08
is used as a reference in Szeliga et al.
[2012]’s study of the Chaman fault (their
Figure 13).
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A.7 Parametrisation of the partitioning model and additional results for Chapter 4

parameter
lower
bound

upper
bound

mean std unit

Constant Y -15 15 - - mm/yr
Ramp V -0.5 0.5 0 0.05 (mm/yr)/km

CF slip S1 0 40 - - mm/yr
CF locking depth

D1
0.05 15 5 5 km

CF location C1 Ci
1 -2 Ci

1 +2 Ci
1 0.25 km

CF creep A1 0 30 - - mm/yr
CF creep extent E1 0 10 1 4 km

HF slip S2 0 50 - - mm/yr
HF locking depth

D2
0.05 15 5 5 km

HF location C2 Ci
2 -3 Ci

2 +3 Ci
2 0.25 km

HF creep A2 0 60 20 15 mm/yr
HF creep extent E2 0 10 1 5 km

GF slip S3 0 40 - - mm/yr
GF locking depth

D3
0.05 15 5 5 km

GF location C3 -6 6 0 1 km
EF slip S4 0 40 - - mm/yr

EF locking depth
D4

0.05 15 5 5 km

EF location C4 18 65 30 4 km

Table 6: A priori distribution for all parameters. When mean and standard deviation (abbreviated std) are specified, the distribution is
a truncated Gaussian function, otherwise the distribution is uniform between the lower and upper bounds. Y and V are proper to each
viewing direction (ascending and descending). CF : Chaman fault; HF : Hoshab fault; GF : Ghazaband fault; EF: Eastern fault.
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Figure A.44: Geometry of profiles (black
lines) and masked zones (blue fields).
Masked zones correspond to urban and
agricultural area as well as sand-cover
(e.g. Rigestan desert in the Northwest).
Track outlines are in green and a pri-
ori fault location are in red. Cities are
marked by black squares. The fault par-
allel length scale in kilometres is labelled
at the western end of profiles; the ori-
gin corresponds to the profile passing
through the city of Nushki.
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Figure A.45: Marginal PDF for profile 121
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Figure A.46: Synthetic velocity field for ascending (left) and descending (right) tracks
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Figure A.47: Probability density of fault
parameters for all profiles as a color gra-
dient (red for high probability). Each
row is a different fault, while each col-
umn is a parameter. Parameters, from
left to right, are amount of slip, lock-
ing depth, fault location with respect to
the center of the profiles (x=0) and, for
the Chaman and Hoshab faults, amount
of creep and creep extent. In grey are
profiles for which the parameter could
not be sampled because the fault is a pri-
ori not identified or data is insufficient.
Bounds of x-axis corresponds to a priori
bounds of the distribution (Table 6), ex-
cept for Chaman and Hoshab fault loca-
tions which have a profile-dependent a
priori based on mapped structures.



appendices 171

Figure A.48: Summary of measured slip
with a cumulative x-scale. Total inferred
left-lateral slip is consistent with the rel-
ative plate motion between India and
Eurasia within uncertainty.
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MOTS CLÉS

Géodésie spatiale, Tectonique, Séisme, Glissement transitoire, Failles actives, Déformation

RÉSUMÉ

Comment une faille accumule­t­elle l’énergie nécéssaire à la rupture sismique ? L’Interférométrie radar à synthèse
d’ouverture (InSAR) permet de mesurer avec une précision millimétrique les déplacements du sol le long des failles
continentales entre les passages successifs des satellites au même endroit. Dans cette thèse, j'identifie quand et com­
ment la déformation est accomodée à travers la frontière de plaque de Chaman entre l'Inde et l'Eurasie au Pakistan et
en Afghanistan, une région touchée par de grands séismes qui reste énigmatique. De nos jours, les satellites acquièrent
des images haute­résolution en continu ayant le potentiel de nous informer sur l’évolution de la déformation en temps
(presque) réel, un défit pour les techniques classiques de traitement. Dans cette thèse, je présente une nouvelle méthode
de calcul de séries temporelles InSAR, nommée KFTS, qui permet de mettre à jour itérativement une série temporelle
préexistante par la combinaison appropriée des données, du modèle et de leurs incertitudes respectives, au fur et à
mesure que les images satellite sont disponibles. La méthode est testée sur des données synthétiques ainsi que sur des
réseaux d’interférogrammes sur l'Etna (Italie) et sur la frontière de plaque de Chaman. KFTS estime des délais de phase
et des vitesses de déformation en accord avec les méthodes couramment utilisées et calcule également les incertitudes
associées. Ensuite, j’interprète des séries temporelles InSAR le long de la frontière de plaque de Chaman entre 2014 et
2020. Je constate que la majeure partie de la faille de Chaman (FC) glisse de manière asismique et continue avec un taux
de chargement compris entre 0,7 et 1,2 cm/an et trois sections qui glissent continuellement et asismiquement de 80 à 130
km de long. Je propose une nouvelle segmentation de la FC et discute de l'interaction entre les séismes, le glissement
asismique et la géométrie du tracé de faille. J'étudie trois séismes de magnitude modérée, qui présentent un glissement
asismique induit important. A l’aide des vitesses InSAR, je cartographie les gradients de déformation dans la ceinture de
faille­plissement à l'est de la FC. Ils sont interprétés comme l'expression en surface du glissement décrochant sénestre
sur trois ou quatre failles verticales. Il s'avère que la majeure partie de la déformation actuelle de la limite de plaques se
concentre à l'est de la FC, dans le prolongement de la faille d’Ornach Nal au sud et le long de la faille de Quetta­Kalat qui
aurait été le siège du séisme de Quetta en 1935, de magnitude 7,7. Notre description du partitionnement est en accord
avec la géologie et suggère une migration vers l’est de la frontière de plaque.

ABSTRACT

How does a fault accumulate the energy necessary for seismic rupture? Synthetic Aperture Radar Interferometry (InSAR)
can measure with a millimetre­precision ground displacements along continental faults between successive passes of
satellites at the same location. In this thesis, I identify when and how strain is accommodated across the Chaman plate
boundary between India and Eurasia in Pakistan and Afghanistan, a region struck by large earthquakes that remains enig­
matic. Nowadays, satellites acquire continuous high­resolution images with the potential to inform us about the evolution
of deformation in (almost) real time, a challenge for classic processing techniques. In this thesis, I present a new method
for computing InSAR time series, named KFTS, which allows us to iteratively update a pre­existing time series through
the appropriate combination of data, models and their respective uncertainties, as satellite images become available. The
method is tested on synthetic data as well as interferometric networks on Etna (Italy) and on the Chaman plate boundary.
KFTS estimates phase delays and strain rates in agreement with commonly used methods and also computes associated
uncertainties. Subsequently, I interpret InSAR time series along the Chaman plate boundary between 2014 and 2020.
I find that most of the Chaman fault (CF) slides aseismically and continuously with a loading rate between 0.7 and 1.2
cm/yr and three 80­130 km­long creeping sections. I propose a new segmentation of the CF and discuss the interplay
between earthquakes, aseismic slip and fault trace geometry. I image three moderate magnitude earthquakes, which
exhibit significant induced aseismic slip. Using InSAR velocities, I map deformation gradients in the fault and fold belt
east of the CF. They are interpreted as the surface expression of left­lateral strike­slip on three to four vertical faults. It
turns out that most of the current plate boundary deformation focusses to the east of the CF, along the continuation of the
Ornach Nal fault to the south and along the Quetta­Kalat fault which is thought to have hosted the 1935 Quetta earthquake
of magnitude 7.7. Our description of partitioning is consistent with the geology and suggests an eastward migration of the
plate boundary.

KEYWORDS

Spatial geodesy, Tectonics, Earthquake, Slow slip, Active faults, Deformation
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