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Résumé

Ce travail de thèse présente des études menées sur CeRh2Si2 et CeCo2P2, deux
composés intermétalliques à base de Cérium , par spectroscopie d’absorption,
d’émission photoélectrique et de diffusion inélastique résonante de rayons X is-
sus du rayonnement synchrotron, en combinaison avec des calculs ab-initio de
structure de bande. En étudiant les effets de différentes terminaisons de surface,
ces mesures nous permettent une meilleure compréhension et interprétation de la
physique du Cérium 4 f , sensible aux effets de surface et combinée au magnétisme
du cobalt en volume.

Dans la première étude présentée, la dépendance en température des réponses
spectrales du Ce 4 f en surface et en volume a été explorée par spectroscopie de
photoémission résolue en angle (ARPES) dans le réseau Kondo antiferromagné-
tique CeRh2Si2. Des schémas 4 f caractéristiques d’une hybridation faible (à la
surface) et forte (en volume) ont été mis en évidence par l’étude des spectres
des surfaces terminées par du Ce et du Si dans une large gamme de tempéra-
ture. La dépendance en température du pic associé au niveau de Fermi diffère
fortement pour ces deux terminaisons, ce qui suggère une différence significative
de la température de Kondo en surface et en volume. Cette différence pourrait
s’expliquer par une levée de dégénérescence du champ cristallin fortement ré-
duite à la surface, entraînant une température de Kondo effective plus élevée
résultant d’une dégénérescence effective accrue du moment local. De plus, des
forces d’hybridation différentes pourraient jouer sur les intensités du pic 4 f au
niveau de Fermi. La possibilité de mesurer des surfaces bien distinctes ouvre
ainsi la voie pour directement tester de manière quantitative les théories à N-
corps qui lient la spectroscopie et les propriétés de transport, en volume et en
surface séparément.

Contrairement au CeRh2Si2, le composé CeCo2P2 ne montre aucun signe dans
son volume de la physique des fermions lourds. Mais nos mesures de photoémis-
sion résolue en angle, qui sont sensibles à la surface, suggèrent que la physique
des 4f change considérablement proche de la surface. Nous proposons que cela
soit directement lié à la brisure de symétrie du sous-réseau du cobalt ordonné
antiferromagnétiquement, entraînant l’apparition d’un champ magnétique effec-
tif créant des états Ce 4 f partiellement occupés polarisés en spin proches de
la surface. Les mesures en température indiquent des variations importantes
de l’intensité des 4 f au niveau de Fermi, compatibles avec un scénario de type
Kondo.

A la surface, l’interaction particulière entre les sous-réseaux du cobalt 3d mag-
nétique et du Ce 4 f mène à la physique des fermions lourds, alors que l’absence
totale de physique des moments localisés 4 f loin de la surface se traduit par une
densité d’états réduite au niveau de Fermi dans le volume. Habituellement dans
les composés métalliques, la durée de vie des magnons de haute fréquence est
fortement réduite par les interactions avec le continuum de Stoner. Cependant, de
par cette densité réduite dans le volume, les magnons du sous-réseau de cobalt

3



du composé CeCo2P2 subsistent jusque dans le régime du térahertz. Plus pré-
cisément, nos calculs ab-initio prédisent une suppression des excitations Stoner
de basse énergie, ce que nous avons vérifié expérimentalement par diffusion in-
élastique résonante de rayons X. Par comparaison, le comportement typique de
magnon fortement amorti observé habituellement dans les systèmes métalliques
se retrouve dans le composé à structure identique LaCo2P2. Sur la base de ces
observations, nous proposons le système La/CeCo2P2 comme un candidat poten-
tiel pour des études plus poussées en vue d’aboutir à des dispositifs métalliques
quantiques magnoniques.
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Summary

In this work, the two different Ce-based intermetallic compounds CeRh2Si2 and
CeCo2P2 have been studied by means of synchrotron radiation spectroscopic (X-
ray absorption and photoelectron emission spectroscopy) and resonant inelastic X-
ray scattering methods in combination with ab-initio band structure calculations.
The measurements allowed for an improved understanding and interpretation
of surface sensitive Ce-4 f physics by studying distinct surface terminations and
their effects, while being combined in the bulk with Co 3d magnetism.

In the first presented study, angle-resolved photoemission spectroscopy (ARPES)
was used to explore the temperature dependence of the Ce-4 f spectral responses
for surface and bulk in the antiferromagnetic Kondo lattice CeRh2Si2. Distinct
spectra from the Ce- and Si-terminated surfaces were studied in a wide tempera-
ture range revealing characteristic 4 f patterns for weakly (surface) and strongly
(bulk) hybridized Ce, respectively. The terminations exhibit different temperature
dependences of the Fermi level peak suggesting that the effective Kondo tempera-
tures at the surface and in the bulk differ significantly. The origin of this difference
might lie in a greatly reduced crystal–electric-field (CEF) splitting at the surface
resulting in a larger effective Kondo temperature due to a higher local-moment
effective degeneracy. Additionally, different hybridization strengths could further
influence the 4 f peak intensities at the Fermi level. The possibility of measuring
distinct surfaces lays the foundation for directly testing quantitatively many-body
theories that link spectroscopy and transport properties for both the bulk and the
surface, separately.

In contrast to CeRh2Si2, the CeCo2P2 compound shows no signs of heavy-
fermion physics in the bulk. But our surface sensitive angle-resolved photoe-
mission measurements suggest that the 4 f physics significantly change near the
surface. We propose that this is a direct result of the symmetry breaking of the
antiferromagnetically ordered cobalt sublattice resulting in an effective magnetic
field which in turn leads to partially occupied and spin-polarized Ce 4 f states near
the surface. The temperature-dependent measurements reveal strong changes of
the 4 f intensity at the Fermi level in accordance with the Kondo scenario.

At the surface, the particular interplay between the magnetic Co 3d and the Ce
4 f sublattice leads to heavy-fermion physics, while the complete absence of local-
moment 4 f physics away from the surface region results in a reduced density of
states at the Fermi level in the bulk. Usually, in metallic compounds the lifetime of
high-frequency magnons is strongly reduced due to interactions with the Stoner
continuum, however, due to the reduced density in the bulk, long-living magnons
on the Co sublattice of CeCo2P2 can exist up to the terahertz regime. In detail, our
first-principle calculations predict a suppression of low-energy spin-flip Stoner ex-
citations, which we experimentally verified by resonant inelastic X-ray scattering
measurements. In comparison, the isostructural LaCo2P2 compound exhibits the
typical strongly damped magnon behavior usually observed in metallic systems.
Based on these observations, we propose the La/CeCo2P2 system as a suitable
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candidate for further studies on the way to metallic magnonic quantum devices.
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1 Introduction

“H. Suhl has been heard to say that no
Hamiltonian so incredibly simple has ever
previously done such violence to the literature
and to national science budgets.”

— P. W. Anderson about the impurity
Anderson model, Nobel lecture [1]

In solids under normal conditions, the most influential and important electrons
are the weakly-bound valence electrons which are responsible for the transport
and thermodynamic properties due to their low-energy excitations. However, a
macroscopic system usually contains valence electrons in the order of at least 1022,
which makes the study of the interacting system impossible. In spite of this, many
solid systems can be well described theoretically by considering the electrons in a
sea of non-interacting particles. But this picture breaks down when each electron
has a complex influence on its neighbors that cannot be described anymore by a
mean field theory. These so called strong correlations are responsible for a large
number of fascinating (and also technologically useful) electronic and magnetic
phases ranging form metal-insulator transitions and high-temperature supercon-
ductivity to heavy-fermion physics and complex magnetic structures [2].

One famous effect, where strong correlations play an important role, is the so
called Kondo effect, which describe the increase in the resistivity for very low
temperatures due to scattering at magnetic impurities [3]. This effect was first
observed in gold samples which contained magnetic impurities in 1934 [4]. The
correlations are an effect of incompletely filled 3d or 4 f shells where the on-site
Coulomb repulsion is large in comparison to the kinetic energy and band width.

In the following, the focus will be on systems with an incompletely filled 4 f
shell, the so called lanthanides Ln (also called rare-earth or 4 f elements) [5], where
the 4 f shell is increasingly filled starting from lanthanum to lutetium. The special
properties of the 4 f shell become apparent when considering the radial density
of the 4 f shell as shown in Figure 1.1 [6]. In comparison to the n = 5 and n = 6
shells, the 4 f shell is strongly localized closed to the core and thus contains a
strong atomic character. Thus, a partial filling of this 4 f shell can give rise to
a huge magnetic moment, which, in combination with other elements, is used
for instance in permanent magnets like in the famous neodymium-iron-boron
alloys [7]. On the other hand, when two different 4 f configurations are close
in energy as it is the case for the configurations close to empty, half-filled or
completely filled 4 f shells, then low energy excitations and hybridizations can
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1 Introduction

lead to different phases and a competition between magnetic order and Kondo
screening.

Figure 1.1: Radial charge density of P2(r) with respect to r for Gd+ based on Hartree-Fock
calculations [6].

Thus, the seemingly simple case of a single 4 f electron of Ce3+ becomes compli-
cated, which makes Ce-based compounds a work horse to explore the influence
of strong electron correlations [8]. Most of these intermetallic systems contain Ce
in a mixed-valent state close to the trivalent configuration Ce 4 f 1(5d6s)3 with pos-
sible contributions from the 4 f 0(5d6s)4 and 4 f 2(5d6s)2 configuration. While the
4 f double occupancy is highly unfavorable due to the strong Coulomb repulsion
and thus its contribution typically small, the tetravalent 4 f 0 configuration lies en-
ergetically close to the Ce 4 f 1. The magnetic properties are thus influenced by the
competition between the non-magnetic 4 f 0 and the 4 f 1 (J = 5/2) configuration.

Early experiments indeed showed such an instability when studying Ce un-
der pressure. This well-known Ce γ − α transition, first interpreted as valency
change [9], can be seen in the Kondo volume collapse picture as transition from
localized (γ) to a band-like itinerant (α) Ce [10–12]. After the first observation of
heavy-fermion behavior [13], photoemission spectroscopy became an important
tool to study Ce based materials since it probes the spectral function. With the
advent of angle-resolved photoemission spectroscopy (ARPES), k-resolved mea-
surements and measurements of the Fermi surface became possible. In the same
way our theoretical understanding improved with new models and more feasible
dynamical mean field theory (DMFT) calculations [14]. However, for real systems,
direct comparisons between theory and measurements remain in many cases still
challenging due to additional effects like crystal-electric-field splittings, spin-orbit
couplings, lattice relaxations and surface effects, while additionally very low tem-
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peratures are commonly not reachable for dense Kondo lattices with DMFT. Even
more challenging and interesting are the interaction of different local-moment
Kondo or magnetic sublattices.

But another big obstacle in many photoemission measurements is the missing
knowledge about the surface properties. For the very soft X-ray regime (also
called vacuum ultra violet regime), the measurements are very sensitive to sur-
face effects and thus relaxations, terminations and surface states can strongly
influence the taken spectra. Our study on CeRh2Si2 shows how different surface
terminations can show different 4 f physics, while our study on CeCo2P2 nicely
presents how the properties close to the surface can strongly differ from the bulk
properties. While at the surface of CeCo2P2 both magnetism on the Co as well
as local moments on the Ce exist, the bulk exhibits only Co magnetism. Using
resonant inelastic X-ray scattering (RIXS) measurements, the spin excitations on
the Co sublattice were studied.

In the next chapter (Chapter 2), the basic concepts of the atomic electron struc-
ture and band structure are discussed. Additionally, both the density functional
theory as well as the model Hamiltonians of the impurity Anderson model and
Heisenberg model and their respective connections to the heavy-fermions and
magnons are introduced. However, all introductions are brief and will be focused
only on the parts essential for this thesis.

After that, Chapter 3 will give a short overview on the used spectroscopic and
scattering methods starting from X-ray absorption spectroscopy, then discussing
ARPES and finally given a brief introduction to RIXS.

The main Chapter 4 will present our results based on our ARPES measurements
for CeRh2Si2 and CeCo2P2. After a short introduction on photoemission measure-
ments on Ce-based compounds, the measurements and discussion of CeRh2Si2
will be presented and followed by the CeCo2P2 surface study combining ARPES,
X-ray dichroism and density functional theory (DFT) calculations. After consider-
ing the surface of CeCo2P2, Chapter 5 will discuss the spin excitations in the bulk.
For comparison, the results will be presented together with our measurements of
the isostructural LaCo2P2. Finally, Chapter 6 will give a combined summary and
outlook.
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2 Fundamental concepts

This chapter is devoted to the presentation of a number of important concepts and theoret-
ical descriptions which form the basis of the performed studies.

2.1 Atomic orbitals and many-body physics

The basis of solid state physics is the quantum mechanical description of the sys-
tem by considering the eigenvalue problem of the Hamilton H, called Schrödinger
equation [15, 16],

HψN = ENψN (2.1)

where ψN and EN are the many-body wave functions and energies. The Hamilto-
nian H can generally written in the non-relativistic form

H =Te + Tn + Ve−e + Vn−n + Ve−n (2.2)

=
Ne

∑
i=1

−h̄2

2me
∇2

ri
+

Nn

∑
j=1

−h̄2

2mn
∇2

Rj
+ ∑

k,l,k ̸=l

1
2

e2

|rk − rl |

+ ∑
m,n,m ̸=n

1
2

ZmZne2

|Rm − Rn|
+ ∑

p,q,p ̸=q
−1

2
Zpe2∣∣Rp − rq

∣∣
(2.3)

where Te and Tn are the kinetic energies for electrons and nuclei while Ve−e, Vn−n
and Ve−n are the Coulomb interactions for electrons, nuclei and electron-nucleus
interaction. In the explicitly written form, the electrons are described by their
positions ri, mass me and charge −e and the nuclei by Ri, mn and their charge
Zie. For the study of the electronic structure, the movement of the nuclei can
usually assumed to be fixed in the time scale of the electrons. This so called Born-
Oppenheimer approximation [17] simplifies the many-body Hamiltonian which
then only contains the decoupled electronic problem.

Famously, this Hamiltonian is not solvable for a system with more than one
electron and has thus lead to the large development of different methods to cir-
cumvent this problem. In general, these methods can be differentiated into two
different approaches. First, one can replace the Hamiltonian H by a model Hamil-
tonian designed to treat a specific problem of interest. In Section 2.4 the Anderson
impurity model will be discussed which can successfully describe the electronic
structure of strongly correlated electrons, while in Section 2.5 the Heisenberg
Hamiltonian will be used as basis for introducing spin waves. In the second
approach, one tries to neglect and simplify certain contributions to H and the
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2 Fundamental concepts

many-body wave function ψN starting from Equation (2.2). Using the Hartree
approximation, the many-body wave function is rewritten as product function
of the single-particle wavefunctions [18, 19]. Using a Slater determinant, an anti-
symmetrization of the approximated many-body wave function can be achieved
and solved by an self-consistent iteration scheme yielding the Hartree-Fock wave
functions of the system [20]. For the treatment of electron correlations, a linear
combination of Slater determinants is possible leading to the so called configura-
tion interaction method [21]. And in the density functional theory, the electron
density alone will be varied to determine the ground state by approximating the
exchange correlation potential as discussed in Section 2.3.

However, before discussing the interaction of multiple atoms in a crystal, let us
first shortly refresh the properties of a single atom. Starting from Equation (2.2),
the atomic Hamiltonian H for N electrons of mass m and charge −e in the rest
frame of the nucleus with charge Ze can be written as

H =
N

∑
i=1

−h̄2

2m
∇2 − Ze2

ri
+ ξ(ri )⃗li · s⃗i + ∑

i ̸=j

1
2

e2∣∣ri − rj
∣∣ (2.4)

where the spin-orbit interaction is included as ξ(ri )⃗li · s⃗i, but the hyper fine in-
teraction with the nucleus neglected [22]. To get a single-particle Hamiltonian
hi, the electrons are treated as moving interdependently in a radial field Vrad(ri)
which approximates both the repulsion and the screening of the nucleus by the
other electrons while any additional terms can be treated later perturbatively (i.e.
spin-orbit interaction). This so called central field approximation [23] leads to in-
dependent single-electron wave functions ψi, where the radial and angular parts
can be separated ψi

nlml
= Ri

nlY
i
lml

. Here, the nlml are the indices which describe
the state ψ and are usually called principal quantum number n, orbital (angular
momentum) quantum number l and magnetic quantum number ml while Ylml is a
spherical harmonic. Since Vrad(ri) is a radial field, all ml states are degenerate for
the same n and l. Lastly, the spin which so far has been ignored, needs to be added
by multiplication with the the spin functions with quantum numbers ms = ± 1

2 .
These quantum numbers form the basis for the description of the electronic states
and specify the electronic configuration of the system.

Including now electrostatic and spin-orbit interactions as first-order correction
yields an additional split of the electronic configuration into levels. For simplicity,
we consider only the Russell-Saunders (or LS) coupling here where the spin-
orbit coupling is weak in comparison to the couplings between spins or orbital
angular momenta, the corresponding many-body wave function are characterized
by the quantum numbers L = ∑ ml , S = ∑ ms, ML and MS. When the spin-
orbit interaction couples orbital angular and spin momenta, the total angular
momentum J⃗ = L⃗ + S⃗ is conserved and J becomes a good quantum number.
For example for a single 4 f shell containing only one electron (trivalent cerium
electron configuration) [24], then following the Hund’s rules, the maximum L = 3
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2.2 Formation of bands

and S = 1
2 lead to antiparallel configuration J = |L − S| = 5

2 with the lowest
energy while the parallel configuration J = L + S = 7

2 would be separated in
energy by the spin-orbit coupling strength.

While the introduction into the atomic electron properties is an important basis
especially for core-level spectroscopy, all interatomic interactions have been ne-
glected so far. Before discussing valence electrons and bands in the next section,
one important model for strongly localized electrons is the concept of a crys-
talline electric field (CEF). Here, the presence of the ions surrounding the atom is
described by an effective potential VCF which further lifts the 2J + 1 degeneracy of
the spin-orbit split states. For treatment as additional perturbation, VCF is usually
expanded in terms of spherical harmonics

VCF =
∞

∑
k=0

k

∑
m=−k

Akm

√
4π

2k + 1
Ykm︸ ︷︷ ︸

Ckm

(2.5)

where Akm are the expansion coefficients. Foremost, the crystal potential follows
the crystal symmetry which strongly reduces the number of Akm. A number of
different conventions exist for the exact definition of these so called crystal-field
coefficients were the radial integral over rk is sometimes factored out. Another
representation are the Stevens parameters based on the Stevens approximation
were mixing between different J values is neglected [25]. This approximation is
in most cases reasonable for trivalent cerium where the strength of the spin-orbit
coupling is stronger than the crystal field. Hence, the 4 f shell (n = 4, l = 3)
occupied by one electron in the trivalent Ce is first split by spin-orbit interaction
in the J = 5

2 and J = 7
2 levels and each level can be further split by a crystal

potential.
However, independent of the strength and symmetry of the crystal field poten-

tial, the time-reversal symmetry prevents the splitting of levels beyond double
degeneracy if the system contains an odd number of fermions. In case of trivalent
cerium, this so-called Kramer´s theorem [26] thus allows for a maximal splitting
of the J = 5

2 level in three crystal-field Kramers pair states.

2.2 Formation of bands

The atomic approach is suited for describing core electrons, however the central
field as well as crystal field approximations break down when there is an (non-
negligible) overlap of orbitals with the ones of neighboring atoms. While these
interactions can be accounted for in the ligand field theory by allowing electron
transfers between different atoms, a suitable approach for crystals is the utiliza-
tion of the crystal symmetry. Here, instead of using a central potential, a periodic
crystal potential is used for the independent-particle approximation. For a lattice
a translation vector T⃗ = n1⃗a1 + n2⃗a2 + n3⃗a3 with the primitive lattice vectors a⃗i
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2 Fundamental concepts

and ni ∈ Z can be defined. Hence, both Hamiltonian and potential are invariant
under the translation by T⃗ and the solutions of the Schrödinger equation have the
form [27]

ψ⃗k (⃗r) = ei⃗k⃗ru⃗k (⃗r) (2.6)

consisting of a plane wave term with a wave vector k⃗ = (kx, ky, kz) and a periodic
function with the same periodicity of the crystal u⃗k (⃗r) = u⃗k (⃗r + T⃗).

Because of the periodicity of u⃗k, part of the plane wave´s periodicity can be
absorbed in u if k⃗ becomes larger than any of the primitive reciprocal lattice
(wave) vectors. In detail, a reciprocal lattice vector G⃗ can be defined as eiG⃗T⃗ = 1.
Based on this definition, corresponding primitive reciprocal lattice vectors b⃗i to
the primitive lattice vectors ai can be found and G⃗ = ∑3

i=1 ni⃗bi. Then, for the Bloch
function follows

ψ⃗k (⃗r) = ei⃗k⃗ru⃗k (⃗r) = ei(⃗k+G⃗)⃗r e−iG⃗⃗ru⃗k (⃗r)︸ ︷︷ ︸
u⃗k+G⃗ (⃗r)

= ψ⃗k+G⃗ (⃗r) (2.7)

because e−iG⃗⃗ru⃗k (⃗r) is a new periodic function by definition of G⃗. In this way,
all Bloch function can be shifted by a reciprocal lattice vector G⃗ into a single
zone called Brillouin zone based on the reciprocal primitive lattice units. In this
reduced zone scheme, the backfolded eigenfunctions by different G⃗n are now
described by a single k⃗ and labeled by an additional index n. The corresponding
eigenenergy dispersions εn (⃗k) are then called bands with the band index n with
the entirety of all bands being called band structure.

Finally, in the same matter as for the atomic states, the band states are filled
from lowest to highest energy by the available electrons leading to occupied
bands below the Fermi level and unoccupied states above the Fermi level EF.
At finite temperature, the occupation follows the Fermi-Dirac distribution (FDD)
f (ε) [28, 29], which gives the probability for a state at energy ε to be occupied by
an electron,

f (ε) =
1

e(ε−EF)/(kBT) + 1
(2.8)

with T being the temperature and kB the Boltzmann constant.

2.3 Density functional theory

The basis of DFT is again the general Equation (2.2) after the Born-Oppenheimer
approximation. The three contributing terms will be called for simplicity now
T for the kinetic, V for the electron potential and U for the electron-electron
interaction. For N electrons, the corresponding Schrödinger equation can then be

16



2.3 Density functional theory

formulated as

Hψ = (T + V + U)ψ =

(
N

∑
i

(
−h̄2

2mi
∇2

i

)
+

N

∑
i

V (⃗ri) +
N

∑
i ̸=j

1
2

U
(⃗
ri, r⃗j

))
ψ = Eψ

(2.9)

The aim of the DFT method now is to map the many-body problem on a non-
interacting electron problem without interaction U.

The key for this approach is to reformulate the many-body Hamiltonian by
the electron density n(⃗r) using the Hohenberg-Kohn theorems [30], which prove
that to a given ground state electron density n0(⃗r), the potential V (⃗r) is uniquely
defined and thus the ground state wave function ψ0 = ψ[n0], too. This formula-
tion holds for non-degenerate ground states but can be extended to degenerate
ground states, too [31, 32].

In particular, the ground state energy can be expressed as density functional
and divided into the contributing terms:

E0 = E[n0] = T[n0] + V[n0] + U[n0] (2.10)

with T[n0], V[n0] and U[n0] being the ground-state expectation values of T, V and
U as functionals of n0. By defining a universal function F[n] = T[n] + U[n] that
it is valid in the same way as T[n] and U[n] for any number of particles and and
any external parameters, the energy functional can be expressed as

E[n] = F[n] + V[n] = F[n] +
∫

V (⃗r)n(⃗r) d⃗r (2.11)

which would yield the ground state energy E0 for the correct density n0. Because
of the long range Coulomb interaction, F[n] can be reformulated as

F[n] =
1
2

∫ n(⃗r)n(⃗r ′)

|⃗r − r⃗ ′| d⃗r d⃗r ′ + Ts[n] + Exc[n] (2.12)

with Ts[n(⃗r)] being the kinetic energy of a system of non-interacting electrons
with the density n(⃗r) and Exc[n(⃗r)] is the exchange and correlation energy of an
interacting system with density n(⃗r).

Now, minimizing E[n] in Equation (2.11) using Equation (2.12) by assuming a
stationary density

∫
δn(⃗r) d⃗r = 0 leads to∫

δn(⃗r)
(

V (⃗r) +
∫ n(⃗r ′)

|⃗r − r⃗ ′| d⃗r ′ +
δExc

δn(⃗r)︸ ︷︷ ︸
Vs

+
δTs

δn(⃗r)

)
d⃗r = 0 (2.13)

resulting in the same form as obtained for a system of non-interacting electrons
with an potential Vs. Hence, by solving a system of N one-particle Schrödinger
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equations (Kohn-Sham equations) [33](
−1

2
∇2 + Vs(⃗r)

)
φi (⃗r) = ε i (⃗r)φi (⃗r) (2.14)

one obtains

ns (⃗r) =
N

∑
i=1

|φi (⃗r)|2 (2.15)

where N is the number of electrons. Therefore, by defining n(⃗r) = ns (⃗r), the
many-body Schrödinger equation of N electrons can instead be solved by a sys-
tem of N one-particle Schrödinger equations. The ground state density n0(⃗r) can
be obtained solving Equation (2.14) and Equation (2.15) self-consistently using
the definition of Vs in Equation (2.13). Finally, it has to be noted that a similar ap-
proach can be done using the Dirac equation instead of the Schrödinger equation
leading to the relativistic density functional theory.

However, this method so far simply shifts the complexity of the electron-electron
interaction into the term for the exchange and correlation energy Exc[n(⃗r)] which
is not known in the general case. However, a number of approximations exist for
the exchange and correlation functional. A simple and widely-used approxima-
tion is the linear density approximation (LDA) where the exchange and correla-
tion functional depends only on the density at the coordinate where it is evaluated
(local correlation) with

ELDA
xc [n(⃗r)] =

∫
εxc(n)n(⃗r) d⃗r (2.16)

It assumes a slowly changing density n(⃗r) and the exchange-correlation energy
εxc is in most cases derived directly from the homogeneous electron gas. In this
case, Exc[n] can be split in the exchange and correlation term and an analytical
solution is available for exchange term Ex[n] and a number of different approaches
for the correlation term Ec[n].

In the generalized gradient approximation (GGA), the exchange and correla-
tion energy is expanded in terms of the gradient of the density to account for
non-homogeneity of the electron density [34]. This way, corrections to the ex-
change and correlation energy based on the changes in the density away from
the coordinate are possible. By taking even higher terms than n and ∇n into ac-
count, more complex and potentially more accurate descriptions of the exchange
and correlations energy can be achieved. Further, by including exact exchange
energies calculated from Hartree–Fock theory (hybrid functionals [35]), in special
cases a better description can be achieved for a higher computational cost.

Finally, the here presented approach is often expanded by employing two spin
densities n↓ and n↑ to account for spin-polarized systems. In this approach, the
exchange and correlation energy depend on both spin densities εxc(n↓, n↑).
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2.4 Local moments and Kondo interaction

2.4 Local moments and Kondo interaction

The previous sections were devoted to the band model by describing the electrons
in a one-electron theory like in DFT. However, when the electron correlation
can no longer be described in such a picture due to complex influences of the
electrons with each other, the electrons are called strongly correlated and their
behavior is governed by many-body effects. While for core electrons the shells
are fully occupied and strongly localized and their behavior well described in the
atomic picture, the incompletely filled but still localized d and f electrons often
show strong correlation effects due to their great on-site Coulomb repulsion. In
the following, a very short introduction into phenomena linked to these strong
correlations is given. A detailed and comprehensive introduction can be found in
a number of books like Hewson 1993 [36].

2.4.1 Single impurity Anderson model

One effective model which describes the interaction between a single localized
level (impurity state) with the creation operator f † and an on-site Coulomb repul-
sion U and the conduction band with creation operator c† is the so called single
impurity Anderson model [37]

H = ∑
k,σ

εkc†
kσckσ + ∑

σ

ε f f †
σ fσ + U f †

↑ f↑ f †
↓ f↓ + ∑

k,σ
Vk( f †

σ ckσ + h.c.) (2.17)

where V defines the hybridization between the states. While this Hamiltonian
only describes the interaction of a single impurity state with the conduction elec-
tron, it offers a wide variety of regimes and properties. The Anderson impurity
model can further be expanded from a single impurity state to a periodic model
with the implications discussed in Section 2.4.2, already the single impurity case
offers a wide variety of regimes and concepts for understanding also Kondo lat-
tice systems.

Firstly, the atomic case with only small hybridization shows different regimes
for the impurity level. In case of no occupancy of the impurity level, the energy
from the impurity is 0. In the case of a single occupancy |σ⟩ = f †

σ |0⟩, the energy
is ε f and in case of a double occupancy, the energy is 2ε f + U. With the usual
case of U > 0, the empty impurity state regime is thus stabilized for ε f ≫ 0
while a local moment regime is stabilized for ε f ≪ 0. The case were different
occupations are very close in energy is called the intermediate regime. For the
case of the local moment regime and a small but finite V, the two different local
moment states with different spin can mix due to hopping with the conduction
band. This problem was famously treated by Schrieffer and Wolf [38] who froze
out the charge fluctuation on the impurity model leading to

H = ∑
k,σ

εkc†
kσckσ − ∑

k,k′
Jkk′⃗skk′ S⃗ f (2.18)
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with S⃗ f being the spin of the impurity, s⃗kk′ = ∑σ,σ′ c†
k′σ′⃗σckσ and the coupling

constant Jkk′ which can connected to the Anderson model. Reducing Jkk′ to the
conduction electrons JkFk′F

= JK leads to the classical Kondo Hamiltonian (also
s − d interaction Hamiltonian or Zener Hamiltonian [39]) H = ∑k,σ εkc†

kσckσ −
JK⃗s · S⃗ f where the conduction electrons scatter at the spin of the impurity with an
antiferromagnetic coupling JK < 0.

The Kondo model is useful to discuss magnetic interactions in real systems.
The perturbative treatment to third order [3] revealed an additional contribution
∼ JKρ log

(∣∣∣ kBT
D

∣∣∣) (with band width D and density of states ρ) to the resistivity that
for the antiferromagnetic coupling scheme JK < 0 leads to extra scattering term
which increases as the temperature is lowered. While this was able to explain
the resistance minimum observed in metals with impurities [4], the resistivity
diverges for T → 0 which became known as the Kondo problem [40]. The tem-
perature at which the perturbation theory breaks down has become known as the
Kondo temperature TK given by

TK ∼ e−1/(|JK|ρ) (2.19)

Solving this problem was a big undergoing starting from the so called poor man’s
scaling approach of Anderson [41], which was basis for the renormalization group
method [42]. Exact results were found using the Bethe Ansatz for one dimen-
sion [43, 44]. The essence of what is happening below TK can also be interpreted in
the framework of the Landau theory of Fermi liquids described by Nozières [45].
Below TK, the impurity is screened out by conduction electrons leading to an
non-magnetic impurity called the Kondo singlet. Low energy excitations can
be interpreted as quasiparticles with enhanced masses m∗ due to the Kondo in-
teraction which means that 1/m∗ should be connected to TK. The density of
states should hence form a narrow peak for these quasiparticles above the Fermi
level with a width proportional to TK which is known as the Kondo resonance
(Abrikosov-Suhl resonance) [46, 47]. Far above TK, the magnetic impurities are
no longer screened leading back to an isolated magnetic moment.

2.4.2 Periodic lattice

The so far discussed models focus on a single impurity or diluted impurities
which do not interact with each other. In a lattice of impurities however, the
local moments can interact indirectly through an induced Friedel oscillation in
the conduction electrons called Ruderman-Kittel-Kasuya-Yosida (RKKY) interac-
tion [48–50]. In dense local moment systems this normally leads to an ordered
antiferromagnet (AFM) state with a Néel temperature TN ∼ J2n. This magneti-
cally ordered ground state is obviously in direct competition to the non-magnetic
Kondo screened state where the local moments are quenched as discussed for
the single impurity. This was phenomenologically compared by Doniach [51]
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and shown as Doniach phase diagram in Figure 2.1. For small |J|, the RKKY
interaction is dominating leading to an magnetic ground state while for larger |J|
the system transitions to the Fermi-liquid spin-compensated ground state while
crossing a quantum critical point.

J

T

Fermi-liquidAFM

TN

TK ∼ exp − 1
J

TRKKY ∼ J 2

Figure 2.1: Doniach phase diagram showing the quadratic scaling of the RKKY interaction
and the exponential scaling of the Kondo interaction. For small J, the RKKY interaction
dominates leading to a magnetic ground state while for large J the Kondo interaction
dominates resulting in a non-magnetic ground state. For T = 0, the phase diagram
crosses a quantum critical point between the two phases.

Besides the magnetic ground state, another effect occurs when going to a dense
Kondo lattice. Going back to the Fermi-liquid picture of Nozières, the single
impurity quasiparticles can form a coherence below a coherence temperature
Tcoh which, in contrast to the single impurity case, leads to coherent scattering
reducing the resistivity rapidly. Due to the effective mass enhancement observed
in such Kondo lattice systems, these systems are also commonly called heavy-
fermion or heavy-electron systems [52].

2.5 Spin excitations

In the previous section, the coupling of magnetic moments was discussed both in
the case of the Kondo model in screening of the impurity spin as well mentioned
in the RKKY interaction. This section will focus on the a magnetic ground state
and will discuss the possible spin excitations. Starting point is the Heisenberg
exchange Hamiltonian [53]

H = −1
2 ∑

i,j
JijS⃗iS⃗j (2.20)
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with the exchange coupling J between spins S⃗i at sites i. Rewriting this equation
with raising and lowering operators S± = Sx ± iSy becomes

H = −1
2 ∑

i,j
JijSz

i Sz
j −

1
4 ∑

i,j
Jij

(
S+

i S−
j + S−

i S+
j

)
(2.21)

For understanding spin excitations, the most simple case is a linear chain of
spins with nearest neighbor interaction Ji,i+1 = J and ferromagnetic coupling
J > 0, which simplifies the sums in Equation (2.21) to

H = −J ∑
i

Sz
i Sz

i+1 −
1
2

J ∑
i

(
S+

i S−
i+1 + S−

i S+
i+1

)
(2.22)

As can be seen, the ground state is ferromagnetic since J > 0 and defined as |0⟩
with Sz

i |0⟩ = 1
2 |0⟩ and the ground state energy E0 = −NJ/4 with N begin the

number of sites. Looking at the state with a single spin flip at site j defined as
|j⟩ = S−

j |0⟩, then one can see

H |j⟩ =
(

E0 +
J
2

)
|j⟩ − J

2
|j + 1⟩ − J

2
|j − 1⟩ (2.23)

that |j⟩ is not an eigenstate of H. Instead, the flipped spin can stay at the same
site or hop between sites behaving like a quasiparticle or collective excitation.
Thus, in a particle picture a logical step would be a plane-wave Ansatz which
corresponds to the more general Bethe Ansatz [54] which is commonly used to
solve Heisenberg Hamiltonians. The plane-wave Ansatz then yields the solution
for the energy dispersion for an infinite chain with

E(q) = 2J sin2 qa
2

+ E0 (2.24)

where q is the momentum and a the spin spacing. Hence, the excitations of
magnetic ground states are not single spin flips but collective excitations called
magnons. The antiferromagnetic case is more complicated since the alternating
spin state state is not an eigenstate of the Heisenberg chain Hamiltonian [55].

For solving complex systems with more than nearest neighbor interaction and
in more than one dimension, one common tool is the linear spin wave theory.
Here, the Heisenberg Hamiltonian of Equation (2.21) will be transformed using
the Holstein-Primakoff transformation which maps bosonic annihilation and cre-
ation operators to the spin operators [56]. In the linear spin wave theory, only
the lowest order of the boson operators are kept which strongly simplifies the
calculation. This approximation holds well as long as the spin is large and close
to its classical value as well as at low temperatures.

In Figure 2.2, the dispersion relation of the spin excitations for the ferromagnet-
ically and antiferromagnetically ordered Heisenberg chain is shown. The calcu-
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linear spin
wave theory analytic
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a
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Figure 2.2: Results for the magnon excitation energy dispersion (ω with h̄ = 1) calculated
with the linear spin wave theory implemented in SpinW for the (a) ferromagnetic and (b)
antiferromagnetic Heisenberg spin-1/2 chain with nearest neighbor exchange coupling
J = ±1. For the ferromagnetic case, the analytical solution of Equation (2.24) is added.

lation were performed using the linear-spin-wave-theory code SpinW [57]. For
the ferromagnetic ordering, the analytical solution of Equation (2.24) is added,
showing no difference between both results. There are two main differences
in the dispersion between the ferromagnetic and antiferromagnetic configura-
tion, namely the behavior for |q| → 0 and the size of the reciprocal lattice. For
|q| → 0, the ferromagnetic configuration shows a typical parabolic behavior for
long wavelength excitations. On the other hand, the typical behavior for the anti-
ferromagnetic configuration is a linear dependence of ω with respect to small |q|.
Additionally, the dispersion is already periodic in the interval − π

2a to π
2a instead

of −π
a to π

a . The reduced size of the reciprocal lattice constant is a direct result of
the increase of magnetic unit cell. While the spacing of the spins of the chain is a
(corresponding to the crystal unit cell), the translational symmetry with respect
to the spin is only achieved by a translation of 2a (corresponding to an enlarged
magnetic unit cell). This concept is important when comparing magnetic systems
with the same lattice constants but different magnetic unit cells.
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3 Measuring with X-rays

This chapter briefly introduces the applied X-ray spectroscopic and scattering methods.

3.1 Introduction

In the previous chapter, a number of concepts like electronic levels and elec-
tronic configurations, bands and quasiparticle excitations were discussed, how-
ever their properties only become visible or well defined when the electronic
system is probed or perturbated by external influences. One of the most common,
important and influential interactions is the one between electronic systems and
photons. This interaction is not only the basis for our visual world around us but
also the basis for a large number of different measurement techniques ranging
from the usage of radio frequencies over the visible light to hard X-rays.

Our three used methods use photon energies in the ultra violet (UV) and soft
X-ray range. In this energy range, the foundation for the description of the in-
teraction between light and matter is the minimal coupling which is adequate to
describe the interaction of an electron with momentum operator p⃗ with a weak
electromagnetic field A⃗. For the most simple and non-relativistic case this leads
to

H =

(
p⃗ − e

c A⃗
)2

2m
=

p⃗ 2

2m
− e

2mc

(
p⃗A⃗ + A⃗p⃗ − e

c
A⃗ 2
)

︸ ︷︷ ︸
Hint

(3.1)

Here, Hint can now be treated perturbatively to determine the transition probabil-
ity per unit of time Wi→ f up to second order [58]

Wi→ f =
2π

h̄

∣∣∣∣∣⟨ f | Hint |i⟩+ ∑
m

⟨ f | Hint |m⟩ ⟨m| Hint |i⟩
Ei − Em

∣∣∣∣∣
2

δ(E f − Ei) (3.2)

from an initial state |i⟩ to the final state | f ⟩ with an intermediate state |m⟩ and
their corresponding energies Ei, E f and Em. The first term is the famous Fermi’s
Golden rule [59] term which usually strongly dominates the transition probability
because the second order term consists of two transitions. However, based on
the denominator in Equation (3.2) for the second order term, its contribution can
become significant and even dominating for a resonant process with Em ≈ Ei.
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Looking back at Hint and A⃗, the vector potential for a polarization α can be ex-
pressed in second quantization in terms of creation a†

k⃗α
and annihilation operators

a⃗kα

A⃗(r, t) =

√
2πh̄c2

V ∑
k⃗

ϵ̂⃗kα√
ω⃗k

(
a⃗kα

ei⃗k⃗r + a†
k⃗α

e−i⃗k⃗r
)

(3.3)

with the polarization vector ϵ̂⃗kα
. Based on the Coulomb gauge (or using dipole

approximation) ∇A⃗ = 0, Hint simplifies to

Hint = − e
mc

A⃗p⃗︸ ︷︷ ︸
∼a⃗k

+
e2

2mc2 A⃗2︸ ︷︷ ︸
∼a†

k⃗′
a⃗k

(3.4)

Looking only at the photon annihilation terms, this shows the two important
processes when using photons to probe a sample. The first term is linear in A⃗
and thus correspond to single-photon processes like the absorption of the photon
while the second term describes two-photon processes due to being quadratic in
A⃗ like scattering since a photon can be annihilated and created.

3.2 X-ray absorption spectroscopy

3.2.1 Transition rates and selection rules

As discussed above, when photons are used to probe a sample, the photon can
be absorbed. This process is dominated by the first order term in Equation (3.2)
corresponding to Fermi’s Golden rule. Combining this with Equation (3.3) and
focusing only on the photon absorption term with the annihilation operator, the
transition rate of the photon absorption can be written as

Wi→ f =
2π

h̄

∣∣∣∣∣
√

2πh̄c2

V
e

mc ∑
k⃗

1
√

ω⃗k
⟨ f | a⃗kα

ϵ̂⃗kα
ei⃗k⃗r p⃗ |i⟩

∣∣∣∣∣
2

δ(E f − Ei) (3.5)

At the moment, the states |i⟩ and | f ⟩ are the combined product space of N elec-
trons

∣∣ψN〉 and n photons |n⟩. In the same way, the energies Ei and E f can be
separated into the contribution from electrons EN and of the photons. For sim-
plicity, considering that all photons have the same momentum k⃗ and polarization
α, then the transition probability can be simplified to

Wi→ f =
4π2

V
e2

m
1

ω⃗k
n⃗kα

∣∣∣〈ψN
f

∣∣∣ ϵ̂⃗kα
ei⃗k⃗r p⃗

∣∣∣ψN
i

〉∣∣∣2δ(EN
f − EN

i − h̄ω⃗k) (3.6)

which can be further simplified by using the dipole approximation which assumes
that the vector potential stays approximately constant in comparison to the length
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scale of the atom ei⃗k⃗r ≈ 1. This results in

Wi→ f ∼
∣∣∣〈ψN

f

∣∣∣ ϵ̂ p⃗
∣∣∣ψN

i

〉∣∣∣2δ(EN
f − EN

i − h̄ω) (3.7)

The absorption cross section would be proportional to the sum of the transition
rates over all final states

∣∣∣ψN
f

〉
. The absorption spectrum, which is the absorption

intensity with respect to the incoming photon energy h̄ω, could then be inter-
preted in the most basic form as a mapping of the available final states. This
means that for a general photon energy in the X-ray regime, the energy is large
enough so that the photon can be absorbed by transferring the energy to a (va-
lence or core) electron which gets excited to an unbound state far above EF, a so
called photoelectron state. If the photon energy is now continuously increased,
the process stays the same and the absorption intensity only varies slightly. How-
ever, at some point, the photon energy reaches a point at which the energy is large
enough to excite electrons from a deeper lying core level at which the number of
final states skyrockets because the number of final states now includes additional
states with a core hole in the previously not excitable core level. Such a jump is
called an absorption edge. These edges are labeled alphabetically starting from
K for the principle quantum number n = 0 of the core state and increasing for
larger n. Directly at such an edge, the excitation energy is not necessarily large
enough to directly excite the electron to an unbound vacuum level but instead
only to the unoccupied states directly above EF. Thus, in principle, the absorption
process could also be sensitive to the electronic configuration of the valence states,
however, the final state now contains a core hole which changes the electronic
potential (core hole effect). Additionally, transitions to different final states have
different probabilities which are known as the so called selection rules.

The dipole selection rules are a direct result of the matrix element
〈

ψN
f

∣∣∣ ϵ̂ p⃗
∣∣ψN

i
〉

of Equation (3.7) for atomic wavefunctions where both initial and final state be-
long to the same Hamiltonian H with a potential V for which [V, r⃗] = 0, then
p⃗ = im

h̄ [H, r⃗] and can thus be replaced by r⃗. The usage of atomic wavefunctions
allows for the separation in radial and angular part and additionally utilizing the
rotational invariance can significantly simplify the calculation. Hence, the tran-
sition between a state |JMJ⟩ and

∣∣∣J′M′
J

〉
can be formulated by representing the

components of the position operator r⃗ in the spherical tensor operators T(1)
q with

q ∈ {−1, 0, 1} for the different light polarizations resulting in the Wigner-Eckart
theorem

⟨JMJ | T(1)
q
∣∣J′M′

J
〉
= (−1)J−M

(
J 1 J′

−MJ q M′
J

)〈
J
∥∥∥T(1)

q

∥∥∥J′
〉

(3.8)

which describes the coupling between the angular momenta by the 3J symbol
combined with the reduced matrix element which does not depend on M, M′

J
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and q [60]. The resulting dipole selection rules thus follow from the angular
momentum conservation and read that the change of total angular momentum
∆J = 0,±1 with J + J′ ≥ 1 and ∆MJ = q, thus dependent on the polarization of
the X-rays. For no coupling between orbital angular and spin momentum, the
excitation of electron absorbs the angular momentum of the photon leading to a
change ∆l = ±1 while ∆s = 0. However, when spin and orbital angular momenta
couple due to a strong spin-orbit interaction, only the total angular selection rules
for J hold true and the momentum of the photon can be transferred also to the
spin of the electron, which forms the basis of using the polarization dependence
to investigate magnetic ordering in form of X-ray magnetic circular dichroism
(XMCD) and X-ray magnetic linear dichroism (XMLD) spectroscopy.

For XMCD spectroscopy, the difference in the X-ray absorption between left and
right circular polarized light is used, usually either for the L2,3 edge of 3d elements
or the M4,5 edge of the lanthanides. The corresponding 3d or 4 f valence states can
be responsible for magnetism and thus can show an imbalance between spin up
and down states which again can lead to different transition probabilities between
the spin polarized excitation electron for different circular polarizations. The
matrix element for the difference is proportional to the expectation value of the
scalar product between propagation vector of the photon and the magnetization,
meaning that the strongest XMCD signal will be observable if magnetization
and the propagation vector are collinear. Using sum rules, it is possible to infer
the orbital angular and spin momenta [61–63]. In contrast, the XMLD signal
uses two oppositely linear polarized lights and is sensitive to the square of the
magnetization

〈
M2〉 meaning that it will also be sensitive to antiferromagnetic

ordering. But besides the magnetic origin, linear dichroism is also sensitive to
general crystal anisotropy, often called natural linear dichroism.

Lastly, for completeness, the here presented formalism can also be expressed
in correlation functions which can offer in many cases an intuitive representation
of the absorption process since the correlation or Green’s functions can be under-
stood as propagators. The idea will be presented shortly here in an oversimplified
way. Starting from the Fermi’s Golden rule Equation (3.7), the squared matrix ele-
ment can be rewritten with the dipole approximation as

〈
ψN

i

∣∣ T†
∣∣∣ψN

f

〉 〈
ψN

f

∣∣∣ T
∣∣ψN

i
〉

where T is in the general case a transition operator, in the case of X-ray absorption
the product of creation and annihilation operator (for excited electron and core
hole). The delta function on the other hand can be expanded to the imaginary
part of the Green’s function G = (E− H + iΓ/2)−1 which will also include a finite
lifetime Γ to the excited state. Summation over all final states

∣∣∣ψN
f

〉
will then lead

to
∑

f
Wi→ f ∼ Im

〈
ψN

i

∣∣∣ T†G(h̄ω + Ei)T
∣∣∣ψN

i

〉
(3.9)

where the Green’s function propagates over all possible final states excited by
absorption of h̄ω [64].

28



3.2 X-ray absorption spectroscopy

3.2.2 Measurement techniques

The intensity of the X-ray absorption process has so far been introduced theoreti-
cally, however, the experimental measurement of the absorption intensity has not
been discussed so far. Directly measuring the absorption is difficult and the most
direct method would be measuring the attenuation of the X-rays by transmission
through the sample. In the soft X-ray regime, the transmission mode is not possi-
ble for bulk samples since the X-ray mean free path is too small. Instead the X-ray
absorption cross section has to be measured indirectly by measuring the decay of
the created core hole.

Primarily two channels are responsible for the decay of the core hole state. In
both processes, the core hole is filled by an electron of a higher shell, but the
energy of the transition can either be radiated out by a photon in the fluorescent
decay channel or transferred to an other electron which is ejected from the atom
in the Auger decay channel. Measuring either of these decay channels can give
information about the absorption cross section.

From the theoretical standpoint, measuring the Auger electron yield is the
clearest way to get information about the absorption process. The energy of the
ejected Auger electron is clearly defined depending only on the transition energy
to the core hole state and not on the incoming photon energy. However, the
mean free path of the Auger electrons is usually very small (see universal curve
in Figure 3.2) in the order of 20 Å for energies in the range of 1000 eV. This mean
that measuring the Auger electron yield is rather sensitive to the surface region.
In comparison, the corresponding mean free path of the X-rays is in the order of
1000 Å, meaning that there are no saturation effects and the number of created
cores holes in the first 20 Å should thus be equal to the absorption cross section.

On the other hand, the fluorescent decay channel can be used as basis for the
X-ray absorption spectroscopy by measuring the emitted photon intensity. In
contrast to the Auger electron yield, this method is not surface sensitive due to
the comparably long mean free path of the created photon, but has a number
of other difficulties. Firstly, the Auger decay channel dominates for all lighter
atoms and usually all edges besides high energetic K edges. While the mean free
path of the emitted photon is large, it is in the same order as the incoming X-rays
meaning that saturation effects can strongly alter the fluorescence yield signal in
case of non-diluted samples. Additionally, the emitted photons can be reabsorbed
called the self-absorption effect which can strongly influence the spectral shape.
These effects make the interpretation of the fluorescence yield cloudy for dense
materials.

In difference to directly measuring one of the two decay channels, the most
common technique is the measurement of the total electron yield, which means
that, in contrast to the Auger electron yield, all escaping electrons are counted.
Thus, secondary electrons created in the cascade processes of the Auger electrons
dominate the total electron yield signal. While the total electron yield is thus
connected to the X-ray absorption cross section, the specific process, the probing
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depth and surface sensitivity are only approximately known. The advantage of
this yield is the large signal and a simple way of detection by measuring the
electric drain current from ground to sample that compensates for the electric
charge leaving the sample in the form of emitted electrons. The probing depth
varies depending on the sample properties with a lower bound being the Auger
electron mean free path of around 20 Å for energies in the range of 1000 eV. The
upper bound is due to the created secondary electrons cloudy, but should still be
in the same order of magnitude as for the Auger electrons. For instance, measure-
ments on clean Ni L2,3 edge suggest that mean probing depth is around 25 Å [65].
Thus, for the interpretation of the total electron yield signal, the surface sensitivity
generally needs to be considered.

3.3 Photoemission spectroscopy

3.3.1 Spectral function and three-step model

The basis of the photoemission spectroscopy is again the absorption of a pho-
ton in the same way as for the X-ray absorption spectroscopy discussed above.
However, in the (angle-resolved) photoemission spectroscopy, the energies (and
emission angles) of the emitted photoelectrons are measured. The emission of a
photoelectron, the so called photoelectric effect, was first observed by Hertz [66]
and explained by Einstein in 1906 [67]. In the single particle picture, the photon
with energy h̄ω is absorbed by an electron which then gets ejected from the sam-
ple if its energy is larger than the work function Φ. From energy conservation,
the kinetic energy of the emitted electron Ekin is then

Ekin = hν − Ebin − Φ (3.10)

where the binding energy Ebin is defined as the energy difference from the Fermi
level EF. Schematically, this relation is sketched in Figure 3.1(a) visualizing the
idea to effectively use photoemission spectroscopy to map the occupied density
of states.

Starting from the photon absorption expressed in Fermi’s Golden rule in Equa-
tion (3.7), the matrix element can can be expressed in the one-particle states ψk
as 〈

ψN
f

∣∣∣Hint

∣∣∣ψN
i

〉
∼ ∑

k,l

〈
ψN

f

∣∣∣ ⟨ψl | Hint |ψk⟩︸ ︷︷ ︸
∼Mkl

c†
k cl

∣∣∣ψN
i

〉
∼ ∑

k,l
Mkl

〈
ψN

f

∣∣∣ c†
l ck

∣∣∣ψN
i

〉
(3.11)

Now, the photoelectron which will be measured needs to be separated from the
N-particle final state

∣∣ψN〉. This is not trivial and the most common approach
is the so called sudden approximation which assumes that the photoelectron is
removed imminently (suddenly) from the system neglecting any screening of the
photoelectron by the rest of the system. The final state can thus be expressed
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tions indicated by red arrows with an photon en-
ergy hν. Ebin defines the energy scale in the solid
in respect to EF while Ekin stands for the kinetic
energy of photoelectron ejection from the sample.
The work function Φ denotes the energy differ-
ence between EF and the vacuum level Evac.

as
∣∣∣ψN

f

〉
= c†

f

∣∣ψN−1
m

〉
, where the photoelectron with the creation operator c†

f is

added to one of the
∣∣ψN−1

m
〉

eigenstates in which the system collapses during
measurement. Additionally, since the single particle final state is unoccupied in
the initial state c f

∣∣ψN
i
〉
= 0, only matrix elements Mk f are of interest. Neglecting

the off-diagonal elements, the transition rate can then be formulated as

Wi→ f ∼ ∑
k

(∣∣Mk f
∣∣2 ∑

m

∣∣∣〈ψN−1
m

∣∣∣ ck

∣∣∣ψN
i

〉∣∣∣2δ
(

EN−1
m + Ee

k − EN
i − h̄ω

))
(3.12)

where the second term with the sum over m is called the one-particle spectral
function for electron removal Ak. It becomes apparent that in case of a non-
interacting electron system, the sum over m reduces to a single particle term
k = m with the single-particle function ψk and corresponding energy Ek which
has to directly correspond to the difference Ek = EN − EN−1. Hence, comparing
this with the delta function term, one can find that the energy of the photoelectron
subtracted by the photon energy Ee

k − h̄ω = −EN−1
k + EN

i = −Ek meaning that
measuring the energy of the photoelectron allows determining the binding energy
in the initial state and thus the single-particle band structure. However, with
strong correlations, multiple states

∣∣ψN−1
m

〉
will contribute leading to different

energies of the photoelectron and thus broadening and satellites in the spectra.
However, the direct calculation of the transition rate is difficult since the pho-

toemission effect happens at a solid-vacuum interface. Hence, neither initial nor
final state can be assumed to be a Bloch state near the surface. Only deep within
the bulk, an approximation as Bloch state holds true while the photoelectron in
vacuum far outside can be approximated by plane waves. In between however,
inverse low-energy electron diffraction (LEED) wavefunctions have to be used.
In LEED experiments, incoming monochromatic electrons are scattered and the
scattered waves sum up to yield the LEED diffraction pattern. Thus, by using the
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3 Measuring with X-rays

inverse process with the reverse LEED state as the final state into which an initial
Bloch state is excited, the photoemission process can be treated. However, since
these calculations in one step are difficult, a simpler phenomenological approach
is often chosen where the process is divided into three sequential steps [68].

The first step is the optical excitation in the bulk between two Bloch states for
the photoelectron. In the very soft X-ray or UV-ARPES regime, the momentum of
the photon is small in comparison to the electron momenta and can be neglected.
Hence, the momentum relation k⃗ f = k⃗i + G⃗ and energy relation E f (⃗k f ) = Ei (⃗ki) +

h̄ω hold true for some reciprocal lattice vector G⃗ and the single particle states
|ψi⟩ and

∣∣ψ f
〉
. In this way, the matrix element Mi f =

〈
ψ f
∣∣Hint |ψi⟩ is similar to

the X-ray absorption matrix element and thus modulates the spectral intensity
depending on the orbital character and photon polarization as well as photon
energy and geometric setup. On the other, the spectral function contains all
information on the electronic structure and many-body effects.

The second step is the travel of the electron to the surface which can be simpli-
fied strongly by assuming that the frequency, or inverse lifetime, of the excited
electrons in the bulk is isotropic (k independent). Hence, it only affects the ab-
solute intensity of the photoelectrons with a given energy without changing the
k distribution. Because of the finite electron mean free path inside the sample
as shown in Figure 3.2, the soft X-ray photoelectron spectroscopy is a surface-
sensitive technique. For the Ce 4 f enhancing photon energy of around 121 eV, the
inelastic mean free path is only about 5 to 10 Å. This means that surface effects
play an important role and one has to be careful when inferring bulk properties
from ARPES measurements.

Figure 3.2: Inelastic mean free path
of photoelectrons with universal
curve [69]

The last step of the three step model is the transmission of the photoelectron
through the surface into the vacuum. For this, the electron has to overcome the
surface potential. As a result, only the momentum component parallel to the
surface is conserved, which can then be indirectly measured. To gain insight into
the kz values, an inner potential has to be modeled. However, for UV-ARPES, the
measured spectra show not only the bands for one kz but the projected bulk bands
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3.3 Photoemission spectroscopy

due to the uncertainty of kz according to the Heisenberg uncertainty principle. As
a consequence, the reciprocal three-dimensional space gets collapsed along the
surface normal kz into a two-dimensional surface plane. Speaking in terms of unit
cells, the bulk Brillouin zone gets folded into a surface Brillouin zone (SBZ).

Based on these three steps, the measured ARPES intensity can thus be formu-
lated as [69]

I (⃗k, E, T) = I0(⃗k, hν, A⃗) f (E, T)A(⃗k, E) (3.13)

with I0(⃗k, hν, A⃗) the summed matrix element depending on k⃗, the photon energy
hν, as well as the the electromagnetic field A⃗. Because of the third step, the
momentum is being conserved only parallel to the surface, k⃗ = k⃗∥. The photon
energy dependence of the matrix elements allows to study different emissions
with different photon energies. Finally, by multiplying with the Fermi-Dirac
distribution, the intensity I accounts for the temperature broadening and the
occupation of thermally occupied states. Similar to the case of X-ray absorption,
the spectral function A can be expressed in the Green function formalism usually
in the Lehmann representation [70], however, from a formulation here will be
refrained.

3.3.2 Angle-resolved measurements

The most common setup for measuring the momentum and kinetic energy Ekin
of the photoelectron is the usage of an hemispherical electron analyzer. Before
entering the analyzer, the photoelectrons are slowed down and focused in a lens
system. The photoelectrons then enter the analyzer through the entrance slit after
which they are deflected by an electrostatic field between the two hemispheres.
Only electrons in a certain energy range are able to pass and are dispersed onto
a micro-channel plate. While traversing the analyzer, the polar angle of the elec-
trons is conserved allowing a two-dimensional imaging of the photoemission
intensity with respect to the energy and emission angle on the detector.

While Ekin can be transformed into Ebin using Equation (3.10), the momentum
of the photoelectron p⃗ e can be determined using

pe
x =

√
2mEkin cos φ sin θ pe

y =
√

2mEkin sin φ sin θ pe
z =

√
2mEkin cos θ

(3.14)
with the angles defined as in Figure 3.3. As discussed in the third step of the three-
step model, the kz component is not conserved due to the translation symmetry
breaking at the surface. On the other hand, k∥ is conserved with h̄kx = pe−

x and
h̄ky = pe−

y . Thus, the spectral function can be mapped in energy and in the parallel
momentum component.
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Figure 3.3: The geometry of an ARPES experi-
ment with an photon beam of energy hν excit-
ing an photo electron e− which is detected by an
electron analyzer [69].

3.4 Resonant inelastic X-ray scattering

3.4.1 Kramers-Heisenberg formula and low-energy excitations

In X-ray absorption and photoelectron emission spectroscopy, a photon is ab-
sorbed. However, resonant inelastic X-ray scattering (RIXS) is, as the name sug-
gests, a scattering process meaning a photon-in photon-out process. As discussed
in Equation (3.4), the interaction Hamiltonian contains a term linear in A⃗ which
thus allows for photon absorption or emission, while the second term is quadratic
in A⃗ and thus has a even number of creation and annihilation operators allow-
ing for scattering processes. Indeed, in the non-resonant case the term quadratic
in A⃗ is responsible for scattering processes. However, in the resonant case, the
second order term in Fermi’s Golden rule dominates which contains the resonant
excitation to an intermediate state |m⟩ which then decays to the final state | f ⟩
as presented in Equation (3.2). This means that the resonant scattering is indeed
linear in A⃗. Again, the electronic system can be decoupled from the photon states
leading again to the electronic many-body states ψN . Rewriting the interaction
Hamiltonian by the transition operator T, the cross section for the resonant scat-
tering with the incoming photons h̄ωk and outgoing photons h̄ωk′ can be written
using the Kramers-Heisenberg formula as [71]

d2σ

dh̄ωk′ dΩk′
∼ ∑

f

∣∣∣∣∣∣∑m
〈

ψN
f

∣∣∣ T†
∣∣ψN

m
〉 〈

ψN
m
∣∣ T
∣∣ψN

i
〉

Ei − Em + h̄ωk + i Γm
2

∣∣∣∣∣∣
2

δ
(

EN
i − EN

f + h̄ωk − h̄ωk′
)

(3.15)
Based on this equation, the RIXS process can be explained. First, the initial state∣∣ψN

i
〉

absorbs a photon resulting in a highly excited state with a deep core hole∣∣ψN
m
〉
. This intermediate state decays quickly into the final state

∣∣∣ψN
f

〉
via the

two decay channels already discussed for the X-ray absorption spectroscopy, the
Auger decay or fluorescence decay. For RIXS, only the radiative decay channel is
relevant emitting a photon h̄ωk′ . If the initial and final states are identical, then
the system scatters elastically. There are two processes that describe the change of
energy and momentum between absorbed and emitted photons, the direct RIXS
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3.4 Resonant inelastic X-ray scattering

and the indirect RIXS process. In the direct RIXS process, a core electron tran-
sitions after absorption of the photon to an empty valence state. The core hole
is subsequently annihilated by the decay of a different valence electron, which
leaves the final state with an electron-hole excitation in the valence band [72].
According to energy and momentum conversation, this electron-hole excitation
has a momentum q⃗ = k⃗′ − k⃗ and and energy h̄ωq = h̄ωk − h̄ωk′ . This allows for
the study of small excitations close to elastic process h̄ωk ≈ h̄ωk′ . The advantage
of using soft X-rays and exciting a intermediate state with a core hole instead of
using visible light as done in Raman scattering are the large photon momenta
in RIXS. A photon of 2 eV has a wave vector k = 0.001 Å

−1
, thus negligible to

excitations in a Brillouin zone of multiple Å. On the other hand, using photon
energies around 1000 eV, the photon momentum k = 0.5 Å

−1
allows for a maxi-

mal momentum transfer of q = 2k = 1 Å
−1

which is in the order of the primitive
reciprocal lattice vectors of usual crystalline systems. Thus, by measuring both
the direction and energy of the emitted photon, the dispersion of the excitation
can be measured in a sizable part of the Brillouin zone in RIXS.

Since the first step of the RIXS process is X-ray absorption, the same matrix
element as in Equation (3.8) defines the transition rate meaning that in the dipole
approximation, the selection rules have to be satisfied, too. However, there exists
another, more complicated process, called the indirect RIXS process, where the
absorbing core electron transitions to an empty state several eV above the Fermi
level and then decays back to fill the core hole. Neglecting the core hole state,
the process is an elastic scattering. However, the intermediate core hole potential
influences the valence states leading to shake-up excitations which can thus be
measured using RIXS.

The typical excitations that are studied using X-ray RIXS have excitation ener-
gies below a few to tens of eV. The kind of excitation depends on the sample but
also on the chosen absorption edge, photon polarization and geometry. The most
common excitations will be discussed in the following. The first one are crystal-
field and orbital excitations which are result of the orbital degrees of freedom of
the valence electrons. If different orbital configurations are split in energy (e.g. by
a crystal-electric field), the corresponding excitations are transitions between the
different levels. In case of d states, these transitions are called dd excitations.

Another class of excitations are the collective excitations like magnons and
phonons. As already discussed in case the case of the X-ray absorption, the
photon has a angular momentum which can be transferred to the electron and via
spin-orbit coupling resulting in an spin excitation with ∆Sz = 1 or even ∆Sz = 2
(magnon and bimagnon excitations). On the other hand, phonon excitations are
a result of the charge disequilibrium due to the extra valence electron in the
intermediate state which can generate lattice vibrations.

Lastly, one other contribution is the so called fluorescence feature. Such a
feature does not depend on the incoming photon energy h̄ωk and is instead a
result of the decay of shallow core electron into the deep core hole state. Hence,
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the emission h̄ωk′ from such a transition only depends on the energy difference
between the two states.

3.4.2 Setup

In contrast to soft X-ray absorption, where in most cases only either the fluores-
cence photons (which can be measured by a diode) or the total electron yield
(measuring the current draw of the sample), the energy of the outgoing photons
has to be determined when measuring RIXS. For this, a large spectrometer is
needed when measuring in the soft X-ray regime due to the restrictions of X-ray
optics which require gratings for the energy dispersion. The RIXS spectrometer
of ID32 of the ESRF is shown exemplary in Figure 3.4.

Figure 3.4: View of the RIXS spectrometer of ID32 at the ESRF showing the sample cham-
ber and the spectrometer arm. The red metal structure of the spectrometer arm is moved
with the help of air pads on top of the spherically arranged marble tiles on the floor [73].

This spectrometer consists of one main sample chamber and the three chambers
of the spectrometer arm under vacuum with base pressures below 10−8 mBar. The
monochromatic X-ray beam enters the first chamber which contains the four-circle
Huber diffractometer allowing for a full rotation of the sample and orientation
of the sample in the θ - 2θ′ scattering geometry. Connected to this chamber is
the load lock with sample storage and the first chamber of the spectrometer arm
containing a collimating parabolic mirror from which the outgoing photons are
directed onto the spherical gratings in the second chamber of the spectrometer
arm. The spherical gratings scatter in vertical direction into the third chamber
which is mounted at the end of the spectrometer arm. This chamber contains the
CCD detectors, one for the direct beam and a second one which can be used in
combination with a multilayer for polarization dependent measurements. For
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measuring different scattering geometries, the spectrometer arm is movable in an
100◦ range. The first two chambers are situated on a granite base which can func-
tion as an air pad. The metal structure of the spectrometer arm is moved via eight
air pads on top of a circular ring of marble tiles. A special pumped ribbon section
connected with a bellow allows for the movable connection between the sample
chamber and the spectrometer arm. This large mobile spectrometer arm makes
it possible to measure for high-resolution spectra for variable photon energies in
the soft X-ray regime up to 1600 eV covering a large scattering angle interval. For
a full discussion of the ID32 beamline as an state-of-the-art RIXS spectrometer
see [73].
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4 Surface Kondo sublattices in
Ce-based intermetallics

This chapter presents the main results of our ARPES study starting with the Kondo
lattice system CeRh2Si2 followed by our results on the tetravalently-behaving CeCo2P2.
The CeRh2Si2 study is a continuation of my Master’s thesis project and the here presented
study is published in G. Poelchen et al., Unexpected differences between surface and
bulk spectroscopic and implied Kondo properties of heavy fermion CeRh2Si2, npj
Quantum Mater. 5, 70 (2020). The ARPES results on CeCo2P2 are published in G.
Poelchen et al., Interlayer Coupling of a Two-Dimensional Kondo Lattice with a
Ferromagnetic Surface in the Antiferromagnet CeCo2P2, ACS Nano 16, 3, 3573-
3581 (2022). Sections and figures of these publications are included without additional
citation.

The studied samples were grown by the groups of C. Geibel and C. Krellner, while I,
together with my collaborators, performed the ARPES measurements. I further performed
all the here presented data analysis and in case of CeRh2Si2 the DFT and model calcu-
lations. In case of CeCo2P2, the final calculations presented here were performed by A.
Ernst and I.P. Rusinov.

4.1 Heavy-fermion physics in Ce-based systems

4.1.1 Introduction

With the first observation of heavy-fermion physics in CeAl2 [13], Ce-containing
compounds received new interest to study its many-body physics. In CeAl2, un-
usual low-temperature properties were observed like a very large Sommerfeld co-
efficient γ = 1620 mJ mol K−2. Since a large Sommerfeld coefficient is connected
to enhanced effective electron masses, the observed 4 f physics were interpreted
as quasiparticle mass enhancements in the single impurity Anderson model as
discussed in Section 2.4.

The focus on more materials and new measurement techniques led to a fast
and large improvement of the theoretical understanding, but also raised new
questions particularly between the different energy scales of the single impurity
TK and the formation of coherence connected to a dense Kondo lattice (see Sec-
tion 2.4.2) and its coherence temperature. The formation of coherence can be
observed in the classic example of La-doped CeCu6 which has a resistivity max-
imum at around 10 K (see Figure 4.1). However, the doping of La destroys the
coherence and leads to a continuous crossover to the single impurity behavior
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with an increasing resistivity when lowering the temperature. A large number
of theoretical works focus on the relationship between the different energy scales
and the connected exhaustion problem [74–77] and the link to experimental mea-
surements is still cloudy.

Figure 4.1: Resistivity of
CexLa1 – xCu6 for different doping
concentrations x. In case of di-
luted Ce, the resistivity increases
when lowering the temperature.
With increasing Ce concentration
x, a coherent scattering devel-
ops reducing the resistivity for
very low temperatures ([8], data
originally from [78]).

Besides the study of the Kondo/Anderson lattice systems, the class of heavy-
fermion superconductors [79–81] after the discovery of the superconducting prop-
erties in CeCu2Si2 [79] as well as the recent exploration of Kondo insulators [82]
and Weyl–Kondo semimetals [83] keep the research interest in Ce-based systems
high.

4.1.2 Photoemission studies

One important method for the above discussed study of Ce-based systems is
the (UV/very soft X-ray) photoemission spectroscopy described in Section 3.3.
Here, the first big breakthrough was the utilization of the resonant photoemis-
sion process enhancing the 4 f emission [84]. Using the 4d →4 f excitation energy
at around 121 eV, the emission from 4 f states becomes enhanced due to a large
matrix element for the deexcitation channel from the intermediate state via an
4 f photoelectron. This made it possible to determine the 4 f ionization peak at
a binding energy of around 2 eV. In combination with bremsstrahlung isochro-
mat spectroscopy (BIS) it became thus possible to fully measure the 4 f spectral
function for electron removal and addition, which was an important milestone
for understanding Ce 4 f physics. A full theoretical description in the degenerate
impurity Anderson model by Gunnarsson and Schönhammer made it possible to
identify the sharp peak at the Fermi level as the so called Kondo resonance [64].
Measured spectra and calculation are shown together in Figure 4.2.

While a steady improvement of the resolution allowed for a refinement of the
fine structure around 4 f , a big advance was gained by measuring not only the
integrated photoemission spectra, but the k-dependence of the 4 f emission. This
made it possible to study the band structure renormalization and contribution
of the 4 f to the valence bands. The ARPES measurements and their dispersive
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Figure 4.2: Combination of Ce 4 f res-
onant photoemission and BIS spectra
for CeAl and CeNi2. CeAl is a weakly
hybridized 4 f system with a small
TK, while CeNi2 is a large TK system.
Both materials show a peak at −2 eV
corresponding approximately to the
4 f 1 → 4 f 0 electron removal and a sec-
ond peak at 4 eV corresponding to the
4 f 1 → 4 f 2 electron addition. Cen-
tered slightly above EF can be seen the
Kondo resonance [85].

structure will be discussed in detail for CeRh2Si2 and CeCo2P2.

4.1.3 Lanthanide ThCr2Si2-type structure

A large number of different Ce-based systems exist. One of the most prominent
groups of Ce-based intermetallic systems is the CeT2X2 family with T being a
transition element and X a main group element (X = Si, P, As, Ge). Due to the
large number of existing members containing from 3d up to 5d transition elements,
this family covers a wide range of properties from weakly- to strongly-hybridized
4 f electrons, from local-moment AFM ordering to near quantum criticality [86]
and heavy-fermion superconductivity [79, 81].

These systems can crystallize in two different structures, usually in the ThCr2Si2-
and seldom in the CaBe2Ge2-type structure. The more common ThCr2Si2-type
structure belongs to the I4/mmm space group (No. 139), while the CaBe2Ge2-
type structure has a reduced symmetry (P4/nmm, No. 129). Recently, CeRh2As2,
a member of the CaBe2Ge2-type structure, came into focus due to its multiple
superconducting phases linked to the local symmetry breaking in the crystal
structure [81]. However, for ARPES measurements, the ThCr2Si2-type structure
is preferable, since this structure usually only has one cleavage plane perpendic-
ular to the c axis between the Ce ion and the tightly bound X-T-X trilayer block.
The cleave of the sample would thus result in either a Ce-terminated surface or a
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X-terminated surface.

Figure 4.3: Crystal structures of
CeT2X2 with the (a) ThCr2Si2 and (b)
CaBe2Ge2-type. Clearly visible is the
missing local inversion symmetry of
the CaBe2Ge2-type structure (based on
[87]).

In the following, two ARPES studies for members of the CeT2X2 family will
be presented. The first one will be CeRh2Si2, where the Ce is described as an
antiferromagnetic Kondo lattice, and the second one will be CeCo2P2, which
behaves differently to all other members of the CeT2X2 family with the Ce being
best described as tetravalently-behaving.

4.2 Surfaces of CeRh2Si2

4.2.1 Introduction

The system CeRh2Si2 is a fascinating member of the CeT2X2 family since it exhibits
complicated magnetic and electronic properties. First magnetic measurements
revealed an antiferromagnetic transition at 36 K [88], while later measurements
revealed two magnetic transitions [89, 90]. Neutron diffraction data confirmed
two magnetic structures with TN1 = 36 K and TN2 = 24 K. These magnetic phases
are suppressed under pressure and the system becomes superconducting at p =
0.9 GPa and Tc = 0.4 K.

Based on inelastic neutron scattering, the Kondo temperature was estimated as
TK = 33 K [91, 92], while nuclear magnetic resonance measurements suggest a
Kondo temperature TK ∼ 100 K [93]. From a combination of neutron scattering
and RIXS measurements, the crystal electric field scheme was determined to be
∆1 ≈ 30 meV and ∆2 ≈ 53 meV [94].

Lastly, previous ARPES measurements [95] of our group determined the exis-
tence of two different surface terminations, namely the Ce-terminated surface and
the Si-terminated surface. The different spectra could be separated by a surface
state around the M point of the SBZ which is primarily located in the Si-Rh-Si
surface block and thus absent in case of the Ce-terminated surface. Going to the
4 f resonant spectra (on-resonance) at a photon energy of 121 eV, the typical dou-
ble peaked structure becomes apparent as shown in Figure 4.4. Starting with the
off-resonance spectra at a photon energy of 114 eV, the intensity strongly shifts
from the strongly dispersive bands to features at EF and around binding energies
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around 1 eV to 2 eV. This is not only a result of the 4 f enhancement but also a
suppression of the Rh 4d states at 121 eV due to a Cooper minimum in this energy
range.

Figure 4.4: ARPES spectra for a (a) Ce-terminated surface and (b) Si-terminated surface
for photon energies of 114 eV, and 121 eV. (c) and (d) show the corresponding integrated
photoemission profiles of the spectra at 121 eV, respectively [95].

The direct comparison of the on-resonance spectra for both terminations in-
tuitively shows the degree of the 4 f localization. While for the Ce-terminated
surface, barely any intensity can be seen besides two discussed non-dispersive
features, the Si-terminated surface shows a richer structure with also the two
features looking more dispersive pointing to a stronger interacting between the
4 f and the valence band. Finally, in Figure 4.4(c,d), the integrated photoemis-
sion spectra are shown. The spectra are reminiscent of the spectra shown in
Figure 4.2 were the Ce-terminated surface with a strongly defined 4 f 0 peak looks
like a weakly hybridized γ-like Ce and the Si-terminated surface like a more
strongly hybridized (more α-like) Ce. The work presented in this thesis aims at
continuing and completing the understanding of both terminations by perform-
ing temperature-dependent measurements studying the Kondo resonance peak
at EF.
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4.2.2 Electronic structure characterization

In connection to the previous ARPES study of our group, the first step was the
detection of the two distinct surface terminations with a respective Ce- and a
Si-terminated surface. The presented measurements were performed at the I05
beamline of the Diamond Light Source facility [96]. The samples of CeRh2Si2 were
cleaved in situ under ultra-high vacuum conditions better than 10−10 mbar. In
Figure 4.5(a,b), two clearly different spectra are shown belonging to the Ce- and
Si-terminated surface, respectively. The spectra were taken around Γ along the
M − Γ − M direction of the SBZ in the 4 f resonance. Further, the main intensities
of the spectra are situated around the Γ point making this the area of interest for
an in-depth analysis. Other interesting areas like the surface state around M as
well as the dominant bulk band feature called donut were also looked at, however,
the intensities around these points were to low to gain definitive answers about
there respective temperature behaviors.

A closer look at the corresponding photoemission profiles around Γ with an
angle-integration over ±4◦ shown in Figure 4.5(c,d) reveals the Ce 4 f 1 emission
in form of two spin-orbit split peaks with the 4 f 1

5/2 hybridization peak at EF

and the 4 f 1
7/2 peak in an energy interval of −300 meV to −250 meV. Notable is

the shift of the 4 f 1
7/2 satellite between the two terminations. In case of the Ce-

terminated surface, this satellite is situated at an energy of −300 meV while for
the Si-terminated surface, its energy is −250 meV. The reduction of the binding
energy for the Si-terminated surface is a clear sign of an enhanced interaction
with similar changes of the 4 f n final-multiplet splittings being observed for other
rare-earth compounds and ascribed to hybridization [97] and screening of the
core potential [98].

A second clear difference between the two spectra is the existence of a side
band around −50 meV for the Si-terminated surface. Its characteristic intensity
distribution as seen in Figure 4.5(b) can be attributed to two effects. First, a hole-
like valence band which approaches EF hybridizes with the 4 f and gets bushed
down to lower energies which leads to a transfer of intensity away from EF to
the region around −50 meV at the Γ point. This hole-like band can still be nicely
seen at lower energies in Figure 4.5(b). However, this alone cannot describe the
large extension of the side band in momentum space. It can be explained by
hybridization of the aforementioned valence band with the CEF satellites that
are situated in an energy interval of −60 meV to −30 meV [95]. This fits well the
assumed CEF splittings determined by RIXS and neutron measurements [94].

On the other hand, the lack of the side band for the Ce-terminated surface,
which becomes especially apparent in the normalized spectra shown in Figure 4.6,
is the result of the hole-like valence band being shifted to higher binding energies
(see DFT calculations in Section 4.2.4) due to charge transfer. This way, the band
is far away from EF an can not hybridize with the Ce 4 f states. Additionally,
no CEF satellites were observed for the Ce-terminated surface [95] which might
be understood by the partial replacement of the mirror symmetric CEF of the
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Figure 4.5: On-resonance ARPES spectrum near the Γ point along the M-Γ-M direction
taken at 7 K for (a) Ce- and (b) Si-terminated surfaces of CeRh2Si2, reflecting the prop-
erties of surface and bulk Ce atoms, respectively. Photoemission spectra obtained upon
integration over the shown k segments (over an emission angle from −4 meV to 4 meV)
for each termination are shown in (c) and (d), respectively.

Figure 4.6: Normalized on-resonance
ARPES spectra for (left) Ce-terminated
and (right) Si-terminated surface at 30 K.
Each energy distribution curve (EDC) is
normalized to the same intensity clearly
visualizing the flat band at EF and a side
band around −50 meV.

bulk by a point-symmetric surface dipole at the surface. This would result in the
collapse of the CEF splitting or a CEF splitting that is too small to be resolved.
With photonenergies of 121 eV, the photoelectrons only have a inelastic mean
free path of the size of a half unit cell (around 5 Å to 8 Å, see universal curve in
Figure 3.2), therefore, the emission for the Ce-terminated surface originates by
more than 50 % from the surface Ce atoms and can be clearly understood as a
probe for the surface Ce. On the other hand, the emission from the Si-terminated
surface stems predominantly from the Ce atoms located in the fourth subsurface
layer and reflects the bulk-like properties of CeRh2Si2. To emphasize the main
contributions, the Ce- and Si-terminated surface are called respectively Ce surface
and Ce bulk in all following discussion and figures.

4.2.3 Temperature-dependent behavior

In the next step, the analysis of the temperature dependence of the 4 f hybridiza-
tion peaks at EF and of the side band will be discussed. In Figure 4.7, the 4 f
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electronic landscape can be directly compared for different temperatures and re-
veals well distinguishable modifications for both surface terminations when the
temperature is lowered. While the dispersive hybridization peak at EF is almost
not visible at 142 K, its intensity gradually enhances with decreasing temperature
and becomes most intense at the lowest temperature (10 K). A similar behavior
can be seen for the side band in case of a Si-terminated surface, however the
intensity change is weaker and the side band remains visible at 142 K.
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Figure 4.7: Temperature dependence of the k-resolved Ce 4 f -derived states near the
Γ point for (a) Ce- and (b) Si-terminated surfaces of CeRh2Si2. The ARPES data were
taken along the M-Γ-M direction of of the SBZ.

Looking at the photoemission profiles around Γ over a small angle integration
of ±2◦ as shown in Figure 4.8, the temperature dependence can be directly stud-
ied. The profiles are normalized below the 4 f 1

5/2 emission where they follow the
same T-dependent behavior. The aspect that all profiles can be normalized in
such a way highlights that the same sample spots were measured over the whole
temperature range. Such a measurement is especially tricky due the temperature-
dependent length contraction of the manipulator.

As expected, the profiles show the already discussed temperature dependence
of the EF peak and the side band. For later distinction, the EF peak for the Ce-
terminated surface is labeled (1), while the EF peak is labeled (3) and the side
band (2) for the Si-terminated surface. For a quantitative analysis, the intensity
of theses peaks needs to be determined, which requires the knowledge of the
intensity background which can be subtracted from the measured profiles to
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Figure 4.8: Photoemission k-integrated profiles of the 4 f -derived states for various T
taken from (a) Ce- and (b) Si-terminated surfaces of CeRh2Si2. The corresponding FDD
backgrounds (convoluted with a Gaussian resolution broadening) are shown for the high-
est and lowest T as dotted and dashed lines, respectively.

acquire the peak intensity. There are multiple ways to assume a background
and our used methods bare a resemblance to the temperature-dependent analysis
done for CeCoIn5 [99].

A simple approach for the background is using the FDD which, from a phys-
ical standpoint, models an energy-constant intensity that is added to the peak
intensity. This seems reasonable as the Rd 4d valence band can be in first approxi-
mation seen as an intensity-constant band crossing EF. The FDD backgrounds for
the highest and lowest temperature are shown in Figure 4.8 as dashed and dotted
lines, respectively. To account for resolution broadening, the FDD backgrounds
are convolved with a Gaussian of finite width. The standard deviation σ was
defined as the Pythagorean addition of a temperature-independent term σconst ac-
counting for the machine resolution and a temperature-dependent term σT(T) for
temperature-broadening effects like the temperature dependence of the scattering
rates. In the depicted case, the two contributions were defined as σconst = 4 meV
and σT(T) = 0.05 meV K−1 · T. These values are chosen to be close to the ones de-
termined by the fit model approach discussed in Section 4.2.4. However, different
values for σconst and σT in a reasonable range can lead to small changes of T0 in
the range of ±2 K.

The resulting profiles after FDD subtraction can be seen in Figure 4.9(a,b). By in-
tegrating, the peak intensity is determined and shown in Figure 4.9(c,d). For peak
(1), the integration is performed over the shown energy range from −150 meV to
100 meV, for peak (2) from −150 meV to −26 meV and for peak (3) from −26 meV
to 100 meV. The separating interval bound between peak (2) and (3) at an energy
of −26 meV is shown as blue dashed line in Figure 4.9(b). This approach to sep-
arate the intensities of the EF peak and the side band introduces a possible error
because their tails may extend beyond the integration window. However, these
contributions should either cancel out or be small enough to be negligible.
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Figure 4.9: Photoemission k-integrated profiles of the 4 f -derived states for various T
taken after subtraction of the corresponding FDD backgrounds from (a) Ce- and (b) Si-
terminated surfaces of CeRh2Si2. T dependence of the 4 f 1

5/2 peak intensity for (c) Ce-
and (d) Si-terminated surfaces. The integral intensity of the photoemission peaks were
obtained by integration the data shown in (a) and (b). For the EF peak (3) as well as the
side band (2), the integration was performed over the respective intervals left and right
of the blue line in (b). The total intensity of peaks (2+3) in blue was scaled by an factor of
1/4 to directly compare the T behavior to peak (2) in black. Inset: the T dependence of
the integral intensity of the peak (2) alone.

Finally, the temperature-dependent intensities are fitted by an exponential
function of the form A exp

(
− T

T0

)
+ C which can nicely describe the observed

temperature behavior of the EF peaks (1) and (3) as well as for the total inten-
sity of (2)+(3). As mentioned before, the temperature-dependent change of the
side band (2) is weaker and follows more closely a linear behavior as shown in
the inset of Figure 4.9(d). By comparing the exponential attenuation T0, a clear
quantitatively-different temperature behavior is seen for the two surface termina-
tions with T 1⃝

0,FDD = 86 K, T 3⃝
0,FDD = 55 K and T 2⃝+ 3⃝

0,FDD = 116 K.
To make sure that these values are not an artifact of the background subtraction

method, additional backgrounds were explored. First, in contrast with the FDD
profile, a temperature-independent linear background was tested as shown in
Figure 4.10(a). In case of the EF peak (1) of the Ce-terminated surface, the linear
background simply reaches from low energies, where all profiles are normalized,
to higher energies, where the profiles go to zero. However, for the Si-terminated
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surface, two different linear backgrounds are possible with one including both
the EF peak (3) and the side band (2) and one only for the EF peak (3). The
lower row in Figure 4.10(a) shows the profiles after subtraction of the background.
The nonphysical jumps of the slopes at the bounds of the linear background
clearly indicate that this subtraction is only a crude approximation. However,
the total intensity of the profiles, obtained by integrating after subtraction of the
linear background, shows again an exponential behavior with similar values for
the exponential attenuation T0. In case of the Ce-terminated surface, the value
for T0 only differs by less than 5 % from the result of the FDD subtraction with
T 1⃝

0,linear = 90 K. In case of the Si-terminated surface, theses deviations are slightly
larger with 27 % (T 3⃝

0,linear = 40 K and T 2⃝+ 3⃝
0,linear = 97 K).

Finally, a third background subtraction method was explored, using the profile
of the measured spectrum at 142 K (highest temperature) as background. Since
the contribution of the Ce 4 f should be barely visible at large temperatures, the
profile at 142 K should mainly consist of the valence band emission, and thus, be a
good approximation for the background. The spectra before and after subtraction
are shown in Figure 4.10(b). A clear nonphysical behavior with negative intensi-
ties above EF can be observed for profiles of lower temperatures because of the
corresponding thermal narrowing of the FDD. However, the total intensity, deter-
mined by integrating the spectra like in the case of the FDD background, increases
and stays positive for all temperatures. The temperature-dependent intensities
are shown in Figure 4.10(d) and follow again an exponential behavior. The ob-
tained values of the exponential attenuation T0 are in good accordance to the
ones of the other background subtraction methods. In case of the Ce-terminated
surface, the same T0 was obtained as for the FDD background. Further for the
Si-terminated surface, the same value of T0 was obtained too for the tempera-
ture behavior of the sum of both peaks (2)+(3). Only T0 of the EF peak of the
Si-terminated surface deviates by 12 % from the one obtained by FDD subtraction,
underlying the credibility and consistency of the used background subtraction
methods.

So far, only the exponential attenuation T0, which varies only slightly between
the different methods, was directly compared. The intensity itself, however,
changes strongly between the different methods as shown in Figure 4.11, where
the peak intensities are normalized to one at the lowest temperature. Because the
assumed backgrounds differ considerably in there assumptions, the correspond-
ing intensities are different. Inherently, in case of the highest temperature profile
as background, the intensity at 142 K must be zero. On the other hand, the inten-
sity with a linear background is already larger than 0.5 at the highest temperature
for the Ce-terminated surface, since it underestimates the intensity of the back-
ground. Hence, the high-temperature profile gives a lower limit and the linear
background an estimation of the upper limit of the intensity. In between lies the
data after the FDD subtraction, which thus gives probably the closest estimate
to the real intensity. Because of this, the values of T0 as obtained for the FDD
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Figure 4.10: Upper panels (a, b): k-integrated profiles of the 4 f -derived states for various
T before (upper row) and after (lower row) subtraction of different backgrounds for
Ce-terminated (left) and Si-terminated (right) surfaces with (a) linear background and
(b) spectrum measured at highest T taken as background. In the upper row the used
background is shown as black dotted and dashed lines. The hybridization peak for the
Ce-terminated surface is labeled (1), while (2) and (3) refer to the side band and EF peak
in case of Si termination, respectively. In (a) different linear backgrounds were considered
for the Si-terminated surface with one applied to the EF peak (dashed line), and the other
involving both the side band and the EF peak (dotted line). The inset in the lower row
shows the resulting spectra for the latter after background subtraction.
Lower panels (c, d): Integrated intensities of the hybridization peaks after subtraction of
the (c) linear background and (d) high-T spectrum plotted over T . In case of the Si
termination, integration over the EF peak (3) in black, the side band (2) in the inset and
both (2)+(3) in blue were performed. The separation into EF peak (3) and side band (2)
in (d) is indicated by a blue dashed line in (b). Exponential fits with the exponential
attenuation T0 are shown as black and blue dashed lines. The insets show the results for
the side band (2) with a dotted line serving as guide to the eye.

background are henceforth used for this study.

Another aspect, which Figure 4.11 demonstrates, is that even though intensities
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Figure 4.11: Peak intensity normalized to one at 10 K after FDD (blue), linear (dark red)
and high-T (green) background subtraction with regards to T for (a) the hybridization
peak of the Ce-terminated surface (1), (b) the EF peak (3) and (c) the side band (2) plus the
EF peak (3) of the Si-terminated surface. The corresponding exponential fits are plotted
in the same color as dashed lines.

vary strongly, all temperature behaviors of one peak follow nearly the same atten-
uation which underlines that T0 is the ideal parameter to describe and compare
the temperature behavior for the different terminations.

So far, an exponential function was used to describe the temperature behavior.
However, the properties of Kondo problems are in some temperature range asso-
ciated with a logarithmic temperature dependence (see Section 2.4), which calls
into question the used exponential fitting. The reason for choosing an exponential
function instead of a logarithmic one becomes obvious when plotting the intensi-
ties of the hybridization peaks (as determined by FDD subtraction) in logarithmic
scale as shown in Figure 4.12. Here, a logarithmic temperature dependence would
corresponds to a straight line while the intensity data deviates for low and high
temperatures from such a line. Instead, only for a limited temperature range, an
approximate linear behavior can be attributed to all three peaks in (a), (b) and (c),
respectively.

The departure from a simple logarithmic temperature dependence is quite uni-
versal for properties of Kondo systems, and its origin is in so far trivial that a
logarithmic dependence would result in a positive divergence of the property
towards very low temperatures and a negative divergence towards high tem-
peratures. However, since the properties of a Kondo systems remain finite, the
logarithmic temperature behavior has to level out at high and at low tempera-
tures. Hence, the temperature dependence of properties of Kondo systems follow
in general a S-shaped curve. This shape can be directly seen in Figure 4.12(b),
where the Kondo scale is shifted to small enough temperatures so that the the
leveling out can be seen for high and low temperatures. While a logarithmic func-
tion cannot describe such an behavior, the exponential fit follows such an S shape
and describes the experimental data nicely in the full investigated temperature
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Figure 4.12: The peak intensities after FDD background subtraction in logarithmic T scale
for (a) the hybridization peak (1) of the Ce-terminated surface, (b) the EF peak (3) and (c)
the total intensity of the EF peak and the side band (2)+(3) of the Si-terminated surface.
The black or blue dashed line corresponds to the exponential fit while the red dashed line
corresponds to the logarithmic fit in the range of a logarithmic behavior.

range. As characteristic temperature of this behavior, we already introduced the
exponential attenuation T0. In a logarithmic temperature scale, this temperature
corresponds exactly with the inflection point and thus T0 corresponds to the cen-
ter of the temperature range in which the experimental data follow a logarithmic
behavior. In this way, the exponential attenuation T0 connects the fitted exponen-
tial behavior of the measured data with the characteristic logarithmic behavior
which is associated for Kondo problems over a limited T range making T0 a good
characteristic temperature. However, since the connection between T0 and other
Kondo scales is not known, we cannot directly connect our values to these scales
and to the Kondo temperature TK.

With the fact that a logarithmic function cannot describe the properties of a
Kondo system over a large temperature range explored in detail, a justification
for an exponential fit is still missing. For this reason, the exact results of a property
of a Kondo system is compared to an exponential behavior. This property is the
specific heat C(T) of a single Kondo ion because it can be calculated numerically
with high precision [100–102], and is in an indirect way related to the intensity
of the EF peaks since C(T)/T probes the electronic density of states at the Fermi
level. The exact numerical results for the normalized specific heat C/T of a single
S = 1/2 Kondo ion are plotted with respect to the temperature in a logarithmic
scale and with C/T scaled to TK/R in Figure 4.13. The numerical results were
provided to us by H.U. Desgranges [103]. Accordingly, the definition of TK as
used in [103] will be applied here.

The normalized specific heat C/T follows the aforementioned S shape. Around
the inflection point of C/T in the logarithmic temperature scale at a temperature
TK/π, an exponential and logarithmic function can be applied. Clearly, the ex-
ponential function can reproduce the exact result quite nicely within one decade
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Figure 4.13: The exact numerical result for the specific heat C/T of the S = 1/2 single ion
Kondo mode in a logarithmic T scale. C/T is normalized to TK/R. The orange and the
green lines are respectively a logarithmic and an exponential fit to the exact results in the
vicinity of the inflection point.

in temperature around the inflection point. Because our measured temperature
range corresponds to such an interval around the inflection point, a simple ex-
ponential function is able to describe the intensity behavior. On contrary, the
logarithmic function can describe the temperature dependence only over a much
narrower interval and is thus less suitable to be used for our analysis.

Having seen a clearly distinct temperature behavior between the two termi-
nations, the question about the origin this difference remains. From experience
of early photoemission studies of polycrystalline samples [14] it is known that
TK for the surface is always smaller than for the bulk. This is understood as
a consequence of the reduced atomic coordination at the surface, which leads
both to a reduction of the strength of 4 f -conduction band hybridization V and
an increase of the 4 f electron binding energy ε f . Hence, the Kondo coupling

constant J ∼ N f V2

ε f
is decreased, where N f is the ground state degeneracy [14].

And with a decreased coupling J, the Kondo temperature TK ∼ exp
(
− 1

J

)
(see

Equation (2.19)) is decreased, too.
However, our observed temperature dependences of the EF peaks suggest the

opposite conclusion, meaning that the characteristic temperature T0 of the Si-
terminated surface (∼ 55 K) is by a factor of one and a half smaller than that
of the Ce-terminated surface (∼ 86 K). As discussed before, the characteristic
temperature T0 cannot be directly associated with TK, but a correspondence of
a clearly larger T0 to a larger TK is expected. A close relation was found in [99],
where the temperature dependence of the ARPES EF amplitude of a specific point
in k space was qualitatively similar to what is found here and compared well
with the T dependence of the EF amplitude of the k-integrated spectrum of a
calculation using DMFT. This underlines that a difference in T0 should reflect a
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change of TK .
This new and unexpected difference in the surface and bulk values of T0 can be

traced to the reduction of the surface CEF splittings, pointed out already above.
The exact values for the CEF splittings at the surface are not known, but they
are certainly less than our energy resolution ≈ 10 meV = 116 K. Within that
framework, two limiting cases will be discussed below.

For the first case we simply note that, whatever the splittings are, the EF peak
intensity that we measured certainly includes that of the Kondo resonance and
the CEF sidebands. Thus for the surface spectrum there is an increase of the
effective degeneracy to N f = 6 relative to that in the bulk spectrum (N f = 2).
We propose that the increase of N f overcomes the effects of the decreased surface
coordination so that the net effect is an increase of J, leading to an increase of TK
(and T0). In support of this basic understanding, we observe that the T0 value
obtained for the bulk using the total intensity of the EF peak and its CEF side band
(curve (2+3) in Figure 4.9(d)) is ∼ 116 K, which is larger than the one obtained for
the surface ∼ 86 K and is consistent with the expected effect of a reduced (V2)

ϵ f
on

the surface for constant N f . Indeed, for the case of spin-orbit sideband features in
impurity Anderson model, it was noticed long ago [85] that, although there is no
rigorous proof, numerical calculations indicate that the total weight of the near EF
resonance, including its spin-orbit sideband, is roughly the same as would occur
if the spin-orbit splitting were zero with no other change in the parameters, in
which case TK would be much larger and all the weight would lie in the EF peak.
This property should be essentially the same for the CEF sidebands.

The argumentation of the first case nicely reconciles the basic finding of a larger
characteristic temperature for the EF peak of the surface spectrum than for that
of the bulk. But the discussion can be extended to a stronger and more interest-
ing limiting case as follows. Working in the framework of the impurity Ander-
son model, Cornut and Coqblin [104] showed that as increasing T successively
populates excited CEF states, the effective TK is successively increased as N f is
successively increased. Since the CEF splittings all lie within the T range of our
measurements, one might expect fairly abrupt changes in the peak shape or tem-
perature dependence to accompany such jumps in TK. However, as Figure 4.9(a,c)
shows, neither of these changes can be observed and the temperature dependence
looks qualitatively similar to that of the bulk, where no CEF states become occu-
pied in the measured temperature range. This suggests that the CEF splittings
could be as small as the lower limit of our T range, ∼ 1 meV, in which case, over
the T range of our measurements, the CEF splittings can be entirely neglected so
that the ground-state degeneracy is effectively N f = 6. That the CEF splittings
could be so small is consistent with our argumentation above for the role of the
changed symmetry on the surface. In this case there will be a significant T range
for which the surface magnetic moment remains Kondo quenched well after the
bulk magnetic moments have begun to manifest.

Finally, we note that besides the degeneracy N f , the Kondo temperature further
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depends on the density of the itinerant states at EF to which the local 4 f states can
couple. Indeed, a much larger density for the Ce-terminated surface would have
the same effect as the increase of the degeneracy N f . However, while one might
expect small differences, our measurements as well as ab-initio band structure
calculation do not point to any strong discrepancies in the density of states at
EF for the two terminations. Therefore, the density of states does not seem to be
main origin of the unexpected characteristic temperature relations.

4.2.4 Dispersion model

With the concentration on the angle-integrated photoemission profiles, no state-
ments about the dispersion of the Kondo peak are possible. Additionally, for
the background subtraction in Section 4.2.3, no model was applied to describe
the obtained profiles in a more sophisticated way. The main reason for that was
the complexity of the peak shapes which makes it impossible to reliably model
and achieve convergence with a fitting procedure. This can be understood since
an integration over strongly dispersive bands as seen around the Γ point in Fig-
ure 4.5(a,b) leads to non-Lorentzian peak shapes in the profiles that cannot be
described in a simple manner. However, this problem can be circumvented by
fitting individual profiles which are obtained by integrating over tiny angle inter-
vals. This way, the peak shapes still closely resemble Lorentzians but the main
disadvantage of this approach is the strongly reduced signal-to-noise ratio of the
profiles. Therefore, a fit procedure is needed that can fit multiple of these profiles
simultaneously in a correlated manner to increase the underlying information.

Starting point of such a fitting procedure is the general approach to model the
intensity Iterm(Φ, E, T) of the measured spectrum of a single surface termination
based on Equation (3.13) at temperature T with the emission angle Φ and the
kinetic energy E as

Iterm(Φ, E, T) =
(

f (E − EF, T) Aterm(Φ, E, T)
)
∗ G(σE, E, T) + Iterm

bkgd(Φ, E, T)
(4.1)

with the FDD f (E− EF, T) multiplied by the spectral function Aterm, a convolution
with a Gaussian G due to a finite resolution σE and an addition of the background
Iterm
bkgd. By concentrating our evaluation around Γ, the variations in the matrix

elements can be neglected.
To model the spectral function A, a number of Lorentzian peaks L is needed.

First, a broad peak Lval1 for the underlying valence bands and a narrow peak Lval2
to model the strong valence band emission at the Fermi level. For the 4 f emissions,
one Lorentzian LK is added to model the Kondo peak above the Fermi level as
well as LSO for the spin-orbit satellite between −300 meV to −250 meV. In case of
the Si-terminated surface, an additional peak LSB is added to account for the side
band. Because dispersive bands will be modeled, the aforementioned Lorentzians
should change based on the emission angle Φ, and since the electronic structure
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changes with temperature, they should further depend on the the temperature T.
Hence our spectral structure A takes the form

Aterm(Φ, E, T) = ∑ Lterm
i (Φ, E, T) (4.2)

with Lterm
i being the Lorentzians for the corresponding surface termination, i.e.

term = Si or Ce.
However, to reduce the number of free parameters of the fit and achieve con-

vergence, constraints need to be set. Since the underlying valence band emission
should not depend strongly on the temperature T, the corresponding Lorentzians
Lvali will not depend on T (Lval1 = Lval1(Φ, E), Lval2 = Lval2(Φ, E)). Additionally,
the T dependence of the side band, which is small in comparison to that of the
EF peak, can be neglected with LSi

SB = LSi
SB(Φ, E). As final assumption, the spin-

orbit satellite LSB will not change with Φ and T as this peak is far below EF and
nearly non-dispersive. Then the spectral function is defined as

ACe(Φ, E, T) = LCe
val1(Φ, E) + LCe

val2(Φ, E) + LCe
K (Φ, E, T) + LCe

SO(E) (4.3)

ASi(Φ, E, T) = LSi
val1(Φ, E) + LSi

val2(Φ, E) + LSi
SB(Φ, E) + LSi

K (Φ, E, T) + LSi
SO(E)

(4.4)

As second step, the background term Ibkgd needs to be defined. To model
the contribution of inelastic scattering, a simple smooth function based on the
integral background was added. Although the inelastic scattering does not pre-
serve momentum, the overall shape of the background should follow in first
approximation the same shape as a Shirley background, but with an emission
angle dependent scaling factor α(Φ). In the case of the Ce-terminated surface,
a small contribution of the deeper Ce layers to the measured spectrum can be
expected. To account for this contribution in our model, the measured intensity
of the Si-terminated surface ISi

measured is added to the background with a scaling
factor β since the spectrum from the deeper Ce layer should be very similar to
the spectrum of the Si-terminated surface. Additionally, the background term can
compensate any unwanted small admixtures of the Si-terminated surface to the
measured Ce-terminated surface spectrum. As this contribution might change
with temperature due to slight changes of the beam spot on the sample, the scal-
ing factor β(T) is temperature dependent. The background Ibkgd is thus defined
as

ISi
bkgd(Φ, E, T) = αSi(Φ)

∫ E

∞
f (E′ − EF, T)ASi(Φ, E′, T)dE′ (4.5)

ICe
bkgd(Φ, E, T) = αCe(Φ)

∫ E

∞
f (E′ − EF, T)ACe(Φ, E′, T)dE′ + β(T)ISi

measured (4.6)

Lastly, this model is applied to a number of small angle slices of the mea-
sured ARPES spectra, consisting of the summation over three energy distribution
curves (EDCs), which corresponds to an angular integration over 0.15◦, in con-
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trast to the integration over 4◦ that was used in Section 4.2.3. For convergence
in reasonable time, the number of slices was set to 21, meaning slices for angles
Φ ∈ [−1.5, 1.5] centered on the Γ point for each termination. Minimizing the total
residual of all angles at all measured temperatures for both terminations, shared
parameters between multiple spectra can be determined with high precision in a
small number of iterations. For instance, EF should have the same value for all
temperatures, angles and terminations. Hence, EF is determined by optimizing
504 (21 slices × 2 termination × 12 temperatures) spectra simultaneously, which
allows us to gain a sound initial insight even in the region above EF where the
signal-to-noise ratio is small.

However, fitting a Lorentzian peak above EF is still problematic as nearly the
same peak after multiplication with the FDD can be achieved by simply moving
the peak further away from EF and changing the amplitude and width of the
Lorentzian, which leads to many local minima. Thus, the degrees of freedom
of LK need to be reduced by either setting the amplitude or the width temper-
ature independent (but still variable with Φ). Fast convergence was achieved
with a temperature-independent width, which is reasonable, because a strong
temperature-dependent change is expected for the amplitude with the forma-
tion of the Kondo resonance. The model was implemented in PYTHON with the
least-squares optimizing routine of the SCIPY library [105] using the Trust Region
Reflective method which is based on [106]. Reasonable bounds were defined for all
parameters. The standard deviations of the obtained parameters were estimated
by using the modified Jacobian matrix at the solution. The resulting fit is shown
for one angle slice Φ in Figure 4.14.

The position of the LK peak at 21 K is shown in Figure 4.15(c,d) for the Ce- and
Si-terminated surface, respectively. At this temperature, which is significantly
below T0, clear and different dispersive structures can be seen when comparing
both terminations. At 10 K, the FDD becomes very narrow and the full pattern of
the dispersive structure cannot be resolved as good as at 21 K, but the dispersions
for 21 K and 10 K still look qualitatively similar showing a weakly dispersive arch-
like structure for the Ce-terminated and a cone-like structure for the Si-terminated
surface. This difference cannot be explained just by differences in the hybridiza-
tion strength that lead to narrower or broader dispersions, but instead the Kondo
peak must be formed by the hybridization with different bands.

To explore the question of the coupling of the 4 f to different valence bands
for the two terminations, a simple hybridization model could give further inside.
For a hybridization model, a number of unhybridized bands are needed for the
initial states. In our case, this would mean a localized 4 f band at an energy ε f
as well es a number of dispersive valence bands with their k-dependent energy
ε̃k. For the Si-terminated surface, a hole-like band can be seen in Figure 4.5(b)
and was already discussed as participating in the hybridization in the context
of the formation of the side band. By coupling with the localized 4 f states, the
hole-like band will push the 4 f state to higher energies, which can be seen in the
fitted dispersion of the Kondo peak, while on the other hand the avoided crossing
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Figure 4.14: Measured intensity profiles and fits at an angle slice around the emission
angle of 0.7◦ at 21 K for a (a) Ce- and (b) Si-terminated surface. The left panel shows
the measured profile (blue), the result of the corresponding fit (orange), the FDD (black)
and the Lorentzian peaks used for fitting. The right panel shows the same data, but
the Lorentzian peaks are shown as stacked plots after multiplication with the FDD and
resolution convolution added onto the background of the fit.

will push the hole-like itinerant band to lower energies. Therefore, this band as
well as the local 4 f level are the obvious candidates for such a two band model
with the both initial unhybridized bands shown in Figure 4.15(b). Note that a
similar behavior was observed for a CEF state in the heavy-fermion compound
YbRh2Si2, which lies below EF and is pushed above EF by hybridizing with a hole-
like valence band [107]. For the Ce-terminated surface, the participating valence
bands are not as obvious to identify. The off-resonance spectrum, which is shown
in Figure 4.4 shows strong emission at EF stemming from electron-like valence
bands at EF. Testing such a band in the hybridization model with the localized
4 f level, a dispersive structure as obtained by fitting the data can be reproduced.
However, adding a second electron-like band achieves an even better agreement.
The DFT calculations, which will be discussed later in this section, show that
there are indeed two electron-like bands for the Ce-terminated surface which can
couple to the 4 f . With these two bands, which are shown in Figure 4.15(a) as well
as the 4 f level, all initial bands for the hybridization model are defined. These
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states can be described in an non-interactive Hamiltonian H0 defined as

H0 = ∑
i,k

ε̃ i,kc†
i,kci,k + ∑

k
ε f f †

k fk (4.7)

by summing over all valence bands with the corresponding annihilation opera-
tors ci and their energies ε̃ i and adding the one local state at energy ε f with the
annihilation operator f .
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Figure 4.15: Hybridization model with the unhybridized states showing the localized
state ε f in green and the (a) two electron-like bands in red for the Ce-terminated surface
and (b) one hole-like band in blue for the Si-terminated surface. The f character of the hy-
bridized bands for the (c) three-band model (V = 10 eV, ε f = 15 meV) and (c) two-band
model (V = 40 meV, ε f = 3 meV) superimposed by the derived Kondo peak dispersion
for T = 21 K for the respective terminations. The results of the ab-initio band-structure
calculations are further shown with the itinerant bands stemming from the first few layers
of the (e) Ce-terminated surface shown in red and of the (f) Si-terminated surface shown
in blue. Note that the calculated bands are slightly shifted upwards (55 meV) in order to
coincide with the ARPES data taken off-resonance (hν = 112 eV) and shown as gray-scale
background.
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By introducing an interaction term HI with a coupling constant V between the
itinerant and local bands of the form Vic†

i,k fk + h.c., the bands can hybridize. For
simplicity, a k- and band-independent coupling constant V will be used. This
results in the full Hamiltonian

H = H0 + HI = ∑
i,k

ε i,kc†
i,kci,k + ∑

k
ε f f †

k fk + V ∑
i,k

(
c†

i,k fk + h.c.
)

(4.8)

which can be diagonalized to gain the eigenstates and eigenenergies. Note the
similarity of this Hamiltonian to the more complex impurity Anderson Hamil-
tonian in Equation (2.17) which further contains the Coulomb repulsion term,
which is neglected for this simple approach. The f character of the hybridized
bands is shown in green in Figure 4.15(c,d) for both terminations. The coupling
constant V as well as the energy level of the 4 f was changed in such a way that
it agrees nicely with the obtained dispersion from the fit model at 21 K shown in
black superimposed on the hybridization model. For the Ce-terminated surface,
the used parameters are V = 10 meV, ε f = 15 meV and for the Si-terminated sur-
face V = 40 meV, ε f = 3 meV. While the exact values of these parameters have to
treated with caution, the overall trend corresponds nicely with our study so far.
For the Ce-terminated surface, the coupling and thus the interaction is weaker
as expected due to the reduction of the atomic coordination at the surface. The
absolute position of the Kondo resonance needs to be interpreted carefully due
to restrictions in the fit model, however, the Kondo resonance seems to be shifted
to higher energies for the Ce-terminated surface, which would be in accordance
with a larger TK.

To explore the origin of the itinerant bands which couple to the 4 f , ab-initio
band structure calculations were performed. This was done in the framework
of DFT within the LDA using FPLO [108]. To account for the surface sensitivity
of UV-ARPES and thus the two distinct terminations, an asymmetric slab of 16
atomic layers was considered, having one surface terminated with the Si layer and
the other side with the Ce layer to account for the possible surface terminations.
For the lattice parameters and atomic positions, experimental data were used and
the four outermost layers were additionally force minimized along the surface
normal to include surface relaxation effects. The Ce 4 f states were moved from
the valence basis to the core (open core approximation) and the occupancy of all
4 f states was set equal with a total occupancy of one.

The resulting band structure is shown in Figure 4.15(e,f) for both terminations
in black lines. To see, which bands stem from what surface, the weights of the
different orbitals which form the bands were added up for different atomic layers.
In case of the Ce-terminated surface, the weights of all orbitals from the four
topmost layers (Ce-Si-Rh-Si) were added and shown as red fat bands. For the Si-
terminated surface, the weights of the three topmost layers of the Si-terminated
side of the slab (Si-Rh-Si) were added and shown in blue fat bands. As gray
scale, the measured off-resonance spectrum (hν = 114 eV) is shown under the
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calculated bands. To achieve a good agreement between the calculations and
measurements, EF of the computed bands is shifted by 55 meV.

Clearly visible in the DFT calculations are the two electron-like bands of the Ce-
terminated surface which were used in the hybridization model. Indeed, in case
of the Si-terminated model, these bands are not observed. Instead, the hole-like
band is strongly visible, being pinned to EF. A similar, but more complex hole-like
band can be also seen for the Ce-terminated surface, however at higher binding
energies far away from EF. Therefore, with the help of the ab-initio calculations,
the main bands that hybridize with the 4 f have been identified.

4.2.5 Summary and outlook

Our above presented findings showed that it is possible to disentangle the dif-
ferent surface and bulk contributions to the Kondo scale at a high level of detail,
and may also provide an important clue in the better understanding of the Kondo
problem when including a CEF term. Thereby our study brings into reach the
ultimate goal of quantitatively testing many-body theories that link spectroscopy
and transport properties, for both the bulk and the surface, separately.

The fact that two clearly different Ce environments were found and measured
may give insight into the more general problem of a Kondo lattice with two dif-
ferent local moment sublattices. Theoretically, this problem was studied [76], in-
dicating a complex behavior with either competing or cooperative Kondo effects
depending on the model parameters. With the discovery of the coexistence of
AFM order and superconductivity in the heavy-fermion systems Ce3PdIn11 [109]
and Ce3PtIn11 [110], this problem gained relevance. These compounds contain
two crystallographic different Ce sites, raising the question if one site is respon-
sible for the AFM order and the other one for the superconductivity. However,
separating the contributions and properties of the different Ce sites turned out to
be complicated and not totally decisive.

With our study, independent insight into the correlated electronic states of each
site is possible. No evidence for an interplay between the Kondo effects at the
different Ce sites was found as the temperature behavior differs over the whole
temperature range. Further, with bands which hybridize with the 4 f states being
different, a strong direct cross talk between the Kondo effects on the different
sites should not be possible. A similar situation might prevail in compounds with
different Ce sublattices, and could be one of the reasons why clear evidences for
a cross talk of Kondo effects in such systems are yet lacking.

61



4 Surface Kondo sublattices in Ce-based intermetallics

4.3 Surface region of CeCo2P2

4.3.1 Introduction

Having studied CeRh2Si2, we focused on the complementary system CeCo2P2.
Instead of a magnetic order of the Ce 4 f moments, in CeCo2P the cobalt sublattice
orders antiferromagnetically at a very high temperature of 440 K while the Ce 4 f
sublattice behaves passive and shows no sign of heavy-fermion physics.

In Figure 4.16(a) we illustrate the bulk unit cell of CeCo2P2. As shown, the mag-
netic moments of the Co atoms order ferromagnetically within the ab planes and
stack in AFM fashion along the c axis [111]. The Ce atomic layers are separated
by P-Co-P blocks. The bulk properties of CeCo2P2 and isostructural lanthanide
materials LnCo2P2 were intensively studied in the past [111–113]. It was estab-
lished that their properties can be elucidated from the cell volume analysis, or
more explicitly, from the distance between the phosphorus atoms, dP−P along the
c axis. For CeCo2P2, the dP−P value of 2.45 Å, labeled in Figure 4.16(a), is similar
to the native P-P single bond length of 2.21 Å. The cell volume of CeCo2P2 is con-
siderably smaller than that of the isostructural lanthanide materials as LaCo2P2,
PrCo2P2 and NdCo2P2. In these neighboring systems, the lanthanides are found
in a trivalent state Ln3+ with magnetic order not only on the Co sites but in the
case of Nd and Pr on the lanthanides, too. In that regard, the apparent anomaly
in the cell volume, the short dP−P distance, the missing magnetic order on Ce as
well as a much higher TN for CeCo2P2 [111–113], gives reason to describe Ce as
being close to the tetravalent Ce4+ with a non-magnetic 4 f 0 configuration.
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Figure 4.16: (a) Tetragonal crystal structure with short P-P bonds along the c axis. The
long-range antiferromagnetic order at TN = 440 K is due to magnetic 3d ions of cobalt. (b)
The Sommerfeld-coefficients γLaCo2P2 and γCeCo2P2 are determined from the heat-capacity
measurements C(T) between 1.8 and 10 K.

This is in agreement with recent magnetization data on CeCo2P2 single crystals
[114], which show a small temperature independent susceptibility below 300 K
incompatible with local 4 f moments. Further evidence for a tetravalent behav-
ior of the Ce 4 f in the bulk of CeCo2P2 comes from the heat-capacity measure-
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with photon energies of (a) 112 eV and (b) 121 eV along the M–Γ–M direction at 7 K. (c)
Photoemission (PE) spectra integrated over the shown ARPES data.

ments presented in Figure 4.16(b). There we show C/T as function of T2 at low
temperatures for both LaCo2P2 and CeCo2P2. From these data, the Sommerfeld
coefficient of CeCo2P2 was determined, γCeCo2P2 = 4.8(1)mJ mol−1 K−2, which is
even smaller than the value found for LaCo2P2, γLaCo2P2 = 18.0(2)mJ mol−1 K−2,
where no contributions from 4 f electrons are present. Both values are typical
for intermetallic systems without strongly-enhanced effective masses and prove
the absence of sizable Kondo interactions in the bulk of CeCo2P2. While a for-
mal tetravalent configuration is only expected in insulating compounds [14] and
thus a strongly hybridized intermediate Ce can be expected, the 4 f properties
are reminiscent of a tetravalent configuration and therefore we will from hereon
describe CeCo2P2 as behaving tetravalently without claiming that the Ce is in a
full tetravalent configuration. In the following, the properties of Ce at the surface
determined by ARPES measurements will be presented.

4.3.2 Electronic structure characterization

Let us turn to the results of ARPES measurements performed on CeCo2P2 at a
temperature of 7 K. Due to its layered structure, it is anticipated that CeCo2P2
predominantly cleaves between Ce and the P-Co-P trilayer block. Therefore, we
expect the surface of the cleaved samples to consist of a mosaic of P- and Ce-
terminated terraces. To emphasize the Ce-4 f emission, we used the cross-section
effect of the Ce 4 f resonance allowing fo a resonant enhancement of the Ce-4 f
emission with photon energies of around 121 eV, corresponding to the Ce 4d
→ 4 f X-ray absorption threshold [14]. It is worth noting that at these photon
energies the inelastic mean free path of the photoelectrons is only of the order
of 5 Å, making these measurements only sensitive to the Ce layers close to the
crystal surface.

In Figure 4.17(a,b), we present the ARPES data taken from a freshly cleaved sur-
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face of CeCo2P2 along the M–Γ–M direction for photon energies of hν = 112 eV
and hν = 121 eV, respectively. Scrutinizing first the off-resonance ARPES data
shown in Figure 4.17(a), we find widely-extended parabolic electron-like bands re-
siding around the M-points. These states are Shockley-type surface-electron states
that spread through the topmost P-Co-P-Ce surface block and will be theoretically
discussed later in the framework of our DFT calculations. The surface states look
similar to those found in the isostructural RET2Si2 materials which were inten-
sively studied in the recent past by us [115–120]. Similar to CeRh2si2, surface
states around the M point are intrinsic features of the P-terminated CeCo2P2 crys-
tal and are missing for the Ce-terminated surface. An additional hole-like band
can be seen centered at the Γ-point with its maximum at an energy of −0.5 eV.
Close to the Fermi level (EF) the ARPES spectrum does not show a rich spectral
pattern. This, however, is changing strongly when tuning the photon energy to
the 4 f resonance as will be shown in the following.

To understand the 4 f -derived spectral pattern, we will first look at the angle-
integrated spectra shown in Figure 4.17(c) which were obtained through summa-
tion of the k-distributed spectral weight of the off- and on-resonance ARPES data.
In the energy interval down to −1 eV, three peaks can be seen and attributed
to the 4 f emission. We resolve a 4 f 1

5/2 peak at EF with its 4 f 1
7/2 spin-orbit split

satellite seen at about −280 meV as well as a strong emission at around −0.5 eV
marked with a solid triangle. The quite obvious and strong observation of 4 f
photoemission signals and particularly the appearance of a 4 f 1

5/2 peak, which is
usually attributed to the tail of the Kondo resonance, allows us to conclude that
the studied system, namely the P-terminated surface of CeCo2P2, cannot be in a
tetravalent 4 f 0 state and behaves strongly different to what would be expected
from the bulk. Especially the observation of flat and therefore heavy bands at
EF is not compatible with the small Sommerfeld coefficient γCeCo2P2 . Since, as a
result of the short mean free path of the photoelectrons, the 4 f photoemission
spectrum is dominated by emissions from Ce atoms below the outermost P-Co-P
block, we can conclude that the properties of this subsurface Ce layer must differ
significantly from those of the bulk.

The third 4 f feature observed at around −0.5 eV and marked by the solid trian-
gle can be explained within the Anderson model as a 4 f 0 derived hybrid. While
the 4 f 1 structure described above is a f − d hybridization effect with a related
configurational mixing that admixes 4 f 0 character to the 4 f 1, the 4 f 1 photoioniza-
tion results in the 4 f 1 → 4 f 0 final state at higher binding energies, too. This is a
consequence of the strong on-site Coulomb interaction due to the strong spatial
localization of the Ce-4 f orbitals, which is not properly described in band struc-
ture theory, but should be handled in light of the Anderson model [121]. The fact
that its occurrence in the shown part of the spectrum is limited to a region close
to the Γ-point and that its binding energy deviates significantly from the value
of 2 eV usually observed for Ce systems is related to the complex band structure
and the k-dependent mixing of the 4 f 0 and 4 f 1 configurations. An explanation re-
quires a detailed analysis in the framework of a periodic Anderson model, which
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Figure 4.18: Comparison of the ARPES data taken from P-terminated CeCo2P2 with pho-
ton energies of 121 eV using (a) linear horizontal (LH) and (b) vertical (LV) light polariza-
tion. The data were obtained along the M–Γ–M direction at 7 K.

is beyond the scope of the present work and will be presented in a forthcoming
publication.

Let us now return to the 4 f 1 emission and discuss in detail the observed f -
derived bands at EF, which can be well seen in the on-resonance ARPES band
maps shown in Figure 4.18(a,b). The enlarged section around the EF region mea-
sured with linear horizontal (Figure 4.18(a)) and linear vertical (Figure 4.18(b))
light polarization with respect to the storage-ring plane allows us to comprehen-
sively study the electronic structure and unveil electronic states with different
parities with respect to the incidence plane which intensities could otherwise be
suppressed. Comparing the spectra of both light polarizations, we observe a clear
dichroic behavior of the f -derived spectral features underlining a well-defined
hybridization with the valence band with distinct orbital compositions. Further,
our DFT calculations, which will be discussed later, indicate that all labeled fea-
tures in Figure 4.18 reveal surface properties. The first of these features is the band
α, which seems to have a partner labeled as the band β. Both bands show quite
similar properties, they are both parabolic, electron-like and centered around the
M-point. The minimum of the β band is not well seen in ARPES. Further, we
resolve a hole-like band, called γ which has its valence-band maximum at about
50 meV below EF. Finally, there is a spectral feature labeled δ which can be seen
near EF. It is centered at the Γ-point and shows with its flat dispersion the intrinsic
property of heavy-fermion systems. Based on the calculated charge density distri-
butions, we conclude that the bands δ and γ reveal a surface-resonant behaviour
while α and β are surface states situated in the bulk band gap around M. Keeping
in mind that the Co in the P-Co-P-Ce surface block is ferromagnetically ordered, α
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Figure 4.19: (a)-(c) Temperature dependence of the k-resolved Ce 4 f -derived states taken
along Γ–M direction. (d) Temperature dependence of the integrated PE spectra over the
shown ARPES patterns. (e) The same as in (d) but for the MDC spectra integrated near
the EF.

and β can be understood as a pair of spin-split bands due to the strong exchange
interaction of the FM Co lattice. The strong Ce-4 f contribution to the spin-split α
and β bands implies an interesting interlayer magnetic coupling between Ce and
Co layers.

4.3.3 Temperature-dependent behavior

While the weakly-dispersive and strongly-localized 4 f emission at EF clearly in-
dicates heavy-fermion behavior, additional support can be found when looking
at its temperature dependence. In Figure 4.19(a) we display the evolution of the
electronic structure near EF taken with hν = 121 eV at 200, 99 and 9 K along the
M–Γ–M direction. They clearly illustrate how the 4 f spectral structure emerges
for the discussed bands. By decreasing the temperature from 200 K, the initially
hidden spectral features near EF gradually sharpen into the clear picture where
the weakly dispersive 4 f -derived bands are well resolved. The absence of any
strong 4 f contribution at higher temperature becomes obvious when looking at
the integrated PE profile shown in Figure 4.19(d). There, we can clearly see how
the EF peak emerges upon reducing the temperature down to 9 K.

Similar temperature dependences were not only observed for CeRh2Si2 (see
Section 4.2), but are commonly measured for other f materials and canonical
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4.3 Surface region of CeCo2P2

heavy-fermion systems, e.g. as seen for CeCoIn5 [122] and CeRhIn5 [123], as well
as for the famous “hidden-order” material URu2Si2 [124]. However, in contrast to
the just mentioned three materials, which exhibit the exotic f -related properties
in the bulk, CeCo2P2 behaves tetravalently in the bulk as shown before. Hence, its
Ce 4 f -derived spectral structure and temperature dependence are intrinsic only
to the P-Co-P-Ce surface and thus, have a true two-dimensional (2D) origin. The
key issue for understanding the appearance of this 2D Kondo lattice within the
P-Co-P-Ce surface block is the strong reorganization of the electronic structure
linked with the symmetry breaking of the AFM order of the Co lattice at the
surface as discussed later. Thus, our experimental data might indicate that there
is a significant cross talk between the FM Co layer with the Ce 2D Kondo lattice.

4.3.4 X-ray absorption measurements

For directly probing the moments of the Ce 4 f , we performed XMCD measure-
ments. The measurements were performed at the La and Ce M4,5 absorption
edges of LaCo2P2 and CeCo2P2 at low temperature, T = 5 K, and in an applied
field of 9 T at the ID32 XMCD branch at the ESRF. The spectra were taken at a
grazing angle of 65◦ using the total electron yield and are thus strongly surface
sensitive. The results are shown in Figure 4.20(a,b). For LaCo2P2, no clear XMCD
signal was detected at either edge, as expected. In comparison, CeCo2P2 shows a
sizable XMCD signal at both edges which changes sign when reversing the field
direction. At the M4 edge, where the XMCD signal is strongest, it reaches a size as
high as 5 % of the X-ray absorption signal. The clear presence of an XMCD signal
directly shows that the Ce atoms, unlike their La counterparts, do not behave in a
strictly tetravalent matter across all probed layers.

While the presence of an XMCD signal clearly implies a magnetic moment
on Ce, we cannot make a clear statement about the local origin of this signal.
Due to the small free path of the electrons measured in total electron yield, the
recorded signal originates mostly from the first few Ce layers. Since there is no
clear way to distinguish the two surface terminations in X-ray absorption, we
cannot exclusively assign the XMCD signal to the subsurface Ce layer of the P-
terminated surface. However, the measured XMCD signal strongly supports our
ARPES results in that it confirms that the Ce in the subsurface area of CeCo2P2
strongly deviates from the non-magnetic, tetravalent bulk behavior. A direct
valence determination from the shape of the X-ray absorption spectra is not easily
achievable due to final state effects. The X-ray absorption core-hole potential can
strongly influence the spectral weights when the Ce 4 f 0 and 4 f 1 configurations
are very close in energy [125–128].

Additionally to the XMCD spectra of the Ce M4,5 absorption edge shown in
Figure 4.20, measurements in the same geometry were also performed for Co L2,3
edge with an applied magnetic field of B = 9 T along the incidence direction.
Comparing XMCD signals for grazing (θ = 65◦) and normal (θ = 0◦) incidence
as shown in Figure 4.21, no significant changes in either the intensity or shape
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Figure 4.20: X-ray absorption and XMCD spectra of LaCo2P2 and CeCo2P2 taken at T =
5 K and B = 9 T. The right axis shows the X-ray absorption intensity (black) measured in
total electron yield. The left axis shows the corresponding XMCD intensities plotted in
blue and red. The lightly shaded areas around the XMCD signals indicate the uncertainty
intervals determined by the standard deviations of the mean X-ray absorption spectra of
multiple scans.

can be observed. However, this is in contrast to the expected anisotropic behavior
of an antiferromagnetic Co sublattice oriented along the c direction. Instead,
the observed isotropic behavior of the Co moments in the XMCD measurements
suggests the existence of an uncompensated Co layer which magnetic moments
can be easily rotated. The same behavior can be found when examining the Ce
XMCD signal which stays unchanged in both geometries, too. Thus, the measured
XMCD signals are in line with the interpretation of an uncompensated subsurface
Co layer and show the same behavior for the Co and Ce sublattices supporting a
coupling between the two subsurface layers.
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Figure 4.21: X-ray absorption spectroscopy and corresponding XMCD spectra of CeCo2P2
taken at T = 5 K for the (a, b) Co L2,3 and (c, d) Ce M4,5 edge in the total electron yield
measured with an applied magnetic field B = 9 T oriented along the incidence beam.
The absorption spectra with opposite circular light polarizations are shown in the upper
part (intensity axis on the left) while the corresponding XMCD signal is shown directly
below in green (intensity axis on the right). The lightly shaded area around the dichroism
signal represents the combined standard deviation of the two spectra with opposite light
polarization which are the mean of multiple individual absorption scans.

4.3.5 Possible origin of subsurface Kondo lattice

To understand the obtained experimental findings, we performed ab-initio elec-
tronic and magnetic structure calculations for the bulk and surfaces of CeCo2P2
using a first-principles pseudopotential approach [129] and a multiple scattering
Green function method, designed for bulk, surface and interfaces [130]. To de-
scribe the strongly correlated Co 3d states, the GGA+U approach was used and
the value of the Hubbard U parameter was chosen to provide a good agreement in
magnetic properties with experiments for bulk CeCo2P2. Thus, for U = 3 eV the
calculated magnetic order was found to be layerwise AFM and the derived Néel
temperature (Tcalc

N = 400 K) agrees well with experimental value (Texp
N = 440 K).

First, starting with the bulk properties, the calculated electronic structure of the
bulk of CeCo2P2 shows that the spectrum near the Fermi level is mostly composed
of Co 3d and Ce 4 f orbitals. Looking at the density of states (DOS) of the bulk
as shown in Figure 4.22(a), we can see that the Co 3d orbitals are spread out
in a wide energy range from −6 to 2 eV, while the Ce 4 f orbitals are mostly
located in the unoccupied part of the spectrum with a small tail in the valence
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Figure 4.22: (a) Total density of states (DOS) in gray with partial Ce 4 f DOS in orange
and Co 3d DOS in blue shown for the bulk of CeCo2P2. (b) Comparison of the electronic
structures for both Ce- and P-terminated surfaces of CeCo2P2. The total spectral density
is shown in gray-scale and the spectral contributions of the uppermost Co and Ce atoms
in blue and orange intensities, respectively.

band region occupying an energy window down to 1 eV below EF. Thus, Ce
was found to be close to tetravalent in the CeCo2P2 bulk in good agreement with
experiment. Importantly, the f − d hybridization is induced by the states located
near the Fermi level, where the DOS forms a minimum. Looking at the magnetic
moments, our calculations show that in the bulk, the Ce atoms are non-magnetic
and the Co magnetic moments are of 1.06 µB.

Next, we calculated the electronic structure of the CeCo2P2(001) surface for
both P- and Ce-terminated surfaces. In both cases, the Ce atoms near the surface
possess a non-zero magnetic moment. For the Ce-terminated surface, the Ce
magnetic moments on the surface (µCe = 0.82 µB) are antiparallel to the nearest
Co moments, which are slightly smaller than in the bulk. At the surface, the
Ce atoms lose electronic bonds and, therefore, the Ce electronic states hybridize
less with the states of other atoms in the environment. Hence, due to symmetry
and bond reduction at the surface, the Ce 4 f states are getting more localized
and partially occupied with Ce becoming trivalent. However, the subsurface Ce
atoms remain nonmagnetic and behave bulk-like.

More interesting for the comparison with our APRES measurements is the P-
terminated surface. In spite that the first Ce layer is buried by the P-Co-P surface
block, the Ce atoms are magnetic with µCe = 0.18 µB and couple ferromagnetically
to the subsurface Co moments, which are substantially smaller than in the bulk
(µCo = 0.45 µB). The Ce magnetic moments are induced by a nonzero magnetic
field, which arises due to the uncompensated Co magnetic moments in the P-Co-P
surface block. Using the disordered local moment (DLM) approach, we investi-
gated the behavior of the Ce magnetic moments with temperature and found that
they vanish with increasing temperature, which indicates their induced nature.
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4.3 Surface region of CeCo2P2

Figure 4.23: Schematic of the crystal and mag-
netic structure of the P-terminated surface of
CeCo2P2. The direction of the magnetic mo-
ments is shown by arrows. The size of the Co
and Ce arrows corresponding to the magnetic
moments is not in the same scale. The surface
area is highlighted in yellow.

A schematic view of this surface is given in Figure 4.23 highlighting the single
subsurface Ce layer with magnetic moments.

A direct comparison of the band structure of the P- and Ce-terminated surface
of CeCo2P2 is shown in Figure 4.22(b) along the M–Γ–M high-symmetry direction.
We can see that the metallic character of the bulk spectrum is provided by states
located in the vicinity of the Γ-point of the surface Brillouin zone shown in gray.
The surface metallicity is guaranteed by the discrete features near the M-point, in
the area of the local bulk band gap with a width of 0.5 eV. The presented spectra
contain a variety of surface features with their nature not only depending strongly
on the surface termination but also on their energy and momentum scales.

Around the M-point in the bulk band gap, two pairs of split surface states with
parabolic dispersion can be seen for the P-terminated surface while no such states
exist for the Ce-terminated surface. These states labeled α∗ and β∗ correspond
well with the α and β bands observed in ARPES proving that our measurements
were performed on a P-terminated surface. Additionally, a good agreement is
also found between the experimentally observed γ band and the γ∗ band, while
the strongly hybridized δ feature around the Γ point seems to be also reproduced
by the area around δ∗ which shows strong 4 f contribution.

Looking in detail at the surfaces states around the M point as shown in Fig-
ure 4.24, the calculated surface states α∗ and β∗ reveal an additional splitting
which was not resolved in ARPES. For the upper surface state β∗ close to EF, this
splitting is well separated over the momentum range and the bands are com-
posed of both Co-3d (dz2−r2 , dxy) and Ce-4 f ( f5xz2−xr2 , f5yz2−yr2) orbitals, within
four layers near the vacuum boundary. At the M-point, the splitting of the bands
is induced by spin-orbit coupling (SOC), which has been proven by our addi-
tional calculations without SOC shown in Figure 4.24(c) where no splitting in the
M-point is observed. Away from the M-point, the splitting of these two bands
is caused by the crystal electric field. The difference between the split bands can
be disentangled by considering the spectral contribution of Co-3d (dxy ± dz2−r2)
hybrids closest to the vacuum boundary (see corresponding spectrum in Fig-
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Figure 4.24: (a) Out-of-plane component of the spin-resolved spectral density ⟨Sz⟩ of
the P-terminated surface around the M point in red (blue) color representing positive
(negative) sign of ⟨Sz⟩, and (b) the orbital composition where the Co 3dxy − dz2−r2 and
dxy + dz2−r2 character are shown by burgundy and green colors, respectively. (c) The same
spin-resolved spectral structure as in (a) but calculated without spin-orbit interaction. The
projected bulk bands are shown in gray-scale.

ure 4.24(b)). This demonstrates that the split bands are distinguishable by these
hybrid orbital contributions, which in turn confirms their crystal field splitting.
The discussed surface features have an out-of-plane spin-momentum direction
which is related to the magnetization of the Ce layer closest to the vacuum and
can be seen in Figure 4.24(a).

While the above described pair resides closely around EF, the surface state α∗

has a stronger dispersion and extends over a much larger energy range. In the
small vicinity around the M-point at an energy of ∼ 0.35 eV below EF, the pair has
the character of a surface resonance with a sizable contribution stemming from the
second Co layer below the surface and without any contributions from Ce atoms.
Along the Γ−M direction and close to EF, α∗ starts to hybridize with the β∗ bands
forming an avoided crossing induced by the spin-orbit interaction implying their
similar nature. This becomes especially apparent when looking at the out-of-plane
spin momentum shown in Figure 4.24(a) with both pairs exhibiting an opposite
spin polarization induced by the exchange interaction of the Co layer.

Lastly, focusing on the area around the Γ-point in Figure 4.22(b), both surface
and bulk states can be seen. When going from the bulk to the surface, the contri-
butions from the Ce-4 f orbitals increase. The surface states are no longer strongly
localized at the surface but the charge density of these states extends into deeper
layers and decays only weakly. Hence, these states can be understood as surface
resonances which couple to the Ce-4 f states situated at the surface.

4.3.6 Summary and outlook

Investigating the electronic structure and magnetic properties of the Co-based
antiferromagnetic material CeCo2P2, we found that in the bulk this system does
not exhibit any significant 4 f -driven properties. Instead the Ce-4 f sublattice is
passive and behaves tetravalently. At the P-terminated surface, however, the
symmetry breaking leads to an uncompensated ferromagnetic Co layer resulting
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in an effective magnetic field within the P-Co-P-Ce surface block, which in turn
causes the Ce-4 f states to become partially occupied and spin-polarized. With the
appearance of a magnetically active Ce 4 f state, a clear and weakly-dispersive
4 f 1 emission at EF can be seen in the ARPES data. The temperature-dependent
ARPES measurements reveal a clear Kondo lattice behavior for the P-Co-P-Ce
surface.

Further, our calculations show that the Ce-4 f moments experience a ferromag-
netic coupling with the single FM-ordered Co layer within the P-Co-P-Ce surface
block. Our findings demonstrate how rich and diverse f -driven properties can
exist at the surface of materials without f properties in the bulk. Based on our
obtained results, we propose CeCo2P2 as an ideal model system where the in-
terlayer coupling between a 2D Kondo lattice and a ferromagnetic layer can be
investigated in detail. We anticipate that similar or more advanced 2D magnetic
properties can exist at surfaces of many strongly correlated systems possessing a
layered quasi-2D structure and containing f and d elements.
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5 Spin excitations in CeCo2P2

This chapter presents the results of our RIXS study on CeCo2P2. The corresponding
manuscript G. Poelchen et al. Undamped spin waves in an itinerant antiferromagnet
is currently in preparation.

The samples were provided by the group of C. Krellner. K. Kummer and I performed the
RIXS measurements. I performed initial DFT and linear spin wave theory calculations
based on exchange parameters provided by A. Ernst. However, for a consistent theoretical
treatment all calculations presented in the following were performed by A. Ernst.

5.1 Introduction

Based on the ARPES study presented in Section 4.3, the first principle calculation
predicted a reduced density of states at EF. This, as well as the missing the contri-
bution of the Ce 4 f makes the study of the magnetic bulk properties interesting.
From previous bulk measurements, it was found that the Co moments have a
stacked AFM order along the c axis with each layer being ferromagnetically (FM)
ordered along c below TN ≈ 440 K [111]. Not only is the ordering temperature
extraordinarily high in comparison to similar systems with large Co moments of
0.94 µB, but this makes this material interesting also as basis for practical applica-
tions.

One very promising field of study for new quantum devices is the field of
magnonics which is focused on the usage of spin waves to transport a spin cur-
rent [131–134]. This spin flow requires no electrical charge transport and therefore
no electrical losses creating Joule heating. Spin waves enclose a wide frequency
range, from gigahertz up to a few hundreds of terahertz [135]. The larger the ex-
citation frequency, the faster are the magnon processes. However, the utilization
of magnons in magnonic applications can be limited by their lifetime, which can
range from a few tenths of a microsecond down to tens of femtoseconds, depend-
ing on their frequency and some features of the electronic structure [136]. Low-
frequency (GHz) magnons usually posses longer lifetimes than THz magnons and
are therefore currently considered as the most promising for magnonic applica-
tions [133, 137, 138]. But one of the exciting prospects of magnonics is clearly the
potential to eventually be able to design ultrafast magnonic devices pushing far
into the THz regime [139]. To this end, materials with high ordering temperatures
and high magnon energies, and at the same time long magnon lifetimes, i.e. weak
magnon damping, are required.

In general, magnon lifetimes can be affected by various scattering processes
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such as electron-magnon, phonon-magnon, magnon-magnon interactions, spin-
orbit damping or impurity scattering [139, 140]. In metals, the most significant
one is the electron-magnon interaction, meaning the interaction between magnons
and the Stoner continuum, which represents single-particle excitations in the
same energy range as the magnons [141–144]. However, since Stoner spin flip
excitations are governed by transitions between occupied and unoccupied bands
with different spins, large Stoner gaps can strongly increase the energy needed
for such excitations.

In Figure 5.1, the connection between the size of the spin gap and the onset
spin wave damping is schematically presented. For a small spin gap, the Stoner
continuum is at very low energies and thus a spin wave gets damped at low ener-
gies when interacting with the Stoner continuum. If the Stoner gap is increased,
the Stoner continuum shifts up in energy and the spin waves damping is strongly
reduced for low energy excitations leading to long lifetimes of the spin waves.
Thus, the occupied and unoccupied electronic states which participate in Stoner
excitations between the two spin channels should be separated by a Stoner gap
or pseudogap that is larger than the energy range of the spin wave excitations.
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Figure 5.1: Correlation between (a) the size of the spin (Stoner) gap and (b) the onset
of spin wave scattering in magnetic metals. Larger spin gaps promote undamped spin
waves up to higher energies.

In this regard, CeCo2P2 seems to be a promising candidate for undamped
magnons up to the THz regime because it has a large magnetic moment and
high ordering temperature suggesting a strong exchange coupling of the Co mo-
ments resulting in large spin excitations as discussed in form of the Heisenberg
Hamiltonian in Section 2.5. The predicted reduced density of states and thus a
large spin gap would result in a weak electron-magnon interaction and thus long
lifetimes of the spin excitations.

Besides our calculations, a recent theoretical study proposed CeCo2P2 to be
an enforced semi-metal with topological properties [145]. While from the trans-
port properties, CeCo2P2 behaves like a good metal, this calculation is still in
agreement with a reduced density of states at EF.

To test our predictive power, we chose for comparison the isostructural LaCo2P2,
which differs from CeCo2P2 by only one electron, but both the structural as well
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5.2 Results

as the magnetic properties differ strongly. As a result of the the lanthanide con-
traction going from La to Ce, the c lattice constant is much larger for LaCo2P2
leading to a larger dP−P shown in Figure 5.2. Hence, LaCo2P2 can be understood
as being in an uncollapsed phase with weaker interlayer couplings and a more
two-dimensional character. This becomes apparent in the different magnetic or-
der with the Co moments ordering ferromagnetically in the ab plane. Both the
ordering temperature TC ≈ 135 K and the Co moments µCo ≈ 0.45 µB are sig-
nificantly lower than in CeCo2P2 [146–148]. In addition, de Haas-van Alphen
measurements [149] as well as the large Sommerfeld coefficient discussed in Sec-
tion 4.3.1 indicate a large DOS at EF. We would therefore expect a much weaker
magnon dispersion and strong electron-magnon damping.

dP–P

LaCo2P2 CeCo2P2

Figure 5.2: Crystal structures of LaCo2P2 and
CeCo2P2 showing the reduced P-P distance and
smaller cell volume leading to a larger magnetic
exchange between Co layers in CeCo2P2. LaCo2P2
is in the uncollapsed structural phase where the P
atoms are not able to form a bonding orbital. Under
pressure of 6 GPa, LaCo2P2 has a first-order phase
transition into the collapsed phase with the lattice
constants being similar to the one of CeCo2P2 [150].

5.2 Results

5.2.1 Measurement of magnons

A direct way to confirm our expectations is to use RIXS at the Co L3 edge to di-
rectly measure the spin excitations and their damping over a large q and energy
h̄ωq interval. In Figure 5.3a, the geometry of the RIXS process is presented. In-
coming light k⃗in under the incidence angle θ is scattered of the sample k⃗out under
the scattering angle 2θ′ resulting in a momentum transfer q⃗ = k⃗in − k⃗out. Tuning
the incoming photon energy to the Co L3 absorption edge allows for the element
specific enhancement while changing the scattering geometry allows measuring
the elementary excitations in the sample as a function of momentum transfers
q⃗. The RIXS process is schematically shown in Figure 5.3b and describes the ab-
sorption of an photon h̄ωin leading to an intermediate state with a 2p core hole
which then decays raditively into the final state emitting a photon with energy
h̄ωout. The process is discussed in more detail in Section 3.4. The final state can
be different then the initial state leaving the system for instance with a collective
excitation like a magnon.

In Figure 5.3(c), we show for CeCo2P2 the experimentally observed RIXS in-
tensity as a function of energy loss h̄ωin − h̄ωout at fixed q⃗ = (−0.12, 0, 1). The
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Figure 5.3: RIXS measurements of the magnon excitations in CeCo2P2. (a) Experimental
geometry. (b) Schematic of the RIXS process, showing elastic scattering associated with
no energy loss and magnon excitations at finite energy loss. (c) Experimentally observed
RIXS spectra.

measured spectrum is dominated by two features, a double peak structure around
zero energy loss and a broad peak around 1 eV to 3 eV. Slightly tuning the inci-
dent photon energy, the peaks in the low energy region will remain at the same
position as expected for Raman-like quasi-particle excitations. By contrast, the
broad feature centered around 1.5 eV will move on the energy loss axis with in-
cident photon energies which identifies it as stemming from fluorescence decay
of the core hole. This very intense fluorescence feature due to local, intraatomic
decay of the RIXS intermediate state is a characteristic of RIXS spectra taken from
metallic systems with very high electron mobility [151–153]. The RIXS measure-
ments were performed at the ID32 beamline of the ESRF [73]. The samples were
freshly cleaved before the measurements and then cooled down to 20 K.

In the following, we will concentrate on the low energy region of the RIXS
spectra shown in Figure 5.4(a) with the quasi-elastic peak at zero energy loss and
an additional peak which varies in energy position as a function of q⃗ and can
be attributed to magnon excitations. The dispersion along the (H 0 1) direction
with H going from −0.24 to 0.2 in reciprocal lattice units (r.l.u.), i.e. the full H
range accessible to Co L3 edge RIXS in this compound, is shown in Figure 5.4(b).
The dispersion seems to follow a linear relation as expected for antiferromagnets
(see Section 2.5). Due to the magnetic Bragg condition, measurements close to
q⃗ = (0, 0, 1) are dominated by the elastic peak and omitted here.

In order to determine both the energy position h̄ωq and the damping of the
magnetic excitations, we fitted the spectra using a model with two peaks, an elas-
tic peak and a magnon peak, and a background function as shown in Figure 5.3(c).
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The elastic line is described by a single line at zero energy loss, while the magnon
peak is generally described by function based on the damped harmonic oscillator

I(Eloss > 0, h̄ωq, γ) = I0(h̄ωq)
γEloss(

E2
loss − h̄2ω2

q

)2
+ 4γ2E2

loss

(5.1)

with a damping factor γ [154–156]. Both peaks are convolved with a Gaussian
with FWHM ∆E = 28 meV to account for the experimental resolution in our ex-
periment. This two peak model gives an excellent description of the experimental
data. Some small residual intensity can be seen for larger H values around 30 meV
to 40 meV, which corresponds to the typical excitation energies of phonons in this
class of systems [157]. Since these contributions are very small, their influence
will be neglected.

In the same way as for CeCo2P2, the RIXS spectra were also measured for
LaCo2P2 which also show an elastic line and an additional energy loss shoulder
which can be attributed to the magnon excitation. In contrast to CeCo2P2 however,
this shoulder does not separate for higher q into an isolated peak, making the
determination of the h̄ωq(q) dispersion difficult. Instead, we will directly compare
the CeCo2P2 and LaCo2P2 in Figure 5.8.
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5.2.2 Density of states, exchange interactions and magnon
dispersions

Γ X M Γ Z R A M

−2

−1

0

1

En
er

gy
 

 (e
V)

ε

−4 −2 0 2 4

−2

−1

0

1

Z Γ X P N
Momentum k

−2

−1

0

1

En
er

gy
 

 (e
V)

ε

−4 −2 0 2 4
DOS (states/eV)

−2

−1

0

1

CeCo2P2 CeCo2P2 CeCo2P2

LaCo2P2LaCo2P2 LaCo2P2 LaCo2P2

↑
↓Co

↑
↓Co ↑ ↓

↑ ↓

total
Co

total
Co

a b

d e f

J3
–1.1 meV

~

~J1
15.3 meV

J2
0.2 meV
~

~

~ ~

J3
–0.1 meV

J1
5.8 meV

J2
–0.8 meV

c

Figure 5.5: (a, d) Spin-resolved band structure and (b, e) density of states of CeCo2P2
and LaCo2P2, respectively. The total density of states for both spin channels is shown as
dashed lines while the Co contribution is shown as filled area. (c, f) shows the first three
normalized exchange constants for CeCo2P2 and LaCo2P2.

Having determined the magnon dispersion experimentally, we now want to
compare the measurements to the calculations. The electronic structure calcula-
tions were performed using a first-principles Green function method [130] within
the density functional theory in a generalized gradient approximation [158]. Lo-
calized Co 3d states were treated with a GGA+U approximation to take into
account strong electronic correlations [159, 160]. The effective U∗ = U − J value
of 3 eV was found to be the best choice to provide a good agreement between
experiment and theory for the ordering temperature and magnon frequencies.
First, we take a detailed look at the band structure and density of states shown
in Figure 5.5. For CeCo2P2, a few bands can be seen crossing EF, however, their
Co 3d contribution is small. Below −0.5 eV, a large number of bands with strong
Co contribution can observed while above EF, flat bands stemming from the Ce
4 f states are visible. Looking at the density of states, it becomes apparent that in
both spin channels, the density of states around EF is small but still significantly
larger than zero. However, the Co 3d states, which are responsible for the mag-
netism, are effectively zero at EF leading to a gap in both spin channels. On the
other hand, LaCo2P2 exhibits a number of bands crossing EF with a significant
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Co 3d contribution. This can be also seen in the density of states at EF, which is
not only large for the majority spin channel but also considerably for the minority
channel. These calculations give the basis for a weak electron-magnon interaction
in CeCo2P2 and a typical metallic electron-magnon interaction in LaCo2P2.

In order to describe the magnetic excitations in CeCo2P2 theoretically, we deter-
mined the exchange coupling constants J by applying the magnetic force theorem
as it is implemented within a first-principles multiple scattering theory [130, 161].
In Figure 5.5(c,f), the first three exchange constants J̃i are shown ( J̃i is Ji nor-
malized by the magnetic moment of Co). As can be seen for CeCo2P2, a strong
intralayer coupling leads to a ferromagnetic coupling in the ab plane while the
negative interlayer coupling J̃3 leads to an AFM coupling between neighboring
Co layers, in agreement with what is observed experimentally. For LaCo2P2, the
coupling constants are reduced, especially the interlayer coupling J̃3 which is
close to zero. This theoretical description is in accordance with the ferromagnetic
ordering determined experimentally in LaCo2P2.
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Figure 5.6: Calculated and experimentally observed magnon dispersion and lifetimes in
CeCo2P2. Dashed lines show backfolded magnon branches with vanishing RIXS cross
section. The magnon dispersion and inverse lifetimes are scaled by a factor of 0.9 to
coincide with the experimentally determined values.

Using linear spin wave theory, the magnon dispersion for CeCo2P2 was calcu-
lated and compared to the experimentally determined magnon excitation energies
h̄ωq as shown in Figure 5.6. We find good overall agreement between experiment
and theory with a linear dispersion ωq ∝ q for q∥ → 0 as expected for AFM or-
der [162]. Along the (H 0 1) and (H H 1) directions the spin wave energies extend
beyond 400 meV, i.e well into the THz regime. We note that while the shape of
the dispersions compares nicely, the calculations slightly overestimated the spin
wave energies. Applying a constrained fit with a scaled theoretical dispersion

81



5 Spin excitations in CeCo2P2

showed that the best agreement with the experiment is achieved when rescaling
the theoretical dispersion by a factor of 0.9. The slight disagreement between
experiment and theory can be attributed to strong electronic correlation effects,
which can not be fully taken into account in DFT+U(Co) calculations. However,
the overall agreement with the experimental results is excellent.

As discussed before, for the experimental determination of the magnon dis-
persion in LaCo2P2 was not possible due to the low signal and hard to resolve
magnon peak. So Figure 5.7 only shows the theoretically determined magnon dis-
persion. As expected, the magnon dispersion is much weaker than for CeCo2P2
only barely reaching above 200 meV.
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magnon branch into the crystal unit
cell. Around (0, 0, 0), the quadratic q
behavior expected for ferromagnetic
ordering is visible.

5.2.3 Electron-magnon interaction and damping

Besides the magnon dispersion, the RIXS measurements make it possible to de-
termine the damping factor γ which we introduced in Equation (5.1). Included in
Figure 5.6 are the damping factors for all measured q points. For all q, γ ≪ h̄ωq
and thus the damping is minimal with the magnon being in the undamped regime.
In this case, the shape of the experimentally observed magnon is peak is nearly
fully symmetric and its width determined primarily by the experimental resolu-
tion (γ < σres). This becomes especially apparent in Figure 5.4 where all magnon
peaks up to energies above 100 meV look symmetric and have approximately
the same shape and width as the elastic peak. The experimental results are in a
good agreement with lifetimes calculated within a first-principles linear response
theory for the magnetic susceptibility [163, 164]. We can see that in the calcu-
lations notable damping with γ ≥ 12 meV, sets in only for very high magnon
energies above 200 meV. In order to confirm these theoretical results, we also
acquired RIXS spectra away from the (H 0 1) high symmetry direction by fixing
the scattering angle to the maximum possible 150◦ and moving along the path
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q⃗ = (−0.24, 0, 1) → (−0.5, 0, 0.45) in r.l.u.. This allows for a high enough in-
plane momentum transfer able to probe the spin wave excitations up to 200 meV
and above, where, in agreement with theory, notable damping can be observed.
But even there, it is important to note that the lifetimes are still large in compar-
ison with other metallic magnetic materials, which show a strong damping as a
result of scattering of the magnons on the electron-hole continuum [143, 163].
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Figure 5.8: Comparison of the CeCo2P2 and LaCo2P2 RIXS spectra showing sharp, resolu-
tion limited peak shapes in CeCo2P2 as compared to a broad magnon peak for LaCo2P2.
The magnon dispersion is considerable smaller in LaCo2P2 in agreement with our calcu-
lations.

In Figure 5.8, a direct comparison of the RIXS spectra for CeCo2P2 and LaCo2P2
for similar magnon excitation energies and for the same q⃗ point are shown. Com-
paring first the CeCo2P2 spectra measured at q⃗ = (±0.08, 0, 1) with the LaCo2P2
spectra at q⃗ = (−0.24, 0, 1), where the magnon excitations have the same energy
of about h̄ωq = 34 meV, the difference is striking. In CeCo2P2 the magnon excita-
tions appear as a well separated, symmetric peak with resolution-limited width.
In LaCo2P2, by contrast, the magnon excitations give rise to a broad asymmetric
peak merging with the quasielastic line with a width primarily defined by the
lifetime (damping) of the magnons. Comparing the same q⃗ = (−0.24, 0, 1), the
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difference in the magnon dispersion is clearly visible. For CeCo2P2, the magnon
excitation energy is around 120 meV and thus nearly three times larger than for
LaCo2P2. Note however, that the same q point does not correspond to the same
symmetry in LaCo2P2 and CeCo2P2 due to the AFM order which increases the
size of the primitive cell as discussed in Section 2.5.

Finally, the lifetimes with respect to the excitation energies of CeCo2P2 are
presented in Figure 5.9. For comparison we also added our results for LaCo2P2
as well as magnon damping reported in the literature for other itinerant mag-
nets [144, 153, 165]. The properties of CeCo2P2 with its high-energy, long-lifetime
magnons and at the same time good metal behavior stand out in this comparison.
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5.3 Summary and outlook

We have identified a metallic magnet with long-lived magnons up to the THz
regime and an ordering temperature well above room temperature. This is in
stark contrast to the generally very short life times of high-energy magnons in
metals. Based on our magnon lifetime calculations, these long-lived excitations
are a result of a weak electron-magnon interaction due to a reduced DOS around
EF. Indeed, for LaCo2P2 with a large DOS at EF we observed strongly damped
magnetic excitations already well below 100 meV, which is the typical response
of magnetic metals. Our results show that long-lived magnons in the THz range
can exist in metallic AFM systems. In combination with its large TN = 440 K
this makes CeCo2P2 a potentially very interesting material for metallic magnonic
devices whose potential should be further explored. The tunability of CeCo2P2
by doping with La opens up different magnetic phases with competing ferromag-
netic and antiferromagnetic order. A reduction of the Ce concentration also leads
to an increase of the cell volume which could be connected to a change of the Ce
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4 f physics becoming more localized.
Additionally, the magnon damping of LaCo2P2 under pressure is still an open

question. After the transition to the collapsed phase, LaCo2P2 has similar lattice
parameters to the one of CeCo2P2. Expected with the collapse is a change in the
electronic structure due to the strong overlap of the P pz orbitals. On the other
hand, the extra electron of the Ce seems to be influential for the formation of
the reduced density of states at EF. In this regard, the Ce(La)Co2P2 system still
contains fascinating properties that have to be explored further.
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In this work, two members of the CeT2X2 family have been studied by means of
ARPES, X-ray absorption spectroscopy and RIXS. This family of Ce-based inter-
metallics makes it possible to study Ce 4 f properties ranging from magnetic Ce
sublattices over quantum criticality and heavy-fermion Kondo lattices combined
with superconductivity up to strong intermediate or tetravalent behavior. Thus,
in the Doniach picture, this family effectively covers the whole phase diagram.
The two members we chose are CeRh2Si2 and CeCo2P2. Both compounds differ
significantly in their 4 f physics with CeRh2Si2 clearly showing the dual nature
of the 4 f electrons with an antiferromagnetic order of the 4 f moments and at the
same time a Kondo temperature in the same order of magnitude. On the other
CeCo2P2 shows no 4 f physics and instead the Co sublattice orders at an extraor-
dinary high temperature due to the unique structure linked with the reduced
volume of the Ce.

Starting with CeRh2Si2, the work presented here is a continuation of the previ-
ous ARPES studies which determined that two different surface terminations of
CeRh2Si2 exist which show the characteristic 4 f response of weakly hybridized,
γ-like Ce for the Ce-terminated surface or a stronger hybridization with α-like
character for the Si-terminated surface. Our ARPES study in combination with
DFT calculations revealed that both the temperature dependence and the band-
dependent hybridization differs between the two terminations. Analyzing the
temperature dependences uncovered a higher characteristic temperature for the
Ce-terminated surface than for the Si-terminated surface. This surprising behav-
ior can be reconciled by the fact that a strongly reduced crystal-electric field split-
ting at the surface Ce increases the effective 4 f degeneracy and thus could lead to
a larger Kondo temperature. By modeling the measured spectra, the interaction
of the 4 f states with different valence bands was explored. Using first principle
calculations and a two- or three-band model, the 4 f contribution above the EF
could be followed which differed strongly between the two different terminations
due to the different electronic structure around the Γ point. Based on these conclu-
sions, our measurements highlight the importance of taking surface terminations
and surface effects into account when not only studying Ce-based compounds
but for general surface sensitive ARPES experiments. Existing and new ARPES
measurements on Ce-based systems should carefully be examined from the point
of the surface sensitivity of this technique. Furthermore, systems crystallizing
in different structures need to be considered too, as our recent study on CeIrIn5
showed [166]. There, similar to CeRh2Si2, two different 4 f spectral patterns were
found with weakly-hybridized γ-like and more strongly-hybridized Ce 4 f char-
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acteristics, which can be attributed to the CeIn-terminated and In-terminated
surface, respectively.

The influence of the surface on the Ce 4 f properties was further studied in
CeCo2P2. In the bulk, the Ce 4 f physics are generally described as tetravalently
behaving due to the absence of heavy fermions or magnetic moments on the Ce
sublattice. On the other hand, the Co moments order antiferromagnetically at an
uncommonly high Néel temperature of 440 K. With the help of our ARPES study,
we found clear spectral patterns that could be attributed to the P-terminated sur-
face due to the existence of surface states around the M point of the SBZ, which are
intrinsic to the electronic structure of this termination. Besides the surface states,
the spectrum clearly showed heavy bands around EF in opposition to the absence
of heavy fermions in the bulk. The temperature-dependent measurements re-
vealed that these states vanish with increasing temperature in accordance with
Kondo scenario. To explain the observation of these local moment physics in the
subsurface Ce layer, which was attributed in CeRh2Si2 as behaving mostly bulk-
like, we turned towards a theoretical description in the framework of DFT+U.
While in the bulk, the calculations predicted no magnetic moment on the Ce
atoms in accordance with the experimental bulk properties, the subsurface Ce
showed a finite magnetic moment in the same direction as the Co moment in the
P-Co-P surface trilayer block, which itself exhibited a slightly reduced magnetic
moment. To interpret such a change in the surface region, an intuitive picture
connected to the antiferromagnetic order of the Co moments was derived. In the
bulk, the out-of-plane antiferromagnetic order of the Co moments prevents the
Ce 4 f moments and favors instead a strongly intermediate or close to tetravalent
Ce 4 f configuration. On the other hand, the symmetry breaking at the surface
leads to Co moments which are no longer compensated by the neighboring Co
layer resulting in an effective magnetic field and electron redistribution at the
surface. The resulting effect is a nonzero Ce 4 f moment oriented in the same
way as the uncompensated Co moment in the surface block. To probe the exis-
tence of Ce 4 f moments, we performed X-ray absorption measurements at the
Ce M4,5 edge sensitive to the Ce 4 f , which revealed at non-zero XMCD signal in
accordance with the theoretical description. Note however that we were not able
to measure just on surface terminations, thus the origin of the Ce 4 f moments is
not restricted just to the subsurface Ce layer. Additional XMCD measurements on
the Co L2,3 suggest a coupling between the Ce and Co subsurface sublattices as
predicted by the theoretical calculation. Thus, based on our model, CeCo2P2 gives
the unique possibility to study a single buried 2D Kondo lattice layer in detail
and its connection to a magnetically ordered Co sublattice in a large temperature
range even above room temperature. Similar changes could be expected in other
LnT2X2 with T = Co, Mn, Fe where magnetic sublattices of the transition elements
can interact with magnetic moments on the lanthanides with possible changes
expected at surface or interfaces due to symmetry breaking.

The unusual properties of CeCo2P2 also extend to density of states at EF, which
we predicted to be strongly reduced. While still behaving like a good metal, the Co
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3d states responsible for the magnetic properties are nearly zero at EF in both spin
channels based on our calculations. Since such a spin gap would lead to a reduced
electron-magnon interaction, we performed RIXS measurements to study in detail
the spin excitations and their damping. Based on the large ordering temperature
and magnetic moments, a strong magnon dispersion with high energies up to
the THz regime was expected which we were able to follow experimentally in
a significant part of the Brillouin zone. The experimentally determined magnon
dispersion corresponded well with the theoretical dispersion calculated based
on the linear spin wave theory. The fit of the spin excitation peak allowed us
to determine the strength of the magnon damping, which was small over the
whole measured energy range up to the THz regime. Only at very high excitation
energies in the range of 200 meV were we able to determine a significant, but still
small damping. For comparison we used the isostructural LaCo2P2 which does
not have a reduced density of states at EF. Indeed, for this compound we observed
a much larger damping typical for metallic compounds. This comparison further
showed the special properties of the one extra electron in Ce in comparison to La
which in CeCo2P2 does not behave localized and instead leads to a strong volume
collapse, a very large ordering temperature and a reduced density of states in
comparison to LaCo2P2.

The measurements on both CeRh2Si2 and CeCo2P2 visualized how tunable and
versatile the Ce 4 f properties can be in different electronic, chemical or structural
environments resulting in competing energy scales and different behaviors. That
these physics can be traced back to just one strongly correlated Ce 4 f electron
makes Ce systems the ideal work horse to study many-body effects. In this regard,
CeT2X2 is one of the most adjustable families that can be studied systematically
to improve our understanding of not only Ce physics but also as benchmark
to test theoretical approaches and theories. We believe that our ARPES studies
presented pedagogically what needs to be considered during measurement and
interpretation when studying such systems with surface-sensitive techniques.
The combination with 3d transition elements allows not only for the coexistence
of 3d magnetism with 4 f physics but to a special interaction which can result
in a high magnetic ordering temperature, large spin excitations and undamped
magnons like we observed in CeCo2P2.

That the CeT2X2 family still has much to offer becomes also apparent in the
continuous interest and prediction of new physical properties. While topological
properties like for CeCo2P2 were recently predicted [145], the interplay between
CEF splittings, Kondo interaction and local inversion symmetry breaking made
CeRh2As2 to a currently intensely studied system [81, 167–171]. Hence, this thesis
should be seen as a puzzle piece trying to improve our knowledge in the large
picture of Ce-based intermetallics. And whether it is with the help of new sys-
tems, improved sample qualities or measurements under pressure, at surfaces
and interfaces, under magnetic fields or under doping, Ce-based intermetallic
systems have still so much to offer in finding new properties and phases, test-
ing and improving our many-body models and theories or even creating usable
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quantum devices.
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Acronyms

AFM antiferromagnet

ARPES angle-resolved photoemission spectroscopy

BIS bremsstrahlung isochromat spectroscopy

CEF crystalline electric field

DFT density functional theory

DMFT dynamical mean field theory

EDC energy distribution curve

FDD Fermi-Dirac distribution

GGA generalized gradient approximation

LDA linear density approximation

LEED low-energy electron diffraction

RIXS resonant inelastic X-ray scattering

RKKY Ruderman-Kittel-Kasuya-Yosida

SBZ surface Brillouin zone

SOC spin-orbit coupling

UV ultra violet

XMCD X-ray magnetic circular dichroism

XMLD X-ray magnetic linear dichroism
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