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  Introduction 

I.1 Prologue 

Fires have played an important role in the development and evolution of human society. 

Fires have been used in rituals, in agriculture for clearing land, for cooking foods, for signaling, 

producing heat and light, propulsion objective, smelting, forging, etc. Beside the positive 

effects of fire including stimulating growth and maintaining various ecological systems in our 

society, destructions of fires have been dramatic, e.g., conflagrations that threaten human life, 

animal life, health, and/or property for recent centuries. To prevent and reduce losses, 

understanding of the science of fire is essential, so that we become better able to quantify and 

predict fire behavior and apply our knowledge to fire safety in general. 

One of main tool in fire research nowadays is Computational Fluid Dynamics (CFD) 

modeling, which has emerged over the past two decades as a powerful tool for both research- 

and engineering-level projects in the area of fire safety [1][2][3][4]. CFD is classified into three 

categories. First, Reynolds Averaged Navier-Stokes (RANS) equations are statistically-

averaged equations of motion for fluid flow, i.e., conservation equation of mass, momentum 

and energy. In the momentum equation, the Reynold stress is calculated using a turbulence 

closure model. Second, Large Eddy Simulation (LES) is a method in which the smallest scales 

of the flow are removed through a filtering operation and their effect are closed by sub-grid 

scale models. The method allows the largest and most important scales of the turbulence to be 

resolved, while hugely reducing the computational cost incurred by the smallest (sub-grid) 

scales. For high-fidelity LES simulations, the grid must be guaranteed to resolve at least 80% 

of the turbulent kinetic energy [5]. The requirement of computational cost in LES is greater 

than in RANS, but far cheaper than in Direct Numerical Simulation (DNS), which resolves the 

entire range of turbulent length scales. In DNS, no turbulence model is required, but it is 

extremely computationally expensive. The computational cost is proportional to 𝑅𝑒9/4 where 

𝑅𝑒 is a characteristic Reynolds number of the flow. Plus, it is very difficult to deal with 

complex geometries or flow configurations. Due to the nature of fires, i.e., flow has a possible 

range from a few centimeters up to several meters and are strongly in transient phases, hence 

LES is the dominant method in fire simulations. 
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I.2 Computational Fluid Dynamic (CFD) applied to fire problems 

Two solvers represent the state-of-the-art of fire modeling based on the LES approach: 

FDS developed by the National Institute of Standards and Technology, USA 

(https://pages.nist.gov/fds-smv/), and FireFOAM developed by FM Global, USA 

(https://github.com/fireFoam-dev/fireFoam-dev). 

I.2.1 Fire Dynamic Simulator (FDS) 

Fire Dynamics Simulator (FDS) [6], is a computational fluid dynamics (CFD) model of 

fire-driven fluid flow. FDS solves numerically a form of the Navier-Stokes equations 

appropriate for low-speed (Ma < 0.3), thermally-driven flow with a concentration on smoke 

and heat transport from fire. 

FDS is a free open-souce software, which is developed by the National Institute of 

Standards and Technology (NIST) of the United States Department of Commerce, in 

cooperation with VTT Technical Research Centre of Finland. Smokeview is the companion 

visualization tool that can be used to display the output of FDS. Up to now, about half of the 

applications of the model have been designed for smoke handling systems and 

sprinkler/detector activation studies. The other half features residential and industrial fire 

reconstructions. Throughout its development, FDS’s goal is to solve practical fire problems in 

fire protection engineering, while at the same time provide a tool to study fundamental fire 

dynamics and combustion. 

I.2.2 FireFOAM 

FireFOAM [7] is a CFD model developed by FM Global in the United States for fire safety 

applications and based on a general-purpose library called OpenFOAM [8]. FireFOAM is a 

free open-souce software. We chose to use FireFOAM in the present project. Numerical 

developments will be realized in a simplified context, but our long-term objective is to provide 

a basis for the development and validation of engineering-level models used in real-world fire 

applications, which need to handle a wide range of interacting physical phenomena and 

complex geometry in industrial or real scenarios. Therefore, the requirements for a CFD code, 

which is capable of modeling large-scale industrial fire growth and suppression, far exceed the 

level of a typical in-house research code. The CFD package of choice should be capable of 

https://pages.nist.gov/fds-smv/
https://github.com/fireFoam-dev/fireFoam-dev
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massive parallelization and handling unstructured computational meshes. Moreover, given 

extension of new models and code implementation, an open-source platform, which can allow 

collaborative model development, is a preferred choice. 

The object-oriented code structure of OpenFOAM [8] enables multiple alternative sub-

models to co-exist. Unstructured mesh codes, such as OpenFOAM, have complex addressing 

rules when compared to the structured mesh codes, hence, cannot take advantage of an FFT 

(Fast Fourier Transform)-based direct linear solver. As a result, the code may be slower in a 

single processor mode than those designed for a Cartesian grid, such as FDS [6]. However, the 

capability of massive parallelization and flexibility of local mesh refinement alleviate 

effectively the speed issue. FireFOAM [7][9] uses the OpenFOAM platform and is designed 

to simulate industrial fire growth and suppression. It integrates the main gas phase CFD solver 

with numerous sub-models in a form of object libraries including diffusion-controlled 

combustion, turbulence [9], pyrolysis [11][12], surface water film [13][14], Lagrangian droplet 

transport [15][16], radiation, soot [16], wall boundary layer [17], etc. 

I.3 Numerical modeling challenges 

I.3.1 Combustion modeling 

Because the fuel sources are typically poorly characterized, combustion models used in 

simulations of fires generally rely on a global combustion equation and do not include finite 

rate chemistry. These models therefore rely on crude treatments to describe important 

phenomena like flame extinction/re-ignition, which are complex phenomena and depend on a 

wide range of factor evolving in time such as temperature, oxygen mole concentration as well 

as flame residence time. Extinction/re-ignition are fundamental fire phenomena, which the fire 

community is highly interested in. Studies on the phenomena are essential to deal with the 

issue of fire suppression. Developing a simple model to capture ignition and extinction is itself 

a challenging task. Moreover, using the Large Eddy Simulation (LES) approach in modeling 

fire extinction, which is the preferred approach adopted in fire modeling such as in Fire 

Dynamics Simulator (FDS) or FireFOAM, makes the task even more difficult. The reason is 

that sub-grid scale thermo-chemical quantities such as temperature and flame stretch are 
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unresolved in LES simulations and require additional closures. During the past decades, 

researchers have tried to address the issue of flame extinction modeling in the context of LES: 

• Hu et al. [18] have derived combustion modeling capabilities used in 

computational fluid dynamics solvers to deal with under-ventilated compartment 

fires. More specifically, they described two models and implemented these models 

into FDS: diffusion flame extinction due to air vitiation; and the emission of carbon 

monoxide (CO) and unburnt hydrocarbon (HC) mass in a compartment fire. 

• A similar model based on the concept of a limiting flame temperature was also 

implemented in FDS V2 [19]. In brief, the model examines a grid cell and 

determines if combustion of the fuel in that cell as a stoichiometric mixture would 

raise the temperature of that mixture in excess of the limiting flame temperature. 

As initially developed in FDS V2, this model examines only fuel and oxygen 

concentrations and assumes the gas is air with a constant specific heat. 

• To improve the previous extinction model in FDS, Vaari et al. [20] have proposed 

an improved flame extinction criterion for gaseous suppressants under the lumped 

species model with transport-limited combustion (infinitely fast chemistry). 

• Snegirev et al. [21] have formulated a simplified approach to capture the major 

flame extinction mechanisms and calibrated their model against the measurement 

data for critical strain rates of laminar diffusion counter-flow flames with fuel and 

(or) oxidizer streams diluted by nitrogen. The model is based on the perfectly 

stirred reactor concept, thereby assuming rapid reactant mixing in the reaction 

zone, where reactants are delivered in stoichiometric proportions. 

• Vilfayeau et al. [22] improved these extinction model by deriving a new unified 

extinction model in FireFOAM, which is capable to capture all different kind of 

extinction mechanisms (i.e., aerodynamic, thermal and dilution quenching). The 

new model includes a flame extinction model based on the concept of a critical 

flame Damköhler number and a flame re-ignition model based on the concept of a 

critical gas temperature. 

Despite the recent progress, these combustion models above still rely on a global 

combustion equation and do not include, or only include in a much-simplified manner finite 
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rate chemistry information. Moreover, a shift towards new ambitious objectives aimed at 

simulating important phenomena like ignition, extinction, the formation of soot or the emission 

of toxic species is increasing. Hence, there is an unmet need to incorporate combustion 

chemistry into CFD fire models. 

I.3.2 Radiation modeling 

Thermal radiation is known to play an important role in heat transfer mechanism for large-

scale fires. Because of the wavelength dependence, modeling radiation heat transfer in a flame 

is a challenging task [1][2][3][4]. Generally, radiation models are based on solving the 

radiative transfer equation (RTE). The numerical integration of the RTE is difficult and the 

associated computational cost can easily dominate the overall cost in a CFD solver. A typical 

simplification aimed at controlling cost and avoiding complexity is to assume a linear 

relationship between radiative power and heat release rate using a coefficient of proportionality 

called the global radiative loss fraction (or global radiant fraction (GRF) or prescribed global 

radiative heat loss fraction (PGRF)). The global radiative loss fraction is an empirical 

parameter that provides a convenient solution to the problem of representing changes in radiant 

emissions when considering different fuels but that fails to represent changes in radiant 

emissions in response to evolving fire conditions. Moreover, there is no guarantee that the 

model is locally accurate. In addition, experimental data for the global radiative loss fraction 

that depends on fuel type and combustion conditions [23] are often unknown. There is therefore 

an unmet need to bring more fundamental descriptions of radiation to CFD fire models. 

I.4 Objectives of the study 

As discussed in section I.3, CFD modeling applied to fire safety problems has made 

remarkable progress over the past two decades, but modeling capabilities still remain limited 

by a number of simplifying assumptions of variable and often unknown accuracy. Combustion 

models used in simulations of fires generally rely on a global combustion equation and do not 

include finite rate chemistry. These models therefore rely on crude treatments to describe 

important phenomena like flame extinction. In addition, radiation models used in simulations 

of fires generally rely on the assumption of a linear relationship between radiative power and 
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heat release rate using a coefficient of proportionality or the global radiant fraction (GRF). 

These models must rely on the empirical calibration of GRF with fuel type and fire conditions. 

The general objective of this research project is to develop models that account for 

combustion chemistry and that calculate (rather than prescribe) radiant emissions. A number 

of studies with the similar objectives can already be found in the fire modeling literature. For 

example, recent studies using a flamelet model with detailed chemistry to simulate combustion 

in a Large Eddy Simulation (LES) framework can be found in [24][25]. Similar studies using 

a perfectly stirred reactor model with single-step chemistry can be found in [21][26]. 

Furthermore, examples of recent LES studies using a full RTE framework to calculate radiant 

emissions (i.e., without a prescribed GRF) combined with a grey model can be found in [27]. 

Similar studies using a non-grey model based on a Weighted-Sum-of-Grey-Gases (WSGG) 

formulation can be found in in [24][25][28]. Additional studies using a non-grey model based 

on mid-to-high fidelity spectral formulations like the Statistical Narrow Band Correlated-k 

method or the Full Spectrum Correlated-k model can be found in [29][30]. Note that due to 

their high computational cost, these more advanced formulations are typically applied to 

benchmark tests in a decoupled post-processing mode rather than applied to CFD in a fully-

coupled flow-flame-radiation simulation mode. 

In this context, the present study will explore the potential of the flamelet modeling 

approach for coupled flow-flame-radiation simulations of fire configurations. The proposed 

modeling framework uses the LES approach and is based on a laminar flamelet model and a 

careful treatment of the coupling between combustion and radiation that differentiates between 

non-local (i.e., non-flamelet) and local (i.e., flamelet) effects. The model also includes a 

description of sub-grid scale turbulence-radiation interactions (TRI). This modeling approach 

is tested against measurements performed in an experiment previously studied at the University 

of Maryland (UMD) and corresponding to a buoyancy-driven, turbulent line flame with a 

controlled air-nitrogen co-flow [23][31][32]. The UMD turbulent line burner is representative 

of the flame conditions found in fires, including conditions featuring flame extinction 

phenomena when the oxygen strength of the co-flow is reduced to sub-critical levels. The 

burner uses methane as the fuel and a controlled fuel flow rate. Note that the UMD turbulent 

line burner is one of the target experiments selected by a recent initiative of the International 
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Association for Fire Safety Science (IAFSS) called the IAFSS Working Group on 

Measurement and Computation of Fire Phenomena (MaCFP) [33]. In the MaCFP effort, the 

experiments are used to describe changes in the flame structure as co-flow conditions approach 

the oxygen extinction limit. Regarding the specific objectives of our project, the use of methane 

in the UMD experiment offers several benefits:  

• Methane is a well-studied fuel, which allows using state-of-the-art combustion 

models  

• Methane is a weakly sooting fuel, which allows neglecting soot and focusing on 

gas radiation. 

The LES software adopted in the present project is FireFOAM, a fire modeling solver 

developed by FM Global [7]. 

I.5 Outline of the thesis 

In Chapter I, a brief introduction on fire, principals CFD methods and two solvers 

representing the state-of-the-art of fire modeling based on the LES approach are first presented. 

Then, limitations of the current combustion and radiation models in fire applications and how 

these restrictions motivate our research project are introduced. At the end, specific objectives 

solving these limitations are planned. 

In Chapter II, the numerical solver is presented briefly. The general governing equations 

for flows are next introduced, followed by an introduction of the adopted turbulence model, of 

the baseline combustion model as well as radiation models. 

Preliminary studies on the laminar, planar, strained counterflow diffusion flame 

considered as flamelet in the flamelet combustion model are presented in Chapter III. The basic 

concepts, notations and governing equations in both physical space and mixture fraction space, 

which are important to understand how such flows are solved for in combustion codes, are 

introduced. Next, the chapter investigates the sensitivity of the laminar flamelet solutions to 

modeling choices in radiation model, chemical kinetic mechanism as well as stoichiometric 

scalar dissipation rate under the steady state assumption to select baseline modeling choices 

for the subsequent LES simulations. Finally, interesting and important physical phenomenon 

related to unsteady effects are presented for both constant and time-dependent 𝜒𝑠𝑡 cases. 
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Chapter IV introduces exclusively the flamelet combustion model, which differs in 

choices made for the flamelet library generation, flamelet parametrization, the Probability 

Density Function (PDF) formulation as well as parameter variables used for the turbulent 

Look-Up Table (LUT). Four different methods for producing the laminar flamelet library are 

proposed. Then, the relation between the local thermochemical quantities and LES-filtered 

ones is provided using the presumed PDF approach. The assumption of statistically 

independent parameters in the joint PDF is made. The scalar dissipation rate PDF 𝑝(Χ), the 

heat loss parameter PDF 𝑝(Η) are assumed to be a Dirac delta function. The 𝛽-PDF or the top-

hat PDF is adopted for the PDF of mixture fraction 𝑝(𝑍). The turbulent LUT that is 

parametrized by (�̃�, 𝑍�̃� , Χ̃, Η̃) is pre-tabulated. Finally, the chapter provides various modeling 

options for �̃�, 𝑍�̃�, Χ̃, and Η̃ in the LES-solver. 

In Chapter V, the purpose is to present the flamelet combustion model and radiation model 

for large eddy simulations (LES) of well-controlled laboratory-scale turbulent fires. The 

development of the combustion model consists of studying the different libraries of flamelet 

solutions produced using different methods (SLFV1, SLFV2, ULFV1, ULFV2) and studying 

the different models of the turbulent flame LUT parameters such as the sub-grid scale variance 

of mixture fraction, the scalar dissipation rate as well as a heat loss parameter. The radiation 

model features a description of non-local phenomena through the Radiative Transfer Equation 

(RTE). Different treatments of coupled combustion and radiation effects at flamelet scale are 

considered: 

• A treatment in which local radiation phenomena are neglected inside the flamelet 

solver. 

• A treatment in which these phenomena are included inside the flamelet solver and 

also sub-grid scale turbulence-radiation interactions (TRI) are included in the RTE 

solver. 

This chapter also presents a study on the sensitivity of the number of outer loops in the PIMPLE 

algorithm. It is evaluated in simulations of a statistically, two-dimensional, plane, buoyancy-

driven, turbulent, diffusion methane-air flame experimentally characterized by measurements 

of local temperatures and global flame emissive power. The best models and best choices of 

parameters are determined and going to be used in simulations in Chapter VI. 
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Results presented in Chapter VI are the continuation of the study in Chapter V and aim to 

support the development and validation of models used to simulate the response of fires to the 

activation of suppression systems by gaseous agents. The modeling framework features the 

flamelet combustion model and the grey radiation model with TRI. The experimental 

configuration is the turbulent line fire with a controlled co-flow. The co-flow is an air-nitrogen 

mixture with variable oxygen dilution conditions, in which the conditions leading to full flame 

extinction is not considered in this study. The description of flame extinction and re-ignition 

events requires an additional laminar flamelet library parameter typically chosen as a reaction 

progress variable. This extension of the model will be considered in future work. Numerical 

results are obtained and evaluated against experimental measurements characterized by local 

temperatures, local oxygen mole-fraction, global flame emissive power as well as combustion 

efficiency. 

Finally, conclusion and direction for future work are addressed. 
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 Numerical modeling 

In this chapter, the numerical solver, the general governing equations for flows are 

introduced, followed by an introduction of the adopted turbulence model, of the baseline 

combustion model as well as radiation models. 

II.1 Numerical solver 

Numerical simulations in this study are performed using a modified version of FireFOAM 

[7], a fire modeling solver developed by FM Global and based on an open-source, general-

purpose and free CFD software package called OpenFOAM [8]. OpenFOAM is an object-

oriented, C++-based, second order accurate, finite-volume solver with implicit time 

integration. The solver features advanced meshing capabilities (structured/unstructured 

polyhedral mesh) and a massively parallel computing capability using MPI protocols. 

The developed version of FireFOAM is a large eddy simulation (LES) fire dynamics 

solver that uses a Favre-filtered compressible flow formulation and brings a choice between 

several modeling options for the treatment of combustion, turbulence and thermal radiation. 

II.2 Governing equations 

To obtain the mass density 𝜌 and flow velocity 𝑢, the developed version of FireFOAM 

solves transport equation of mass and momentum, written as below: 

Mass: 

𝜕�̅�

𝜕𝑡
+
𝜕(�̅��̃�𝑗)

𝜕𝑥𝑗
= 0 (II-1) 

Momentum: 
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𝜕(�̅��̃�𝑗)

𝜕𝑡
+
𝜕(�̅��̃�𝑖�̃�𝑗)

𝜕𝑥𝑗

= (�̅�(𝜐 + 𝜐𝑠𝑔𝑠) (
𝜕�̃�𝑖
𝜕𝑥𝑗

+
𝜕�̃�𝑗

𝜕𝑥𝑖
−
2

3

𝜕�̃�𝑘
𝜕𝑥𝑘

𝛿𝑖𝑗)) −
𝜕�̅�𝑟𝑔ℎ

𝜕𝑥𝑖
− (𝑔𝑖

∙ ℎ𝑖)
𝜕�̅�

𝜕𝑥𝑖
 

(II-2) 

State relation: 

�̅� = �̅�𝑅�̃� (II-3) 

where ̃  and ̅  are respectively the Favre and Reynolds filtering operator, 𝑡 is time, 𝜐 is the 

molecular viscosity, 𝜐𝑠𝑔𝑠 is the sub-grid scale viscosity, 𝑝 is the pressure, 𝑔 is the gravity, 𝑇 is 

the gas temperature, �̅�𝑟𝑔ℎ is the pressure without the hydrostatic pressure and calculated as: 

�̅�𝑟𝑔ℎ = �̅� − �̅�(𝑔𝑖 ∙ ℎ𝑖) with ℎ𝑖 is the position vector. The specific gas constant 𝑅 is related to 

the universal gas constant 𝑅𝑢(81315 𝐽/(𝑘𝑚𝑜𝑙. 𝐾)) and the gas molecular weight 𝑀𝑊 by 𝑅 =

𝑅𝑢/𝑀𝑊. 

 To obtain the mass fraction of species and temperature, FireFOAM provides different 

combustion modelling options: The Eddy Dissipation Concept (EDC) model and the flamelet 

combustion models, which has different methods, hence different equations to solve. Details 

of the EDC model and the flamelet combustion modelling are given in section II.4 and Chapter 

IV, respectively. 

 The algorithm used in FireFOAM is PIMPLE, which is a combination of PISO (Pressure 

Implicit with Splitting of Operator) and SIMPLE (Semi-Implicit Method for Pressure-Linked 

Equations). All these algorithms are iterative, but PISO and PIMPLE are both used for transient 

cases, whereas SIMPLE is used for steady state cases. The PIMPLE algorithm is understood 

as a SIMPLE algorithm for every time step, where outer correctors are the iterations, and once 

converged will move on to the next time step until the simulation is complete. Better stability 

is gained from PIMPLE over PISO for this reason. If the number of outer corrector loop is set 

to be one, PIMPLE will become PISO. Additional information about the iterative procedure of 

these algorithms and discretization scheme can be found in [34][35]. 
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II.3 Turbulence model 

In LES, not all the scales of the flow are resolved, only the large scales are resolved by the 

grid and the sub-grid scales, which are the most computationally expensive to resolve, and 

reconstructed by the turbulence model. The effect of the sub-grid scales on the resolved-scale 

are through the sub-grid viscosity 𝜐𝑠𝑔𝑠, which plays an important role providing the unresolved 

transport of mass, momentum, energy, species and some other scalar variables, etc. In addition, 

the turbulence model provides the mixing time scale used in the EDC combustion model. 

Therefore, the choice of turbulence model is critical. Each turbulence model has its own 

limitations and has been designed for certain kind of applications. Based on the suggestion by 

Ref. [34], we adopt the constant coefficient one-equation eddy viscosity model. 

The model is based on solving a transport equation for the sub-grid scale turbulent kinetic 

energy 𝑘𝑠𝑔𝑠 [36], written as follows: 

𝜕(�̅�𝑘𝑠𝑔𝑠)

𝜕𝑡
+
𝜕(�̅��̃�𝑗𝑘𝑠𝑔𝑠)

𝜕𝑥𝑗
= (�̅�(𝜐 + 𝜐𝑠𝑔𝑠)

𝜕𝑘𝑠𝑔𝑠

𝜕𝑥𝑗
) + 𝑃 − 𝜀𝑠𝑔𝑠 (II-4) 

where 𝜀𝑠𝑔𝑠 is the sub-grid eddy dissipation rate and calculated as 𝜀𝑠𝑔𝑠 = 𝐶𝑒𝑘𝑠𝑔𝑠
3/2/∆, 𝐶𝑒 is a 

model constant (generally chosen as 𝐶𝑒 = 1.048), and ∆ is the filter width, which is 

proportional to the grid cell size and defined as ∆= (∆𝑥∆𝑦∆𝑧)
1/3. The source term 𝑃 is given 

by: 

𝑃 = −
2

3
�̅� (𝑘𝑠𝑔𝑠 + 𝜐𝑠𝑔𝑠

𝜕�̃�𝑘
𝜕𝑥𝑘

)
𝜕�̃�𝑗

𝜕𝑥𝑖
+ 2�̅�𝜐𝑠𝑔𝑠�̃�𝑖𝑗�̃�𝑖𝑗 (II-5) 

where the first term corresponds to the variation of turbulent kinetic energy due to thermal 

expansion and the second term due to strain rate. The strain rate tensor has been defined here 

in tensor notation as: 

�̃�𝑖𝑗 =
1

2
 (
𝜕�̃�𝑖
𝜕𝑥𝑗

+
𝜕�̃�𝑗

𝜕𝑥𝑖
) (II-6) 

Then, the sub-grid scale kinematic viscosity 𝜐𝑠𝑔𝑠 is calculated as: 

𝜐𝑠𝑔𝑠 = 𝐶𝑘𝑘𝑠𝑔𝑠
1/2∆  (II-7) 
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where 𝐶𝑘 is a constant model (chosen as 𝐶𝑘 = 0.094). Finally, the turbulent mixing time scale 

𝜏𝑠𝑔𝑠, which is used in the EDC combustion model, is given by: 

𝜏𝑠𝑔𝑠 = 
𝑘𝑠𝑔𝑠

𝜐𝑠𝑔𝑠
=
1

𝐶𝑘

∆

𝑘𝑠𝑔𝑠
1/2

 (II-8) 

II.4 EDC combustion model 

When the EDC combustion model is used, in addition to the mass and momentum 

conservation equations (See Eqs. (II-1), (II-2)), FireFOAM also solves transport equations for 

sensible enthalpy and species, written as follows: 

Sensible enthalpy: 

𝜕(�̅�ℎ̃𝑠)

𝜕𝑡
+
𝜕(�̅��̃�𝑗ℎ̃𝑠)

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑖
(�̅�(

𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)
𝜕ℎ̃𝑠
𝜕𝑥𝑗

) + 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅ − ∇. �̇�′′̅̅ ̅̅ ̅̅  (II-9) 

Species Mass Fraction: 

𝜕(�̅��̃�𝑘)

𝜕𝑡
+
𝜕(�̅��̃�𝑗�̃�𝑘)

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑖
(�̅�(

𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)
𝜕�̃�𝑘
𝜕𝑥𝑗

) + 𝜔𝑘
′′′̇̅̅ ̅̅ ̅ (II-10) 

where 𝑃𝑟 and 𝑃𝑟𝑠𝑔𝑠 denote the Prandtl numbers associated with molecular mixing and sub-

grid scale turbulent mixing, respectively (we use 𝑃𝑟𝑠𝑔𝑠 = 0.5), (−∇. �̇�′′̅̅ ̅̅ ̅̅ ) is the radiation power 

density (with 𝑞′′ is the radiative heat flux), which is obtained through radiation models 

introduced in section II.5; ℎ̃𝑠 is the LES-filtered sensible enthalpy and �̃�𝑘 is the LES-filtered 

mass fraction of species 𝑘. The filtered chemical source terms, 𝜔𝑘
′′′̇̅̅ ̅̅ ̅, and the volumetric heat 

release rate (HRR), 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅, require closure modeling. In this study, an Eddy Dissipation Concept 

(EDC) model is adopted to estimate these source terms. 

The EDC model proposed in [37] for non-premixed turbulent combustion is an extended 

version of the Eddy Break-Up (EBU) model introduced in [37][38] for premixed turbulent 

combustion. EDC applies to turbulent flames corresponding to high Damhköler number and 

high Reynold number conditions, i.e., conditions for which chemistry is fast and for which the 

rate of combustion is controlled by the rate of turbulent mixing between fuel and air. The fuel 

mass reaction rate per unit volume may be written as: 
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𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅ =

�̅�

𝜏𝐸𝐷𝐶
𝑚𝑖𝑛 (�̃�𝐹,

�̃�𝑂2
𝑟𝑠
) (II-11) 

where �̅� is the LES-filtered mass density, �̃�𝐹 and �̃�𝑂2 the LES-filtered mass fractions of fuel 

and oxygen, 𝑟𝑠 the stoichiometric oxygen-to-fuel mass ratio. In the fully developed turbulent 

flow region, the EDC mixing time scale is taken from the turbulence model (see Eq. (II-8)): 

𝜏𝐸𝐷𝐶 = 𝜏𝑠𝑔𝑠/𝐶𝐸𝐷𝐶 with 𝐶𝐸𝐷𝐶 = 4. However, this description assumes turbulent mixing and 

does not apply to regions where the flow is quasi-laminar, i.e., the flame base region. In these 

regions, fuel-air mixing is controlled by molecular diffusion and we write: 𝜏𝐸𝐷𝐶 = 𝐶𝐷𝑖𝑓𝑓Δ
2/𝛼 

where 𝛼 is thermal diffusivity and the constant model 𝐶𝐷𝑖𝑓𝑓 = 4. Finally, two formulas can be 

combined to form 𝜏𝐸𝐷𝐶: 

𝜏𝐸𝐷𝐶 = 𝑚𝑖𝑛 (
𝜏𝑠𝑔𝑠

𝐶𝐸𝐷𝐶
,
𝐶𝐷𝑖𝑓𝑓Δ

2

𝛼
) (II-12) 

Note that in Eq. (II-11), a global combustion equation has been assumed, 𝐹 + 𝑟𝑠 𝑂2 →

(1 + 𝑟𝑠) 𝑃 (where 𝐹, 𝑂2 and 𝑃 denote fuel, oxygen and product, respectively), where the 

equation is written per unit mass of fuel. 

The EDC model provides a cost-effective description of the location and intensity of 

combustion and heat release rate processes under a range of flow conditions. However, the 

model is also known to have several limitations. First and foremost, EDC assumes that the rate 

of combustion is entirely determined by the rate of fuel-air mixing and therefore does not 

represent flame extinction/ignition phenomena, which also depend on combustion chemistry. 

In addition, EDC has a domain of validity restricted to turbulent flames and does not correctly 

represent laminar combustion. In the following, we consider the flamelet modeling approach 

(see Chapter IV) that has the potential to overcome both of these limitations, i.e., the flamelet 

modeling approach includes a description of finite rate chemical kinetics and is based on 

laminar flame calculations that apply to both the laminar combustion and turbulent flamelet 

combustion regimes. 
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II.5 Radiation model 

II.5.1 Introduction 

Thermal radiation is known to play an important role in heat transfer mechanism for large-

scale fires. Because of the wavelength dependence, modeling radiation heat transfer in a flame 

is a challenging task. In the literature [39], a number of radiation models with various degrees 

of complexity are developed and can be categorized into two principal classes: grey and non-

grey models, which assume that radiation does not and does vary with wavelength, 

respectively. Plus, grey gas models used in many combustion problems further simplify the 

radiation treatment by making an optically thin medium assumption, which neglects the self-

absorption of the gas and utilizes the Planck mean absorption coefficient. Non-grey narrow-

band and wide-band models taking into account the variation of radiative properties with 

wavelength are more complex and much more computationally expensive than the grey models 

but are more accurate. In the following, we present different treatments of radiative properties 

through the Radiative Transfer Equation (TRE): the prescribed global radiant fraction (PGRF) 

model, the grey model and the Weighted-Sum-of-Grey-Gases (WSGG) model. 

II.5.2 Prescribed Global Radiant Fraction model (PGRF) 

The model assumes a non-absorbing grey medium/optically thin medium (i.e., the optical 

thickness 𝜅𝐿 of the radiating gas is below 0.1, where 𝜅 is the gas Planck mean absorption 

coefficient and 𝐿 a characteristic length), hence 𝜅�̅� = 0 and the model uses a prescribed global 

radiative loss fraction (PGRF) 𝜒𝑟𝑎𝑑
𝑔

. The RTE equation is in that case: 

∇𝐼.̅ 𝑠 =
𝜒𝑟𝑎𝑑
𝑔
 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅

4𝜋
 (II-13) 

where 𝐼 ̅ is the (LES-filtered) radiation intensity in the angular direction defined by the unit 

vector 𝑠 and an elementary solid angle ΔΩ = (4𝜋/𝑁Ω), with 𝑁Ω the number of angles used in 

the discretization of angular space; and 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅ is the (LES-filtered) combustion heat release rate 

per unit volume. The radiation power density that appears in Eq. (II-9) is obtained by 

integration of the right-hand side of Eq. (II-13) over angular space and with the present model, 

can be simply written as: 
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−∇. �̇�′′̅̅ ̅̅ ̅̅ = ∫ (
𝜒𝑟𝑎𝑑
𝑔
 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅

4𝜋
)

4𝜋

= 𝜒𝑟𝑎𝑑
𝑔
 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅ (II-14) 

where �̇�′′ is the radiative heat flux. In the following, we call this baseline model PGRF and use 

𝜒𝑟𝑎𝑑
𝑔

= 23% (see [23]) and 𝑁Ω = 64. 

The practical method of prescribing the global radiant fraction provides a convenient 

solution to the problem of simulating radiation effects: this solution guarantees that in an 

average sense, the flame emits a realistic amount of radiation energy. This solution, however, 

assumes that measurements of the global radiant fraction 𝜒𝑟𝑎𝑑
𝑔

 are available (such 

measurements are in fact only available for a limited number of fuels) and that the values 

provided by these measurements do not depend strongly on fire conditions (values of 𝜒𝑟𝑎𝑑
𝑔

 do 

in fact depend on ventilation conditions, see [23]). The grey model and the WSGG model 

presented in the next two sections have the ambition to overcome these limitations; both 

models rely on solving the RTE equation with full emission and absorption effects. 

II.5.3 Grey Model 

The RTE equation for the grey model is: 

∇𝐼.̅ 𝑠 = 𝜅𝐼𝑏̅̅ ̅̅ − 𝜅�̅� (II-15) 

where 𝜅 is the mean absorption coefficient and 𝐼𝑏 the local blackbody radiation intensity, 𝐼𝑏 =

(𝜎𝑇4/𝜋), with 𝜎 the Stefan-Boltzmann constant (𝜎 = 5.669 × 10−8 𝑊/𝑚2𝐾4) and T the 

local gas temperature. 𝜅 is obtained from the composition and temperature of the gas: 

𝜅 = 𝑝(𝑥𝐶𝑂2𝑎𝐶𝑂2 + 𝑥𝐻2𝑂𝑎𝐻2𝑂) (II-16) 

where p is pressure, 𝑥𝐶𝑂2 and 𝑥𝐻2𝑂  the mole fractions of carbon dioxide and water vapor, and 

𝑎𝐶𝑂2 and 𝑎𝐻2𝑂 the Planck mean absorption coefficients for carbon dioxide and water vapor. In 

this description, the coefficients 𝑎𝐶𝑂2 and 𝑎𝐻2𝑂 are treated as known functions of temperature, 

𝑎𝐶𝑂2(𝑇) and 𝑎𝐻2𝑂(𝑇) (see Ref. [40]). 

In the grey model, two different treatments are considered. The first one is to ignore sub-

grid scale turbulence-radiation Interactions (TRI) and simply write: 𝜅𝐼𝑏̅̅ ̅̅ = (�̅� × 𝜎�̃�4/𝜋), 𝜅�̅� =

(�̅� × 𝐼)̅, and �̅� = 𝑝(�̃�𝐶𝑂2𝑎𝐶𝑂2(�̃�) + �̃�𝐻2𝑂𝑎𝐻2𝑂(�̃�)) where �̃�, �̃�𝐶𝑂2and �̃�𝐻2𝑂 are the LES-

filtered values of the gas temperature and the mole fractions of carbon dioxide and water vapor, 
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respectively. The second one is to account for sub-grid scale TRI through a flamelet-based 

description of the emission term and mean absorption coefficient that appear in the RTE 

equation combined with an application of the flamelet-LES coupling expressions presented in 

Eqs. (IV-16) and (IV-17) (readers should read Chapter IV before considering two following 

equations): 

𝜅𝐼𝑏̅̅ ̅̅ = �̅� × (
𝜅𝐼𝑏
𝜌
)

̃
= �̅� × ∫ (

𝜅𝐼𝑏
𝜌
)
𝑓𝑙

(𝑍, 𝜒𝑠�̃� , ∆ℎ𝑠�̃�)𝑝𝛽(𝑍; �̃�, 𝑍�̃�) 𝑑𝑍
1

0

 (II-17) 

�̅� = �̅� × (
𝜅

𝜌
)

̃
= �̅� × ∫ (

𝜅

𝜌
)𝑓𝑙(𝑍, 𝜒𝑠�̃� , ∆ℎ𝑠�̃�)𝑝𝛽(𝑍; �̃�, 𝑍�̃�) 𝑑𝑍

1

0

 (II-18) 

Finally, the radiation power density is obtained by integration of the right-hand side of Eq. 

(II-15) over angular space and with the present model: 

−∇. �̇�′′′̅̅ ̅̅ ̅̅ ̅ = ∫ (𝜅𝐼𝑏̅̅ ̅̅ − 𝜅�̅�)
4𝜋

 (II-19) 

For the grey model, we use 𝑁Ω = 64. 

II.5.4 Weighted-Sum-of-Grey-Gases 

We now proceed to a discussion of the WSGG model in which spectral variations of 

radiation properties are taken into account. We consider the WSGG model developed by 

Modest [41] and that corresponds to a generalization of the original WSGG model developed 

by Hottel and Sarofim [42] for any arbitrary solution method. This model is often referred to 

as the banded WSGG model. In that case, the RTE is solved for each grey gas: 

∇𝐼�̅�. 𝑠 = 𝜅𝑗𝑎𝑗𝐼𝑏̅̅ ̅̅ ̅̅ ̅̅ − 𝜅𝑗𝐼𝑗̅̅ ̅̅̅  (II-20) 

where the subscript 𝑗 denotes a fictitious grey gas representing a certain spectral region, 𝜅𝑗  is 

the mean absorption coefficient of the fictitious gas in that region and 𝑎𝑗  is a weight coefficient. 

One of the main advantages of this formulation is the absence of a mean beam length (a mean 

beam length is required in the original version of WSGG in order to convert a total emissivity 

into a global absorption coefficient). In WSGG, the accuracy of the method depends on the 

calibration of the coefficients 𝜅𝑗  and 𝑎𝑗. Commonly, they are calibrated with specific 



Chapter II Numerical modeling 

18 

optimization methods for different values of the H2O-to-CO2 mole ratio (taking values between 

0.125 and 2) and using a high-resolution radiation model (i.e., a Statistical Narrow Band model 

or a Line-by-Line model) as a reference solution. In the present study, 𝜅𝑗  and 𝑎𝑗  are described 

using the model proposed in Ref. [43] with the assumption that the H2O-to-CO2 mole ratio is 

equal to 2 (the maximum value considered in Ref. [43]). This choice was guided by separate 

flamelet calculations using a detailed chemistry that revealed that relevant values of the H2O-

to-CO2 mole ratio were typically above 2, i.e., above this maximum value. In the following, 

we again choose to ignore SGS TRI, call this non-grey model WSGG, and use 4 fictitious grey 

gases and 𝑁Ω = 64. Note that the computational cost of the WSGG model is 4 times the cost 

of the grey model.
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  Laminar diffusion flames 

In the flamelet modeling approach, the turbulent or laminar reaction zone is viewed as a 

collection of flame elements (called flamelets) that are similar to canonical laminar flames (see 

Figure 1) [44]. The usual choice for a canonical configuration corresponds to one-dimensional, 

laminar, planar, strained counterflow diffusion flames. Before considering the flamelet 

combustion models in the next chapter, to have some preliminary understanding, we first study 

an important part of that model, the laminar diffusion flames. 

 

Figure 1: Flamelet representation of a turbulent flame viewed as an ensemble of one-

dimensional, laminar, planar, counterflow diffusion flames. 

III.1 Laminar diffusion flame configuration 

  Figure 2 depicts the prototype of the strained, laminar diffusion flame configuration. Two 

boundary states (i.e., the temperature, the species composition as well as the operating 

pressure) must now be considered: fuel side (which may be diluted in other gases) on the right 

and oxidizer (diluted or not) on the left side. Fuel and oxidizer diffuse towards the reaction 

zone where they burn and produce heat. Temperature reaches a maximum value in this zone 

and diffuses away from the flame front (orange line in Figure 2) towards the fuel and oxidizer 

streams. 
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Figure 2: Schematic view of a counterflow diffusion flame configuration 

 Our laminar diffusion flame is strained flame, i.e., the oxidizer and fuel streams are pushed 

toward each other at a given speed. At the place close to each side of the flame, the gas is either 

too lean or too rich to burn. The flame only appears in a limited region, where oxidizer and 

fuel are mixed adequately so that chemical reactions can take place. The most convenient 

location for the chemical reactions is at stoichiometric proportions. 

A few main concepts related to diffusion fames are important to understand how 

such flows are solved for in combustion codes. Section III.2 presents these notions (mixture 

fraction, flame stretch, etc.) and governing equations in both physical space and mixture 

fraction space. Section III.3 and Section III.4 respectively consider the steady flamelet 

assumption and the unsteady flamelet assumption and interesting relevant physical 

phenomena. The chosen test case for these studies has a configuration corresponding to the 

laminar diffusion methane-air flame. 

III.2 Governing equations 

Some derivations used in this section are based on assumptions made to analyze idealized 

diffusion flames. First, all the diffusion coefficients 𝐷𝑘 of chemical species 𝑘 are assumed to 

be equal 𝐷. Second, the heat capacities 𝑐𝑝𝑘 of chemical species are equal to 𝑐𝑝. 

The mass fraction 𝑌𝑘 of each species is governed by the balance equation as follows: 
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𝜕

𝜕𝑡
(𝜌𝑌𝑘) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑌𝑘) =

𝜕

𝜕𝑥𝑖
(𝜌𝐷

𝜕𝑌𝑘
𝜕𝑥𝑖

) + 𝜔𝑘
′′′̇  (III-1) 

where 𝜔𝑘
′′′̇  is species reaction rate. Suppose that the counter-flow diffusion flame has the 

reaction, which involves only fuel (𝐹), oxidizer (𝑂) and products (𝑃), as follows: 

𝜈𝐹𝐹 + 𝜈𝑂𝑂 ⇌ 𝜈𝑃𝑃 (III-2) 

where 𝜈𝑘 is the molar stoichiometric coefficient of species 𝑘. Then, the conservation equations 

for fuel, oxidizer and temperature in physical space can be written as follows: 

𝜕

𝜕𝑡
(𝜌𝑌𝐹) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑌𝐹) =

𝜕

𝜕𝑥𝑖
(𝜌𝐷

𝜕𝑌𝐹
𝜕𝑥𝑖

) + 𝜔𝐹
′′′̇  (III-3) 

𝜕

𝜕𝑡
(𝜌𝑌𝑂) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑌𝑂) =

𝜕

𝜕𝑥𝑖
(𝜌𝐷

𝜕𝑌𝑂
𝜕𝑥𝑖

) + 𝑠𝜔𝐹
′′′̇  (III-4) 

𝜕

𝜕𝑡
(𝜌𝑇) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑇) =

𝜕

𝜕𝑥𝑖
(
𝜆

𝑐𝑝

𝜕𝑇

𝜕𝑥𝑖
) −

𝑄

𝑐𝑝
𝜔𝐹
′′′̇ −

1

𝑐𝑝
∇. �̇�′′ (III-5) 

where 𝑠 is the stoichiometric ratio, 𝑄 is the molar heat reaction and 𝜆 is the thermal 

conductivity. 

 The mixture fraction, 𝑍, measures the local fuel/oxidizer ratio and can be defined as 

follows: 

𝑍 =
𝑠𝑌𝐹 − 𝑌𝑂 + 𝑌𝑂

0

𝑠𝑌𝐹
0 + 𝑌𝑂

0  (III-6) 

where the superscript 0  denotes the boundary condition. A necessary mathematical 

procedure reported in [45] combines both Eqs. (II-2), (II-3) and (II-5) into a balance equation 

without source terms for the conserved scalar 𝑍, which has the boundary conditions: 𝑍 = 1 in 

the fuel stream and 𝑍 = 0 in the oxidizer stream (see Figure 2 and Table 1): 
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𝜕

𝜕𝑡
(𝜌𝑍) +

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑍) =

𝜕

𝜕𝑥𝑖
(𝜌𝐷

𝜕𝑍

𝜕𝑥𝑖
) (III-7) 

Variable Fuel side value Oxidizer side value 

Fuel mass fraction 𝑌𝐹
0 0 

Oxidizer mass fraction 0 𝑌𝑂
0 

Gas temperature 𝑇𝐹
0 𝑇𝑂

0 

Mixture fraction 𝑍 1 0 

Table 1: Boundary conditions for species mass fractions, gas temperature and the scalar 

mixture fraction 𝑍. 

Based on the flamelet hypothesis, our multi-dimensional counter-flow diffusion flame 

locally has one-dimensional structure, which is depend on the mixture fraction 𝑍. The species 

mass fraction balance equations (III-1) and the temperature equation (III-5) may be rewritten 

in the mixture fraction space 𝑍 by adopting an appropriate space transformation and are called 

the laminar flamelet equations. Necessary intermediate mathematical derivations and 

assumptions for such transformation are described in [45][46] and are not presented here. In 

the following, the final conservation equations of species and energy in the mixture fraction 

space are written as: 

ρ
𝜕𝑌𝑘
𝜕𝜏

− ρ
𝜒

2

𝜕2𝑌𝑘
𝜕𝑍2

= �̇�𝑘
′′′  (III-8) 

ρ
𝜕𝑇

𝜕𝜏
− ρ

𝜒

2
(
𝜕2𝑇

𝜕𝑍2
+
1

𝑐𝑝

𝜕𝑐𝑝

𝜕𝑍

𝜕𝑇

𝜕𝑍
) =  −

1

𝑐𝑝
∑ℎ𝑘�̇�𝑘

′′′

𝑛

𝑘=1

−
1

𝑐𝑝
∇. �̇�′′ (III-9) 

where 𝜏 is the time, ρ is the density, 𝑌𝑘 is the mass fraction of species 𝑘, �̇�𝑘
′′′is the chemical 

production rate of specie 𝑘, 𝑐𝑝 and ℎ𝑘 are the heat capacity and the specific enthalpy of species 

𝑘, respectively. The scalar dissipation rate 𝜒 is defined as 𝜒(𝑍) = 2𝐷(∇𝑍)2, with 𝐷 the 

molecular diffusivity of species mass or heat (as mentioned above, we adopt here the classical 

equi-diffusive assumption and consider that all molecular diffusion coefficients are equal). In 

the equations (III-8) and (III-9) reported above, the scalar dissipation rate 𝜒 must be modeled 
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across the flamelet. Several approaches are proposed [47][48][49], in which the most common 

is the expression by [47] and can be written as: 

𝜒 = 𝜒𝑠𝑡
𝜙

𝜙𝑠𝑡

𝑓(𝑍)

𝑓(𝑍𝑠𝑡)
 (III-10) 

with 

𝜙 =
3

4

(√
𝜌∞
𝜌 + 1)

2

2√
𝜌∞
𝜌 + 1

 (III-11) 

where 𝑍𝑠𝑡 is the stoichiometric mixture fraction; 𝜙 is a factor introduced in order to consider 

variable density effects [48]; the subscript ∞ means the oxidizer stream; and 𝑓(𝑍) =

exp [−2[𝑒𝑟𝑓𝑐−1(2𝑍)]2], where 𝑒𝑟𝑓𝑐−1 is the inverse of the complementary error function. 

The radiative heat loss source ∇. �̇�′′ can be either prescribed or calculated through a more 

elaborate radiation model: either by the grey, or non-grey 25 bands WSGG [50], or SNB, which 

have just been added to FlameMaster [51] (a specialized software to solve the flamelet 

equations). Since WSGG and SNB are computationally very expensive and a few tests shown 

in section III.3.3 suggest that the flamelet solutions are not sensitive to the choice of radiation 

model, therefore, the grey model is mainly used. RTE for the grey model in 1-D physical space 

can be written as: 

∇𝐼. 𝑠 = 𝜅𝐼𝑏 − 𝜅𝐼 (III-12) 

The absorption coefficient, 𝜅, is calculated based on the Planck mean absorption coefficients 

and more details on how to calculate 𝜅 can be found in II.5.3. Here, RTE is solved using the 

discrete ordinates method with 𝑆8-approximation [52]. Note that, before solving RTE, the 

temperature and mass fraction of 𝐶𝑂2 and 𝐻2𝑂 related to the calculation of 𝜅 in 𝑍-space are 

needed to transform to the physical space. 

 The laminar flamelets can be simulated by specialized software such as FlameMaster, 

libOpenSMOKE using detailed chemical kinetics as well as radiation model, etc. 

libOpenSMOKE [53][54] is a closed-source, steady flame solver solving flamelet equations 

without the radiative heat loss term. In contrast, FlameMaster is an open-source, well-
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established laminar steady or unsteady flame solver with different radiation modeling 

treatments in both mixture fraction and physical space [51]. 

III.3 Steady flamelet assumption 

The structure of the laminar flamelet can be assumed to be steady, even though the flow 

itself (and especially the mixture fraction 𝑍 field) depends on time. In this case, the steady 

solutions can be produced by solving the steady flamelet equations obtained by removing the 

temporal term in the Eqs. (III-8) and (III-9): 

−ρ
𝜒

2

𝜕2𝑌𝑘
𝜕𝑍2

= 𝜔𝑘
′′′̇   (III-13) 

−ρ
𝜒

2
(
𝜕2𝑇

𝜕𝑍2
+
1

𝑐𝑝

𝜕𝑐𝑝

𝜕𝑍

𝜕𝑇

𝜕𝑍
) =  −

1

𝑐𝑝
∑ℎ𝑘𝜔𝑘

′′′̇
𝑛

𝑘=1

−
1

𝑐𝑝
∇. �̇�′′ (III-14) 

In the steady assumption context, we will investigate the sensitivity of the laminar flamelet 

solutions to modeling choices in radiation model, chemical kinetic mechanism as well as 

stoichiometric scalar dissipation rate. 

Note that the steady approaches described here are applied to configurations without flame 

extinction, i.e., to configurations in which the flame dynamics belong to the upper branch of 

the classical S-curve representing the flame response to stretch [55]. 

III.3.1 Chemical kinetic mechanisms 

There are some available chemical kinetic mechanisms that can be used in FlameMaster 

as well as libOpenSMOKE for producing flamelet solutions. We introduce here four detailed 

mechanisms: 

➢ C1-C3 combustion chemistry [56] (we call it C1-C3), which has more than a 

hundred of species and two thousands of reversible reactions and it is dedicated 

for the pyrolysis, partial oxidation and combustion of hydrocarbon fuels up to 3 C 

atoms 
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➢ A reduced chemical kinetic mechanism (28 species, 72 reversible reactions) 

developed for methane combustion chemistry and described in Ref. [57] (we call 

it CH4.72). 

➢ The San Diego mechanism version 2014-10-04 [58] (around 70 species, 235 

reversible reactions) designed to hydrogen combustion in air and focus on 

conditions relevant to flames, high temperature ignition and detonations (we call 

it UCSD). 

➢ GRI-Mech v3.0 [59] is a popular, detailed chemical kinetic mechanism, which 

includes 53 species and 325 reversible reactions, is an optimized mechanism 

designed for natural gas combustion chemistry (we call it GRI v3.0). 

To evaluate these four mechanisms, flamelet simulations under adiabatic conditions are 

performed. Note that the flamelet solutions with C1-C3 are obtained in libOpenSMOKE since 

C1-C3 is the only mechanism available in that solver and the solutions with the other 

mechanisms are produced in FlameMaster. 

Figure 3 shows a comparison of the peak temperature versus the stoichiometric scalar 

dissipation rate between the chemical kinetic mechanisms. Figure 4 gives a comparison of 

flamelet temperature profiles calculated between different chemical kinetic mechanisms at 

specific values of χst. We see that at high values of 𝜒𝑠𝑡, the result shows that the peak 

temperature as well as the flamelet temperature profiles (as seen in the left plot of Figure 4) 

are not sensitive to the selected mechanisms. The high extinction limits 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 (which is caused 

by the aerodynamic strain rate) predicted in FlameMaster (libOpenSMOKE does not have an 

algorithm to catch the limit) are close to each other between the mechanisms (33.89, 28.75, 

30.15 [1/s] with CH4.72, UCSD and GRI v3.0 respectively). And at low values of 𝜒𝑠𝑡, the peak 

temperature and temperature profile (as demonstrated in the right plot of Figure 4) in CH4.72 

differs from the predictions of other mechanisms. UCSD and GRI v3.0 agree very well in both 

peak temperature and temperature profile. For C1-C3, the peak temperature is a bit lower than 

that predicted by other mechanisms, but the temperature profiles agree well with those in 

UCSD and GRI v3.0. 
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Figure 3: Comparison of the peak temperature versus the stoichiometric scalar 

dissipation rate between the chemical kinetic mechanisms. 

  

Figure 4: Comparison of flamelet temperature profiles calculated for different chemical 

kinetic mechanisms at 𝜒𝑠𝑡 = 10 𝑠
−1 (left plot) and at 𝜒𝑠𝑡 = 0.0001 𝑠

−1 (right plot). 

In conclusion, we use C1-C3 in libOpenSMOKE since C1-C3 is the only choice. For 

FlameMaster, based on the results above, both GRI v3.0 and UCSD are very good choices. 

However, we decided to adopt GRI v3.0 in FlameMaster as the computational cost for 

calculations with GRI v3.0 is slightly cheaper than those calculated with UCSD. 
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III.3.2 Scalar dissipation rate sensitivity 

In the flamelet equations (III-8) (III-9), the scalar dissipation rate 𝜒 is modeled across the 

flamelet through Eq. (III-10) with the input parameter 𝜒𝑠𝑡, the scalar dissipation rate at the 

stoichiometric mixture fraction 𝑍𝑠𝑡, which quantifies flame stretch. An example of modeled 

scalar dissipation rate profiles across the flamelet for different values of χst is displayed in 

Figure 5. 

 

Figure 5: Modeled scalar dissipation rate profiles across the flamelet for different 

values of 𝜒𝑠𝑡. 

Steady flamelet solutions are simulated using GRI v3.0 under adiabatic conditions for 

different values of 𝜒𝑠𝑡. Figure 6 shows how the flame stretch 𝜒𝑠𝑡 affects the mass fraction of 

the reactants. At high value of 𝜒𝑠𝑡, the flame is out of equilibrium where methane and oxygen 

can co-exist in the reaction zone (around the area 𝑍𝑠𝑡 = 0.055) (see Figure 6 (a)). When 𝜒𝑠𝑡 is 

decreased, the flame becomes close to equilibrium, where methane and oxygen do not overlap 

(see Figure 6 (b)). Figure 7 describes the gas temperature and volumetric heat release rate 

profiles across the flamelet. We observe that the peak temperature (the volumetric heat release 

rate) is higher (much lower) than the temperature (those) at high value of 𝜒𝑠𝑡. 



Chapter III Laminar diffusion flames 

28 

(a) (b) 

Figure 6: Mass fraction profiles of reactant species methane and oxygen at the reaction 

zone around 𝑍𝑠𝑡 = 0.055 for 𝜒𝑠𝑡 = 10 [1/𝑠] (a) and for 𝜒𝑠𝑡 = 0.0001 [1/𝑠] (b). 

(a) (b) 

Figure 7: Temperature (a) and volumetric heat release rate (b) for different values of 

𝜒𝑠𝑡. 

Figure 8 shows how the integrated heat release rate depends on the flame stretch 𝜒𝑠𝑡. 

Increasing 𝜒𝑠𝑡 promotes combustion because the straining velocity field brings more fuel and 

oxidizer to the reactive zone. Figure 8 (a) shows that the magnitude of integrated heat release 

rate increases like the square root of the stoichiometric scalar dissipation rate 𝜒𝑠𝑡. This 

evolution is stopped when 𝜒𝑠𝑡 reaches the high extinction limit 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

= 30.15 [1/s], i.e., 

chemistry becomes too slow to burn the incoming reactants and quenching occurs. Figure 8 
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(b) in the log-log plot bringing more access to the region of low value of 𝜒𝑠𝑡 shows that the 

magnitude of integrated heat release rate increases linearly as a function of the log of 

stoichiometric scalar dissipation rate 𝜒𝑠𝑡. 

(a) (b) 

Figure 8: Integrated heat release rate across the flamelet as a function of 𝜒𝑠𝑡 in a linear 

plot (a) and log-log plot (b). 

III.3.3 Radiation models 

The baseline version of FlameMaster includes an optically thin flame radiation model. 

This version has been modified by Marchand et al. [63][64] through the introduction of a 

radiation module that solves the Radiative Transfer Equation (RTE) (in physical space) and 

that features three options for the treatment of radiation: 

• A grey model [40]. 

• A banded Weighted-Sum-of-Grey-Gases (WSGG) model that accounts for 

spectral variations of radiation properties [41] (we use 25 fictitious grey gases; 

model coefficients are calibrated using the method proposed in Ref. [41]). 

• A Statistical Narrow Band (SNB) model [62] (449 bands). The radiation 

module is coupled to the FlameMaster governing equations through the 

radiative power density source term that appears in the flame energy equation 

(III-14). 

Figure 9 shows that at high values of 𝜒𝑠𝑡, radiation models have a limited impact on the 

peak temperature. This point is confirmed in Figure 10 (a) when the temperature profiles across 
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the flamelet for Grey, WSGG, SNB or even Adiabatic conditions look similar. When 𝜒𝑠𝑡 is 

decreased to lower values, radiation begins to play a bigger role leading to larger differences 

in the peak temperature (as seen in Figure 9) as well as the temperature profile (see Figure 10 

(b)) between the cases. When comparing results obtained with the different radiation models, 

Figure 9 shows that the peak temperature with SNB is the most different from the other two 

models, specially at the locations of low value of 𝜒𝑠𝑡. Figure 11 presents variations of the 

radiation power density across the flamelet for different radiation models and shows that the 

performance in Grey is relatively similar to those in WSGG, but still predict a bit more heat 

loss and make the peak temperature lower. Hence, the low extinction limit 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 (which caused 

by the radiation heat loss) predicted in Grey (0.035 [1/s]) is higher than those in WSGG (0.026 

[1/s]). 

 

Figure 9: Peak temperature as a function of stoichiometric scalar dissipation rate for 

different radiation models. 
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(a) (b) 

Figure 10: Comparison of steady flamelet temperature profiles for different radiation 

models at 𝜒𝑠𝑡 = 5 [1/s] (a) and at 𝜒𝑠𝑡 = 0.05 [1/s] (b). 

 

Figure 11: Variations of the radiation power density across the flamelet characterized 

by 𝜒𝑠𝑡 = 0.1 [1/s] for different radiation models. 

Theoretically, SNB is the best radiation model among the models proposed here, but it is 

computationally too expensive. Hence, it’s unfeasible to use SNB in the flamelet calculations. 

In contrast, Grey and WSGG are computationally affordable and the performance between 
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these two models is similar. Therefore, we decided to use these two models in the non-adiabatic 

flamelet calculations in the following sections. 

III.4 Unsteady flamelet assumption 

In the previous section, the sensitivity of the laminar flamelet solutions to modeling 

choices in radiation model, chemical kinetic mechanisms as well as stoichiometric scalar 

dissipation rate under the steady flamelets assumption has been described. In this section, 

interesting transient phenomena is studied. Unsteady flamelet solutions used to study these 

phenomena are produced by solving Eqs. (III-8) and (III-9). 

III.4.1 Constant 𝝌𝒔𝒕 over time case 

In the literature, studying unsteady flamelets at a given value of 𝜒𝑠𝑡 over time basically 

has two methods. The first one computes the ignition or extinction process of the flamelets 

with an initial solution from the unstable branch in the S-shaped curve [63] and these 

simulations are performed without considering radiative heat losses. The second method 

computes with the initial solution located at the stable branch. Then, the process involves the 

decrease in the thermal state due to radiation heat losses [64]. The aim of our study in this 

section is to support the flamelet combustion modeling in Chapter IV, where radiation heat 

losses is considered as a very important part. Hence, we decided to study the second method. 

The GRI v3.0 chemical kinetic mechanism and the Grey radiation model are used to compute 

transient flamelets. 

Steady adiabatic flamelets generated for different given values of 𝜒𝑠𝑡 ranging from 10-4 to 

25 s-1 (as demonstrated in Figure 12) are used as the initial solution for the unsteady flamelet 

calculations, which are finished when its solutions reach the Steady/Grey solution at a given 

𝜒𝑠𝑡. The process is repeated for different given values of 𝜒𝑠𝑡 covering all the range. Figure 13 

shows all unsteady flamelet solutions, which are denoted as black dots. 
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(a) (b) 

Figure 12: (a) Comparison of steady flamelet temperature profiles for different values of 

𝜒𝑠𝑡; (b) The peak temperatures for different values of 𝜒𝑠𝑡 without heat losses. 

 

Figure 13: Peak temperature as a function of stoichiometric scalar dissipation rate for 

all unsteady/grey solutions. 

 The radiation heat losses affect insignificantly the gas temperature and can be ignored at 

the area of high values of flame stretch, but dominate and have a great impact on the 

temperature, even they can extinguish the flame at small values of flame stretch. Figure 13 
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confirms these points and the lower extinction limit 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 (denoted as the big blue dot and 

calculated using the steady/grey conditions), which indicates the extinction limit of the flame 

stretch 𝜒𝑠𝑡 due to radiation heat losses, is approximately 0.034 𝑠−1. When we let unsteady 

calculations long time enough, we have two possible cases as follows: 

• for 𝜒𝑠𝑡 > 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤, unsteady/grey calculation will converge to the steady/grey 

solutions. 

• for 𝜒𝑠𝑡 < 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤, unsteady/grey calculation will reach the extinction (or pure air-

methane mixture). 

Figure 14 depicts temperature profiles across the flamelet as an example of the two cases. 

In addition, when going from high to low values of flame stretch 𝜒𝑠𝑡, the flame response time 

to radiation of the unsteady calculation depends strongly on the flame stretch, e.g., Figure 15 

represents the peak temperature over time for the unsteady/grey calculation at a given value of 

𝜒𝑠𝑡 and shows that to reach the steady/grey point (defined as the point where the maximum 

temperature no longer changes over time), the unsteady/grey at 𝜒𝑠𝑡 = 0.02 s−1 needs longer 

time than the case at 𝜒𝑠𝑡 = 0.2 s
−1 (around 1.5 seconds versus 0.4 second). 

(a) (b) 

Figure 14: (a) the unsteady/grey calculation at 𝜒𝑠𝑡 = 0.1 s-1 when unsteady/grey 

calculation converges to the steady/grey solutions (a) and at 𝜒𝑠𝑡 = 0.001 s-1 when 

unsteady/grey calculation reaches the extinction (b). 



Chapter III Laminar diffusion flames 

35 

 

Figure 15: Peak temperature over time for the unsteady/grey calculation at 𝜒𝑠𝑡 =

0.02 𝑠−1 and 𝜒𝑠𝑡 = 0.2 𝑠
−1. 

III.4.2 Time-dependent 𝝌𝒔𝒕 case 

Cuenot et al. report in [65] that in the diffusion flame, when the stoichiometric flame 

stretch changes over time, 𝜒𝑠𝑡(𝑡), the flame needs time to adapt. The short or long time needed 

for the flame will determine whether the conditions are steady or unsteady. The paper also 

shows that the flame stretch really effecting on the flame is not the instantaneous flame stretch, 

𝜒𝑠𝑡(𝑡), but instead, the effective one, 𝜒𝑠𝑡,𝐸𝑓𝑓(𝑡). The effective flame stretch 𝜒𝑠𝑡,𝐸𝑓𝑓 will be 

used as an input for the unsteady flamelet calculation as well as for time analysis, which will 

be described in detail below. Basically, the flamelet combustion has four different time scales 

to be considered: 𝜏𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑧𝑜𝑛𝑒, 𝜏𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑧𝑜𝑛𝑒, 𝜏𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦 and 𝜏𝜒𝑠𝑡,𝐸𝑓𝑓; where 𝜏𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 

is a characteristic time scale for diffusion across the outer diffusive layer (it serves as 

characteristic time scale of changes in flame structure induced by thermal radiation) and 

calculated as: 

𝜏𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 =
𝐶𝑑,1
𝜒𝑚𝑎𝑥

=
𝐶𝑑,2
𝜒𝑠𝑡

 (III-15) 
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where 𝐶𝑑,1, 𝐶𝑑,2 are constant models and 𝜒𝑚𝑎𝑥 is the maximum flame stretch. An example of 

the stoichiometric scalar dissipation rate χst and the maximum scalar dissipation rate χmax is 

displayed in Figure 16; 𝜏𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 is a characteristic time scale for diffusion across the inner 

chemically active layer and calculated as follows: 

𝜏𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 = 𝐶𝑟
(𝑍𝑠𝑡)

2

𝜒𝑠𝑡
 (III-16) 

 

Figure 16: Demonstration of the stoichiometric scalar dissipation rate 𝜒𝑠𝑡 and the 

maximum scalar dissipation rate 𝜒𝑚𝑎𝑥. 

where 𝐶𝑟 is a constant; 𝜏𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦 is a characteristic time scale for combustion chemistry and 

𝜏𝜒𝑠𝑡,𝐸𝑓𝑓 is a characteristic time scale for the time variations of the effective flame stretch 

𝜒𝑠𝑡,𝐸𝑓𝑓: 

𝜏𝜒𝑠𝑡,𝐸𝑓𝑓 =
𝜒𝑠𝑡,𝐸𝑓𝑓

|𝑑𝜒𝑠𝑡,𝐸𝑓𝑓/𝑑𝑡|
 (III-17) 

The effective flame stretch, 𝜒𝑠𝑡,𝐸𝑓𝑓, can be calculated based on the following formula: 
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𝜒𝑠𝑡,𝐸𝑓𝑓(𝑡) =
𝐶𝜀 × exp (2∫

𝜒𝑠𝑡(𝑡)
𝐶𝜀

𝑡

0
𝑑𝑡)  

𝐶𝜀
𝜒𝑠𝑡(0)

+ 2∫ 𝑒𝑥𝑝 (2 ∫
𝜒𝑠𝑡(𝑡′′)
𝐶𝜀

𝑡′

0
𝑑𝑡′′) 𝑑𝑡′

𝑡

0

 (III-18) 

where the instantaneous flame stretch 𝜒𝑠𝑡(𝑡) = 𝐶𝜀 × 𝜀(𝑡) with 𝜀(𝑡) is the strain rate and 𝐶𝜀 is 

a constant model and can be written as: 

𝐶𝜀 =
𝑒𝑥𝑝(−2[𝑒𝑟𝑓−1(1 − 2𝑍𝑠𝑡)]

2)

𝜋
 (III-19) 

where 𝑒𝑟𝑓−1 is the reversal error function. In the typical conditions (far from 

ignition/extinction), we have: 

𝜏𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦 < 𝜏𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 < 𝜏𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 (III-20) 

 Figure 17 (a) gives a comparison of the stoichiometric scalar dissipation rate over time 

𝜒𝑠𝑡(𝑡) for different mathematical formulas and the 𝜒𝑠𝑡 variations of UMD three-dimensional 

turbulent line burner (we call it the UMD LBN case). The chosen flame stretch 𝜒𝑠𝑡(𝑡) in this 

study has a mathematical formula: 𝜒𝑠𝑡(𝑡) = 25exp (−40𝑡), which is shaped like the most the 

UMD LBN case. 𝜒𝑠𝑡,𝐸𝑓𝑓(𝑡) is then calculated through the equation (III-18) and compared with 

the 𝜒𝑠𝑡(𝑡), the result is plotted in Figure 17 (b), where we can see that the lag in 𝜒𝑠𝑡,𝐸𝑓𝑓(𝑡) gets 

bigger and bigger over time when compared to 𝜒𝑠𝑡(𝑡). 

 

(a) 

 

(b) 

Figure 17: (a) Comparison of the stoichiometric scalar dissipation rate over time 

𝜒𝑠𝑡(𝑡) for the mathematical formulas and the UMD LBN case; (b) Comparison between the 
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effective and instantaneous scalar dissipation rate for the chosen mathematical formula: 

𝜒𝑠𝑡(𝑡) = 25𝑒𝑥𝑝 (−40𝑡). 

In the current study, the flame methane-air is considered, so 𝑍𝑠𝑡 = 0.055: 

• 𝐶𝜀 is calculated through the formula (III-19), then 𝐶𝜀 ≈ 0.0248. 

• The right plots of Figure 18 and Figure 19 demonstrate radiation time scale tests 

since 𝐶𝑑,2 in the formula (III-15) is estimated thanks to these tests, that first identify 

a time needed for the evolution of an unsteady non-adiabatic flamelet simulation 

from the adiabatic upper branch to reach the non-adiabatic upper branch of the S-

shape curve at a given values of 𝜒𝑠𝑡. The process is repeated for different values 

of 𝜒𝑠𝑡. Then, 𝐶𝑑,2 is estimated by divisions of the time for 𝜒𝑠𝑡. Finally, we have 

𝐶𝑑,2 ≈ 0.046. 

• Similar to the identification of 𝐶𝑑,2, 𝐶𝑟 in the formula (III-16) is estimated thanks 

to flamelet time scale tests, which are presented in the left plots in Figure 18 and 

Figure 19. The tests are performed for different values of 𝜒𝑠𝑡 from the middle 

branch to the upper branch of the S-shape curve and we have 𝐶𝑟 = 2. 

 

Figure 18: Flamelet time scale tests (left plot): Ignition process from the middle branch 

to the upper branch for different values of 𝜒𝑠𝑡 in the left plot; Radiation time scale tests 

(right plot): evolutions at a constant value of 𝜒𝑠𝑡 with the WSGG radiation model from the 

steady state adiabatic upper branch to the steady state upper branch with WSGG. 
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Figure 19: Flamelet time scale tests (left plot): Time calculated for the integrated heat 

release rate across the flamelet to reach the middle branch from upper branch; Radiation 

time scale tests (right plot): time calculated for the integrated HRR in evolutions at a 

constant value of 𝜒𝑠𝑡 with the WSGG radiation model from the steady state adiabatic upper 

branch to reach the steady state upper branch with WSGG 

 Figure 20 presents a comparison between the time characteristics for the case 𝜒𝑠𝑡(𝑡) =

25𝑒𝑥𝑝 (−40𝑡) in log-log plot. The time scale analysis results show that with 𝜒𝑠𝑡,𝐸𝑓𝑓 < 1 𝑠−1, 

the transient flamelets are in the semi-unsteady regime [65], i.e., the condition below is 

satisfied: 
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Figure 20: Comparison between the time characteristics for the case 𝜒𝑠𝑡(𝑡) =

25𝑒𝑥𝑝 (−40𝑡) in log-log plot 

𝜏𝑐ℎ𝑒𝑚𝑖𝑠𝑡𝑟𝑦 < 𝜏𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 < 𝜏𝜒𝑠𝑡,𝐸𝑓𝑓 < 𝜏𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑧𝑜𝑛𝑒 (III-21) 

Figure 21 gives a comparison of the temperature, heat release rate, radiative cooling rate 

between the unsteady/grey calculated using χst,Eff(t) and the steady/grey case in the place, in 

which the fire community is interested (the region with low values of flame stretch 𝜒𝑠𝑡,𝐸𝑓𝑓). 

The region of interest stays in the semi-unsteady regime, i.e., the reaction zone of the flamelets 

adapts almost instantaneously to the convective-diffusive transport or there will be no 

difference between unsteady and steady solutions in that region [65]. However, our results 

show some discrepancy when compared with the theory of the semi-unsteady regime by 

Cuenot et al. [65] since there are still slight differences between the unsteady/grey and 

steady/grey results. Specifically, compared to the steady/grey case, the temperature is still 

slightly higher and the extinction occurs at smaller value of 𝜒𝑠𝑡 in the unsteady/grey case (see 

Figure 21 (b)). Meanwhile, the heat release rate between two cases does not show any 

difference in value at high values of flame stretch, but does when the extinction occurs (see 

Figure 21 (c)). Finally, the radiative cooling rate result (see Figure 21 (d)) is quite consistent 

with the temperature when there is a slight difference between two cases in value as well as 

the conditions where the extinction occurs. The discrepancy between our results and the theory 
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by Cuenot et al. can be explained by the radiation heat losses, which is accounted in our study, 

while not considered in the study be Cuenot et al. [65]. 

(a) (b) 

(c) (d) 

Figure 21: Comparison of the temperature (b), heat release rate (c), radiative cooling 

rate (d) between the unsteady/grey calculated using 𝜒𝑠𝑡,𝐸𝑓𝑓(𝑡) and the steady/grey case. 

III.5 Conclusion 

This chapter provides preliminary studies on the laminar, planar, strained counterflow 

diffusion flame, which is considered as flamelet in the flamelet combustion model. The 

flamelet combustion model will be described in detail in the next chapter. The basic concepts, 

notations and governing equations in both physical space and mixture fraction space, which 

are important to understand how such flows are solved for in combustion codes, are introduced. 
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The chapter investigates also the sensitivity of the laminar flamelet solutions to modeling 

choices in radiation model, chemical kinetic mechanism as well as stoichiometric scalar 

dissipation rate under the steady state assumption to select the baseline modeling choices for 

the subsequent simulations, and we have: 

• Chemical kinetic mechanism sensitivity: we adopt C1-C3 in libOpenSMOKE 

since C1-C3 is the only choice. For FlameMaster, both GRI v3.0 and UCSD are 

very good choices. However, we decided to adopt GRI v3.0 in as the computational 

cost for calculations with GRI v3.0 is slightly cheaper than those calculated with 

UCSD. 

• Radiation model sensitivity: Theoretically, SNB is the best radiation model among 

the models we can use, but it is computationally too expensive. In contrast, Grey 

and WSGG are computationally affordable and the performance between these two 

models is similar. Therefore, we decide to use these two models in the non-

adiabatic flamelet calculations. 

Finally, interesting and important physical phenomena related to unsteady effects are presented 

for both constant and time-dependent 𝜒𝑠𝑡 cases: 

• Constant 𝜒𝑠𝑡 over time case: we study on the evolution at different constant values 

of 𝜒𝑠𝑡 with the grey model and find: 

✓ The radiation heat losses affect insignificantly the gas temperature and 

can be ignored at the area of high values of flame stretch, but dominate 

and have a great impact on the temperature, even they can extinguish the 

flame at small values of 𝜒𝑠𝑡. 

✓ The flame response time to radiation of the unsteady calculation depends 

strongly on the flame stretch. 

• Time-dependent 𝜒𝑠𝑡 case: we study on the evolution with χst(t) = 25 exp(−40𝑡) 

and the WSGG model and find: 

✓ The time scale analysis results show that for 𝜒𝑠𝑡,𝐸𝑓𝑓 < 1 𝑠−1, i.e., the 

region of interest for the fire community, the transient flamelets are in 

the semi-unsteady regime. 
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✓ In the semi-unsteady regime, our results show some discrepancies when 

compared with the theory by Ref. [65]. The results can be explained by 

the radiation heat losses, which is accounted in our study, while not 

considered in Ref. [65].
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  Flamelet combustion modelling 

In the present chapter, the principal background of the flamelet combustion modeling for 

turbulent diffusion flame is presented. First, four different methods are introduced to generate 

the flamelet libraries based on the basic knowledge about the flamelet provided in Chapter III. 

Next, the section Chemistry-turbulence interaction introduce the way to export the 

instantaneous thermo-chemical quantities in the laminar flamelet libraries into the turbulent 

flame simulations in the Large Eddy Simulation (LES) framework. The turbulent flame Look-

Up Table (LUT) is formed and parametrized as a function of (�̃�, 𝑍�̃�, Χ̃, Η̃). The LUT is 

informed by the values of (�̃�, 𝑍�̃�, Χ̃, Η̃) and provides in return the LES-filtered temperature, �̃�, 

and species mass fractions. The modeling details of (�̃�, 𝑍�̃�, Χ̃, Η̃) are introduced in the last 

section. 

IV.1 Flamelet library generation methods 

 Four methods for producing the flamelet library are SLFV1, SLFV2, ULFV1 and ULFV2, 

which have different input types, parameters as well as ways to function. The laminar flamelet 

library, which stores thermo-chemical quantities 𝑞𝑓𝑙 like temperature, mass fraction of species, 

etc., is generally parameterized by the mixture fraction 𝑍, the scalar dissipation rate Χ and the 

heat loss parameter Η and covers all range of values of these parameters, which can be possibly 

found in the turbulent line fire. Any thermo-chemical quantities 𝑞𝑓𝑙 can be written as: 

𝑞𝑓𝑙 = 𝑞𝑓𝑙(𝑍, Χ, 𝐻) (IV-1) 

The laminar diffusion flame configuration considered in this chapter is the methane-air flame, 

which corresponds to the non-premixed turbulent line fire, where the inlet fuel is methane and 

the co-flow is air. 

IV.1.1 Steady approach 

a Steady Laminar Flamelet Version 1 (SLFV1) 

The flamelet library in SLFV1 is generated by solving the steady flamelet equations 

(III-13) and (III-14) without the radiation heat loss source term: 
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−ρ
𝜒

2

𝜕2𝑌𝑘
𝜕𝑍2

= 𝜔𝑘
′′′̇   (IV-2) 

−ρ
𝜒

2
(
𝜕2𝑇

𝜕𝑍2
+
1

𝑐𝑝

𝜕𝑐𝑝

𝜕𝑍

𝜕𝑇

𝜕𝑍
) =  −

1

𝑐𝑝
∑ℎ𝑘𝜔𝑘

′′′̇
𝑛

𝑘=1

 (IV-3) 

Instead, the radiation heat loss is treated using the approach reported in [44][66]: enthalpy cut-

off method, which removes constantly the sensible enthalpy across the flamelets to get lower 

temperature. If the same value of the sensible enthalpy is enforced at both the fuel and oxidizer 

sides, this assumption warrants then the enthalpy deficit ∆ℎ to be uniform across the flamelet 

thickness, where the enthalpy defect (or enthalpy deficit) is defined as ∆ℎ = (ℎ − ℎ𝑎𝑑), with 

h is the total (chemical plus sensible) enthalpy and ℎ𝑎𝑑 the value of h under adiabatic 

conditions, ℎ𝑎𝑑 = (ℎ𝑂 + 𝑍(ℎ𝐹 − ℎ𝑂)), where ℎ𝑂 and ℎ𝐹 denote the total enthalpy of the 

oxidizer and fuel supply streams, respectively. An example of different uniform enthalpy 

defects 𝛥ℎ across the flamelet thickness is given in Figure 22. Since the enthalpy deficit ∆ℎ is 

treated as uniform across the flamelet, the flamelet solutions in SLFV1 can be parametrized in 

terms of three variables, (𝑍, 𝜒𝑠𝑡, ∆ℎ): 

𝑞𝑓𝑙 = 𝑞𝑓𝑙(𝑍, 𝜒𝑠𝑡 , Δℎ) (IV-4) 

The flamelet solutions are computed using the solver libOpenSMOKE coupled with the 

detailed chemical kinetic mechanism developed for C1-C3 combustion chemistry (which has 

more than a hundred of species and two thousands of reactions and describes the pyrolysis, 

partial oxidation and combustion of hydrocarbon fuels up to 3 C atoms). 
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Figure 22: Three different uniform enthalpy defects 𝛥ℎ across the flamelet thickness. 

 Note that the assumption of a uniform distribution of the enthalpy deficit Δℎ is a big 

approximation. An example of unrealistic temperature profiles for the methane-air flame using 

this assumption is given in Figure 23. The results show that this assumption leads to values of 

temperature near the boundaries 𝑍 = 0 and 𝑍 = 1 that are below ambient (the ambient 

temperature is marked by the horizontal dashed line). Figure 24 presents flamelet temperature 

profiles for different values of 𝜒𝑠𝑡 at specific values of 𝛥ℎ calculated in libOpenSMOKE. This 

incorrect prediction near the boundaries is readily corrected in libOpenSMOKE by requiring 

that the minimum value of temperature is equal to ambient. However, the problem of the 

incorrect shape of the temperature profile remains (the right plot in Figure 24). 
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Figure 23: Comparison of flamelet temperature profiles calculated using 

libOpenSMOKE for 𝜒𝑠𝑡 = 0.1 𝑠
−1 and 𝛥ℎ = 0 𝑘𝐽/𝑘𝑔 (upper curve) and 𝛥ℎ = −500 𝑘𝐽/𝑘𝑔 

(lower curve). 

  

Figure 24: Comparison of flamelet temperature profiles calculated for different values 

of 𝜒𝑠𝑡 at 𝛥ℎ = 0 𝑘𝐽/𝑘𝑔 (left plot) and at 𝛥ℎ = −500 𝑘𝐽/𝑘𝑔 (right plot). 

In addition, note that the assumption of a uniform distribution of the enthalpy deficit ∆ℎ 

corresponds implicitly to an incomplete description of the coupling between non-local 

radiation phenomena (treated by the CFD solver) and local radiation phenomena (treated by 
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the flamelet solver). In this description, while CFD-based radiation phenomena are represented 

at the level of the flamelet solver by ∆ℎ, flamelet-based radiation phenomena are simply 

ignored at the level of the CFD solver. 

In summary, a laminar flamelet library in SLFV1 for the methane-air flame is generated 

with as many as 10 'shelves', with enthalpy defects Δh = 0, −20, −50, −100, −150, −200, 

−300, −500, −700, −900 kJ/kg. Each shelf comprises entries χst ranging from near-

equilibrium to near-extinction (10-5 to 20 s-1). Each solution has 120 − 170 nodes in 𝑍 −space. 

Figure 25 plots the stoichiometric temperature 𝑇𝑠𝑡 and 𝛥ℎ over 𝜒𝑠𝑡 for all values of 𝛥ℎ and the 

figure gives us an idea how the laminar flamelet library is organized as a function of Δh, χst, 

𝑍. 

(a) (b) 

Figure 25: Stoichiometric temperature 𝑇𝑠𝑡 (a) and 𝛥ℎ (b) over 𝜒𝑠𝑡 for all values of 𝛥ℎ. 

b Steady Laminar Flamelet Version 2 (SLFV2) 

First, the SLFV1 method with a uniform enthalpy defect presented above has some 

limitations in the way the radiation heat loss is treated. Second, this method computes the 

flamelet solutions using the solver libOpenSMOKE, which is not suitable in our desire to 

develop new models. A new flamelet generation method called SLFV2 using Prescribed Local 

Radiative Fraction (PLRF) is considered here. In SLFV2, the flamelet solutions are computed 

using the chemical kinetic mechanism GRI v3.0 and a modified version of FlameMaster in 

which the steady flamelet equations (III-13), (III-14) are solved with the radiative hat loss term 
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∇. �̇�′′ = 𝜒𝑟𝑎𝑑
𝑙 × �̇�ℎ𝑠

′′′, where �̇�ℎ𝑠
′′′ is the heat release rate (per unit volume) due to combustion 

and 𝜒𝑟𝑎𝑑
𝑙  is a model coefficient that is treated as uniform across the flamelet and interpreted as 

a prescribed local radiant fraction (PLRF). An example of the heat release rate and prescribed 

radiative heat loss rate across the flamelet at a given value of 𝜒𝑟𝑎𝑑
𝑙  is displayed in Figure 26. 

(a) (b) 

Figure 26: Heat release rate and prescribed radiative heat loss rate across the flamelet 

(a) at constant 𝜒𝑟𝑎𝑑
𝑙 = 0.4 over Z (b). 

In SLFV2, similar to SLFV1, the flamelet solutions are described as a function of mixture 

fraction, 𝑍, and flame stretch, 𝜒𝑠𝑡. The flamelet solutions are also computed for different levels 

of heat losses but while in SLFV1, heat losses are represented by a constant value of the 

enthalpy deficit ∆ℎ, in SLFV2, they are represented by different values of PLRF, 𝜒𝑟𝑎𝑑
𝑙 , which 

correspond to different profiles of ∆ℎ. Thus, SLFV2 provides realistic temperature profiles, a 

well-defined profile ∆ℎ(𝑍) (as seen in Figure 27) and a description of flame radiant emissions. 

This is achieved through a simplified semi-empirical treatment of radiation via the PLRF 

concept. This treatment is quite simple and the more elaborate descriptions of radiation 

requiring an unsteady flamelet formulation will be reported in section IV.1.2 
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(a) (b) 

Figure 27: (a) Comparison of flamelet temperature profiles calculated using 

FlameMaster for 𝜒𝑠𝑡 = 0.001 𝑠
−1and for different values of 𝜒𝑟𝑎𝑑

𝑙  (0 ≤ 𝜒𝑟𝑎𝑑
𝑙 ≤ 0.5); (b) 

Enthalpy deficit profile calculated in PLRF at 𝜒𝑠𝑡 = 0.1 𝑠
−1 and 𝜒𝑟𝑎𝑑

𝑙 = 0.2. 

We now turn to the problem of parametrization of the flamelet library in SLFV2. First, 

because each FlameMaster solution associated with given values of 𝜒𝑠𝑡 and 𝜒𝑟𝑎𝑑
𝑙  is also 

associated with a well-defined profile ∆ℎ(𝑍), we choose to quantify the magnitude of heat 

losses in the flamelet solutions by the value taken by the enthalpy deficit at stoichiometry, 

∆ℎ𝑠𝑡 = ∆ℎ(𝑍𝑠𝑡) (instead of using the value of 𝜒𝑟𝑎𝑑
𝑙 ). However, Figure 28 shows that the 

flamelet solutions computed for a given value of 𝜒𝑟𝑎𝑑
𝑙  do not have a constant value of ∆ℎ𝑠𝑡 for 

different values of 𝜒𝑠𝑡 and that makes the flamelet library organization challenging. To 

overcome this issue, we use a linear interpolation method to obtain flamelet solutions at a same 

value of ∆ℎ𝑠𝑡 for different values of 𝜒𝑠𝑡. The solutions obtained using the method is depicted 

in Figure 29. Thus, any thermochemical properties of the flamelet library in SLFV2 can be 

written as: 

𝑞𝑓𝑙 = 𝑞𝑓𝑙(𝑍, 𝜒𝑠𝑡 , ∆ℎ𝑠𝑡) (IV-5) 
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(a) (b) 

Figure 28: Comparison of the stoichiometric temperature 𝑇𝑠𝑡 (a) and the stoichiometric 

enthalpy deficit ∆ℎ𝑠𝑡 (b) calculated using PLRF for different values of 𝜒𝑠𝑡 and 𝜒𝑟𝑎𝑑
𝑙  (10−5 ≤

𝜒𝑠𝑡 ≤ 𝜒𝑒𝑥𝑡, with 𝜒𝑒𝑥𝑡 the fast mixing flame extinction limit; 0 ≤ 𝜒𝑟𝑎𝑑
𝑙 ≤ 0.5). 

(a) (b) 

Figure 29: The stoichiometric temperature 𝑇𝑠𝑡 (a) and the stoichiometric enthalpy deficit 

∆ℎ𝑠𝑡 (b) using the linear interpolation method over 𝜒𝑠𝑡. 

In summary, in SLFV2, the steady laminar flamelet library is parameterized by 

(𝑍, 𝜒𝑠𝑡 , ∆ℎ𝑠𝑡). The library discretization uses 140 nodes in 𝑍-space (ranging from 0 to 1), 13 

nodes in 𝜒𝑠𝑡-space (ranging from 10-5 to 20 s-1), and 11 nodes in ∆ℎ𝑠𝑡-space (ranging from (-

1200) kJ/kg to 0). 
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IV.1.2 Unsteady approach 

Based on the previous works [64][67][68], the steady flamelet approach cannot capture 

well the radiation effects, the extinction/ignition phenomena, or the pollutant emissions as the 

unsteady treatment does. Two unsteady flamelet formulations considering radiation effects are 

introduced in this section: a first formulation called Unsteady Laminar Flamelet Version 1 

(ULFV1) with constant 𝜒𝑠𝑡 over time and a second formulation called Unsteady Laminar 

Flamelet Version 2 (ULFV2) with time-dependent 𝜒𝑠𝑡. Note that the extinction/ignition 

phenomena will be studied in future work. 

 The non-adiabatic unsteady flamelet solutions can be obtained by solving the unsteady 

flamelet equations (III-8), (III-9) with the radiative heat loss source term ∇. �̇�′′ calculated 

through the grey radiation model, in which RTE can be written as: 

∇𝐼. 𝑠 = 𝜅𝐼𝑏 − 𝜅𝐼 (IV-6) 

The absorption coefficient, 𝜅, is calculated based on the Planck mean absorption coefficients 

and more details on how to calculate 𝜅 can be found in section II.5.3. Here, RTE is solved 

using the discrete ordinates method with 𝑆8-approximation [52]. Note that, before solving 

RTE, the temperature and mass fraction of 𝐶𝑂2 and 𝐻2𝑂 related to the calculation of 𝜅 in 𝑍-

space are needed to transform to physical space. 

a Unsteady Laminar Flamelet Version 1 (ULFV1) 

ULFV1 is first implemented by [64] and has better predictions on the unsteady effect of 

radiation as well as pollutant emissions. Basically, the unsteady laminar flamelet library 

generation using ULFV1 includes two following steps: first, steady adiabatic flamelets are 

generated for different given values of 𝜒𝑠𝑡 ranging from 10-4 to 25 s-1 (as showed in Figure 30). 

Second, unsteady non-adiabatic flamelets are calculated for a given 𝜒𝑠𝑡  using the steady 

adiabatic solution generated in the first step as an initial solution. The unsteady calculation is 

finished when it reaches the non-adiabatic steady state. The process is repeated for different 

given values of 𝜒𝑠𝑡 covering all the range (as given in Figure 31). 
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(a) (b) 

Figure 30: (a) Comparison of steady adiabatic flamelet temperature profiles for 

different value of 𝜒𝑠𝑡; (b) The peak temperatures for different values of 𝜒𝑠𝑡. 

(a) (b) 

Figure 31: (a) The unsteady/grey calculation for 𝜒𝑠𝑡 = 0.1 s-1 starts with the 

steady/adiabatic solution and reaches the steady/grey solution at the end; (b) 𝑇𝑠𝑡-𝜒𝑠𝑡 plot for 

all unsteady/grey solutions. 

The radiation heat loss has a limited impact on the gas temperature and can be ignored at 

high values of flame stretch, but dominates and has a great impact on the temperature, even 

can extinguish the flame at the weak flame stretch area. Figure 31 (b) generated in ULFV1 

confirms these points and the lower extinction limit 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 (calculated using the steady/grey 

condition), which indicates the extinction limit of the flame stretch 𝜒𝑠𝑡 due to radiation heat 
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loss, is approximately 0.034 𝑠−1. When we let unsteady calculations long time enough, with 

𝜒𝑠𝑡 > 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤, unsteady/grey calculation will converge to the steady/grey solutions and with 

𝜒𝑠𝑡 < 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤, unsteady/grey calculation will reach the extinction. In addition, when going from 

high to low values of flame stretch 𝜒𝑠𝑡, the flame response time to radiation of the unsteady 

calculation depends strongly on the flame stretch, e.g., to reach steady/grey point (defined as 

the point where the maximum temperature no longer changes over time), the unsteady/grey at 

𝜒𝑠𝑡 = 0.02 s−1 needs longer time than the case at 𝜒𝑠𝑡 = 0.2 s−1 (around 1.5 second versus 0.4 

second) (as seen in Figure 32). 

 

Figure 32: Peak temperature over time for the unsteady/grey calculation at 𝜒𝑠𝑡 =

0.02 𝑠−1 and 𝜒𝑠𝑡 = 0.2 𝑠
−1. 

Now, we focus on the library parameterization. As we know, ULFV1 takes into account 

radiative heat loss in the physical and natural way by introducing the source term in the energy 

equation, so it produces a well-defined enthalpy defect profile Δℎ(𝑍), which is demonstrated 

as in Figure 33. Like SLFV2, we choose to quantify the magnitude of heat losses in the 

unsteady flamelet solutions by the value taken by the enthalpy deficit at stoichiometry, ∆ℎ𝑠𝑡 =

∆ℎ(𝑍𝑠𝑡). Thus, any thermochemical properties in ULFV1 can be written as: 

𝑞𝑓𝑙 = 𝑞𝑓𝑙(𝑍, 𝜒𝑠𝑡 , ∆ℎ𝑠𝑡) (IV-7) 

Since 𝜒𝑠𝑡 is constant over time, hence 𝜒𝑠𝑡 is equal to 𝜒𝑠𝑡,𝐸𝑓𝑓 and we can write: 
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𝑞𝑓𝑙 = 𝑞𝑓𝑙(𝑍, 𝜒𝑠𝑡 , ∆ℎ𝑠𝑡) = 𝑞
𝑓𝑙(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , ∆ℎ𝑠𝑡) (IV-8) 

 

Figure 33: A well-defined enthalpy defect profile 𝛥ℎ(𝑍) generated using ULFV1 for 

𝜒𝑠𝑡 = 0.0005𝑠−1 at t = 83.33 ms. 

Basically, the good parameterization needs to ensure that at a given value of a set 

(𝜒𝑠𝑡, ∆ℎ𝑠𝑡), then we will identify only one flamelet 𝑞𝑓𝑙(𝑍). In ULFV1, we detect an issue 

related to the parameterization step. As demonstrated in Figure 34, for 𝜒𝑠𝑡 < 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 (where 

extinction occurs due to radiative heat loss), the unsteady/grey calculation starts with the 

steady/adiabatic solution and by the time, the temperature will gradually decrease and 

stoichiometric enthalpy defect ∆ℎ𝑠𝑡 will decrease due to heat loss. However, at some point (we 

call it turning point here), ∆ℎ𝑠𝑡 no longer decreases, but increases instead. The reason is that 

when the temperature is low, the radiative heat loss becomes weaker.Iin addition, the new fresh 

fuel and air are diffused into the flame region so that will make the total enthalpy higher and 

increase ∆ℎ𝑠𝑡. We have a non-monotonic function ∆ℎ𝑠𝑡(𝑡), so at a given value of ∆ℎ𝑠𝑡 we can 

identify two completely different flamelets that makes ∆ℎ𝑠𝑡 no longer a good parameter (see 

Figure 34). To overcome this issue, all unsteady/grey solutions at the increasing ∆ℎ𝑠𝑡 area (the 

area from the turning point (see Figure 34)), which corresponds to the extinguishing process 

and low temperature (smaller than 1000 K), will be completely ignored. This assumption does 

not affect final simulation results of the turbulent line burner with the methane-air flame (where 

there is no extinction), but resolves the technical difficulty instead. Finally, the unsteady 
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laminar flamelet library we use for simulations of the turbulent methane-air flame is plotted in 

Figure 35. When the extinction/re-ignition phenomena is considered, this problem should be 

addressed by introducing an additional flamelet library parameter typically chosen as a reaction 

progress variable [67]. 

(a) (b) 

Figure 34: Stoichiometric enthalpy defect (a) and peak temperature (b) of the 

unsteady/grey flamelet solutions over time at 𝜒𝑠𝑡 = 0.0005𝑠−1. 

 

Figure 35: Abandoned unsteady/grey area in ULFV1. 
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In summary, in ULFV1, the unsteady laminar flamelet library is parameterized by 

(𝑍, 𝜒𝑠𝑡 , ∆ℎ𝑠𝑡) (or (𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , ∆ℎ𝑠𝑡)). The library discretization uses 150 nodes in 𝑍-space 

(ranging from 0 to 1), 24 nodes in 𝜒𝑠𝑡-space (or 𝜒𝑠𝑡,𝐸𝑓𝑓-space) (ranging from 5 × 10−4 to 10 

s-1), and 14 nodes in ∆ℎ𝑠𝑡-space (ranging from (-1500) kJ/kg to 0). 

b Unsteady Laminar Flamelet Version 2 (ULFV2) 

Another unsteady method called ULFV2 is introduced here in order to generate the 

flamelet library in a more natural and realistic way associated with three-dimensional 

turbulence flame. In the turbulent line burner diffusion flame, we know that the flame stretch 

𝜒𝑠𝑡 has high values near the flame base and decays with height. Based on known variables 

such as flow velocity and distance, we can calculate the flame stretch 𝜒𝑠𝑡 as a function of time 

in the turbulent flame, 𝜒𝑠𝑡(𝑡). Bringing the information related to 𝜒𝑠𝑡(𝑡) from the three-

dimensional, turbulent into the one-dimensional, unsteady laminar flame is not only a practical 

way, but also gives us more insight of the phenomena involved. The following will be a 

detailed technical description of the laminar flamelet library in ULFV2. 

As we know, the unsteady/grey flame calculation in section III.4.2 is a laminar flame, 

which emits radiation and absorbs its own energy. However, when we consider it as a flamelet 

in a turbulent, three-dimensional flame, we need to take into account the absorption coming 

from distant heat sources, i.e., other flamelets. Therefore, in order to generate a flamelet library 

used for the turbulent flame, we prescribe radiative heat loss fraction of flamelets by 

introducing the radiative heat loss fraction, 𝐹𝑟𝑎𝑑
𝑙 , into the flamelet energy equation: 

ρ
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𝑙 ×

∇. �̇�′′

𝑐𝑝
 (IV-9) 

𝐹𝑟𝑎𝑑
𝑙  covers all possible values ranging from 0 to 1. If 𝐹𝑟𝑎𝑑

𝑙  takes 0, it means this flamelet 

is completely free from radiative heat loss. While if 𝐹𝑟𝑎𝑑
𝑙  takes 1, it means other distant heat 

sources (other flamelets) are neglected. The entire flamelet library is produced computing the 

unsteady/grey flamelets simulations using χst,Eff(t) with χst(t) = 25exp (−40𝑡) (see section 

III.4.2) for each 𝐹𝑟𝑎𝑑
𝑙 , which is in the range from 0 to 1 with an interval of 0.1. The result is 

processed, then presented in Figure 36. Each simulation lasts 900 s-1 corresponding to reducing 

χst,Eff from 5 [1/s] to approximately 0.01 [1/s]. For 𝐹𝑟𝑎𝑑
𝑙 = 0, i.e., at the adiabatic conditions, 
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the energy is not lost, so the peak temperatures are at the highest values (Figure 36 (a) and (c)) 

and the stoichiometric enthalpy deficits are zero (Figure 36 (b) and (d)). In contrast, for 𝐹𝑟𝑎𝑑
𝑙 =

0, i.e., other distant heat sources (other flamelets) are neglected, so the peak temperatures are 

at the lowest values (Figure 36 (a) and (c)) and the stoichiometric enthalpy deficits are smallest 

(Figure 36 (b) and (d)). 

(a) (b) 

(c) (d) 

Figure 36: Comparison of the peak temperature (a), stoichiometric enthalpy deficit (b) 

as a function of time and temperature (c), stoichiometric enthalpy deficit (d) as a function of 

𝜒𝑠𝑡,𝐸𝑓𝑓. 

Now we focus on the library parameterization. As we know, ULFV2 takes into account 

radiative heat loss in a physical way by introducing the source term in the energy equation, so 
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it produces a well-defined enthalpy defect profile Δℎ(𝑍). Like ULFV1 and SLFV2, we choose 

to quantify the magnitude of heat losses in the unsteady flamelet solutions by the value taken 

by the enthalpy deficit at stoichiometry, ∆ℎ𝑠𝑡 = ∆ℎ(𝑍𝑠𝑡)(instead of using the value of 𝐹𝑟𝑎𝑑
𝑙 ). 

Especially, we use 𝜒𝑠𝑡,𝐸𝑓𝑓 to quantify the flame stretch, instead of using 𝜒𝑠𝑡. Thus, any 

thermochemical properties in ULFV2 can be written as: 

𝑞𝑓𝑙 = 𝑞𝑓𝑙(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , ∆ℎ𝑠𝑡) (IV-10) 

In summary, in ULFV2, the unsteady laminar flamelet library is parameterized by 

(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , ∆ℎ𝑠𝑡). The library discretization uses 253 nodes in 𝑍-space (ranging from 0 to 1), 

26 nodes in 𝜒𝑠𝑡,𝐸𝑓𝑓-space (ranging from 0.02 to 15 s-1), and 12 nodes in ∆ℎ𝑠𝑡-space (ranging 

from (-1200) kJ/kg to 0). 

IV.1.3 Summary 

Four methods (SLFV1, SLFV2, ULFV1 and ULFV2) are introduced in this chapter to 

produce the flamelet library with: 

• Uniform values of enthalpy deficit across the flame in SLFV1. 

• Prescribed local radiative heat loss fraction in SLFV2. 

• Evolution at different constant values of 𝜒𝑠𝑡 with full grey model in ULFV1. 

• Evolution with χst(t) = 25 exp(−40𝑡) and prescribed local radiative heat loss 

fraction used in modified grey model in ULFV2. 

Each method has different inputs, parameters as well as a different way to generate the 

library and sometimes confuse readers. To have a broader view as well as being clear between 

the methods, we summarize and choose main information, which is presented in Table 2 below. 

However, to have a better understanding and more detailed information, readers should consult 

directly each method, which is specifically documented above.  
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 Approach Flamelet solver Mechanism Radiative treatment Parameters Resolution & range 

Steady Laminar 

Flamelet Version 

1 

(SLFV1) 

Steady 

flamelet 

libOpenSMOKE C1-C3 Uniform values of 

enthalpy deficit across 

the flame 

𝑍, 𝜒𝑠𝑡 , ∆ℎ 

 

 

 

𝑍: 120-170 nodes & from 0 to 1 

𝜒𝑠𝑡: 20 nodes & from 10−5 to 20 𝑠−1  

∆ℎ: 10 nodes & from -900 to 0 kJ/kg 

Steady Laminar 

Flamelet Version 

2 

(SLFV2) 

Steady 

flamelet 

FlameMaster GRI 3.0 Prescribed local radiative 

heat loss fraction 

𝑍, 𝜒𝑠𝑡 , ∆ℎ𝑠𝑡 𝑍: 140 nodes & from 0 to 1 

𝜒𝑠𝑡: 14 nodes & from 10−5 to 20 𝑠−1  

∆ℎ𝑠𝑡: 11 nodes & from -1200 to 0 kJ/kg 

Unsteady Laminar 

Flamelet Version 

1 

(ULFV1) 

Unsteady 

flamelet 

FlameMaster GRI 3.0 Evolution at different 

constant values of 𝜒𝑠𝑡 

with full grey model  

𝑍, 𝜒𝑠𝑡 , ∆ℎ𝑠𝑡 𝑍: 150 nodes & from 0 to 1 

𝜒𝑠𝑡: 24 nodes & from 5 × 10−4 to 10 𝑠−1  

∆ℎ𝑠𝑡: 14 nodes & from -1500 to 0 kJ/kg 

Unsteady Laminar 

Flamelet Version 

2 

(ULFV2) 

Unsteady 

flamelet 

FlameMaster GRI 3.0 Evolution with χst(t) =

25 exp(−40𝑡) and 

prescribed local radiative 

heat loss fraction used in 

modified grey model 

𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , ∆ℎ𝑠𝑡 𝑍: 253 nodes & from 0 to 1 

𝜒𝑠𝑡,𝐸𝑓𝑓: 26 nodes & from 0.02 to 15 𝑠−1  

∆ℎ𝑠𝑡: 12 nodes & from -1200 to 0 kJ/kg 

Table 2: Summary for the four methods of the flamelet library generation used for turbulent flame simulations in the present 

study. 
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IV.2 Chemistry-turbulence interaction 

Our turbulent fire numerical simulations performed in the Large Eddy Simulation (LES) 

framework provides LES-filtered (including Favre-filtered and Reynolds-filtered) thermo-

chemical quantities, which relate to the local quantities in the laminar flamelet libraries 

(generated in section IV.1) through the expression following: 

�̃� = ∫ ∫ ∫ 𝑞𝑓𝑙(𝑍, Χ, Η)�̃�(𝑍, Χ, Η) 𝑑𝑍 𝑑Χ 𝑑(Η)
1

0

+∞

0

+∞

−∞

 (IV-11) 

�̅� = �̅� × ∫ ∫ ∫ (
𝑞

𝜌
)
𝑓𝑙

(𝑍, Χ, Η)�̃�(𝑍, Χ, Η) 𝑑𝑍 𝑑Χ 𝑑(Η)
1

0

+∞

0

+∞

−∞

 (IV-12) 

where ̃  and ̅  are the Favre-filtered and Reynolds-filtered operator respectively, �̅� is the 

Reynold-filtered density and Η represents the heat loss parameter (Η is Δℎ in SLFV1 and Δℎ𝑠𝑡 

in SLFV2, ULFV1 and ULFV2). Similarly, Χ generally represents the scalar dissipation rate 

(Χ is 𝜒𝑠𝑡 in SLFV1, SLFV2 and 𝜒𝑠𝑡,𝐸𝑓𝑓 in ULFV1, ULFV2). The joint-PDF 𝑝(𝑍, Χ, Η) is 

modeled using the presumed PDF approach and its shape is assigned on empirical basis. Many 

numerical and experimental evidences [47][69] suggested that mixture fraction and scalar 

dissipation rate are statistically independent. According to the suggestions proposed by Bray 

and Peters [47], the joint-PDF can be split in the product of three PDF of a single variable: 

𝑝(𝑍, Χ, Η) = 𝑝(𝑍) × 𝑝(Χ) × 𝑝(Η) (IV-13) 

According to [47], the result of integration with respect to the mixture fraction 𝑝(𝑍) is 

relatively insensitive to the details of the PDF shape. We introduce in this study two models 

for 𝑝(𝑍): the 𝛽-PDF and the top-hat PDF, which both need two parameters: �̃� and 𝑍�̃� from the 

LES-solver and are described in detail below. The scalar dissipation rate PDF 𝑝(Χ) and the 

heat loss parameter PDF 𝑝(Η) are assumed to be a Dirac delta function centered on the local 

mean value of corresponding one (as seen in Figure 37): 

𝑝(Χ) =  𝛿(Χ − Χ̃) (IV-14) 

𝑝(Η) =  𝛿(Η − Η̃) (IV-15) 
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Figure 37: Representative shapes of the Dirac delta functions, 𝑝(𝛸) and 𝑝(𝛨). 

where Χ̃ and Η̃ are the LES-filtered values for the mean scalar dissipation rate (Χ̃ is 𝜒𝑠�̃� in 

SLFV1, SLFV2 and 𝜒𝑠𝑡,𝐸𝑓𝑓̃  in ULFV1, ULFV2) and heat loss parameter (Η̃ is Δℎ̃ in SLFV1 

and Δℎ𝑠�̃� in SLFV2, ULFV1, ULFV2). Combining Eqs. (IV-11), (IV-12) and (IV-13), (IV-14), 

(IV-15), we can write: 

�̃� = ∫ 𝑞𝑓𝑙(𝑍, Χ̃, Η̃)�̃�(Z) 𝑑𝑍
1

0

 (IV-16) 

�̅� = �̅� × ∫ (
𝑞

𝜌
)
𝑓𝑙

(𝑍, Χ̃, Η̃)�̃�(Z) 𝑑𝑍
1

0

 (IV-17) 

An efficient implementation of Eqs. (IV-16), (IV-17) consists in pre-tabulating �̃� and �̅� in 

terms of the LES grid-scale variables, �̃�, 𝑍�̃�, Χ̃ and Η̃. The database formed by post-processed 

laminar flamelet solutions that are parametrized by (�̃�, 𝑍�̃� , Χ̃, Η̃) is called a turbulent flame 

look-up table (LUT). 

IV.2.1 𝜷-PDF 

The 𝛽-PDF is the most common approach for modeling the mixture fraction PDF. The 𝛽-

PDF is a function of two parameters (𝑎 and 𝑏) and its shape is various as showed in Figure 38. 

The 𝛽-PDF is described by the following expression: 

𝑝(Z) = 𝑝𝛽(𝑍; �̃�, 𝑍�̃�) =
𝑍𝑎−1(1 − 𝑍)𝑏−1

∫ 𝑍𝑎−1
1

0
(1 − 𝑍)𝑏−1𝑑𝑍

 (IV-18) 

where 𝑎 and 𝑏 are two non-negative parameters and related to the LES-filtered mixture fraction 

�̃� and the sub-grid scale variance of mixture fraction 𝑍�̃� with 𝑍𝑣 = (𝑍 − �̃�)2, which are 

provided by the LES-solver. Then, 𝑎 and 𝑏 are computed as follows: 
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𝑎 = �̃� × (
�̃�(1 − �̃�)

𝑍�̃�
− 1) (IV-19) 

𝑏 = (1 − �̃�) × (
�̃�(1 − �̃�)

𝑍�̃�
− 1) (IV-20) 

 

Figure 38: Representative shapes of the 𝛽-PDF as a function of 𝑎 and 𝑏. 

When using the 𝛽-PDF, difficulties found in the numerical integration of the RHS of Eqs. 

(IV-16), (IV-17) and associated with the possible presence of singularities at 𝑍 = 0 or 𝑍 = 1 

are overcome by using the method proposed Liu et al. in Ref. [70]. The process of 

implementation Liu’s suggestion is complicated, and prone to error. To check our 

implementation of Liu’s suggestion, we realize a test as follows: we know that the temperature 

profile across the flamelet in Burke-Schumann solutions, which are showed in Figure 39, is 

given by the following formula: 

𝑇 =

{
 

 𝑇𝑂 + (
𝑇𝑠𝑡 − 𝑇𝑂
𝑍𝑠𝑡

)𝑍          𝑖𝑓 0 < 𝑍 < 𝑍𝑠𝑡

𝑍𝑠𝑡𝑇𝐹 − 𝑇𝑠𝑡
𝑍𝑠𝑡 − 1

+ (
𝑇𝑠𝑡 − 𝑇𝐹
𝑍𝑠𝑡 − 1

)𝑍    𝑖𝑓 𝑍𝑠𝑡 < 𝑍 < 1

 (IV-21) 
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Figure 39: Temperature profile across the burner in Burke-Schumann’s solutions. 

where 𝑍𝑠𝑡 = 0.055, 𝑇𝑠𝑡 = 2263.3 𝐾, 𝑇𝐹 = 306 𝐾 and 𝑇𝑂 = 299 𝐾. The integration result of 

Eq. (IV-16) with the instantaneous temperature in Burke-Schumann’s solutions could be 

obtained in two different ways: through an analytical solution (see Ref. [70]) and through Liu’s 

algorithm to implement the 𝛽-PDF integration, which can overcome the singularities issues. 

Figure 40 and Figure 41 present a comparison of the integration result with the 𝛽-PDF using 

the analytical method and the Liu’s suggestion for different values of Intermittency Factor (𝐼𝐹, 

defined as 𝑍�̃�/[�̃�(1 − �̃�)]) and the results show that the mean temperature �̃� profiles over �̃� 

between the analytical method and Liu’s method are exactly the same. Hence, our numerical 

implementation of Liu’s method is verified. 
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(a) (b) 

Figure 40: Comparison of the integration result with the 𝛽-PDF using the analytical 

method and the Liu’s suggestion for IF = 0.1 (a) and IF = 0.2 (b). 

(a) (b) 

Figure 41: Comparison of the integration result with the 𝛽-PDF using the analytical 

method and the Liu’s suggestion for IF = 0.6 (a) and IF = 0.9 (b). 

The integration of the RHS of Eq. (IV-16) for the instantaneous temperature, 𝑇(𝑍), and 

the 𝛽-PDF is showed in Figure 42 with different values of 𝐼𝐹. We can see that at a given value 

of �̃� around 𝑍𝑠𝑡 = 0.055, the higher the value of 𝐼𝐹 (or the higher value of 𝑍�̃�), the lower the 

LES-filtered �̃�. The reason is because when 𝑍�̃� is large (or 𝑎, 𝑏 are small), the 𝛽-PDF is wider 

and have more weight to the points near 𝑍 = 0 or 𝑍 = 1 (as showed in Figure 38), where the 

instantaneous temperature, 𝑇(𝑍), stays low. 
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Figure 42: Comparison of the effect of different values of IF on the LES-filtered 

temperature �̃� integrated between the instantaneous steady/adiabatic solution, 𝑇(𝑍), at 

𝜒𝑠𝑡 = 0.0005 [1/s] and the 𝛽-PDF. 

IV.2.2 Top-hat PDF 

The second PDF for the mixture fraction, 𝑝(Z), adopted in this study is the top-hat PDF 

model [71], which is a combination of a top-hat function and the Dirac peak at 𝑍 = 0 or 𝑍 =

1. The PDF can adopt five different structures that are characterized by distinct ranges of the 

sub-grid scale variance 𝑍�̃� and the LES-filtered mixture fraction, �̃�, as shown in Figure 43: 

 

Figure 43: Graphical representation of the top-hat PDFs for each case. (1): the PDF is 

a Dirac Delta at �̃�; (2): the PDF is a top hat; (3a): the PDF is a top-hat with a weighted 

Dirac Delta at 𝑍 = 0; (3b): the PDF is a top-hat with a weighted Dirac Delta at 𝑍 = 1; (4): 

the PDF is a top-hat with a weighted Dirac Delta at 𝑍 = 0 and 𝑍 = 1. 

(1) For 𝑍�̃� = 0: 
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𝑝(Z) = 𝛿(𝑍 − �̃�) (IV-22) 

(2) For 0 < 𝑍�̃� ≤ 1/3 × 𝑚𝑖𝑛[�̃�2, (1 − �̃�)2]: 

𝑝(Z) = T(𝑍) (IV-23) 

(3a) For 1/3 × �̃�2 < 𝑍�̃� ≤ �̃�(2/3 − �̃�): 

�̃�(Z) = 𝑤0𝛿(𝑍) + T(𝑍) (IV-24) 

(3a) For 1/3 × (1 − �̃�)
2
< 𝑍�̃� ≤ (1 − �̃�)(2/3 − (1 − �̃�)): 

𝑝(Z) = T(𝑍) + 𝑤1𝛿(𝑍 − 1) (IV-25) 

(4) For 2/3 × �̃� − �̃�2 < 𝑍�̃� ≤ �̃�(1 − �̃�): 

𝑝(Z) = 𝑤0𝛿(𝑍) + T(𝑍) + 𝑤1𝛿(𝑍 − 1) (IV-26) 

where T(𝑍) is a top-hat function; 𝑤0, 𝑤1 are model coefficients and can be identified as shown 

in Table 3. 

 𝑡0 𝑤0 𝑤1 𝑍𝐿 𝑍𝑅 𝑙 

1       

2 1

𝑙
 

  
�̃� −

𝑙

2
 �̃� +

𝑙

2
 √12𝑍�̃� 

3a 1 − 𝑤0
𝑙

 1 −
4�̃�2

3(𝑍�̃� + �̃�2)
 

 0 𝑙 2�̃�

1 − 𝑤0
 

3b 1 − 𝑤1
𝑙

 
 

1 −
4(1 − �̃�)2

3(𝑍�̃� + (1 − �̃�)2)
 
1 − 𝑙 1 2(1 − �̃�)

1 − 𝑤1
 

4 6(�̃� − �̃�2

− 𝑍�̃�) 

1 − 𝑡0 − 𝑤0 
𝑍�̃� −

1

3
𝑡0 + �̃�

2 
0 1  

Table 3: The coefficients for the top-hat PDF series described in Section IV.2.2 

When using the top-hat PDF, unlike the 𝛽-PDF, we have no difficulty in the numerical 

integration of the RHS of Eqs. (IV-16), (IV-17) and the computational integration cost is also 

much cheaper. The integration of the RHS of Eq. (IV-16) for the instantaneous temperature, 

𝑇(𝑍), and the top-hat PDF is plotted in Figure 44 with different values of 𝐼𝐹. The integration 
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results for the top-hat PDF is quite consistent with the results for 𝛽-PDF: the higher the value 

of 𝐼𝐹 (or the higher the value of 𝑍�̃�), the lower the LES-filtered �̃�. The reason is the same that 

when 𝑍�̃� is large (or 𝑎, 𝑏 are small), the top-hat PDF has more weight at 𝑍 = 0 or 𝑍 = 1 (due 

to the Dirac delta function) (see Figure 43), where the instantaneous temperature, 𝑇(𝑍), stays 

low. 

 

Figure 44: Comparison of the effect of different values of IF on the LES-filtered 

temperature �̃� integrated between the instantaneous steady/adiabatic solution, 𝑇(𝑍), at 

𝜒𝑠𝑡 = 0.0005 [1/s] and the top-hat PDF. 

In summary, we use two models for 𝑝(𝑍) in the current study: the 𝛽-PDF and the top-hat 

PDF, which both need two parameters: �̃� and 𝑍�̃� coming from the LES-solver. Their shape is 

quite different (see Figure 38 and Figure 43). However, the integration results of the 

instantaneous quantities in the flamelet library with those PDFs are not too different, an 

example is found in Figure 45. The results in Figure 45 can confirms that it is insensitive to 

the choice of 𝑝(𝑍) [47]. 
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(a) (b) 

(c) (d) 

Figure 45: The LES-filtered �̃� versus the LES-filtered �̃�, which is the result of the 

integration between the instantaneous steady/adiabatic 𝑇(𝑍) at 𝜒𝑠𝑡 = 0.0005 [1/s] and 𝑝(𝑍) 

(the 𝛽-PDF and the top-hat PDF) at 𝐼𝐹 = 0.0017 (a); at 𝐼𝐹 = 0.0063 (b); at 𝐼𝐹 = 0.0124 

(c); at 𝐼𝐹 = 0.016 (d). 

IV.3 Model closures for the parameters in the LES context 

As explained above, the turbulent flame look-up table (LUT) generated in section IV.2 

taking into account the chemistry-turbulence interaction is parametrized by (�̃�, 𝑍�̃�, Χ̃, Η̃), which 

are provided by the LES-solver. In this section, models related to each LES-filtered variable 

needed for the turbulent LUT are introduced in detail below. 
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IV.3.1 LES-filtered mixture fraction �̃� 

Following a standard modeling choice, �̃� is obtained in the LES solver, FireFOAM, 

through the solution of a convection/diffusion turbulent transport equation: 

𝜕

𝜕𝑡
(�̅��̃�) +

𝜕

𝜕𝑥𝑗
(�̅�𝑢�̃��̃�) =

𝜕

𝜕𝑥𝑗
(�̅�(

𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)
𝜕�̃�

𝜕𝑥𝑗
) (IV-27) 

where 𝑃𝑟 and 𝑃𝑟𝑠𝑔𝑠 denote the Prandtl numbers associated with molecular mixing and sub-

grid scale turbulent mixing, respectively (we use 𝑃𝑟𝑠𝑔𝑠 = 0.5). 

IV.3.2 Sub-grid scale variance of mixture fraction 𝒁�̃� 

Three modeling options are proposed here for 𝑍�̃�: 

➢ Algebraic model 1: 

𝑍�̃� = 𝐶𝑣Δ
2|∇�̃�|

2
 (IV-28) 

 where  is the LES filter size and 𝐶𝑣 a model coefficient, 𝐶𝑣 = 0.1 [72]. 

➢ Transport equation: 

𝜕

𝜕𝑡
(�̅�𝑍�̃�) +

𝜕

𝜕𝑥𝑗
(�̅�𝑢�̃�𝑍�̃�)

=
𝜕

𝜕𝑥𝑗
(�̅�(

𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)
𝜕𝑍�̃�
𝜕𝑥𝑗

) + 2�̅�
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
(
𝜕�̃�

𝜕𝑥𝑗

𝜕�̃�

𝜕𝑥𝑗
) − �̅�𝐶𝑍

𝑍𝑣
𝜏𝑆𝐺𝑆

 

(IV-29) 

 where 𝐶𝑍 a constant model, 𝐶𝑍 = 2 and 𝜏𝑆𝐺𝑆 is the sub-grid scale characteristic time scale, 

𝜏𝑆𝐺𝑆 = 𝑘𝑆𝐺𝑆/εSGS. The model is initially developed by Salman Verma when, a PhD student at 

the Fire Protection Engineering department, University of Maryland. 

➢ Algebraic model 2: 

In Algebraic model 2, 𝑍�̃� is obtained from laminar closure expressions using (�̃�, |𝛻�̃�|) and 

using a formulation that is consistent with the top-hat assumption: 
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o If |∇�̃�| = 0 or �̃� = 0 or �̃� = 1, then 𝑍�̃� = 0 

o If |∇�̃�| ≤ 𝑚𝑖𝑛 (
2�̃�

∆
,
2(1−�̃�)

∆
), then 𝑍�̃� =

|∇�̃�|2∆2

12
 

o If 
2�̃�

∆
< |∇�̃�| ≤

1

∆(2�̃�)
, then 𝑍�̃� =

2

3
�̃�3/2√2|∇�̃�|∆ − �̃�2 

o If 
2(1−�̃�)

∆
< |∇�̃�| ≤

1

∆(2(1−�̃�))
, then 𝑍�̃� =

2

3
(1 − �̃�)3/2√2|∇�̃�|∆ − (1 − �̃�)2 

o Else 𝑍�̃� = 0 

IV.3.3 Stoichiometric scalar dissipation rate �̃� 

The general stoichiometric scalar dissipation rate notation, Χ̃, indicates the instantaneous 

LES-filtered stoichiometric scalar dissipation rate, 𝜒𝑠�̃�, (which is used for the turbulent LUT’s 

parameterization in SLFV1, SLFV2) or the effective one, 𝜒𝑠𝑡,𝐸𝑓𝑓̃ , (which is used for the 

turbulent LUT’s parameterization in ULFV1, ULFV2). 𝜒𝑠�̃� can be obtained through an 

algebraic closure model [73]. Meanwhile, 𝜒𝑠𝑡,𝐸𝑓𝑓̃  is achieved through a transport equation 

[65][74]: 

𝜒𝑠�̃� ≈ �̃� = 2(
𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)|∇�̃�|

2
 (IV-30) 

𝜕

𝜕𝑡
(�̅�𝜒𝑠𝑡,𝐸𝑓𝑓̃ )+

𝜕

𝜕𝑥𝑗
(�̅�𝑢�̃�𝜒𝑠𝑡,𝐸𝑓𝑓̃ )

=
𝜕

𝜕𝑥𝑗
(�̅�(

𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)
𝜕𝜒𝑠𝑡,𝐸𝑓𝑓̃

𝜕𝑥𝑗
) + �̅� ×

2

𝐶𝜀
𝜒𝑠𝑡,𝐸𝑓𝑓̃ (𝜒𝑠�̃� − 𝜒𝑠𝑡,𝐸𝑓𝑓̃ ) 

(IV-31) 

where 𝐶𝜀 is a constant model and we use 𝐶𝜀 = 0.024781. 

IV.3.4 Heat loss parameter �̃� 

As discussed above, we do not just use a single variable to parameterize heat loss in all 

turbulent LUTs. Specifically, we use two: Δℎ̃ in SLFV1 and Δℎ𝑠�̃� in SLFV2, ULFV1, ULFV2. 

Based on the standard modeling choice, Δℎ̃ or more precisely ℎ̃ since Δℎ̃ = (ℎ̃ − ℎ̃𝑎𝑑) =

(ℎ̃ − [ℎ𝑂 + �̃�(ℎ𝐹 − ℎ𝑂)]), is obtained through the solution of a convection/diffusion turbulent 

transport equation: 
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𝜕

𝜕𝑡
(�̅�ℎ̃) +

𝜕

𝜕𝑥𝑖
(�̅�𝑢�̃�ℎ̃) =

𝜕

𝜕𝑥𝑖
(�̅�(

𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)
𝜕ℎ̃

𝜕𝑥𝑖
) − ∇. �̇�′′̅̅ ̅̅ ̅̅  (IV-32) 

where the source term (−∇. �̇�′′̅̅ ̅̅ ̅̅ ) represents the net radiative power density and is calculated 

from the solution of the RTE equation in section II.5. In the cases that Δℎ𝑠𝑡 is used for the heat 

loss parameterization, Eq. (IV-16) with 𝑞𝑓𝑙 is Δℎ becomes: 

Δℎ̃ = ∫ Δℎ𝑓𝑙(𝑍, Χ̃, Δℎ𝑠�̃�)𝑝(Z) 𝑑𝑍
1

0

 (IV-33) 

with Δℎ̃ known from Eq. (IV-32), Eq. (IV-33) can be viewed as an implicit equation for ∆ℎ𝑠�̃�. 

This equation provides the relationship between ∆ℎ𝑠𝑡 = ∆ℎ𝑠�̃� (since we treat 𝑝(∆ℎ𝑠𝑡) as 

𝑝(∆ℎ𝑠𝑡) =  𝛿(∆ℎ𝑠𝑡 − ∆ℎ𝑠�̃�)) and Δℎ̃. 

IV.4 Conclusion 

Flamelet models introduced in this chapter differ in the choices made for the flamelet 

generation, the flamelet parametrization as well as the PDF formulation. Four methods 

(SLFV1, SLFV2, ULFV1 and ULFV2) are introduced to produce the flamelet library with 

uniform values of enthalpy deficit across the flame in SLFV1; prescribed local radiative heat 

loss fraction in SLFV2; evolution at different constant values of 𝜒𝑠𝑡 with full grey model in 

ULFV1 and evolution with χst(t) = 25 exp(−40𝑡); and prescribed local radiative heat loss 

fraction used in modified grey model in ULFV2. Each method has different input types, 

different parameters as well as a different way to produce the flamelet library. The laminar 

flamelet library, which stores thermo-chemical quantities 𝑞𝑓𝑙 like temperature, mass fraction 

of species, etc., is generally parameterized by the mixture fraction 𝑍, the scalar dissipation rate 

Χ and the heat loss parameter Η. The library covers all value range of these parameters, which 

can be possibly found in the turbulent line fire. 

The coupling between non-adiabatic, non-equilibrium chemistry and turbulence is 

achieved by the statistical description of three parameters: the mixture fraction, the 

instantaneous scalar dissipation rate and the heat loss parameter. The hypothesis of statistical 

independence of these three parameters is made. The scalar dissipation rate PDF, 𝑝(Χ), and 

the heat loss parameter PDF, 𝑝(Η), are assumed to be Dirac delta functions centered on the 
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local mean value Χ̃ and H̃, respectively. The mixture fraction PDF, 𝑝(Χ), is assumed to be the 

𝛽-PDF or the top-hat PDF and both PDFs need �̃� and 𝑍�̃� as parameters. �̃� and �̅� are then pre-

tabulated in terms of the LES grid-scale variables, �̃�, 𝑍�̃�, Χ̃ and Η̃, and stored in the turbulent 

flame look-up table (LUT). 

The turbulent flame LUT is informed by the values of (�̃�, 𝑍�̃�, Χ̃, Η̃) and provides in return 

the LES-filtered temperature, �̃�, and species mass fractions (in the current work, 𝑌𝐶𝐻4̃, 𝑌𝑂2̃, 

𝑌𝐶𝑂2̃, 𝑌𝐻2�̃�). Different choices are proposed for(�̃�, 𝑍�̃�, Χ̃, Η̃) modelling and more information 

can be found in detail in section IV.3. The values of LES-filtered temperature and species mass 

fractions are linearly interpolated between stored values in the turbulent flame LUT. The LUT 

discretization uses 120-251 nodes in �̃�-space ranging from 0 to 1, 30 nodes in 𝑍�̃�-space (more 

precisely, the discretization in 𝑍�̃�-space is reformulated in terms of the intermittency factor, 

𝐼𝐹 = (𝑍�̃�/[�̃�(1 − �̃�)]), with 𝐼𝐹 ranging from 0 to 1), 11-20 nodes in 𝜒𝑠�̃�-space ranging from 

10-6 to 20 s-1 (or 26 nodes in 𝜒𝑠𝑡,𝐸𝑓𝑓̃ -space ranging from 0.02 to 15 s-1), and 10 nodes in Δℎ̃-

space ranging from (-900) kJ/kg to 0 (or 11-14 nodes in Δℎ𝑠�̃�-space ranging from (-1500) kJ/kg 

to 0). Figure 46 presents a flowchart showing the entire workflow in the flamelet combustion 

models as implemented in FireFOAM. 
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Figure 46: Flowchart showing the workflow in the flamelet combustion models as 

implemented in FireFOAM. 

The flamelet model formulations described in this chapter apply to configurations without 

flame extinction, i.e., to configurations in which the flame dynamics belong to the upper branch 

of the classical S-curve representing the flame response to stretch [55]. The flamelet model 

extension of the formulation to cases with flame extinction/ignition phenomena may require a 

new parameter called progress variable [67] and will be considered in future work. 
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  Results: Turbulent Line Fire for the methane-

air flame 

The purpose of this chapter is to develop the flamelet combustion model and radiation 

model for large eddy simulations (LES) of well-controlled laboratory-scale turbulent fires. The 

development of the combustion model consists of studying: 

• The different libraries of flamelet solutions produced using the different methods 

(SLFV1, SLFV2, ULFV1, ULFV2). 

• The different models of the turbulent flame LUT parameters such as the sub-grid 

scale variance of mixture fraction, the scalar dissipation rate as well as the heat 

loss parameter. 

The radiation model features a description of non-local phenomena through the Radiative 

Transfer Equation (RTE). Different treatments of coupled combustion and radiation effects at 

flamelet scale are considered: 

• A treatment in which local radiation phenomena are neglected inside the flamelet 

solver. 

• A treatment in which these phenomena are included inside the flamelet solver and 

also sub-grid scale turbulence-radiation interactions (TRI) are included in the RTE 

solver. 

This modeling framework is incorporated into the LES solver FireFOAM, developed by FM 

Global. This chapter also presents a study on the sensitivity of the number of outer loops in the 

PIMPLE algorithm. It is evaluated in simulations of a two-dimensional, plane, buoyancy-

driven, methane-fueled turbulent diffusion flame experimentally characterized by 

measurements of local temperatures and global flame emissive power. The best models and 

best choice of parameters are determined and going to be used in simulations in the next 

chapter. 
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V.1 Experimental Configuration 

The configuration adopted in the present study is the turbulent line burner studied at the 

University of Maryland [23][31][32]. The configuration corresponds to a buoyant, turbulent, 

methane-fueled, slot-burner diffusion flame with a controlled co-flow (see Figure 47 and 

Figure 48). Flames are stabilized above a 5-cm-wide and 50-cm-deep Wolfhard-Parker burner 

surrounded by a small horizontal plate and an oxidizer co-flow. The co-flow is 50-cm-wide 

and 75-cm deep. The methane mass flow rate (velocity) is 1 g/s (6 cm/s) and the theoretical 

heat release rate of the flame is 50 kW. In the present study, the oxidizer co-flow is made of 

pure air. The mass flow rate (velocity) of the air co-flow is 85 g/s (25 cm/s) or approximately 

five times the stoichiometric requirement of the methane flow. The flame structure is 

characterized through measurements of the temporal mean and root-mean-square (rms) gas 

temperature using 12.7-μm-diameter Type-S (Pt/10%Rh) thermocouples (response time ≈1 

ms). The radiation loss from the micro-thermocouples is assumed small and is simply 

neglected. The flame behavior is also characterized through a measurement of the global 

radiative loss fraction based on a heat flux transducer located at 1-m distance from the flame 

combined with time-resolved infrared camera imaging and a multipoint radiation source model 

[23]. 

 

Figure 47: Computational domain and multi-level mesh refinement. The burner (plate, 

co-flow) is 5 cm (15 cm, 50 cm) wide in the x-direction and 50 cm (60 cm, 75 cm) long in the 

y-direction; the flame height is approximately 50 cm. 
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Figure 48: Diagram of experimental facility. 

V.2 Numerical Configurations 

The computational domain used in this study is 2-m-wide in the cross-stream x-direction, 

2-m-long in the spanwise y-direction and 2-m-high in the vertical z-direction. Figure 49 shows 

the block-structured grid with three levels of resolution. The level-one refinement block (40 × 

60 × 60 cm3) contains the flame region and features a uniform grid with cubic cells. The grid 

cell size is Δ𝑥1 = 4.167 mm (i.e., 12 grid cells across the burner width). The level-two 

refinement block (60 × 80 × 80 cm3) features a uniform grid with cubic cells of size equal to 

Δ𝑥1 = 8.333 mm. The level-three refinement block covers the far-field air entrainment and 

plume regions and features a uniform grid with cubic cells of size equal to Δ𝑥1 = 16.667 mm. 

The total number of cells is 4.45 million. The present choice of grid resolution comes from 

past grid convergence tests performed in [22] for EDC/PGRF. This choice is here assumed to 

still be adequate for the new model variations. Although the most important region, i.e, the 

flame region, stays completely in the level-one refinement of the block-structured grid, the 

strong cell size gradient at the interface between the blocks still may have some impacts on 

results. This issue can be overcome using a new grid, which has the same computational 

domain size (2.0 × 2.0 × 2.0 m3) as the block-structured grid. The new grid showed in Figure 

50 has a refinement block (15 × 50 × 30 cm3), which contains almost the flame region and 

features a uniform grid with cubic cells. The grid cell size is Δ𝑥1 = 5 mm (i.e., 10 grid cells 

across the burner width). The outside of the refinement block is stretched in the outward 

direction from the flame region with the expansion-ratio equal to 4%. The total number of the 
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new stretched grid is about 4.6 million. The computational cost for two grids is almost 

unchanged. 

 

Figure 49: Computational domain and multi-level mesh refinement. 

 

Figure 50: Computational domain with the stretched mesh. 
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The inlet surfaces for fuel and oxidizer (at z = 0) are treated as boundaries with a prescribed 

mass flow rate. The ceramic fiberboard plate (at z = 0) is treated as a no-slip adiabatic solid 

wall. The entrainment boundaries (at x = -1 and 1 m and y = 0 and 2 m) and the outlet boundary 

(at z = 2 m) are treated as boundaries with open flow conditions. 

All FireFOAM simulations are performed for a duration of 30 s using the PIMPLE 

algorithm with 3 outer loops. Turbulent statistics are collected for the final 20 s of each 

simulation, after the flow and flame become statistically stationary and long enough for the 

statistics to be converged. The time step is controlled by a classical Courant-Friedrichs-Lewy 

(CFL) condition and is approximately equal to 0.5 ms. Each simulation is run using 

approximately 200 processors on a large-scale Linux cluster (made available at the University 

of Maryland) with the baseline model requiring 25 000 CPU-hours and simulations with the 

WSGG model requiring 44 000 CPU-hours. 

V.3 Results and Discussion 

V.3.1 SLFV1/Grey vs SLFV1/WSGG 

We start this section by looking at the flamelet combustion model using the turbulent 

flame LUT produced as a result of the integration between the 𝛽-PDF for the mixture fraction 

and the laminar flamelet library in SLFV1, which is generated using the enthalpy cut-off 

method. The turbulent flame LUT is parameterized by (�̃�, 𝑍�̃�, 𝜒𝑠�̃� , Δℎ̃) provided by the LES-

solver in which we adopt the algebraic model 1 for 𝑍�̃�. The heat loss source term appearing in 

the transport equation of total enthalpy ℎ̃ is calculated using the grey model without TRI or the 

WSGG model. Simulated results using the block-structured grid are then evaluated against the 

baseline EDC/PRFG and the experimental data. Flamelet models differ in the choices made 

for the flamelet parametrization, the PDF formulation, the models for LES-filtered variables 

provided for the turbulent LUT, etc. Hence, we summarize choices made in our simulations in 

the table below. Note that only the methods, or variable, or model that has more than one option 

are mentioned in the table. 
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Simulation 

name 

Laminar 

flamelet 

library 

𝑝(𝑍) 𝑍�̃� model 

LES-filtered 

stoichiometric 

scalar 

dissipation rate 

Radiation 

model 

SLFV1/Grey 

SLFV1 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ) 

𝛽-PDF 
Algebraic 

model 1 
𝜒𝑠�̃� Grey 

SLFV1/WSGG 

SLFV1 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ) 

𝛽-PDF 
Algebraic 

model 1 
𝜒𝑠�̃� WSGG 

Table 4: Summary for the methods and modelling choices in the current simulations. 

As explained above, unlike the EDC combustion model, we do not solve the transport 

equation for energy and species in the flamelet combustion models to obtain temperature and 

species mass fraction, but calculate (�̃�, 𝑍�̃�, 𝜒𝑠�̃�, Δℎ̃) and provide these variable to the turbulent 

flame LUT to get in return the thermo-chemical quantities like �̃� and 𝑌�̃� (𝑘 is 𝐶𝐻4, 𝑂2, 𝐶𝑂2, 

𝐻2𝑂 in this study), instead. An example of the simulated variables provided for the turbulent 

LUT and the simulated species mass fraction are presented in Figure 51 and Figure 52, 

respectively. 

(a) (b) 
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(c) (d) 

Figure 51: Front-view at the center of the burner or at 𝑥 = 0 plane of the simulated 

variables provided for the turbulent LUT: (a) LES-filtered mixture fraction �̃�; (b) SGS 

variance of mixture fraction 𝑍�̃�; (c) LES-filtered stoichiometric scalar dissipation rate 𝜒𝑠�̃�; 

(d) LES-filtered enthalpy defect 𝛥ℎ̃. 

(a) (b) 
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(c) (d) 

Figure 52: Front-view at the center of the burner or at 𝑥 = 0 plane of the simulated 

species mass fraction: (a) 𝑌𝐶𝐻4̃; (b) 𝑌𝑂2̃; (c) 𝑌𝐶𝑂2̃; (d) 𝑌𝐻2�̃�. 

The assumption made in the EDC and flamelet combustion model are completely different 

and that leads to different flame behaviors. Figure 53 shows that the flame structure in the 

flamelet model is much stiffer, i.e., a greater gradient temperature and more fluctuations when 

compared with those in the EDC model. As a result, the flame brush thickness on Figure 54 (a 

characteristic measure of the zone where the flame may appear) in the flamelet model is a bit 

wider than in EDC. 

(c) (d) 
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Figure 53: Front-view at the center of the burner or at 𝑥 = 0 plane of the instantaneous 

LES-filtered temperature �̃� for the flamelet combustion model (a) and EDC (b). 

(c) (d) 

Figure 54: Side-view at the center of the burner or at 𝑦 = 0 plane of the flame brush 

thickness (or time-averaged temperature �̅�) for the flamelet combustion model (a) and EDC 

(b). 

The simulated flames in both flamelet and EDC models feature the familiar peak and 

trough structure often observed in buoyancy-driven flames. The mean flame height is equal to 

0.5 m with the EDC/PGRF model and 0.4 m with SLFV1/grey and SLFV1/WSGG and. We 

focus below on gas temperature results and present the spatial variations of the temporal mean 

and rms values, noted �̅� and 𝑇𝑟𝑚𝑠, as a function of elevation z along the flame centerline at x 

= 0 m (Figure 55), and as a function of cross-stream distance x at a fixed elevation, 𝑧 = 0.25 m 

(Figure 56) and 𝑧 = 0.5 m (Figure 57). �̅� and 𝑇𝑟𝑚𝑠 are obtained by post-processing the LES 

solutions and correspond to the mean value and the amplitude of grid-resolved fluctuations 

(SGS contributions are assumed small and are not accounted for). 

Experimental data in Figure 55 show that: �̅� increases rapidly near the flame base, up to a 

peak value close to 1200 K, and then decreases at elevations larger than 0.3 m. 𝑇𝑟𝑚𝑠 also 

increases rapidly near the flame base, up to values close to 400 K, and then decreases at 

elevations larger than 0.5 m. In comparison, numerical results in Figure 55 show that: 
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EDC/PGRF correctly captures the shape of the z-variations of �̅� but slightly under-estimates 

the peak value of �̅� (by approximately 100 K); and EDC/PGRF correctly captures the shape of 

the z-variations of 𝑇𝑟𝑚𝑠 in the plume region but does not reproduce these variations in the flame 

region and over-estimates the peak values of 𝑇𝑟𝑚𝑠 (by approximately 100 K). Furthermore, 

both SLFV1/grey and SLFV1/WSGG do not correctly capture the shape of the z-variations of 

�̅� and 𝑇𝑟𝑚𝑠 and significantly under-estimate (over-estimate) peak values of �̅� (𝑇𝑟𝑚𝑠) by 

approximately 200 K (by more than 100 K). 

(a) (b) 

Figure 55: LES simulations of the turbulent line burner. Vertical variations of: (a) the 

mean temperature �̅�; and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline. 

Comparison between experimental data (symbols) and LES results obtained with EDC/PGRF 

(solid line), SLFV1/grey (dashed line), SLFV1/WSGG (dotted line). 
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(a) (b) 

Figure 56: Cross-stream variations of: (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m. See caption of Figure 55. 

(a) (b) 

Figure 57: Cross-stream variations of: (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m. See caption of Figure 55. 

These results are confirmed in Figure 56 and Figure 57 which show relatively good 

agreement between experimental data and numerical results for EDC/PGRF but increased 

discrepancies for SLFV1/grey and SLFV1/WSGG, in particular for the peak value of �̅�. The 

decreased accuracy shown in Figure 55, Figure 56 and Figure 57 when going from baseline 

approximate models in EDC/PGRF to higher-fidelity models in SLFV1/grey and 

SLFV1/WSGG is somewhat surprising. There are several possibilities that could lead to the 
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unexpected results. First, SLFV1 has some limitations in the way the heat loss is treated (see 

section IV.1.1) with the assumption of a uniform distribution of the enthalpy deficit Δℎ over 𝑍 

and this assumption leads to unrealistic values of temperature near the boundaries 𝑍 = 0 and 

𝑍 = 1. Second, as discussed in Section IV.2, in the flamelet solutions, grid-resolved 

temperatures depend on assumptions made in the shape of the sub-grid scale PDF, 

𝑝(𝑍, 𝜒𝑠𝑡 , Δℎ) (treated as the product of a 𝛽-function times two Dirac 𝛿-functions), and in the 

estimation of the parameters of the turbulent flame LUT (�̃�, 𝑍�̃�, 𝜒𝑠�̃� , 𝛥ℎ̃). Errors in the assumed 

PDF shape and/or errors in predictions of the LUT parameters will lead to errors in simulated 

temperatures. 

We do not consider here possible errors in the shape of the PDF and focus instead on the 

sensitivity of the flamelet solutions on predictions of 𝑍�̃�, 𝜒𝑠�̃� and 𝛥ℎ̃ (�̃� is assumed accurate). 

We first consider the possibility that the under-estimated values of simulated temperatures are 

due to over-estimated levels of radiant heat losses. We proceed to calculate the global radiative 

power by spatially integrating the radiative source term that appears in the ℎ̃-equation (Eq. 

(IV-32)) over the computational domain, �̇�𝑟𝑎𝑑 = (∫ ∇. �̇�′′′̅̅ ̅̅ ̅̅ ̅𝑑𝑉
𝑉

). We find �̇�𝑟𝑎𝑑 = 7.6 kW 

(time-averaged value) for SLFV1/grey and �̇�𝑟𝑎𝑑 = 3.8 kW (time-averaged value) for 

SLFV1/WSGG (see Figure 58). After dividing by the global heat release rate (50 kW), these 

results are found to correspond to 𝜒𝑟𝑎𝑑
𝑔

= 15% for SLFV1/grey and 𝜒𝑟𝑎𝑑
𝑔

= 7.6% for 

SLFV1/WSGG. These values are much lower than those used in EDC/PGRF where 𝜒𝑟𝑎𝑑
𝑔

=

23% (recall that EDC/PGRF uses an empirically-calibrated radiation model that guarantees 

the correct global radiative loss fraction). Thus, the low values of simulated temperatures are 

not explained by excessive values of ℎ̃ and 𝜒𝑟𝑎𝑑
𝑔

. On the contrary, SLFV1/grey and 

SLFV1/WSGG significantly under-predict radiative emissions (note that because soot 

radiation is assumed to have a limited impact in methane-air combustion, soot is simply 

neglected in the present flamelet model. This simplification may account for some of the 

discrepancies between predicted and measured values of 𝜒𝑟𝑎𝑑
𝑔

 in SLFV1). 
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Figure 58: Global radiative power over time. Comparison between LES results obtained 

with EDC/PGRF (solid black line), SLFV1/grey (dashed red line), SLFV1/WSGG (dotted 

green line). 

Next, we consider the possibility that the underestimated values of simulated temperatures 

are due to errors in predictions of 𝜒𝑠�̃�. We rule out this possibility after checking that values of 

𝜒𝑠�̃� are relatively low (typically less than 5 𝑠−1 (see Figure 51 (c))) and that under those 

conditions, the laminar flame solutions are only weakly sensitive to variations in 𝜒𝑠𝑡 (see 

section III.3.2). 

Finally, we consider the possibility that the underestimated values of simulated 

temperatures are due to over-estimated values of the SGS 𝑍-variance, 𝑍�̃�. We confirm this 

possibility after checking that values of 𝑍�̃� are relatively high: in regions where �̃� ≈ 𝑍𝑠𝑡 , we 

find that (𝑍�̃�)
1/2 ≥ 𝑍𝑠𝑡 where 𝑍𝑠𝑡 = 0.055 is the stoichiometric value of mixture fraction. As 

seen in Figure 59, high values of 𝑍�̃� (or high values of intermittency factor 𝐼𝐹) correspond to 

a wide 𝛽-PDF in mixture fraction space, which in turn lead to reduced temperatures, in 

particular for (𝑍𝑠𝑡/2) ≤ �̃� ≤ (2 × 𝑍𝑠𝑡) (the reduction may be as high as several hundred Ks). 

Thus, the low values of simulated temperatures can be explained by the large values of 𝑍�̃� 

which are responsible for increasing the effect of statistical filtering associated with the SGS 

𝑍-PDF. These results suggest that the details of the SGS 𝑍-PDF model should be re-examined 

in order to improve the performance of the flamelet model. 
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Figure 59: Comparison the effect of different values of IF on the LES-filtered 

temperature �̃� integrated between the instantaneous steady/adiabatic solution, 𝑇(𝑍), at 

𝜒𝑠𝑡 = 0.0005 [1/s] and the 𝛽-PDF. 

On a separate but related note, the low values of �̃� result in low values of the radiation 

emission term 𝑘𝐼𝑏̅̅ ̅̅  (see section II.5), which explains the low values of radiant emissions 

obtained with SLFV1/grey and SLFLV1/WSGG. These results suggest that the modeling of 

radiation emission should be re-examined and account for SGS TRI in order to improve the 

performance of the grey and non-grey models. 

V.3.2 SLFV1/Grey vs SLFV2/Grey 

According to the simulated results in section V.3.1, surprising discrepancies for the high-

fidelity models (SLFV1/grey and SLFV1/WSGG) when compared to the experimental data are 

due to several possibilities. One of those possibilities is the limitation in the way the heat loss 

is treated in SLFV1, which results in a uniform distribution of the enthalpy deficit Δℎ over 𝑍 

and this assumption leads to unrealistic values of temperature near the boundaries 𝑍 = 0 and 

𝑍 = 1. In order to overcome the weakness in SLFV1, a more elaborate heat loss treatment is 

introduced in SLFV2 using a method called Prescribed Local Radiative Fraction (PLRF) (see 

IV.1.1b), which results in well-defined profiles ∆ℎ(𝑍) and 𝑇(𝑍). Simulation for SLFV2/Grey 

is then performed using the same modeling framework as for SLFV1/Grey (described in 

section V.3.1), except for the turbulent flame LUT, i.e., SLFV2/Grey (SLFV1/Grey) uses the 
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turbulent flame LUT generated from the laminar flamelet library in SLFV2 (SLFV1), which 

is parameterized by (𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) ((𝑍, 𝜒𝑠𝑡 , Δℎ)) (see Table 5). Then, simulated results in with 

SLFV1/Grey and SLFV2/Grey are evaluated against the baseline EDC/PRFG and the 

experimental data. 

Simulation 

name 

Laminar 

flamelet 

library 

𝑝(𝑍) 𝑍�̃� model 

LES-filtered 

stoichiometric 

scalar 

dissipation rate 

Radiation 

model 

SLFV1/Grey 

SLFV1 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , 𝚫𝒉) 

𝛽-PDF 
Algebraic 

model 1 
𝜒𝑠�̃� Grey 

SLFV2/Grey 

SLFV2 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , 𝚫𝒉𝒔𝒕) 

𝛽-PDF 
Algebraic 

model 1 
𝜒𝑠�̃� Grey 

Table 5: Summary for the methods and modelling choices in the current simulations. 

As mentioned above, in SLFV2/Grey, we do not use Δℎ̃ as the heat loss parameter of the 

turbulent LUT like SLFV1/Grey, but Δℎ𝑠�̃� instead, which is calculated from Δℎ̃ through the 

Eq. (IV-33) in section IV.3.4. Figure 60 shows the front-view at the center of the burner of the 

instantaneous LES-filtered enthalpy defect Δh̃ and the instantaneous LES-filtered 

stoichiometric enthalpy defect Δhst̃. 

(a) (b) 
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Figure 60: Front-view at the center of the burner or at 𝑥 = 0 plane of the instantaneous 

LES-filtered enthalpy defect 𝛥ℎ̃ (a) and the instantaneous LES-filtered stoichiometric 

enthalpy defect 𝛥ℎ𝑠�̃� (b) in SLFV2/Grey at t = 30 s. 

 Now, we focus below on gas temperature results and present the spatial variations of the 

temporal mean �̅� and rms values 𝑇𝑟𝑚𝑠 as a function of elevation z along the flame centerline 

at x = 0 m (Figure 61), and as a function of cross-stream distance x at a fixed elevation, 𝑧 =

0.25 m (Figure 62) and 𝑧 = 0.5 m (Figure 63). 

 

(a) (b) 

Figure 61: LES simulations of the turbulent line burner. Vertical variations of (a) the 

mean temperature �̅� and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline. 

Comparison between experimental data (symbols) and LES results obtained with EDC/PGRF 

(solid line), SLFV1/grey (dashed line), SLFV2/Grey (dotted line). 
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(a) (b) 

Figure 62: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m. See caption of Figure 61. 

(a) (b) 

Figure 63: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m. See caption of Figure 61. 

 In comparison, numerical results in Figure 61 shows that SLFV2/grey still does not 

correctly capture the shape of the z-variations of �̅� and 𝑇𝑟𝑚𝑠, but has a better prediction than 

SLFV1/Grey in �̅� prediction. Specifically, SLFV2/Grey (SLFV1/Grey) under-estimate 

(significantly under-estimate) peak values of �̅� by approximately 140 K (more than 200 K). 

These results are confirmed in Figure 62 and Figure 63 which also show relatively a slightly 

better prediction for SLFV2/Grey than SLFV1/Grey. However, these numerical flamelets 



 Chapter V Results: Turbulent Line Fire for the methane-air flame 

92 

models results are still far from the baseline EDC/PGRF and the experimental data. In term of 

the global radiative power over the computational domain with �̇�𝑟𝑎𝑑 = (∫ ∇. �̇�′′′̅̅ ̅̅ ̅̅ ̅𝑑𝑉
𝑉

), we find 

�̇�𝑟𝑎𝑑 = 7.6 kW for SLFV1/Grey and �̇�𝑟𝑎𝑑 = 9.8 kW for SLFV2/Grey, i.e., more radiative 

heat losses in SLFV2/grey (as seen in Figure 64 and Figure 65). After dividing by the global 

heat release rate (50 kW), these results are found to correspond to 𝜒𝑟𝑎𝑑
𝑔

= 15% for 

SLFV1/grey and 𝜒𝑟𝑎𝑑
𝑔

= 19.6 % for SLFV2/grey. The value in SLFV2/Grey is closer than in 

SLFV1/grey to those used in EDC/PGRF where 𝜒𝑟𝑎𝑑
𝑔

= 23% (recall that EDC/PGRF uses an 

empirically-calibrated radiation model that guarantees the correct global radiative loss 

fraction). The reason is that the higher values of �̃� result in SLFV2/Grey than SLFV1/Grey 

contribute to a better prediction in the global radiative power. However, the modeling of 

radiation emission accounting for SGS TRI is not included in SLFV2/Grey and should re-

examined in the next section in order to bring simulated value of 𝜒𝑟𝑎𝑑
𝑔

 closer to the 

experimental value. 

 

Figure 64: Global radiative power over time. Comparison between LES results obtained 

with EDC/PGRF (black line), SLFV1/grey (red line), SLFV2/Grey (blue line). 
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(c) (d) 

Figure 65: Front-view at the center of the burner or at 𝑥 = 0 plane of the instantaneous 

LES-filtered enthalpy defect 𝛥ℎ̃ for SLFV1/Grey (a) and SLFV2/Grey (b). 

V.3.3 Effects of TRI treatment 

So far, the grey radiation model, which we use in SLFV1/Grey and SLFV2/Grey (see 

sections V.3.1 and V.3.2) to calculate the radiative heat loss term appearing in the ℎ̃-equation, 

just ignores sub-grid scale turbulence-radiation interactions (TRI) and simply write: 𝜅𝐼𝑏̅̅ ̅̅ =

(�̅� × 𝜎�̃�4/𝜋), 𝜅�̅� = (�̅� × 𝐼)̅, and �̅� = 𝑝(�̃�𝐶𝑂2𝑎𝐶𝑂2(�̃�) + �̃�𝐻2𝑂𝑎𝐻2𝑂(�̃�)) where �̃�, �̃�𝐶𝑂2 and 

�̃�𝐻2𝑂 are the LES-filtered values of the gas temperature and the mole fractions of carbon 

dioxide and water vapor, respectively. The grey model underpredicts global radiant emissions, 

a result that could be explained by the low values of mean temperatures and the absence of a 

model for SGS turbulence-radiation interactions (TRI). In this section, we investigate two 

simulations: SLFV2/Grey without TRI and SLFV2/Grey with TRI, denoted SLFV2/ 

GreyNoTRI and SLFV2/GreyTRI respectively (Table 6). In SLFV2/GreyTRI, we account for 

sub-grid scale TRI through a flamelet-based description of the emission term and mean 

absorption coefficient (see Figure 66) that appear in the RTE equation combined with an 

application of the flamelet-LES coupling expressions presented in section IV.2 and re-written 

here: 
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𝜅𝐼𝑏̅̅ ̅̅ = �̅� × (
𝜅𝐼𝑏
𝜌
)

̃
= �̅� × ∫ (

𝜅𝐼𝑏
𝜌
)
𝑓𝑙

(𝑍, 𝜒𝑠�̃� , ∆ℎ𝑠�̃�)𝑝𝛽(𝑍; �̃�, 𝑍�̃�) 𝑑𝑍
1

0

 (V-1) 

�̅� = �̅� × (
𝜅

𝜌
)

̃
= �̅� × ∫ (

𝜅

𝜌
)𝑓𝑙(𝑍, 𝜒𝑠�̃� , ∆ℎ𝑠�̃�)𝑝𝛽(𝑍; �̃�, 𝑍�̃�) 𝑑𝑍

1

0

 (V-2) 

 Eqs. (V-1) and (V-2) show that in contrast to the model formulation adopted in 

SLFV2/GreyNoTRI in which the local emissive power of the gas is determined by grid-scale 

properties (i.e., by �̃�, 𝑥𝐶𝑂2̃ and 𝑥𝐻2�̃�), in SLFV2/GreyTRI, the local emissive power is 

determined by the sub-grid scale properties of the flamelets, i.e., by the flamelet temperature 

and composition, 𝑇𝑓𝑙, 𝑥𝐶𝑂2
𝑓𝑙

 and 𝑥𝐻2𝑂
𝑓𝑙

. This treatment is believed to be more accurate and is 

expected to lead to higher values of global radiant emissions. 

Simulation name 

Laminar 

flamelet 

library 

�̃�(𝑍) 𝑍�̃� model 

LES-filtered 

stoichiometric 

scalar 

dissipation 

rate 

Radiation 

model 

SLFV2/GreyNoTRI 

SLFV2 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 

𝛽-PDF 
Algebraic 

model 1 
𝜒𝑠�̃� Grey 

SLFV2/GreyTRI 

SLFV2 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 

𝛽-PDF 
Algebraic 

model 1 
𝜒𝑠�̃� 

Grey with 

TRI 

treatment 

Table 6: Summary for the methods and modelling choices in the current simulations 
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(c) (d) 

Figure 66: Front-view at the center of the burner or at 𝑥 = 0 plane of the instantaneous 

LES-filtered absorption coefficient �̅� (a) and the instantaneous LES-filtered directional 

radiative emission 𝜅𝐼𝑏̅̅ ̅̅  (b) extracted from the turbulent LUT in SLFV2/GreyTRI at t = 30 s. 

Interestingly, the accuracy of predictions in the global radiative power is significantly 

improved in the case of SLFV2/GreyTRI, we find �̇�𝑟𝑎𝑑 = 11.4 kW and 𝜒𝑟𝑎𝑑
𝑔

= 22.9%, in the 

case of SLFV2/GreyNoTRI and we just have �̇�𝑟𝑎𝑑 = 9.8 kW and 𝜒𝑟𝑎𝑑
𝑔

= 19.6% (see Figure 

67). This improved accuracy in SLFV2/GreyTRI can be attributed to the treatment of local 

radiation effects and turbulence-radiation interactions. 
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Figure 67: Global radiative power over time. Comparison between LES results obtained 

with EDC/PGRF (black line), SLFV2/GreyNoTRI (red line), SLFV2/GreyTRI (blue line). 

The treatment of local radiation effects and turbulence-radiation interactions in 

SLFV2/GreyTRI improves the performance for the global radiative heat loss prediction by 

increasing the radiative heat losses, but also makes the temperature lower when compared to 

those in SLFV2/GreyNoTRI (as presented in Figure 68, Figure 69 and Figure 70). However, 

comparing to the baseline EDC/PGRF and the experimental data, both flamelet models still 

significantly under-predict the mean temperatures, a result that could be explained by the large 

values of the modelled sub-grid scale (SGS) variance of mixture fraction 𝑍�̃� controlling 

presumed SGS 𝑍-PDF. These results suggest that the modeling of both the shape of the SGS 

Z-PDF (described as a 𝛽-function) and the SGS 𝑍-variance requires additional investigation 

and will be considered in the next sections. 
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(a) (b) 

Figure 68: LES simulations of the turbulent line burner. Vertical variations of (a) the 

mean temperature �̅� and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline. 

Comparison between experimental data (symbols) and LES results obtained with EDC/PGRF 

(solid line), SLFV2/GreyTRI (dashed line), SLFV2/GreyNoTRI (dotted line). 

(a) (b) 

Figure 69: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m. See caption of Figure 68. 



 Chapter V Results: Turbulent Line Fire for the methane-air flame 

98 

(a) (b) 

Figure 70: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m. See caption of Figure 68. 

V.3.4  𝒁�̃� models 

Error in 𝑍�̃�’s prediction could be a reason leading to wrong predictions in simulated 

temperatures in the flamelet models. In this section, we consider performances of three models 

proposed in section IV.3.2 for 𝑍�̃�: Algebraic model 1, Algebraic model 2 and Transport 

equation. Three simulations are performed (Table 7) and its results are evaluated against the 

baseline EDC/PRFG and the experimental data. 

Simulation 

name 

Laminar 

flamelet library 
𝑝(𝑍) 𝑍�̃� model 

LES-filtered 

stoichiometric 

scalar 

dissipation 

rate 

Radiation 

model 

Algebraic 

model 1 

SLFV2 

parameterized 

by (𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 
𝛽-PDF 

Algebraic 

model 1 
𝜒𝑠�̃� 

Grey with TRI 

treatment 

Algebraic 

model 2 

SLFV2 

parameterized 

by (𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 
𝛽-PDF 

Algebraic 

model 2 
𝜒𝑠�̃� 

Grey with TRI 

treatment 

Transport 

equation 

SLFV2 

parameterized 

by (𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 
𝛽-PDF 

Transport 

equation 
𝜒𝑠�̃� 

Grey with TRI 

treatment 

Table 7: Summary for the methods and modelling choices in the current simulations 
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Figure 71 shows that the instantaneous SGS variance of mixture fraction 𝑍�̃� for Algebraic 

model 1 and Algebraic model 2 are relatively similar with high values near the base and very 

low values at higher elevations. The fields are quite stiff. In contrast, the 𝑍�̃� field in Transport 

equation has lower values near the base and its structure is quite smooth. Because the thermo-

chemical quantities in the turbulent LUT are quite sensitive to 𝑍�̃�, so the instantaneous LES-

filtered temperature �̃� (Figure 72) fields between the cases behave differently. The �̃� fields for 

both Algebraic model 1 and Algebraic model 2 have higher peak (due to low values of 𝑍�̃� at 

high elevation) and seems to have more fluctuations. the 𝑍�̃� field in Transport equation for has 

lower peak and the �̃� field has less turbulence structure. 

 

Figure 71: Front-view at the center of the burner or at 𝑥 = 0 plane of the SGS variance 

of mixture fraction 𝑍�̃� for Algebraic model 1 (left), Algebraic model 2 (center) and Transport 

equation (right). 
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Figure 72: Front-view at the center of the burner or at 𝑥 = 0 plane of the instantaneous 

LES-filtered temperature �̃� for Algebraic model 1 (left), Algebraic model 2 (center) and 

Transport equation (right). 

Figure 73, which introduces vertical variations of the mean SGS variance of mixture 

fraction Zv̅̅ ̅ along the flame centerline, confirm the points mentioned above when the temporal 

mean SGS variance of mixture fraction 𝑍𝑣̅̅ ̅ in Transport equation predicts much higher values 

than those in Algebraic model 1 and Algebraic model 2, which predict quite similarly 𝑍𝑣̅̅ ̅. 

However, 𝑍𝑣̅̅ ̅ is still bit lower in Algebraic model 2 than in Algebraic model 1. 
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Figure 73: Vertical variations of the mean SGS variance of mixture fraction 𝑍𝑣̅̅ ̅ along 

the flame centerline. Comparison between Algebraic model 1(dashed line), Algebraic model 

2 (dashed-dotted line), Transport equation (dotted line). 

 The simulated results in Figure 74 shows that mean temperature �̅� in 𝑍�̃� Transport 

equation case is bit better than those in Algebraic model 1 & 2 due to lower values prediction 

in the rms temperature 𝑇𝑟𝑚𝑠. The results in the mean temperature and rms temperature for 

Algebraic model 1 and Algebraic model 2 are similar, but �̅� is still bit higher in Algebraic 

model 2 due to lower prediction values in 𝑍𝑣̅̅ ̅ (see Figure 73 and Figure 74). 

(a) (b) 
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Figure 74: LES simulations of the turbulent line burner. Vertical variations of (a) the 

mean temperature �̅� and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline. 

Comparison between experimental data (symbols) and LES results obtained with EDC/PGRF 

(solid line), the Algebraic model 1(dashed line), the Algebraic model 2 (dashed-dotted line), 

the Transport equation model (dotted line). 

(a) (b) 

Figure 75: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m. See caption of Figure 55. 

(a) (b) 

Figure 76: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m. See caption of Figure 55. 
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 Now, we turn our attention into the simulated predictions in the global radiative power as 

seen in Figure 77. Due to higher predicted temperature in Transport equation, we find �̇�𝑟𝑎𝑑 =

14.48 kW, which corresponds to 𝜒𝑟𝑎𝑑
𝑔

= 28.96%. In Algebraic model 1 and Algebraic model 

2, we have 𝜒𝑟𝑎𝑑
𝑔

= 22.90% and 𝜒𝑟𝑎𝑑
𝑔

= 24.86% respectively. The order of 𝜒𝑟𝑎𝑑
𝑔

 for the cases 

is consistent with the order of �̅�. 

 

Figure 77: Global radiative power over time. Comparison between LES results obtained 

with EDC/PGRF (black line), the Algebraic model 1(red line), the Algebraic model 2 (blue 

line), the Transport equation model (green line). 

 This section shows that the different models for 𝑍�̃� can improve the performance in 

simulated temperature prediction, even the improvement is not big but encouraging. However, 

one issue coming with the increasing simulated temperature is higher values of 𝜒𝑟𝑎𝑑
𝑔

 (and 

normally higher than that in the experimental data). This issue can be interpreted as the use of 

grey assumption in the current radiation model. 

V.3.5 Modeling for the mixture fraction PDF �̃�(𝒁): 𝜷-PDF and Top-hat 

PDF 

So far, different studies in the turbulent LUT (SLFV1 vs SLFV2), TRI treatment and 𝑍�̃� 

models can improve slightly the accuracy of predictions in the global radiative power and in 

the gas temperature. However, this improvement is still not enough when the discrepancy in 



 Chapter V Results: Turbulent Line Fire for the methane-air flame 

104 

temperature between the flamelet models and the experimental data is somehow still large. 

One possibility could be the reason leading to wrong predictions in simulated temperatures: 

errors in the assumed 𝛽-PDF shape for the mixture fraction. Another suggestion for 𝑝(𝑍) in 

this study is the top-hat PDF in which its shape is quite different to those in the 𝛽-PDF (see 

section IV.2). Two simulations are performed in the SLFV2/Grey’s modeling framework 

(Table 8) and its results are evaluated against the baseline EDC/PRFG and the experimental 

data. 

Simulation 

name 

Laminar 

flamelet 

library 

𝑝(𝑍) 𝑍�̃� model 

LES-filtered 

stoichiometric 

scalar 

dissipation rate 

Radiation 

model 

𝜷-PDF 

SLFV2 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 

𝜷-PDF 
Transport 

equation 
𝜒𝑠�̃� 

Grey with 

TRI 

treatment 

Top-hat PDF 

SLFV2 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 

Top-hat 

PDF 

Transport 

equation 
𝜒𝑠�̃� 

Grey with 

TRI 

treatment 

Table 8: Summary for the methods and modelling choices in current simulations 

The results in both the temperature in Figure 78, Figure 79 and Figure 80 and in the global 

radiative power in Figure 81 show almost no difference between 𝛽-PDF and Top-hat PDF. 

These results are quite consistent with previous comparisons between the two cases performed 

in the pre-processing step (see section IV.2.2). Although the results are not improved, but 

confirm the point that the result is insensitive to the choice of 𝑝(𝑍) [47]. 
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(a) (b) 

Figure 78: LES simulations of the turbulent line burner. Vertical variations of (a) the 

mean temperature �̅� and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline. 

Comparison between experimental data (symbols) and LES results obtained with EDC/PGRF 

(solid line), 𝛽-PDF (dashed line), Top-hat (dotted line). 

(a) (b) 

Figure 79: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m. See caption of Figure 78. 
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(a) (b) 

Figure 80: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m. See caption of Figure 78. 

 

Figure 81: Global radiative power over time. Comparison between LES results obtained 

with EDC/PGRF (black line), 𝛽-PDF (red line), SLFV2/GreyTRI (blue line). 

V.3.6 LES-filtered stoichiometric scalar dissipation rate model model 

In the previous sections, we used the instantaneous LES-filtered stoichiometric scalar 

dissipation rate, 𝜒𝑠�̃� as the flame stretch parameter for looking-up thermo-chemical quantities 

in the turbulent flame LUT. However, the real flame stretch affecting the flame is not the 
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instantaneous one, but the effective one, 𝜒𝑠𝑡,𝐸𝑓𝑓̃  [65][74]. Two simulations are performed and 

called respectively the 𝜒𝑠�̃� case which uses 𝜒𝑠�̃� as a flame stretch parameter and the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  

case, which uses 𝜒𝑠𝑡,𝐸𝑓𝑓̃  as a flame stretch parameter. Its numerical results are then evaluated 

against the baseline case and the experimental data. The modelling choices for the 𝜒𝑠�̃� case and 

the the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case are summarized up in Table 9. 

Simulation 

name 

Laminar 

flamelet 

library 

𝑝(𝑍) 𝑍�̃� model 

LES-filtered 

stoichiometric 

scalar 

dissipation rate 

Radiation 

model 

The 𝝌𝒔�̃� case 

ULFV1 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 

𝛽-PDF 
Transport 

equation 
𝝌𝒔�̃� 

Grey with 

TRI 

treatment 

The 𝝌𝒔𝒕,𝑬𝒇𝒇̃  

case 

ULFV1 

parameterized 

by 
(𝑍, 𝜒𝑠𝑡 , Δℎ𝑠𝑡) 

𝛽-PDF 
Transport 

equation 
𝝌𝒔𝒕,𝑬𝒇𝒇̃  

Grey with 

TRI 

treatment 

Table 9: Summary for the methods and modelling choices in current simulations. 

Figure 82 shows that the effective 𝜒𝑠𝑡,𝐸𝑓𝑓̃  field behaves very differently to the 

instantaneous 𝜒𝑠�̃�field: the gradient of 𝜒𝑠𝑡,𝐸𝑓𝑓̃  is smaller than the gradient of 𝜒𝑠�̃� and at high 

elevation locations, the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  field still take finite values while values of 𝜒𝑠�̃� are close to 0. 

Figure 83 and Figure 84 compare the temporal mean flame stretch between the 𝜒𝑠�̃� case and 

the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case. They show that at the location near the flame base (near z = 0 [m]), two fields 

start to decrease at the initial value around 10 [1/s] and along the center line, 𝜒𝑠�̃� decays much 

faster than 𝜒𝑠𝑡,𝐸𝑓𝑓̃ . 
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Figure 82: Front-view at the center of the burner or at 𝑥 = 0 plane for 𝜒𝑠𝑡,𝐸𝑓𝑓̃  (left) and 

𝜒𝑠�̃� (right). 

 

Figure 83: Front-view at the center of the burner or at 𝑥 = 0 plane for the mean 

effective stoichiometric scalar dissipation rate, 𝜒𝑠𝑡,𝐸𝑓𝑓̅̅ ̅̅ ̅̅ ̅̅  (left) and the instantaneous one 𝜒𝑠𝑡̅̅ ̅̅  

(right). 
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Figure 84: Vertical variations of the mean stoichiometric scalar dissipation rate along 

the flame centerline. Comparison between the 𝜒𝑠�̃� case (dashed line) and the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case 

(dotted line). 

Now, we focus on prediction of the temporal mean �̅� and rms values 𝑇𝑟𝑚𝑠 between two 

cases. Figure 85 shows that the peak temperature in two cases is the same and about 150 K 

lower than the experimental data. Downstream, from the elevation 𝑧 = 30 cm to 𝑧 = 100 cm, 

�̅� in the 𝜒𝑠�̃� case is quite lower than those in the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case (see Figure 85 and Figure 87). 

The reason for the discrepancy is due to the difference of values in flame stretch predicted 

between two cases. Higher predicted temperature in the 𝜒𝑠�̃� case comes along with higher 

values of the global radiative power (𝜒𝑟𝑎𝑑
𝑔

= 30.83%) when comparing with 𝜒𝑟𝑎𝑑
𝑔

= 28.14% 

in the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case (see Figure 88). 
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(a) (b) 

Figure 85: LES simulations of the turbulent line burner. Vertical variations of (a) the 

mean temperature �̅� and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline. 

Comparison between experimental data (symbols) and LES results obtained with EDC/PGRF 

(solid line), the 𝜒𝑠�̃� case (dashed line), the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case (dotted line). 

(a) (b) 

Figure 86: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m. See caption of Figure 78. 
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(a) (b) 

Figure 87: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m. See caption of Figure 78. 

 

Figure 88: Global radiative power over time. Comparison between LES results obtained 

with EDC/PGRF (black line), the 𝜒𝑠�̃� case (red line) and the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case (blue line). 

 In the flamelet combustion models, we obtain thermo-chemical quantities of interest like 

temperature and mass fraction of species not by solving the conservation equations but 

extracting them from the turbulent flame LUT instead. Hence, the 50-kW flame is not 

guaranteed. A consistency check for the total heat release rate in the flamelet models to verify 
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how much heat release rate we have in the flamelet models is performed. We calculate the total 

heat release rate by spatially integrating the volumetric heat release rate 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅, which is extracted 

from the turbulent flame LUT, �̇�𝑐𝑜𝑚𝑏 = (∫ 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅𝑑𝑉

𝑉
). We find �̇�𝑐𝑜𝑚𝑏 = 20.08 kW for the 𝜒𝑠�̃� 

case and �̇�𝑟𝑎𝑑 = 40.12 kW for the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case. After dividing by the global heat release rate 

(50 kW), these results are found to correspond to 40.11 % for the 𝜒𝑠�̃� case and 80.24 % for the 

𝜒𝑠𝑡,𝐸𝑓𝑓̃  case (as showed in Figure 89 ). The check shows the strong dependence of the heat 

release rate on the flame stretch. This point is already showed in section III.4.2. Using 𝜒𝑠𝑡,𝐸𝑓𝑓̃  

as the flame stretch parameter brings �̇�𝑟𝑎𝑑 in the flamelet model much closer to the 

experimental data than using 𝜒𝑠�̃�. It also proves that for the flame stretch, 𝜒𝑠𝑡,𝐸𝑓𝑓̃  is a better 

choice. 

 

Figure 89: Global heat release rate over time. Comparison between LES results 

obtained with EDC/PGRF (black line), the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case (red line) and the 𝜒𝑠�̃� case (blue 

line). 

V.3.7 Number of outer loops sensitivity 

The study on the sensitivity for the number of outer loops in the PIMPLE algorithm 

reported by [34] suggests that 3 loops are enough to enforce the mass conservation with a 
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relative error less than 0.5%. The choice of 3 loops is simply adopted for simulations in the 

flamelet model. However, simulation using the flamelet model are very unstable with the flame 

structure is much stiffer, i.e., a greater gradient temperature and more fluctuations when 

compared to those in EDC (as showed in Figure 53). A new study on the number of outer loops 

sensitivity in the PIMPLE algorithm for the flamelet model is conducted and aims to provide 

a suitable choice. 

Simulation 

name 

Laminar 

flamelet library 
𝑝(𝑍) 𝑍�̃� model 

LES-filtered 

stoichiometric 

scalar 

dissipation 

rate 

Radiation 

model 

Number 

of outer 

loops in 

PIMPLE 

𝑵 = 𝟑 

ULFV2 

parameterized 

by 

(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , Δℎ𝑠𝑡) 

Top-

hat 

PDF 

Algebraic 

model 1 
𝜒𝑠𝑡,𝐸𝑓𝑓̃  

Grey 

with TRI 

treatment 

3 

𝑵 = 𝟓 

ULFV2 

parameterized 

by 

(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , Δℎ𝑠𝑡) 

Top-

hat 

PDF 

Algebraic 

model 1 
𝜒𝑠𝑡,𝐸𝑓𝑓̃  

Grey 

with TRI 

treatment 

5 

𝑵 = 𝟖 

ULFV2 

parameterized 

by 

(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , Δℎ𝑠𝑡) 

Top-

hat 

PDF 

Algebraic 

model 1 
𝜒𝑠𝑡,𝐸𝑓𝑓̃  

Grey 

with TRI 

treatment 

8 

𝑵 = 𝟏𝟐 

ULFV2 

parameterized 

by 

(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , Δℎ𝑠𝑡) 

Top-

hat 

PDF 

Algebraic 

model 1 
𝜒𝑠𝑡,𝐸𝑓𝑓̃  

Grey 

with TRI 

treatment 

12 

Table 10: Summary for the methods and modelling choices in current simulations. 

Figure 90, Figure 91 and Figure 92 show that the mean temperature obtained with 𝑁 = 3 

is much lower when compared to the experimental data. The results obtained with 𝑁 = 5, 𝑁 =

8 or 𝑁 = 12 show good convergence properties and have a quite good agreement with the 

measurement (error of 50 K). The simulated results become approximately insensitive to the 

number of outer loops for 𝑁 > 5, but the mean temperature peak simulated with 𝑁 = 8 seems 

to be slightly better than the others. 
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(a) (b) 

Figure 90: LES simulations of the turbulent line burner. Vertical variations of (a) the 

mean temperature �̅� and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline. 

Comparison between experimental data (symbols) and LES results obtained with the number 

of outer loops N = 3, 5, 8, 12. 

(a) (b) 

Figure 91: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m. See caption of Figure 90. 
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(a) (b) 

Figure 92: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m. See caption of Figure 90. 

Figure 93 shows the global radiative power over time for different cases 𝑁 = 3, 𝑁 = 5, 

𝑁 = 8 and 𝑁 = 12 and respectively, we found the time-averaged of the global radiative heat 

loss fraction 𝜒𝑟𝑎𝑑
𝑔

 equal to 24.1%, 31.3%, 35.3% and 33.4% (𝜒𝑟𝑎𝑑
𝑔

 in the experimental data is 

equal to 23.8 %). 

 

Figure 93: Global radiative power over time. Comparison between LES results obtained 

with different number of outer loops N = 3, 5, 8, 12. 
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Figure 94 shows the global heat release, which is calculated based on the suggestion in 

section V.3.6 using the volumetric heat release rate extracted from the turbulent LUT, over 

time for all cases. We found �̇�𝑐𝑜𝑚𝑏 equal to 33.85 kW, 38.85 kW, 44.87 kW and 42.85 kW for 

the simulation with 𝑁 = 3, 𝑁 = 5, 𝑁 = 8 and 𝑁 = 12, respectively. The nominal heat release 

rate of our flame is 50 kW. It means that the performance with 𝑁 = 8 is the best choice. 

Combining with the analysis on the simulated temperature in the previous paragraph, we 

decide to choose 𝑁 = 8 for the number of outer loops in the PIMPLE algorithm used in the 

flamelet model. 

 

Figure 94: Global heat release rate over time. Comparison between LES results 

obtained with different number of outer loops N = 3, 5, 8, 12. 

V.4 Conclusion 

The purpose of the present chapter is to develop the flamelet combustion model and 

radiation model for large eddy simulations (LES) of well-controlled laboratory-scale turbulent 

fires. The development of the combustion model consists of studying the different libraries of 

flamelet solutions produced using the different methods (SLFV1, SLFV2, ULFV1, ULFV2). 

Studying the different models of the turbulent flame LUT parameters as the sub-grid scale 

variance of mixture fraction, the scalar dissipation rate as well as the heat loss parameter. The 
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radiation model features a description of non-local phenomenon through the Radiative Transfer 

Equation (RTE). Different treatments of coupled combustion and radiation effects at flamelet 

scale are considered: a treatment in which local radiation phenomena are neglected inside the 

flamelet solver and a treatment in which these phenomena are included inside the flamelet 

solver and also sub-grid scale turbulence-radiation interactions (TRI) are included in the RTE 

solver. This chapter also presents a study on the sensitivity of the number of outer loops in the 

PIMPLE algorithm. 

It is found in SLFV1/grey and SLFV1/WSGG that both cases under-predict significantly 

the mean temperature �̅� when compared to the experimental data, a result is explained by 

several possibilities: 

• Errors in the assumed PDF shape and/or errors in predictions of the LUT 

parameters, specially the sub-grid scale variance of mixture fraction and the scalar 

dissipation rate. 

• The limitation of the SLFV1 method, which removes constantly the total enthalpy 

over the mixture fraction when treating with the heat losses to generate the flamelet 

library. 

Plus, the simulated global radiative heat loss fraction in both SLFV1/grey and SLFV1/WSGG 

is also significantly under-predicted, a result is interpreted as the consequence of the low 

simulated temperature as well as the absence of the turbulence-radiation interaction (TRI). 

 The development of the flamelet combustion model  is continued and focuses on fixing 

the limitation in the way the heat losses are treated in SLFV1. SLFV2, which has a more 

elaborate heat loss treatment using a method called Prescribed Local Radiative Fraction 

(PLRF), is introduced. Two simulations named SLFV1/Grey and SLFV2/Grey are performed, 

and their simulated results show that SLFV2/Grey is better in both temperature prediction and 

global radiative heat loss fraction when compared with SLFV1/Grey. However, the simulated 

mean temperature �̅� (global radiative fraction 𝜒𝑟𝑎𝑑
𝑔

) in SLFV2/Grey is still under-predicted by 

100 K (3 %) when compared to the measurements. 

 The radiation model used in SLFV1/Grey and SLFV2/Grey is the grey model without 

considering the sub-grid scale turbulence-radiation interactions (TRI). To bring more physics 
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into the grey radiation model, the sub-grid scale TRI through a flamelet-based description of 

the emission term and mean absorption coefficient are accounted for. Two simulation named 

SLFV2/GreyNoTRI (without TRI) and SLFV2/GreyTRI (with TRI) are performed and the 

results show that the accuracy of predictions in the global radiative power is improved in the 

case of SLFV2/GreyTRI. We find 𝜒𝑟𝑎𝑑
𝑔

= 22.9%, in the case of SLFV2/GreyNoTRI. We just 

have 𝜒𝑟𝑎𝑑
𝑔

= 19.6% (𝜒𝑟𝑎𝑑
𝑔

= 23.0% in the experimental data). Note that the simulated mean 

temperature �̅� in all flamelet simulations so far is still low when compared to the measurement, 

hence, when the prediction of �̅� is improved and increased closer to the measurement, 𝜒𝑟𝑎𝑑
𝑔

 

will be expected to be higher than the current accurate prediction (22.9%) by the grey model. 

 One of the possibilities that could lead to wrong predictions in simulated temperatures is 

errors in the assumed PDF shape and/or errors in predictions of the LUT parameters, specially 

the sub-grid scale variance of mixture fraction and the scalar dissipation rate. The study in 

section V.3.4 on the different sub-grid scale variance of mixture fraction 𝑍�̃� models shows that 

the estimated temperature in the Algebraic model 2 and Transport equation cases is slightly 

better than in Algebraic model 1. Section V.3.5 investigates two PDF models for the mixture 

fraction 𝑝(𝑍): the 𝛽-PDF and the top-hat PDF and its numerical results shows almost the same 

results in both temperature and global radiative heat loss fraction, a result proves the point that 

it is insensitive to the choice of 𝑝(𝑍) [47]. Section V.3.6 studies on the effect of using the 

effective scalar dissipation rate 𝜒𝑠𝑡,𝐸𝑓𝑓̃  for replacing the instantaneous one 𝜒𝑠�̃�. The predicted 

temperature and global radiative heat loss fraction in the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case are not better than those 

in the 𝜒𝑠�̃� case, but the predicted global heat release rate is (80.24 % for the 𝜒𝑠𝑡,𝐸𝑓𝑓̃  case and 

40.11 % for the 𝜒𝑠�̃� case when compared to the nominal global heat release rate), a result proves 

that 𝜒𝑠𝑡,𝐸𝑓𝑓̃  is a better choice for the flame stretch model. 

The last study on the sensitivity for the number of outer loops in the PIMPLE algorithm 

shows that the simulated results in simulations with 𝑁 > 5 are much better than those obtained 

with 𝑁 = 3. Detailed analyses on the simulated temperature, global radiative heat loss fraction, 

global heat release rate help us to choose 𝑁 = 8 as the baseline choice for simulations with the 

flamelet model. 
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In conclusion, this chapter focuses on developing combustion and radiation models for 

LES of well-controlled laboratory-scale fires and it is evaluated in simulations of the methane-

fueled turbulent line fire with the co-flow at the air condition. The studies in this chapter 

determine the best models and choice of parameters, which are going to be selected for 

simulations in the next chapter. 
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  Results: Turbulent Line Fire exposed to air-

nitrogen co-flow without extinction 

The previous chapter focuses on developing combustion and radiation models for LES of 

well-controlled laboratory-scale fires and it is evaluated in simulations of the methane-fueled 

turbulent line fire with the co-flow at the air condition. Studies in this chapter are the 

continuation of the study in previous section and aim to support the development and validation 

of models used to simulate the response of fires to the activation of suppression systems by 

gaseous agents. 

The modeling framework features the flamelet combustion model and the grey radiation 

model with TRI, which are developed in Chapter V. The experimental configuration is the 

turbulent line fire with a controlled co-flow. The co-flow is an air-nitrogen mixture with 

variable oxygen dilution conditions, in which the conditions leading to full flame extinction is 

not considered. The flamelet model, which is capable of simulating the full extinction flame, 

will be developed in future works. Numerical results are evaluated against experimental 

measurements, which include the mean oxygen mole-fraction at 𝑋𝑂2 = 0.18, the global 

radiative heat loss fraction and the combustion efficiency. 

In the following, the experimental configuration is described in section VI.1. The 

numerical configurations, which include a description of the laminar flamelet library 

generation in the flamelet combustion model, are presented in section VI.2. Simulated results 

in the time-averaged temperature, molar fractions of oxygen, global heat loss fraction, global 

heat release rate are compared against the experimental data in section VI.3. Finally, 

conclusions are drawn, and the direction of future works is introduced. 

VI.1 Experimental configuration 

The turbulent line burner described in section V.1 corresponds to the baseline 

unsuppressed flame configuration, i.e., the co-flow is made of pure air. In the present study, 

the configuration adopted is also the turbulent line burner, but corresponds to suppressed flame 

configurations, i.e., the air is diluted by nitrogen at the co-flow. The air and nitrogen mass flow 
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rates are variable while the total mass flow rate is fixed (and equal to 85 g/s). The oxygen mole 

fraction in the co-flow denoted as 𝑋𝑂2 varies between 21% and 11%. 

An additional small co-flow stream of pure oxygen, called the oxygen anchor, is 

introduced along the length of the burner to strengthen the base of the flame and oppose liftoff 

extinction [75] (see Figure 95). The velocity of the oxygen anchor is 1.2 cm/s, corresponding 

to a mass flow rate of 0.08 g/s, and a nominal anchor-limited total heat release rate of 1 kW or 

2% of the size of the unsuppressed flame. 

 

Figure 95: Top view of the burner/co-flow outlet. Extracted from [22]. 

 

Flame suppression is characterized through a variety of diagnostics including: 

• Measurements of the global combustion efficiency using CO2 generation and O2 

consumption calorimetry [32]. 

• Measurements of the global radiative loss fraction using a heat flux transducer 

combined with time-resolved infrared camera imaging and a multipoint radiation 

source model [75]. 

• Measurements of local gas temperature using exposed-junction, 1.0 mm bead-

diameter K-type thermocouple probes (uncertainty ± 2 K; response time ∼3 s). 
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• Measurements of local oxygen mole-fraction using a sampling probe connected to 

a Servomex 540E paramagnetic oxygen-analyzer (uncertainty ± 1250 ppm, 

response time ∼5 s) [75]. 

• Combustion products for calorimetry measurements are collected in an exhaust 

duct, where a gas sampling system provides measurement of the mole-fractions of 

O2, CO2, CO and H2O. 

From these measurements, the global heat release rate (±1.5 kW) is derived via mass 

conservation analysis (for a detailed description of this measurement, the reader is referred to 

Ref. [32]). Combustion efficiency (±3%) is determined by dividing the calorimetry-derived 

heat release rate by the nominal total heat release rate of the flame (50 kW), defined as the 

product of the measured fuel mass flow rate times the theoretical heat of combustion. The 

combustion efficiency is a function of the oxygen mole-fraction in the co-flow. Global flame 

extinction is observed at 𝑋𝑂2,𝑒𝑥𝑡 = 12.2% ± 0.2%. 

VI.2 Numerical configurations 

VI.2.1 Numerical configuration 

The test in section V.3.7 suggests that we should use the number of outer loops in the 

PIMPLE algorithm equal to 8, instead of 3. The over-prediction of the global radiation heat 

losses in the grey radiation is the reason for motivating us to use the more elaborate model in 

next steps: the banded Weighted-Sum-of-Grey-Gases (WSGG) model that accounts for 

spectral variations of radiation properties. The number of outer loops of 8 and WSGG cost 

computationally expensive and make simulations less practical. To overcome the issue, several 

solutions are proposed: 

➢ First, the computation domain is reduced from 2 × 2 × 2 m3 and now has only 1.5-

m-wide in the cross-stream x-direction, 1.2-m-long the spanwise y-direction and 

2-m-high in the vertical z-direction. The grid has almost the same in the refinement 

block (15 × 50 × 30 cm3), which contains the flame region and features a uniform 

grid with cubic cells. The grid cell size is Δ𝑥1 = 5 mm (i.e., 10 grid cells across 

the burner width). The outside of the refinement block is stretched in the outward 
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direction from the flame region with the expansion-ratio equal to 4% (see Figure 

96). The total number of cells is reduced from 4.7 million to 2.7 million. 

 

Figure 96: Reduced computational domain with the stretched mesh. 

➢ Second, the duration of simulations is reduced from 30 s to 20 s and turbulent 

statistics are collected for the final 15 s of each simulation after the flow and flame 

become statistically stationary and long enough for the statistics to be converged. 

Some tests studying the effects of the changes of the gird (not shown here) have negligible 

discrepancies. The computational cost for new simulations after implementing these changes 

are similar to those with the full size (2 × 2 × 2 m3) with the number of outer loops of 3. 

VI.2.2 Modeling framework 

Modeling choices in the present study, i.e., the flame exposed to the co-flow with 

decreasing oxygen strength will use the best options so far based on the preliminary studies in 

Chapter V and they are summarized briefly in Table 11.  
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Laminar flamelet 

library 
𝑝(𝑍) 𝑍�̃� model 

Flame 

stretch 

Radiation 

model 

Number of outer 

loops in PIMPLE 

ULFV1 

parameterized by 

(𝑍, 𝜒𝑠𝑡,𝐸𝑓𝑓 , Δℎ𝑠𝑡) 

Top-hat 

PDF 

Algebraic 

model 2 
𝜒𝑠𝑡,𝐸𝑓𝑓̃  

Grey with 

the TRI 

treatment 

8 

Table 11: Summary of the modeling choices. 

Numerical simulations in the present study are performed at the mole fraction of oxygen 

𝑋𝑂2 equal to 0.21, 0.18, 0.16, 0.14, 0.13, where the extinction still does not occur. The laminar 

flamelet libraries used for the different 𝑋𝑂2 cases are produced using the ULFV1 method. First, 

the steady adiabatic solutions located at the stable branch of the S-shaped curve for different 

values of χst ranging from 10-4 [1/s] to the upper extinction limit 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 are generated with only 

changes in the boundary condition at the oxidizer side for oxygen and nitrogen between all 𝑋𝑂2 

cases (as demonstrated in Figure 97). Figure 98 shows that when decreasing 𝑋𝑂2, the peak 

temperature is decreased, and its location tends to move closer toward the boundary at 𝑍 = 0. 

The reason is that the stoichiometric mixture fraction 𝑍𝑠𝑡, which is given by: 𝑍𝑠𝑡 =

𝑌𝑂2
0 /(𝜉𝑌𝐶𝐻4

0 + 𝑌𝑂2
0 ), where 𝜉 = 4 in the methane flame, decreases linearly as a function of 𝑋𝑂2 

(Figure 99). 

(a) (b) 

Figure 97: Comparison of the mass fraction of oxygen (a) and nitrogen (b) profiles 

across the flamelet at 𝜒𝑠𝑡 = 0.01 [1/s] for the different 𝑋𝑂2 cases. 
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(a) (b) 

Figure 98: (a) Comparison of the peak temperature over 𝜒𝑠𝑡 (a) and the temperature 

profile across the flamelet at 𝜒𝑠𝑡 = 0.1 [1/s] (b) between all 𝑋𝑂2 cases at the adiabatic 

condition. 

 

Figure 99: The stoichiometric mixture fraction 𝑍𝑠𝑡 as a function of the molar fraction of 

oxygen 𝑋𝑂2. 

The steady adiabatic solution then is used as the initial solution for the unsteady flamelet 

calculations with a given 𝜒𝑠𝑡 over time. The process is repeated for different given values of 



Chapter VI Results: Turbulent Line Fire exposed to air-nitrogen co-flow without extinction 

126 

𝜒𝑠𝑡 covering all the range for each 𝑋𝑂2. Figure 100 shows the all unsteady flamelet solutions 

for all 𝑋𝑂2 cases including the flamelets, which will be used in the flamelet library, and the 

flamelet, which will be ignored in the flamelet library due to the non-monotonic issues, which 

is explained in section IV.1.2a 

(a) (b) 

(c) (d) 



Chapter VI Results: Turbulent Line Fire exposed to air-nitrogen co-flow without extinction 

127 

(e) (f) 

Figure 100: Peak temperatures as a function of stoichiometric scalar dissipation rate for 

all unsteady/grey solutions generated by the ULFV1 method at 𝑋𝑂2 = 0.21 (a), 𝑋𝑂2 = 0.18 

(b), 𝑋𝑂2 = 0.16 (c), 𝑋𝑂2 = 0.15 (d), 𝑋𝑂2 = 0.14 (e), 𝑋𝑂2 = 0.13 (f). Cian dots symbols 

represent unsteady solutions, which will be used in the laminar flamelet library. Meanwhile, 

black dot symbols are solutions, which are ignored in the laminar flamelet library. 

 Some thermochemical quantities of interest in the flamelet library catch our attention in 

the current study. Figure 101 shows that at the same values of the flamelet library parameters 

χst and Δℎ𝑠𝑡, the radiative emission term, which will be extracted and used in the RTE equation 

in FireFOAM, decreases when 𝑋𝑂2 is decreased. It implies that the simulated global heat loss 

fraction 𝜒𝑟𝑎𝑑
𝑔

 for the turbulent line burner is expected to have a decreasing trend when 𝑋𝑂2 is 

decreased. Figure 102 shows the magnitude of integrated heat release rate, which is extracted 

and used in FireFOAM for the flame power check, increases like the square root of 𝜒𝑠𝑡 for all 

𝑋𝑂2 cases. However, for a lower value of 𝑋𝑂2, at a given 𝜒𝑠𝑡, the heat release rate is slightly 

higher. 
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Figure 101: Comparison of the radiative emission across the flamelet characterized by 

𝜒𝑠𝑡 = 0.1 [1/s] and 𝛥ℎ𝑠𝑡 = 0 [kJ/kg] between 𝑋𝑂2 cases. 

 

Figure 102: Comparison of the integrated heat release rate across the flamelet 

characterized by 𝜒𝑠𝑡 = 0.1 [1/s] and 𝛥ℎ𝑠𝑡 = 0 [kJ/kg] between 𝑋𝑂2 cases. 
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The decreased strength of oxygen of the oxidizer side has a strong impact on the extinction 

limits. Figure 103 shows that the flame zone, defined as the location between the high 

extinction limits 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 (which is caused by the aerodynamic strain rate) and the low extinction 

limit 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 (which caused by the radiation heat loss), narrows down when 𝑋𝑂2 is decreased. 

From 0.21 to 0.15 of 𝑋𝑂2, 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 decreases strongly while 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 is almost unchanged. From 0.15 

to 0.13, 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 accelerates the decrease and 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 starts increasing. The results are expected to 

have no flame zone anymore, i.e., 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 and 𝜒𝑒𝑥𝑡
𝑙𝑜𝑤 intersect, when 𝑋𝑂2 is decreased to lower 

values than 0.13. At high values of 𝑋𝑂2 (from 0.21 to 0.16), 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 stays at the locations where 

radiation heat loss can be neglected, hence 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 can be identified either in the steady/adiabatic 

calculation or the steady/non-adiabatic calculation. For lower values of 𝑋𝑂2, (from 0.16 to 

0.13), 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 is decreased to lower values, i.e., to flame conditions, where radiation plays an 

important role and can not be neglected. Hence, 𝜒𝑒𝑥𝑡
ℎ𝑖𝑔ℎ

 is lower in the steady/adiabatic condition 

than the steady/non-adiabatic condition. 

 

Figure 103: Peak temperature as a function of stoichiometric scalar dissipation rate for 

all unsteady/grey solutions. 
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VI.3 Results and discussion 

VI.3.1 Spatial variations of temperature and oxygen mole-fraction 

The modeling developments as well as parameter sensitivity studies for the flamelet 

combustion model in Chapter V are performed with the flame-air condition, i.e., 𝑋𝑂2 = 0.21. 

The simulated results are evaluated against the baseline EDC/PGRF and the experimental 

measurements in the mean temperature T̅ and the rms temperature Trms along the flame 

centerline (Figure 104), in the cross-stream direction 𝑥 at the evaluations: 𝑧 = 25 cm (Figure 

105), 𝑧 = 50 cm (Figure 106), 𝑧 = 75 cm (Figure 107) and 𝑧 = 100 cm (Figure 108). The 

numerical results with the flamelet model show a good agreement with the baseline and the 

experimental data in for the mean temperature T̅. In contrast, the simulated rms temperature 

Trms for both the flamelet/grey and the EDC/PGRF are over-predicted by 100 K at the flame 

region. 

(a) (b) 

Figure 104: LES simulations of the turbulent line burner. Vertical variations of (a) the 

mean temperature �̅� and (b) the rms temperature 𝑇𝑟𝑚𝑠 along the flame centerline at 𝑋𝑂2 =

0.21. 
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(a) (b) 

Figure 105: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.25 m for 𝑋𝑂2 = 0.21. See the legend of Figure 104. 

(a) (b) 

Figure 106: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.5 m for 𝑋𝑂2 = 0.21. See the legend of Figure 104. 
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(a) (b) 

Figure 107: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 0.75 m for 𝑋𝑂2 = 0.21. See the legend of Figure 104. 

(a) (b) 

Figure 108: Cross-stream variations of (a) the mean temperature �̅� and (b) the rms 

temperature 𝑇𝑟𝑚𝑠 at 𝑧 = 1.0 m for 𝑋𝑂2 = 0.21. See the legend of Figure 104. 

The good agreement in the mean temperature with 𝑋𝑂2 = 0.21 suggests that both 

modeling developments and parameter choices for the flamelet combustion model are at a high 

accuracy and these modeling choices are simply re-used in simulations for the flame exposed 

to the co-flow with decreasing oxygen strength. 
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Now, we turn to a brief description on spatial variations of temperature and oxygen mole-

fraction statistics. Except for the 𝑋𝑂2 = 0.21 case, experimental measurements are currently 

only limited to mean (time-averaged) values (temperature and oxygen mole-fraction), limited 

to cross-stream profiles at two elevations : z = 0.125 m and z = 0.25 m, and limited to the 

𝑋𝑂2 = 0.18 case. 

Figure 109 presents a comparison between the simulated and measured mean values of 

thermocouple temperature and oxygen mole-fraction as a function of the cross-stream distance 

𝑥 at two elevations: 𝑧 = 12.5 cm and 𝑧 = 25 cm. The simulated temperature with both 

EDC/PGRF and flamelet/grey is slightly under-predicted by less than 10 % when comparing 

with the experimental measurement. The under-predicted temperature could be due to over-

prediction of the radiative heat losses, which will be presented the next section. 

(a) (b) 

(c) (d) 
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Figure 109: Spatial cross-stream variations of simulated (for both the baseline 

EDC/PGRF and flamelet/grey cases) and measured mean values of temperature and oxygen 

mole-fraction. Case with diluted air-nitrogen co-flow with 𝑋𝑂2 = 0.18, (a) Mean 

temperature at z =12.5 cm, (b) Mean oxygen mole-fraction at z = 12.5 cm, (c) Mean 

temperature at z =25 cm, (d) Mean oxygen mole-fraction at z = 25 cm. 

 The simulated oxygen mole-fraction for EDC/PGRF shows good agreement with the 

experimental data. In contrast, flamelet/grey does not have a good prediction, specially at the 

locations far away from 𝑥 = 0. The reason for the wrong prediction comes from a restriction 

of the current flamelet model. We know that the experimental configuration has three streams: 

Fuel, Co-flow and Air entrainment (Figure 110 (a)) while in the flamelet model, only one 

mixture fraction is used, hence only the fuel and co-flow streams can be involved. Therefore, 

we assume that in the numerical configuration for the flamelet model, the air entrainment flow 

is replaced by the co-flow (see Figure 110 (b)). Figure 109 (b) shows that at 𝑧 = 12.5 cm and 

for |𝑥| ≥ 0.19 m, where the co-flow stream with 𝑋𝑂2 = 0.18 and the air entrainment stream 

with 𝑋𝑂2 = 0.21 mix together, the flamelet model differs to the baseline EDC/PGRF (which 

does not have the limitation) as well as the measurement. Figure 109 (d) shows that at 𝑧 = 25 

cm, where the air entrainment stream and co-flow stream mix basically everywhere, hence the 

experimental data is much higher than those in flamelet/grey. 

(a) (b) 

Figure 110: Demonstration of three streams in the experimental configuration (a) and 

two streams in the numerical configuration corresponding to the flamelet model (b). 
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VI.3.2 Flame radiative emissions 

The experimental database includes measurements of the global radiative loss fraction 

𝜒𝑟𝑎𝑑
𝑔

 using a heat flux gauge (the remote gauge), which is combined with an infrared camera 

imaging and a radiation source model [23]. It is found in Ref. [23] the global radiative heat 

loss fraction 𝜒𝑟𝑎𝑑
𝑔

 is not constant throughout a series of experiments and gradually decreases 

as the flame is exposed to the co-flow with decreasing oxygen strength. In the present study, 

the description of thermal radiation is treated with the grey radiation model coupled with TRI. 

Simulations are performed with a duration of 20 s and turbulent statistics are collected for the 

final 15 s of each simulation for different values of 𝑋𝑂2 (6 cases: 0.21, 0.18, 0.16, 0.15, 0.14, 

and 0.13). 

Figure 111 and Figure 112 show that the simulated and measured global radiative power 

𝜒𝑟𝑎𝑑
𝑔

 decreases gradually as 𝑋𝑂2 is decreased. While the decreasing trend is well captured in 

the numerical simulations, flamelet/grey significantly over-predicts 𝜒𝑟𝑎𝑑
𝑔

 when compared to 

the measurements. The reason could be explained by the usage of the radiation model with the 

grey assumption. In order to improve the performance of predicting 𝜒𝑟𝑎𝑑
𝑔

, a more elaborate, 

non-grey model coupled with TRI, which can account for the variation of radiation properties 

with wavelength, will be considered in future works. 
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Figure 111: Global radiative power over time in the flamelet/Grey case for different 

values of 𝑋𝑂2. 

 

Figure 112: Comparison of simulated global radiative power against the measurements 

as a function of oxygen mole-fraction. 
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VI.3.3 Combustion efficiency 

Section V.3.6 introduced a method for checking the total energy released in the flamelet 

model by spatially integrating over the computational domain the volumetric heat release rate 

𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅, which is extracted from the turbulent flame LUT: �̇�𝑐𝑜𝑚𝑏 = (∫ 𝜔ℎ𝑠

′′′̇̅̅ ̅̅ ̅𝑑𝑉
𝑉

). Since 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅ is not 

used in the energy equation, hence the simulated temperature is not dependent on 𝜔ℎ𝑠
′′′̇̅̅ ̅̅ ̅. 

Therefore, this energy checking method cannot guarantee that that the flamelet-based value of 

�̇�𝑐𝑜𝑚𝑏 is equal to the experimental 50 kW. Another method, which uses directly relating-

temperature quantities to calculate the total energy released in the flamelet model �̇�𝑐𝑜𝑚𝑏, is 

proposed and calculated as follows: 

�̇�𝑐𝑜𝑚𝑏 = ∫−∇. �̇�′′̅̅ ̅̅ ̅̅ 𝑑𝑉 + ∮ �̅��̃�𝑗ℎ̃𝑠𝑑𝑆 + ∮ �̅�(
𝜈

𝑃𝑟
+
𝜈𝑠𝑔𝑠

𝑃𝑟𝑠𝑔𝑠
)
𝜕ℎ̃𝑠
𝜕𝑥𝑗

𝑑𝑆 (VI-1) 

where ℎ̃𝑠 denotes the sensible enthalpy and is obtained through the subtraction of the chemical 

enthalpy ℎ̃𝑐 from the total enthalpy ℎ̃ (ℎ̃𝑠 = ℎ̃ − ℎ̃𝑐). The R.H.S of the Eq. (VI-1), in which 

the first, second, third term represents the radiation, convection, diffusion heat transfer 

respectively, calculates to the total net energy coming out from the computational domain. 

Figure 113 (a) shows that for 𝑋𝑂2 = 0.21 diffusion heat transfer’s contribution is very 

small and negligible. The total heat transfer is mainly contributed by the radiation and 

convection methods, which correspond approximately to 35% and 65% respectively. We found 

the time-averaged of the total heat transfer rate �̇�𝑐𝑜𝑚𝑏 = 53.615 kW and after dividing by the 

nominal global heat release rate (50 kW), the result is found to correspond to 107.23 % of the 

nominal global heat release rate. Like for 𝑋𝑂2 = 0.21, we found the similar results for 𝑋𝑂2 =

0.18 with �̇�𝑐𝑜𝑚𝑏 = 53.84 kW corresponding to 107.68 % of the nominal global heat release 

rate. 
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(a) (b) 

Figure 113: Comparison of the heat transfer methods calculating the energy coming out 

of the numerical domain as a function of time for 𝑋𝑂2 = 0.21 (a) and for 𝑋𝑂2 = 0.18 (b). 

Figure 114 shows the comparison of simulated combustion efficiency against the 

measurements as a function of 𝑋𝑂2 with the nominal global heat release rate (50 kW) as a 

reference. When comparing with the experimental data, we found that the numerical results 

slightly over-predict the global heat release rate for different values of 𝑋𝑂2. The simulated 

global heat release rate is considered as a quite good result since the discrepancy is only about 

7%. 
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Figure 114: Comparison of simulated combustion efficiency against the measurements 

as a function of oxygen mole-fraction. 

VI.4 Conclusion 

The studies in the chapter VI aim to support the development and validation of models 

used to simulate the response of fires to the activation of suppression systems by gaseous 

agents. Models and parameters used in the simulations of this chapter are chosen based on the 

modeling development, parameters sensitivity studies performed in the previous chapter. The 

modeling framework features the flamelet combustion model and the grey radiation model 

with TRI. The numerical configuration size is reduced from 2 × 2 × 2 m3 to 1.5 × 1.2 × 2 m3 

with the stretched grid type. The experimental configuration is the turbulent line fire with a 

controlled co-flow. The co-flow is an air-nitrogen mixture with variable oxygen dilution 

conditions, in which the conditions leading to full flame extinction is not considered. The 

description of flame extinction and re-ignition events requires an additional laminar flamelet 

library parameter typically chosen as a reaction progress variable [67]. This extension of the 

model will be considered in future work. 

A series of new numerical simulation for different values of 𝑋𝑂2 is performed and then 

evaluated against the experimental measurements. It found that at 𝑋𝑂2 = 0.18, the flamelet 

model slightly under-predicts the mean temperature (less than 10 %), a result that could be 
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explained by the over-prediction of radiation heat losses of the grey model. The simulated 

results of mean oxygen mole-fraction have a big discrepancy when comparing with the 

measurement, a result that reveals the limitation of the current flamelet model, which allows 

only two streams (fuel and co-flow) to be involved while the experimental configuration 

features a third stream, i.e., the air entrainment stream. The comparison between the numerical 

and experimental methods for the global radiative heat losses 𝜒𝑟𝑎𝑑
𝑔

 are also demonstrated. The 

numerical results capture well of the decreasing trend of 𝜒𝑟𝑎𝑑
𝑔

 when 𝑋𝑂2 is decreased, however, 

significantly over-predict 𝜒𝑟𝑎𝑑
𝑔

 when comparing with the measurements at each 𝑋𝑂2. The over-

prediction of 𝜒𝑟𝑎𝑑
𝑔

 is due to the limitation of the grey model, which neglects the variation effect 

of radiation properties with wavelength. The simulated combustion efficiency agrees very well 

with the experimental data with the discrepancy of only 7%.
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Conclusion and future work 

The context of this thesis is that CFD modeling applied to fire safety problems has made 

remarkable progress over the past two decades, but modeling capabilities still remain limited 

by a number of simplifying assumptions of variable and often unknown accuracy. Combustion 

models used in simulations of fires generally rely on a global combustion equation and do not 

include finite rate chemistry. In addition, radiation models used in simulations of fires 

generally rely on the assumption of a linear relationship between radiative power and heat 

release rate using a coefficient of proportionality or the global radiant fraction (GRF). These 

models must rely on the empirical calibration of GRF with fuel type and fire conditions. 

Hence, the general objective of this research project is to develop models that account for 

combustion chemistry, and that calculate (rather than prescribe) radiant emissions. The 

proposed modeling framework uses the LES approach and is based on a laminar flamelet 

model and a careful treatment of the coupling between combustion and radiation that 

differentiates between non-local (i.e., non-flamelet) and local (i.e., flamelet) effects. The model 

also includes a description of sub-grid scale turbulence-radiation interactions (TRI). This 

modeling approach is tested against measurements performed in an experiment previously 

studied at the University of Maryland (UMD) and corresponding to a buoyancy-driven, 

turbulent line flame with a controlled air-nitrogen co-flow. 

The manuscript features six chapters and each chapter is devoted to specific tasks as 

follows: 

• In Chapter I, a brief introduction on fire, principals CFD methods and two solvers 

of fire modeling, the limitations of the current combustion and radiation models in 

fire applications are first presented. Then, the plan and objective of this project is 

introduced. 

• In Chapter II, the numerical solver, the general governing equations for flows are 

introduced, followed by an introduction of the adopted turbulence model, of the 

baseline combustion model as well as radiation models. 

• Chapter III provides some preliminary studies on the laminar, planar, strained 

counterflow diffusion flame, which is considered as flamelet in the flamelet 
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combustion model. The basic concepts, notations and governing equations in both 

physical space and mixture fraction space, which are important to understand how 

such flows are solved for in combustion codes, are introduced. The chapter 

investigates also the sensitivity of the laminar flamelet solutions to modeling 

choices in radiation model, chemical kinetic mechanism as well as stoichiometric 

scalar dissipation rate under the steady state assumption to select the baseline 

modeling choices for the subsequent simulations. Finally, interesting and 

important physical phenomena related to unsteady effects are presented for both 

constant and time-dependent 𝜒𝑠𝑡 cases. 

• Chapter IV is devoted to introduce the flamelet combustion model, which differs 

in choices made for the flamelet library generation, flamelet parametrization, PDF 

formulation as well as parameter variables used for the turbulent LUT. Four 

different methods for producing the laminar flamelet library are first proposed. 

Then, the relation between the instantaneous thermochemical quantities and LES-

filtered ones is provided using the presumed PDF approach. The assumption of 

statistically independent parameters in the joint PDF is made. The scalar 

dissipation rate PDF 𝑝(Χ), the heat loss parameter PDF 𝑝(Η) are assumed to be a 

Dirac delta function; the 𝛽-PDF or the top-hat PDF is adopted for the PDF of 

mixture fraction 𝑝(𝑍). The turbulent LUT that are parametrized by (�̃�, 𝑍�̃�, Χ̃, Η̃) is 

pre-tabulated. Finally, the chapter provides various modeling options for �̃�, 𝑍�̃�, Χ̃, 

and Η̃ in the turbulent LES-solver. 

• The purpose of Chapter V is to develop the flamelet combustion model and 

radiation model for large eddy simulations (LES) of well-controlled laboratory-

scale turbulent fires. The development of the combustion model consists of: 

➢ Studying the different libraries of flamelet solutions produced using four 

different methods: uniform values of enthalpy deficit across the flame in 

SLFV1; prescribed local radiative heat loss fraction in SLFV2; evolution at 

different constant values of 𝜒𝑠𝑡 with full grey model in ULFV1 and evolution 

with χst(t) = 25 exp(−40𝑡); and prescribed local radiative heat loss fraction 

used in modified grey model in ULFV2. 
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➢ Studying the different models of the turbulent flame LUT parameters such as 

the sub-grid scale variance of mixture fraction, the scalar dissipation rate as 

well as the heat loss parameter. 

The radiation model features a description of non-local phenomenon through the 

Radiative Transfer Equation (RTE). Different treatments of coupled combustion 

and radiation effects at flamelet scale are considered: 

➢ A treatment in which local radiation phenomena are neglected inside the 

flamelet solver. 

➢ A treatment in which these phenomena are included inside the flamelet 

solver and also sub-grid scale turbulence-radiation interactions (TRI) are 

included in the RTE solver. 

This modeling framework is incorporated into the LES solver FireFOAM, 

developed by FM Global. This chapter also presents a study on the sensitivity of 

the number of outer loops in the PIMPLE algorithm. It is evaluated in simulations 

of a two-dimensional, plane, buoyancy-driven, turbulent, diffusion methane-air 

flame experimentally characterized by measurements of local temperatures and 

global flame emissive power. The best modeling developments and parameters 

choices are concluded and going to be used in simulations in Chapter VI. 

• Chapter V focuses on developing combustion and radiation models for LES of 

well-controlled laboratory-scale fires and it is evaluated in simulations of the 

methane-fueled turbulent line fire with the co-flow at the air condition. Studies in 

Chapter VI are the continuation of the study in Chapter V and aim to support the 

development and validation of models used to simulate the response of fires to the 

activation of suppression systems by gaseous agents. The modeling framework 

features the flamelet combustion model and the grey radiation model with TRI, 

which are developed in Chapter V. The experimental configuration is the turbulent 

line fire with a controlled co-flow. The co-flow is an air-nitrogen mixture with 

variable oxygen dilution conditions, in which the conditions leading to full flame 

extinction is not considered. The flamelet model, which is capable of simulating 

flame extinction and re-ignition events, require an additional laminar flamelet 

library parameter typically chosen as a reaction progress variable. This extension 
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of the flamelet model will be developed in future work. Numerical results are 

evaluated against experimental measurements, which include the mean oxygen 

mole-fraction at 𝑋𝑂2 = 0.18, the global radiative heat loss fraction and the 

combustion efficiency. Numerical results are found to over-predict the total heat 

loss fraction, but successfully capture the decreasing trend of the global heat loss 

fraction when exposing the flame to the co-flow with decreasing oxygen strength. 

The over-predictions of heat losses can be explained by the limitation of using the 

grey assumption of the radiation model. We found that at 𝑋𝑂2 = 0.18, the 

predicted mean oxygen mole-fraction have some discrepancies when comparing 

with the measurement, a result reveals the limitation of the current flamelet model. 

Finally, the simulated combustion efficiency agrees very well with the 

experimental data with the discrepancy of only 7%. 

Despite some big progresses in this study on the combustion model development by 

accounting for combustion chemistry and the radiation model development by calculating 

(rather than prescribe) radiant emissions, there are still restrictions in the current modeling 

framework: 

• The first restriction is the significant over-prediction of the radiative heat losses by 

the grey model when compared to the measurement. In order to capture more 

correctly the global radiative heat loss fraction, the development of a new and more 

elaborate radiation model with non-grey properties is ongoing (but not shown here) 

[76] by a member in our research team, Rui Xu, a PhD student at FPE, University 

of Maryland. The non-grey radiation model in [76] uses the WSGG approach, 

which is developed by Modest [41]. This approach is often referred to as the 

banded WSGG model. The WSGG model is implemented in both FlameMaster 

and FireFOAM: FlameMaster provides a description of local (i.e., flamelet-based) 

radiation phenomena while FireFOAM provides a description of non-local (i.e., 

non-flamelet) radiation phenomena. 

• The second restriction is that the current flamelet combustion model is limited to 

the flame configuration without extinction/re-ignition events. The description of 

these phenomena requires an additional laminar flamelet library parameter 
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typically chosen as a reaction progress variable [67]; this extension of the model 

will be considered in future work. 

 The toxic gases such as unburned hydrocarbons (UHCs), carbon monoxide (CO) and 

oxides of nitrogen (NOx), from combustion processes has gained increasing attention over the 

past few decades. While carbon monoxide poisoning is the most common cause of fatality in 

fires, NOx is regarded as precursor of chemical smog and as contributor to stratospheric ozone 

depletion. Devising technologies which reduce emissions of such critical species into the 

atmosphere requires the understanding and control of their formation mechanisms. Using the 

flamelet model to predict such gases is a very promising direction in future work since the 

model can provide a complete representation of the generation of intermediate chemical by-

products including these toxic gases. 

 The study in this project is limited to the use of methane in the UMD experiment, which 

is a weakly sooting fuel, hence, soot is neglected. The extension to cases with more strongly 

sooting fuels than methane will require soot modeling, which is a particularly challenging 

problem in turbulent combustion since the study of soot requires strong understanding on the, 

often small-scale, interactions between turbulence, particle dynamics, and chemistry. In 

addition, soot can be the principal consideration in radiative transfer, creating a strong two-

way coupling between the soot and combustion models. The investigation of soot is left as 

future work. 

 The development of the flamelet combustion model and radiation model for large eddy 

simulations (LES) in this project is limited to laboratory-scale turbulent fires. The development 

and validation of engineering-level models used in real-world fire safety applications, which 

need to handle a wide range of interacting physical phenomena and complex geometry in 

industrial or real scenarios, and without the advantage of an accurate description of the fuel 

composition and of its combustion chemistry, can be considered in future work. 
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