
HAL Id: tel-04122643
https://theses.hal.science/tel-04122643

Submitted on 8 Jun 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Controlled quantum dot array segmentation and
complete two-electron spin state readout

Martin Nurizzo

To cite this version:
Martin Nurizzo. Controlled quantum dot array segmentation and complete two-electron spin
state readout. Physics [physics]. Université Grenoble Alpes [2020-..], 2023. English. �NNT :
2023GRALY006�. �tel-04122643�

https://theses.hal.science/tel-04122643
https://hal.archives-ouvertes.fr


THÈSE 
Pour obtenir le grade de 

DOCTEUR DE L’UNIVERSITÉ GRENOBLE ALPES

École doctorale : PHYS - Physique
Spécialité : Physique de la Matière Condensée et du Rayonnement
Unité de recherche : Institut Néel

Segmentation d'une chaîne de boîtes quantiques et lecture complète
d'un état de spin à deux électrons

Controlled  quantum  dot  array  segmentation  and  complete  two-
electron spin state readout
Présentée par :

Martin NURIZZO
Direction de thèse :

Tristan MEUNIER
Directeur de recherche, CNRS Délégation Alpes

Directeur de thèse

Pierre-André Mortemousque
CEA

Co-encadrant de thèse

Rapporteurs :
ANDREA MORELLO
Professeur, University of New South Wales
ISABELLE ROBERT-PHILIP
Directeur de recherche, CNRS DELEGATION OCCITANIE EST

Thèse soutenue publiquement le 16 janvier 2023, devant le jury composé de :
ANDREA MORELLO
Professeur, University of New South Wales

Rapporteur

ISABELLE ROBERT-PHILIP
Directeur de recherche, CNRS DELEGATION OCCITANIE EST

Rapporteure

DAVID FERRAND
Professeur des Universités, UNIVERSITE GRENOBLE ALPES

Président

MATTHIEU DESJARDINS
Docteur en sciences, C12 QUANTUM ELECTRONICS

Examinateur

Invités :
BAPTISTE JADOT
Docteur en sciences, CEA CENTRE DE GRENOBLE



A mes parents





Contents

Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Introduction 1

1 Isolation and readout of electron spins 5
1.1 Isolating electrons in quantum dots . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.1.1 Fabrication of lateral quantum dots . . . . . . . . . . . . . . . . . . . . 6
1.1.2 Model of a quantum dot . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.3 Remote charge sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2 Electron spin states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.1 Electron spin states in a single quantum dot . . . . . . . . . . . . . . . . 15
1.2.2 Two-electron spin states in a double quantum dot . . . . . . . . . . . . . 17

1.3 Couplings to the environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3.1 Bloch sphere, relaxation, and decoherence . . . . . . . . . . . . . . . . . 21
1.3.2 Hyperfine interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.4 Spin readout techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.4.1 Single spin readout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.4.2 Pauli spin blockade readout . . . . . . . . . . . . . . . . . . . . . . . . 29

1.5 Recent advancements for Pauli spin blockade readout . . . . . . . . . . . . . . . 31
1.5.1 Latching mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.5.2 Cascade mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2 Experimental setup and RF-reflectometry 36
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2 Device presentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3 Sample fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.3.1 Process flow in the clean room . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.2 Electrostatic potential simulations . . . . . . . . . . . . . . . . . . . . . 41

2.4 Cryogenics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.5 Electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.5.1 DC/AC signal generation and signal acquisition . . . . . . . . . . . . . . 44
2.5.2 Printed circuit board design . . . . . . . . . . . . . . . . . . . . . . . . 45

2.6 Software environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.6.1 Measurement software . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.6.2 Raw data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.7 High fidelity RF-SET based charge readout . . . . . . . . . . . . . . . . . . . . 50
2.7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.7.2 RF-SET working principle and theoretical design . . . . . . . . . . . . . 51
2.7.3 Device and resonant circuit elements . . . . . . . . . . . . . . . . . . . . 53
2.7.4 Reflectometry setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.7.5 Single-shot readout and fidelity benchmark . . . . . . . . . . . . . . . . 59

iv



Contents

2.7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3 Charge control in an isolated quantum dot array and on-demand segmentation 64
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.1.1 Device presentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.1.2 Charge readout via DC current measurements . . . . . . . . . . . . . . . 67

3.2 Operation of a QD array in the isolated regime . . . . . . . . . . . . . . . . . . . 67
3.2.1 Stability diagrams in the open regime . . . . . . . . . . . . . . . . . . . 67
3.2.2 Electron loading procedure . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.3 Probing the isolated regime boundaries . . . . . . . . . . . . . . . . . . 72
3.2.4 Detuning control of a double quantum dot in the isolated regime . . . . . 73

3.3 Controlled quantum dot array segmentation via a highly tunable interdot tunnel
coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3.2 Metastable charge state lifetime . . . . . . . . . . . . . . . . . . . . . . 76
3.3.3 Demonstration of on-demand array segmentation . . . . . . . . . . . . . 77

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4 Complete two-electron spin state readout in a double quantum dot 85
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Pauli spin blockade in the fully isolated regime . . . . . . . . . . . . . . . . . . 86

4.2.1 Frozen Pauli spin blockade readout protocol . . . . . . . . . . . . . . . . 87
4.2.2 Spin initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2.3 Readout fidelity benchmark . . . . . . . . . . . . . . . . . . . . . . . . 96
4.2.4 Application: Exchange interaction characterization . . . . . . . . . . . . 99
4.2.5 Application: Exchange oscillations . . . . . . . . . . . . . . . . . . . . 101

4.3 Tools for complete spin state readout . . . . . . . . . . . . . . . . . . . . . . . . 106
4.3.1 S-T+ adiabatic transformation . . . . . . . . . . . . . . . . . . . . . . . 106
4.3.2 Parity readout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.4 Complete two-electron spin state readout protocol . . . . . . . . . . . . . . . . . 113
4.4.1 Presentation of the protocol . . . . . . . . . . . . . . . . . . . . . . . . 113
4.4.2 Characterization on various initial spin states . . . . . . . . . . . . . . . 115
4.4.3 Complete readout procedure for two-electron spin manipulations . . . . . 117

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Conclusion and perspectives 122

Bibliography I

Acknowledgements XXI

v





Introduction

Introduction

ALONG with general relativity, quantum electrodynamics is among the most tested theories

in physics allowing for predictions in a myriad of physical systems with unprecedented precision

[Peskin2018]. This framework allowed for so many major scientific and technical achievements

during the last century that it would be elusive to make an exhaustive list, however, we can cite

the ones that most impacted the different scientific domains to demonstrate how much quantum

physics is important. In solid state physics the understanding of superconductivity, in particle

physics the development of the standard model, the advent of quantum chemistry to understand

the influence of the electronic structure on the properties of molecules and finally in medicine the

possibility to perform magnetic resonance imaging to generate live images of the organs.

While being used by a large part of the scientific community quantum physics intricacies are

difficult to grasp even for experts, indeed, the framework comes with intriguing principles that have

no equivalent in classical physics. For instance, the Heisenberg principle states the existence of

complementary variables such as speed and position that cannot be known with infinite precision

[Kennard1927]. Even more specific to the quantum realm is the possibility to witness a quantum

superposition of states where, until measurement, the system can be represented by a sum of

distinct quantum states. On top of that quantum entanglement, arising when a particle cannot be

described without considering the state of the others, produces correlations when measured that is

not grasped by classical physics [Aspect1982].

Considering this ensemble of properties makes the simulation of quantum systems with more

than 50 particles nearly impossible without dramatic approximations highly limiting the precision

of the output [Georgescu2014]. Indeed, the number of parameters describing the quantum state

composed of N particles is eN , making it very demanding in terms of memory even for supercom-

puters. To tackle this issue Feynman proposed in 1981, during his famous talk "Simulating physics

with computers", that the simulation of such a system could be efficiently tackled by a novel type of

computer called quantum computer composed of elements already integrating the laws of quantum

mechanics [Feynman1982]. A few years later, Deutsch formalizes such a computer by introducing

its core element the quantum bit or qubit [Deutsch1985] and Lloyd proves almost a decade later

that it can be used to create a universal quantum simulator [Lloyd1996]. The qubit is defined as a

quantum mechanical two-level system usually noted |0⟩ and |1⟩ with the ability to be put in a su-

perposition of state described as a |0⟩+b |1⟩ where a,b ∈C and |a|2+ |b|2 = 1. The ability of such

a computer to simulate large quantum systems could have important repercussions in pharmaceu-
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Introduction

tics for instance and is today a field of research on its own called quantum simulation. In parallel

to quantum simulation, researchers started considering using a quantum computer to tackle more

efficiently problems that are poorly treated by classical computers. In 1994, Shor demonstrated

through an algorithm using the characteristics of the quantum computer, that it was possible to

accelerate the factorization of large numbers in two prime numbers [Shor1994]. Through this

work, the community realized the potential of quantum computing and the repercussions it could

have on today’s cryptography protocols for instance and it led the path to many more algorithms

harnessing the quantum properties of qubits.

From there, strong objections were raised concerning the capability to experimentally build

such a computer [Preskill2021]. The decoherence and the relaxation to which every qubit is sub-

ject could be limiting too much the fidelity of the operations needed to perform the theorized

algorithms efficiently. Indeed, while every two-level quantum system can act as a qubit they are

not all good candidates. Therefore Di Vincenzo proposed a set of five rules for the experimental

implementation of a quantum computer [DiVincenzo2000]:

1. A scalable physical system with well-characterized qubits.

2. The ability to initialize the state of the qubits.

3. Long coherence time compared to the operation time.

4. A universal set of quantum gates.

5. The capability to measure specific qubits.

One of the first realizations of a qubit was performed using the outer electron of an ion trapped

by electromagnetic waves. These qubits are today notoriously known to be weakly coupled to

their environment and therefore to have a very long coherence time (3 s) [Cirac1995, Ladd2010].

Nowadays, many platforms are being developed with their pros and cons, and it will be irrele-

vant to make an exhaustive list in this thesis introduction. However, we can cite along trapped

ions, qubits with long coherence times such as photons polarization [Crespi2011], Nitrogen Va-

cancy (NV) centers in diamond [Jelezko2004] and nuclear spins ensemble controlled by Nuclear

Magnetic Resonance [Jones2011]. Solid state qubits such as superconducting circuits [Naka-

mura1999, Barends2014, Arute2019] or electrons stored in semiconducting quantum dots demon-

strate smaller coherence times [Philips2022], but it is usually compensated by smaller gate opera-

tion times and in the end, achieve comparable operation fidelities.

Independently of the chosen platform to encode it, the qubit is prone to errors due to deco-

herence, relaxation, and dephasing and cannot be used directly as a computational qubit. The

implementation of surface code, which consists in using several physical qubits to build a sin-

gle errorless logical qubit could be a solution for practical quantum computing with imperfect

qubits [Bravyi1998, Fowler2012]. The requirements to implement such code are an already high

enough gate fidelity (> 99%) and connectivity between the qubits and their closest neighbors

in a square lattice. The use of electron spins trapped in semiconductor quantum dots seems to
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Introduction

be a promising platform for such implementation and will be the focus of this thesis. Thanks

to recent developments in material fabrication, spin initialization, control, and readout, 99 % fi-

delity is now routinely achieved in different devices and host materials [Warren2022,Mądzik2022,

Noiri2022, Xue2022]. On top of that, spin qubits have another advantage compared to other qubit

platforms, their potential scalability for large-scale quantum computing. Indeed, the fabrication

techniques used to create potential traps for the electrons are very similar to the ones used in

the microelectronic industry, especially now with the recent demonstrations of qubits in silicon

Metal-Oxide-Semiconductor (MOS) structures [Niegemann2022]. It should be in theory pos-

sible to leverage this industrial power to create large arrays of quantum dots in a reproducible

manner and to integrate them with classic CMOS electronics for their control [Li2018, Veld-

horst2017, Vinet2018, Vandersypen2017].

Given the current state of the art, large-scale spin-based quantum computing remains out

of reach due to the variability between the quantum dot parameters and the hardware footprint

needed. Among all the challenges to be tackled such as device fabrication, electronics, cryogen-

ics, software development, and qubit control, in this thesis we decided to focus on the reduction

of complexity and hardware overhead to operate and readout spin qubits. More precisely, we will

perform charge control in a linear array of quantum dots and demonstrate array segmentation to

reduce the number of available charge states by the system. Using this new capability, we will

demonstrate a novel type of readout allowing the discrimination between the four two-electron

spin states. This thesis is divided as follows. chapter 1 is dedicated to the basic concepts used

thorough the whole thesis, we start by discussing electron isolation and charge sensing before

defining electron spins and how they couple to their environment. Finally, we focus on spin read-

out techniques and the recent developments for their integration on dense quantum dot arrays. In

chapter 2, we present the experimental setup used to perform the experiments of array segmenta-

tion and complete readout as well as the work made on RF-reflectometry for charge readout. In

chapter 3, we demonstrate in a triple quantum dot linear array the control of the interdot tunnel

barrier at the nanosecond timescale from the GHz to sub-Hz regime. We use this development to

isolate a subpart of the array in a metastable configuration while performing charge displacement

and readout in the rest of the system. We show that partitioning of the system with the help of

the inter-dot tunnel barriers can lead to a simplification for tuning and offers protection against

unwanted charge displacement. Using this new capability we develop in chapter 4 a protocol of

readout allowing to discriminate the four two-electron spin states. The protocol is based on repet-

itive single shot measurements using Pauli spin blockade and our ability to tune on fast timescales

the interdot tunnel coupling rate over more than ten orders of magnitude.
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Chapter 1. Isolation and readout of electron spins

1.1 Isolating electrons in quantum dots

Quantum dots (QD) are artificial atoms used to trap, manipulate and probe a few electrons

or holes. They recreate a local trapping potential analogous to the one generated by atoms, over

lengths comparable to electrons/holes Fermi wavelength and therefore exhibit the wave-like be-

havior of the trapped particles. These trapped particles are the source of rich physics, certain

aspects of which are grasped by classical electrostatic models. However, these systems also ex-

hibit some purely quantum phenomena such as coherent superposition of states or entanglement

that need to be treated with the appropriate quantum formalism. In the past years several re-

alizations of such quantum dots have been realized using a myriad of different platforms and

techniques, such as self-assembled quantum dots [Klein1996], ion-implanted donors [Pla2013],

electrostatically trapped molecules [Urdampilleta2011], carbon nanotubes [Dekker1999] and fi-

nally semiconductor lateral [Kouwenhoven1997] or vertical dots [Kouwenhoven2001]. The work

presented in this thesis has been performed using lateral quantum dots defined electrostatically in

a GaAs/AlGaAs heterostructure platform.

1.1.1 Fabrication of lateral quantum dots

The GaAs/AlGaAs heterostructure

Thanks to the recent developments in semiconductor fabrication, it is possible today to deposit

atomic layers of different semiconducting materials one after the other. This is achieved with a

high level of control on the interface roughness and with a low density of unintentional impurities

using a technique called molecular beam epitaxy. When two different materials are successively

deposited, the result is called a heterostructure and it is central to the platform used to create

quantum dots in this work. The GaAs/AlGaAs heterostructure involves two semiconductors of

different band gaps, creating a sharp potential well at the interface 110 nm below the crystal (see

Figure 1.1(a)). Thanks to the small lattice mismatch ( 7 %) between the two semiconductors the

interface is almost defect-free, yielding a high mobility electron gas in this region of the het-

erostructure [Manfra2014]. The AlGaAs layer is doped with Si donors and separated from the

potential well by a spacer formed by undoped AlGaAs, providing protection against electron scat-

tering in the potential well. At cryogenic temperatures (100 mK), a fraction of the Si donors is

ionized providing each one electron to the potential well. In this region, electrons accumulate in

such a tightly confined region of space that quantization of the electron states is observed with a

large energy splitting (typically 16 meV) [Nakata1994]. At 100 mK, the thermal energy (∼ 8µeV)

is small compared to the energy level splitting, electrons are therefore only occupying the first

level of the quantum well. In the end, the system is considered purely bi-dimensional and will be

referred to as two-dimensional electron gas (2DEG). Such heterostructures are widely used to fab-

ricate high electron mobility transistors (used in cryogenic amplifiers for instance [Weinreb2007])

and are used as a highly versatile test bed to study mesoscopic physics [Meirav1990, Park2002].

We used in this work a GaAs/Al0.33Ga0.67As heterostructure provided as part of a scientific

6



1.1. Isolating electrons in quantum dots

(a) (b)

1050nm GaAs

2DEG
25nm AlGaAs
75nm n-AlGaAs
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z

Figure 1.1: Schematic of the AlGaAs/GaAs heterostructure used. a, Schematic of the het-
erostructure used to fabricate the devices presented in this work. The 2DEG is located at the
AlGaAs/GaAs interface 110 nm below the surface. b, Band structure along the growth axis. A
triangular potential well is formed at the buried GaAs/AlGaAs interface below the Fermi level.
The Si donors implemented in the AlGaAs allow to bend the bands and provide electrons to the
2DEG. The spacer is formed to separate spatially the ionized donors from the 2DEG.

collaboration by the group of Andreas D. Wieck from the Ruhr-University in Bochum, Germany.

The heterostructure fabrication recipe and especially the doping location and concentration have

been carefully engineered to provide a low density of scatterers in the 2DEG region. It is located

110 nm below the surface of the crystal and has an electron mobility µe and density ne of:

µe = 9×105 cm2 V−1 s−1

ne = 2.79×1011 cm−2.
(1.1)

From this, we can infer the mean free path of the electrons in the 2DEG:

le =
√

2πne
h̄µe

e
= 8µm, (1.2)

where e is the electron charge and h̄ the reduced Planck constant. Using this heterostructure it

is therefore possible to define micrometer-length structures where the electron transport is fully

ballistic.

Gate-defined structures

Now that we have seen how the heterostructure provides electron confinement along the z-axis,

we focus on the completion of the potential well in order to create a quantum dot confining the

electrons along the x and y-axis. A variety of methods exists to achieve this such as etching

of the 2DEG [Kristensen2000], local oxidation [Fuhrer2001], or charging [Crook2003]. While

these methods have shown great results, they lack the versatility and tunability of the electrostatic

potential landscape needed to create large-scale quantum dot structures.
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Chapter 1. Isolation and readout of electron spins

(a) (b)Gate

2DEG

V<0

QD

QPC

Figure 1.2: Depletion and shaping of the 2DEG gas by surface gates. a, Schematic illustrating
the depletion of the 2DEG when a negative voltage is applied to a gate deposited on the surface of
the crystal. b, By polarizing metallic gates it is possible to shape an arbitrary potential landscape
at the 2DEG depth and therefore pattern it into various shapes. In this work, we will typically form
quantum dots and quantum point contacts.

In this work, lateral confinement is obtained by depositing metallic gates on top of the het-

erostructure and polarizing them with negative voltages. As shown in Figure 1.1(b), the gate

forms a Schottky barrier with the semiconductor allowing to apply negative voltages without cur-

rent flowing from the gate to the 2DEG. This specificity allows the experimenter to create an ar-

bitrary potential landscape at the 2DEG level and create nanostructures as depicted in Figure 1.2.

Indeed, by applying negative voltages to the gates it is possible to modulate the electrons density

and even completely deplete the 2DEG in specific regions of the device. By carefully layering

multiple gates and applying the correct voltages of each gate it is even possible to form small

fully isolated islands of electrons. In order to observe the wave-like behavior of the electrons, it is

necessary to reduce the size of this island at the scale of the Fermi wavelength defined as follows:

λF =

√
2π

ne
≃ 50nm. (1.3)

As we will see in section 2.3, in a clean room it is possible to form arbitrarily shaped metallic

gates using electron beam lithography and lift-off techniques with a resolution as low as 20 nm.

We will therefore be able to create nanostructures with a typical size smaller than λF .

1.1.2 Model of a quantum dot

When considering the total energy of a quantum dot, two main effects must be taken into account.

The quantization of the energy states within the quantum dot due to the tight confinement, and the

electrostatic repulsion of the electrons stored.

Energy level quantization

Due to the small size of the quantum dot compared to the Fermi wavelength, the electrons are

occupying quantized energy states. As we have seen previously, the electrons in the GaAs/AlGaAs

heterostructure are considered with a two-dimensional motion. When confined electrostatically

using metallic gates, the physical system is modeled by considering an electron with an effective

8



1.1. Isolating electrons in quantum dots

mass m∗ trapped in a 2D harmonic potential [Kouwenhoven1997]. The result of this model is

the apparition of quantized states, analogous to orbital states in atomic physics and with a typical

energy spacing of:

∆Eorb ≃
h̄2

π2

m∗L2 ≃ 0.5meV, (1.4)

where L ≃ 100nm is the characteristic size of the confinement potential and m∗ = 0.067m0 is the

effective mass of the electrons in GaAs. Thanks to the low effective electron mass in GaAs and

the small size of the electrostatic confinement, we obtain a large energy separation of the orbital

states equivalent to the thermal energy obtained at 6 K. Thus, we can resolve this orbital energy

spacing using commercially available cryogenic equipments (10 mK to 4 K).

Constant interaction model

On top of these quantum phenomena, some classical energy scales must be defined. Since elec-

trons in quantum dots are charged particles, in proximity they exhibit a strong Coulomb repulsion.

(a) (b)

Q,V

VG

VS VD

CG

RS,CS RD,CD

=

N=0

Gate voltage VG

E
ne

rg
y N=1 N=2 N=3

UC(0) UC(1) UC(2) UC(3)

E1/α E2/α E3/α

Figure 1.3: Quantum dot in the constant interaction model. a, Circuit equivalent of a quantum
dot in the constant interaction model. The quantum dot (middle circle) contains Q electrons and
has a potential V . It is capacitively coupled to a control gate VG and can exchange electrons with
the source and drain via tunneling resistances (resistance in parallel with a capacitor). b, Energy
stored in the quantum dot has a function of the voltage VG. The number of charges in the quantum
dot ground state increases with the voltage VG, the gate is an efficient way to electrically tune the
occupation of the quantum dot.

To evaluate the energetic cost of adding one electron when N are already present (charging

energy), we will develop a semi-classical approach, the constant interaction model [Kouwen-

hoven1997]. We consider a quantum dot with a source (S) and drain (D) from which electrons

can be exchanged and a metallic gate (G) used to tune the chemical potential of the quantum

dot. The quantum dot is modelled as a charged island tunnel-coupled to the source, drain, and

capacitively coupled to the metallic gate. The tunnel barriers are electrically described as leak-

ing capacitors (capacitance in parallel with a resistor) and the full electric circuit is depicted in

Figure 1.3(a).

The electrostatic energy stored in the quantum dot Uel is defined as:

Uel =
1
2
(CS +CD +CG)V 2, (1.5)
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Chapter 1. Isolation and readout of electron spins

where CS, CD, and CG are the capacitances formed between the quantum dot and the source, drain,

and gate respectively, and V is the potential of the quantum dot. We define C = CS +CD +CG as

the total capacitance of the quantum dot. If we now consider the quantum dot having a total charge

Q due to the N electrons, we have :

Q =−Ne =CS(V −VS)+CD(V −VD)+CG(V −VG), (1.6)

where e is the absolute value of the electron charge and Vs, VD, and VG are the potentials applied to

the source, drain, and gate respectively. To obtain the electrostatic energy Uel of the quantum dot

as a function of the electrons stored in it, we combine Equation 1.5 and Equation 1.6 and obtain:

Uel(N) =
1

2C
(−eN +CSVS +CDVD +CGVG)

2. (1.7)

We observe that the electrostatic energy of the quantum dot is modified through the different pa-

rameters of the system (VS, VD, and VG). However, in this work, we will see that it is experimentally

easier to control the number of charges N by tuning the voltage applied on G and setting the source

and drain voltages to ground as depicted in Figure 1.3(b).

Now to obtain the total energy of the quantum dot, one must add the energy of the discrete

levels the electrons are occupying in the quantum dot. This contribution is written as:

U(N) =Uel(N)+
N

∑
i=1

Ei, (1.8)

where Ei is the energy of the orbital containing electron i. Finally, the chemical potential is defined

as the change of total energy between the states where the quantum dot contains N and N − 1

electrons, we consider here the simple case where the source and drain are grounded VS =VD = 0:

µ(N) =U(N)−U(N −1) = (N − 1
2
)EC +EN + e

CG

C
VG, (1.9)

with EC = e2

C the charging energy defining the electrostatic energy cost to add an electron to the

quantum dot. In this result, eCG
C defines the so-called gate lever arm or α-factor which gives the

conversion from the voltage applied to the metallic gate to the chemical potential of the quantum

dot. This α-factor is an important parameter to estimate and optimize while designing quantum

dot structures since it defines the efficiency of a gate voltage to change the electron occupation

of a given quantum dot. Experimentally it is defined by several factors such as the gate shape,

the gate-dot distance, the nature of the dielectric separating the gate and the quantum dot, and the

screening of neighbor gates [Volk2019, Chanrion2021].

To evaluate the charging energy we approximate the quantum dot as a charged disk of diameter

L = 100nm. The capacitance of such a disk is defined as:

Csel f = 4εrε0L = 46aF, (1.10)

10



1.1. Isolating electrons in quantum dots

where ε0 is the vacuum permittivity and εr the relative permittivity of GaAs. This gives a charging

energy of around EC = 3.5meV, this value is an overestimation since we are not considering ad-

ditional capacitances towards the 2DEG around the quantum dot, or the other gates of the device.

But nevertheless, this is close to the experimentally obtained values in previous works [Baumgart-

ner1997].

Concluding this evaluation of the energy scales, we observe that EC > Eorb > kBT , where kB

is the Boltzmann constant and T ≃ 10mK is the base temperature of a dilution cryostat. The

electron occupation of the quantum dot is therefore mostly defined by the Coulomb repulsion and

each level of the quantum dot can be resolved thanks to the low temperature of the system.

1.1.3 Remote charge sensing

We have seen that the quantum dot chemical potential is varied in an experimentally controlled

fashion via voltages applied to metallic gates. However, probing the charge dynamics of such

systems requires the ability to detect single electron charges inside the nanostructure. To do so,

we develop here a non-invasive method based on a single electron transistor (SET) acting as a

local electrometer for the quantum dot.
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Figure 1.4: Single electron transistor. a, Chemical potential of the SET in the blockaded config-
uration. The SET is biased using the source and drain located on each side of the SET. b, Chemical
potential of the SET in the transmitting regime. When µ(N) is present in the bias window, cur-
rent is measured through the SET. c, I-VSET characteristic curve of the SET, adapted from [Han-
son2007]. As mentioned previously the gate voltage VSET is used to adjust the SET chemical
potential and therefore its electron occupation. Peaks of current (Coulomb peaks) are observed for
precise values of VSET and correspond to the SET being in the configuration depicted in b. It is
worth noting that on the side of Coulomb peaks iSET is highly sensitive to VSET. d, Coulomb peak
shape as a function of the working regime considered. The parameters taken are T = 100mK,
α = 1/20 and Γ = 1MHz. The peaks are normalized by the maximum conductance Gmax for
clarity.

To understand this technique, we first need to detail the I-V response of a quantum dot con-

nected to a source and drain. This particular configuration is often referred to as SET. A repre-
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Chapter 1. Isolation and readout of electron spins

sentation of the energy diagram of the considered system is shown in Figure 1.4(a), with in the

middle the quantum dot chemical potential and on each side the source and drain modeled as cold

electron reservoirs following a Fermi distribution. We assume here that µ(N)≪ kBT so that each

level of the quantum dot is resolved and the Fermi distribution approximated as a step function. In

the case of a small bias window, most of the configurations of the system will result in a blockade

of the current flowing from the source to the drain. Indeed, as depicted in Figure 1.4(a) it is ener-

getically favorable for the electrons to flow from the source to the drain, however, no energy levels

are available in between the chemical potentials of the reservoirs. This situation is called Coulomb

blockade and has been first observed in a SET in 1986 by D.V. Averin et al. [Averin1986]. The

Coulomb blockade regime is lifted by adjusting the quantum dot chemical potential using the ded-

icated gate voltage VSET. If the system is tuned so that the chemical potential of the system sits in

the bias window (µS > µ(N)> µD)) electron tunneling through the quantum dot is observed. This

situation, shown in Figure 1.4(b), induces a non-zero current iSET through the structure. Thus, by

sweeping the voltage applied to the gate controlling the chemical potential of the quantum dot we

observe peaks of current alternating with Coulomb blockaded regions as shown in Figure 1.4(c).

We notice here that on the side of a Coulomb peak the current iSET is highly sensitive to the gate

voltage, but also any perturbation of the SET’s electrostatic environment, in particular, electrons

hopping in or out of a neighbor quantum dot [Wei1997, Kiyama2018].

The particular shape of the Coulomb peaks (and therefore the sensitivity of the SET, defined

as ∂ iSET
VSET

) has been extensively studied by the community [Beenakker1991,Averin1991,Stopa1993,

Song2015]. Depending on the temperature several regimes of evolution are observed. First, for

high temperatures the SET conduction G is considered through a quasi-continuum of states and is

therefore described as:

G/Gmax = cosh−2
(

αVSET

2.5kBT

)
if hΓ,∆Eorb ≪ kBT ≪ EC (classical regime), (1.11)

where Gmax is the maximum conductance at the degeneracy point, α the gate α-factor, T the elec-

tronic temperature, and Γ the tunnel coupling rate between the SET and the reservoirs (considered

here equal for the left and right one). However, in our systems, T ≃ 100mK is usually low com-

pared to the energy level spacing ∆Eorb so that the transport through the SET is carried via a single

orbital state of the SET. In this case, the conductance is defined as:

G/Gmax = cosh−2
(

αVSET

2kBT

)
if hΓ ≪ kBT ≪ ∆Eorb,EC (sequential regime). (1.12)

In Figure 1.4(d), we compare the evolution of the conductance G as a function of the SET

gate voltage. When the electronic temperature is reduced the conductance peak becomes sharper

around the degeneracy point VSET = 0. It is therefore desirable to reduce as low as possible the

temperature of the sample to have a highly sensitive electrometer. However, even for extremely

low temperatures, the Coulomb peak does not become infinitely sharp. Indeed, when the reservoir-

SET tunnel coupling becomes large compared to the thermal energy we enter the tunnel broadened

12



1.1. Isolating electrons in quantum dots

regime where the shape of the peak is described by the Breit-Wigner formula [Breit1936]:

G/Gmax =
(hΓ)2

(hΓ)2 +(αVSET)2 if kBT ≪ hΓ (tunnel broadened). (1.13)

As we can see in Figure 1.4(d), in this case, the Coulomb peak has a Lorentzian shape and its

sharpness is defined entirely by the reservoir-SET tunnel coupling. Looking at Equation 1.13, it

is desirable to reduce Γ in order to increase the sensitivity of the readout. However, with reducing

Γ comes the technical challenge to measure extremely low values of current which limits the

measurement bandwidth. In the end, the perfect SET for remote charge sensing is operated at a

low enough temperature T ≃ 100mK and tunnel coupling Γ ≃ 1GHz, so that the broadening of

the Coulomb peak is defined by Γ and the measurement bandwidth is not limited by the capacity

to measure low values of currents.
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Figure 1.5: Remote charge sensing via a single electron transistor acting as an electrometer.
a, Schematic circuit of a quantum dot sensed by a single electron transistor. The source and drain
of the quantum dot are grounded and the voltage VG controls its chemical potential. The SET is
biased using its dedicated source and drain to induce a current iSET across it and is capacitively
coupled to the quantum dot. b, Coulomb peaks measured across the single electron transistor.
On the side of the peaks, the current flowing across the SET is highly sensitive to its electric
environment. The SET gate voltage is adjusted on the side of a Coulomb peak (see red circle).
c, Observation of steps in the SET current corresponding to a variation of charge in the sensed
quantum dot.
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Chapter 1. Isolation and readout of electron spins

To detail the working principle of the remote electrometer we present the system pictured in

Figure 1.5(a), where we consider a SET acting as a sensing dot capacitively coupled to a quantum

dot being the probed dot. Both quantum dots are tunnel coupled to a source and drain, capacitively

coupled to a gate, and have the same working principle introduced in the previous paragraph. In

this simplified picture, we neglect the second-order cross capacitance for instance between the

sensing dot gate and the sensed dot. The sensed dot is capacitively coupled to the SET so that

no electrons are exchanged between the two, however, electrons can be loaded using the electron

reservoirs. As shown in Figure 1.5(b), the sensing dot is tuned on the side of a Coulomb peak using

the voltage VSET in order to maximize the current iSET sensitivity to the electrostatic environment.

An electron entering the sensing dot electrostatic environment is viewed as a more negative VSET

gate voltage shifting the Coulomb peak position. To demonstrate this effect we sweep the voltage

VG to modify the electron occupation of the sensed dot while recording the sensing dot current and

observe the typical trace shown in Figure 1.5(c). Two main effects are observed as VG is increased,

first a global increase in the SET current corresponds to the capacitive coupling between the gate

G and the SET. On top of this general trend, we observe sharp jumps in iSET highlighted by black

arrows. Each jump corresponds to an electron tunneling from the source (or drain) to the sensed

dot.

The charge occupation information of the sensed quantum dot is therefore contained in the

current jumps. The size of the current variation is directly related to the sensitivity of the SET

with respect to the sensed dot (typically 1 nAe−1). The sensitivity is a function of different factors

such as the distance between the SET and the quantum dot and the derivative of the SET current

with respect to the SET gate voltage at the readout position ( ∂ iSET
∂VSET

). Using this variation in the

sensitivity depending on the quantum dot distance it is possible to sense several quantum dots

using a single SET [Chanrion2021, Philips2022].

1.2 Electron spin states

In the previous sections, we discussed the electrostatic properties of electrons in a quan-

tum dot system. The demonstrated level of control allowed recent works to use the charge de-

gree of freedom to encode so-called charge qubits for quantum computing [Gorman2005, Peters-

son2010, Stehlik2012]. However, despite the developments made in materials and pulse shap-

ing, the relaxation (∼ 20ns) and coherence time (∼ 1ns) of such qubits remain too low to reach

high fidelity operations [Petta2004, Li2015]. This is mostly due to the predominance of charge

noise in semiconducting materials. To tackle this issue, we chose in this work to encode the

quantum information on the spin degree of freedom of the electron. Unlike charge, the spin cou-

ples weakly to charge noise, but it is sensitive to global and local fluctuations of the magnetic

field mostly induced in semiconducting platforms by the nuclear spins of the atoms compos-
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1.2. Electron spin states

ing the host material [Yoneda2018]. Hopefully, it is possible to mitigate the effect of the mag-

netic fluctuators on the spin qubit coherence time by either implementing dynamic decoupling

techniques [Malinowski2017] or choosing a low-nuclear-spin host platform via isotope purifica-

tion [Veldhorst2014, Eng2015]. In this section, we will first detail the simplest case of a single

spin stored in a single quantum dot and then study the core of this work, the two-electron spin

state stored in a double quantum dot.

1.2.1 Electron spin states in a single quantum dot

One electron spin state

The spin operator in quantum physics is defined as ˆ⃗S = (Ŝx, Ŝy, Ŝz) and is analogous to a measure-

ment of the angular moment of the particle. More precisely, the electron has a spin number S = 1
2

which defines the two eigenstates of Ŝz as :

Ŝz

∣∣∣∣±1
2

〉
=±1

2
h̄
∣∣∣∣±1

2

〉
, (1.14)

where h̄= h
2π

is the normalized Planck constant. If we now assume that the electron is experiencing

a static magnetic field along the z-axis of amplitude Bz, the Hamiltonian of the system is written

as:

Hspin = h̄γeBz · Ŝz (1.15)

with the gyromagnetic ratio γe =
g∗µB

h̄ where g∗ is the Landé-factor and µB the Bohr magneton. The

eigenstates of such Hamiltonian are therefore the one of the Sz operator, and they are commonly

written as |↑⟩ and |↓⟩ when the spin is aligned and opposed with the magnetic field respectively.

Moreover, the applied magnetic field has for effect to lift the degeneracy between the two states

by the Zeeman splitting:

E↑ =
1
2

h̄γeBz

E↓ =−1
2

h̄γeBz.

(1.16)

Since the electron g-factor is negative g∗ = −0.425 in GaAs 2DEGs, the ground state of the

system is the spin aligned with the magnetic field [Nowack2007]. The g-factor is defined by the

band gap energy of the crystal, the effective mass of the electrons in the heterostructure, and the

spin-orbit splitting of the valence band [Weisbuch1977].

Two electrons spin states

In the previous section, we studied the single spin system under a static magnetic field. However,

in this work, all the experiments have been conducted with at least two electrons. We will therefore

develop here how having two indistinguishable electrons in the same quantum dot affects the spin

of the whole system.
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Chapter 1. Isolation and readout of electron spins

To understand how we build the two-electron spin states, we have to take into account the

Pauli exclusion principle and the fact that the electrons are fermions. Therefore, the wavefunction

describing their quantum state must be antisymmetric with respect to the exchange of two particles.

To meet these conditions, we will describe the possible states of the system by decomposing them

into tensor products of a state describing its orbital state in the quantum dot, and a spin part

describing the spin state of the electrons.

Under these conditions, we can build the spin states by considering a quantum dot with its

two lowest energy orbital states |g⟩ and |e⟩ as represented in Figure 1.6(b). We first consider the

case of the electron spins being antiparallel, since the electrons are indistinguishable the spin part

of the wavefunction is either described by |↑↓⟩−|↓↑⟩√
2

or |↑↓⟩+|↓↑⟩√
2

. In the first (second) case, the spin

part of the wavefunction is antisymmetric (symmetric), the orbital part of the wavefunction must

therefore be symmetric (antisymmetric) which defines the S and T0 spin states:

|S⟩= |gg⟩⊗ |↑↓⟩− |↓↑⟩√
2

|T0⟩=
|ge⟩− |eg⟩√

2
⊗ |↑↓⟩+ |↓↑⟩√

2
.

(1.17)

If we now consider the case where the electron spins are parallel, the spin part of the wavefunc-

tion is either |↑↑⟩ or |↓↓⟩. In this case, the spin part is symmetric, we therefore need to construct

as previously an antisymmetric orbital part of the wavefunction. Doing so we define the T+ and

T− states as:

|T+⟩=
|ge⟩− |eg⟩√

2
⊗|↑↑⟩

|T−⟩=
|ge⟩− |eg⟩√

2
⊗|↓↓⟩ .

(1.18)

Through these considerations, we have constructed the four lowest energy spin states. In the

following work, the singlet spin state is often referred to as S and the three triplet states as T0, T+,

and T−. It is possible to construct similar wavefunctions involving higher excited orbital states of

the quantum dot, however, most of the experiments performed in this work can be interpreted by

considering the described states.

Considering the orbital part of the states, we observe that the triplet spin states involve an

electron on the excited orbital of the quantum dot, while for the singlet spin state both electrons

are in the ground state. At zero magnetic field |S⟩ is therefore energetically separated from the

|T ⟩ states by the exchange energy J0. It is interesting to notice that in general for a two-electron

quantum dot J0 < Eorb, the single electron quantum dot orbital energy defined in Equation 1.4.

Indeed, the antisymmetry of the orbital part of |T0⟩ and the occupation of different orbitals reduce

the Coulomb energy of the triplet states with respect to the singlet one [Tarucha2000,Hanson2007].

We will see in the following sections that this energy difference is at the core of the spin readout

techniques. If we now consider the spin part, |S⟩ and |T ⟩ have a total spin number of S = 0
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Figure 1.6: Description of the two-electron spin states in a single quantum dot. a, Energy
diagram of the first four two-electron spin states. The S and T0 states are separated by the exchange
energy J0. The three triplet states degeneracy is lifted by the Zeeman splitting EZ = h̄γeB using
a magnetic field B. b, Schematic representation of the orbital part differentiating a singlet from a
triplet spin state.

and S = 1 respectively. It is therefore possible to lift the three triplet spin states degeneracy by

applying a magnetic field as observed in Figure 1.6(a). Indeed, |T+⟩ and |T−⟩ have a non-zero

magnetic moment ms = ±1 and are therefore subject to the Zeeman splitting. For high magnetic

field values (B > 4T), the Zeeman splitting overcomes J0 and the ground state of the quantum dot

is |T+⟩ [Petta2005a].

1.2.2 Two-electron spin states in a double quantum dot

We now consider two tunnel-coupled quantum dots containing a total of two electrons and we will

study the effect of the double quantum dot parameters on the previously described spin states. The

double quantum dot is described by two main values, first the tunnel coupling tc is mostly given

by the potential barrier height between the quantum dots. Secondly, the potential detuning ε is

given by the energy difference between the two potential minima. As we can see in Figure 1.7, in

GaAs/AlGaAs quantum dots these two parameters are electrically controllable by tuning the gate

voltages defining the double quantum dot.

We note the possible charge configurations as (nL,nR) where nL and nR are the number of

electrons located in the left and right quantum dot respectively. When two electrons are loaded

into the system three charge configurations are possible depending on the potential detuning value

(2,0) (0,2) or (1,1). The (1,1) charge configuration is energetically favorable when ε ≃ 0, indeed

the Coulomb repulsion energy is minimized by having the electrons separated. However, it is

possible to overcome this repulsion and reach the (2,0) and (0,2) charge configurations when

ε ≪−EC and ε ≫ EC respectively.
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Figure 1.7: Schematic of the potential detuning control in a double quantum dot. Evolution of
the potential landscape when the potential detuning of the double quantum dot is being modulated.
The occupation by the two electrons of the left, right or both quantum dots can be favored using
the potential detuning parameter.

To describe the system, we consider as before the two first orbitals of each quantum dot and

a spin conservative tunneling process coupling the three possible charge states. The most basic

model for describing this system is the Fermi-Hubbard one and assumes a constant charging en-

ergy [Burkard2021]. While other models exist such as the Hartree-Fock, Heitler-London, and

Heisenberg [Hu2000, Hu2001, van der Wiel2006], the Fermi-Hubbard model with the description

of the hyperfine interaction with nuclear spins gives a qualitative description of the experimental

observations made in this thesis. Under these assumptions, the singlet spin state is described in

the (2,0), (1,1), (0,2) basis as:

H|S⟩ =


EC + ε tc 0

t∗c 0 tc

0 t∗c EC − ε

 . (1.19)

The same reasoning is performed for the |T0⟩ state by simply adding J0 when the two electrons

are located in the same quantum dot:

H|T0⟩ =


EC + J0 + ε tc 0

t∗c 0 tc

0 t∗c EC + J0 − ε

 . (1.20)

The |T+⟩ and |T−⟩ states are described by the same Hamiltonian as |T0⟩ by taking into account
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the Zeeman splitting energy when an external magnetic field B is applied:

H|T±⟩ = H|T0⟩± h̄γeB


1 0 0

0 1 0

0 0 1

 . (1.21)

Finally, we can construct the complete Hamiltonian describing the first 16 two-electron spin

states in a double quantum dot as:

HDQD =



H|S⟩ 0 0 0

0 H|T0⟩ 0 0

0 0 H|T+⟩ 0

0 0 0 H|T−⟩


. (1.22)

To understand the particularities of this system, we start by considering the situation of an

uncoupled double quantum dot tc = 0 without magnetic field B = 0. In Figure 1.8(a), we represent

the eigenvalues of HDQD as a function of the potential detuning ε . In this case, independently of

the spin state when the two electrons are in the (0,2) charge configuration (ε > EC) the energy state

will follow a −ε dependence, here we retrieve the situation discussed in section 1.2.1 where the

|S⟩ and |T ⟩ states are separated by J0 and the three triplet spin states are degenerated. However,

when considering the (1,1) charge configuration (−EC < ε < EC) the state energy is constant and

equal to zero, indeed the energy given to the electron in the right quantum dot through the potential

detuning is perfectly compensated by the one in the left quantum dot. In this regime of potential

detuning, singlet and triplet spin states are degenerated. Indeed, the triplet spin states do not

involve an electron occupying an excited orbital state of the quantum dots since the electrons are

separated into two quantum dots.

We now perform the same analysis for tc > 0, electron transfer from one quantum dot to

another is now possible, and the energy diagram is represented in Figure 1.8(b). We observe in

this case a hybridization of the |S(1,1)⟩, |S(0,2)⟩ and |T0(1,1)⟩, |T0(0,2)⟩ states near ε = EC and

ε = EC +J0 respectively. It is characterized by an avoided crossing defined by the tunnel coupling

amplitude. Interestingly, a non-zero tunnel coupling has for effect the bending of the energy states

lowering the energy of the singlet spin state branch with respect to the triplet one. The exchange

energy increases as the potential detuning and tunnel coupling grows, and will be used in this

work to perform coherent oscillations between the two states. For ε = 0 this splitting referred to

as exchange energy is defined in the Hubbard approximation as [Reed2016, Burkard2021]:

J(ε = 0) = ET0 −ES =
1
2

(
J0 +

√
E2

C +8t2
c −
√

(EC + J0)2 +8t2
c

)
. (1.23)
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Figure 1.8: Two-electron spin states in a double quantum dot. Energy diagram of the two-
electron spin states as a function of the potential detuning ε . a, tc = 0 and B = 0, when the
two electrons are in the (0,2) charge configuration (ε > EC) the energy state will follow a −ε

dependence. b, tc > 0 and B = 0, we observe the apparition of an avoided crossing between
the states of same spin component but different charge configurations. c, tc > 0 and B > 0, the
degeneracy between the three triplet spin states is lifted by the Zeeman splitting.
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1.3. Couplings to the environment

Finally, in Figure 1.8(c) we consider the complete case where tc > 0 and B > 0 and observe

the Zeeman splitting lifting the degeneracy between the three triplet spin states. In practice, small

avoided crossings (100 neV) appear at every S, T+, and S, T− state intersections coupling the

singlet spin state to T+ and T−, but they are not captured by the Fermi-Hubbard model. Their

origin arises from the spin-orbit coupling or transverse hyperfine interaction as we will see in the

following section.

1.3 Couplings to the environment

Now that we described the different two-electron spin states in a double quantum dot, we focus

on the interaction between the spin states and their environment. More precisely, we will define

the so-called hyperfine interaction between the nuclear spins of the host material and the two spins

forming the qubit system. In this section, we will restrain the discussion to the so-called ST0 qubit

where the qubit states are defined as |0⟩ = |S⟩ and |1⟩ = |T0⟩. We will see how these interactions

enable complete electrical control of such qubit. Other definitions of the qubit are found in the

literature such as ST± but their actual implementation requires manipulation techniques beyond

the scope of this thesis [Petta2010, Nichol2015, Burkard2021].

1.3.1 Bloch sphere, relaxation, and decoherence

|

π-θ

φ

|  ψ

0

|1

|0

|1

|0

|1(a) (b) (c)

Figure 1.9: Quantum state evolution in the Bloch sphere. a, Representation of an arbitrary
quantum state in the Bloch sphere. b, Illustration of the relaxation process characterized by the T1
value. c, Illustration of the decoherence process resulting in a random phase and characterized by
the T∗

2 value.

A useful tool to introduce when discussing qubit evolution is the representation in the Bloch

sphere. As mentioned in the introduction a qubit state |ψ⟩ is written as:

|ψ⟩= a |0⟩+b |1⟩ , (1.24)

where a,b ∈C and |a|2+ |b|2 = 1. The normalization condition naturally leads to representing the
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Chapter 1. Isolation and readout of electron spins

state as a point on the surface of a sphere of radius equal to 1. The qubit state is therefore rewritten

as:

|ψ⟩= cos
(

θ

2

)
|0⟩+ sin

(
θ

2

)
eiφ |1⟩ , (1.25)

where the angles θ ,φ ∈ R describe the quantum state on the Bloch’s sphere as represented in

Figure 1.9(a). In this representation, the |0⟩ and |1⟩ are respectively positioned at the south and

north pole of the sphere.

During the operation of a qubit, it is necessary to set the values of θ and φ with the highest

precision possible in order to perform high-fidelity operations. But the qubit being coupled to a

non-controlled environment makes θ and φ subject to errors that we detail here.

We first discuss the relaxation process which corresponds to the qubit decaying to its ground

state. Relaxation in the Bloch’s sphere is represented in Figure 1.9(b) by an instantaneous col-

lapse of the wavefunction to the south pole (|0⟩ state). This relaxation process is characterized by

the so-called T1 time quantifying the time during which a qubit can keep its stored energy before

exchanging it with the environment. In ST0 qubits hosted in the GaAs/AlGaAs heterostructure,

the relaxation is mostly induced by the coupling to the phonons of the crystalline structure and

is therefore highly dependent on the energy splitting between the excited state and the ground

state [Fujisawa1998, Meunier2007]. In a single quantum dot, the relaxation from |T±⟩ to |S⟩ is a

non-monotonous function of the energy splitting between the two states and can vary from 0.1 ms

to 2 ms [Meunier2007]. In the case of relaxation of |T0⟩ to |S⟩ the energy splitting between the

two states is fixed by the exchange energy J0 (mostly defined by the confinement potential and

Coulomb interaction), this results in a fixed relaxation rate of around 100 µs for applied magnetic

fields below 2 T [Shen2007]. In a double quantum dot, the value of relaxation of |T0(1,1)⟩ to

|S(0,2)⟩ has been experimentally observed to be highly dependent on the double quantum dot pa-

rameters, especially its potential detuning value (allowing to tune the energy splitting between the

two states) and the magnetic field gradient between the two quantum dots [Barthel2012]. Indeed,

T1 was found to increase with increasing detuning following an ε2 dependence.

Error along the φ value of the qubit, due to an uncertain and fluctuating environment, is not

characterized by an exchange of energy but by a dephasing process. Indeed, as we can see in

Figure 1.9(c) the latitude on the Bloch’s sphere remains the same but the phase information is

lost. This loss of information can be separated into two types called dephasing and decoherence

with respective characteristic times T∗
2 and T2. First, dephasing is observed when an operation is

performed on an ensemble of qubits, or repeated on a single qubit. Each qubit or repetition of

the operation experiences slightly different environmental parameters leading to uncertainty over

the reached state at the end of the operation. Dephasing is therefore induced by spatial variations

of the Hamiltonian parameters (in the case of an ensemble of qubits) or by slow fluctuations of

the Hamiltonian parameters compared to the qubit operation time (in the case of a single qubit).

Experimentally, the T∗
2 value is estimated by a Ramsey experiment consisting in measuring the

decay time of the free evolution of the qubit in a superposition of state ( |0⟩+|1⟩√
2

for instance).

We will see in the following paragraph how a random hyperfine magnetic field generated by the
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1.3. Couplings to the environment

nuclear spins leads to low values of T∗
2 ≃ 10ns in the GaAs/AlGaAs platform. Interestingly,

these spatial (or slow) variations of the qubit environment can be experimentally stabilized using

dynamic nuclear polarization (DNP) techniques [Bluhm2010], or via rapid feedback on the qubit

control [Shulman2014] to reach higher values of dephasing time T∗
2 ≃ 2µs.

Second, decoherence characterizes the randomization of the phase of a single qubit due to

variation of the Hamiltonian describing its evolution on fast timescales (compared to the typical

operation time of the qubit). In GaAs/AlGaAs since the ST0 qubit is a decoherence-free subsystem

with respect to the magnetic field, decoherence is mostly due to GHz charge noise. In the case of

dephasing, the randomly acquired phase by each member of the ensemble (or at each repetition

of the operation) is constant and can therefore be reversed using dynamical decoupling techniques

such as Hanh-echo [Hahn1950] or Carr-Purcell-Meiboom-Gill (CPMG) sequences [Bluhm2011].

This allows the experimenter to distinguish decoherence from dephasing. However, this is true

only if it is possible to perform coherent operations on the qubit faster than the typical evolu-

tion time of the environment parameters of the ensemble of qubits. Depending on the dynamical

decoupling technique used and its frequency, dephasing is, therefore, more or less suppressed

leading to a variety of characteristic timescales (THanh
2 ≃ 200µs, TCPMG

2 ≃ 30µs) which all satisfy

the following inequality:

T∗
2 ≤ TCPMG

2 ,THahn
2 ≤ 2T1. (1.26)

In the end, the characteristic values of relaxation decoherence and dephasing times are highly

correlated to the platform used to host the qubit. For instance spin qubits using donors in nuclear-

spin-free 28Si exhibit coherence times exceeding seconds thanks to correct identification and sup-

pression of the main decoherence sources [Tyryshkin2012]. In parallel to the development of

materials, an ongoing effort of the community is also aiming at the development of faster manip-

ulation and measurement techniques allowing to accelerate the feedback loop required to perform

dynamical decoupling.

1.3.2 Hyperfine interaction

All the atoms composing the GaAs/AlGaAs heterostructure possess a non-zero nuclear spin value,

interacting with the electron spin via hyperfine coupling. Indeed, the large size of the quantum dot

compared to the heterostructure lattice unit cell has for consequence the electron spin interacting

with many nuclear spins generating a random magnetic field referred to as Overhauser magnetic

field (see Figure 1.10). In numerous experiments this interaction has been identified as the main

source of decoherence of spin qubits in this particular platform [Johnson2005, Petta2005a, Kop-

pens2005, Koppens2006]. It is therefore necessary to understand the interaction between the spin

qubit and an ensemble of nuclei spins in order to develop techniques limiting this effect.
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Chapter 1. Isolation and readout of electron spins

Single spin

We start by considering the case of a single spin coupled to a large ensemble of nuclear spins

as represented in Figure 1.10 and review the theory developed in [Schulten1978, Merkulov2002,

Khaetskii2002]. This model will be used as a foundation to understand the decoherence mecha-

nism of a ST0 qubit operated in a double quantum dot.

BN

Figure 1.10: Hyperfine interaction with a single electron spin. The large ensemble of nuclear
spins present in the heterostructure couples to the electron spin in the quantum dot via the hyperfine
interaction. The ensemble of nuclear spins is modelled as a random effective magnetic field B⃗N

whose x, y, and z components follow a Gaussian distribution centered around zero.

The hyperfine contact interaction between the electron spin (denoted ˆ⃗S) and the lattice nuclear

spins ˆ⃗Iβ , j is written as [Paget1977]:

Hh f = h̄γe ∑
β , j

bβ v0|ψ (⃗r j,β )|2
ˆ⃗S · ˆ⃗Iβ , j. (1.27)

Where ψ (⃗r j,β ) is the electron wavefunction and v0 is the unit cell volume. The interaction is

summed over all the unit cell j and the non-zero nuclear spins β . Each atom β generates its

effective hyperfine field bβ depending on its hyperfine structure. Typically, in GaAs the isotopes

are 75As (b75As =−1.84T), 69Ga (b69Ga =−1.52T) and 71Ga (b71Ga =−1.95T).

It is interesting to rewrite Hh f by introducing a collective operator for the nuclear spins ˆ⃗BN =

∑β bβ ∑ j v0|ψ (⃗r j,β )|2 ˆ⃗Iβ , j:

Hh f = h̄γe
ˆ⃗BN · ˆ⃗S (1.28)

The typical energy splitting between nuclear spin levels is in the order of 10 neV for an applied

magnetic field of 1 T. Comparing this energy to the experimentally achievable thermal energy in

dilution cryostat (kBT ≃ 1µeV), we understand that it is impossible to fully polarize the ensemble

of nuclear spins. In this high-temperature regime, the nuclear spin bath fluctuates and can therefore

be considered as an additional random magnetic field B⃗N referred to as the Overhauser magnetic

field. The Overhauser field follows an isotropic 3D Gaussian distribution centered around zero

and of standard deviation:

σnuc =
BN

max√
N
, (1.29)

where BN
max ≃ 5.3T is the magnetic field generated by the nuclear spins in the low-temperature

regime (all spins polarized), and N is the number of nuclear spins interacting with the single
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1.3. Couplings to the environment

electron spin. As seen previously the typical quantum dot size is around 100 nm and contains

roughly N ∼ 106 atoms yielding a standard deviation of σnuc ≃ 5mT.

The random value of B⃗N evolves with a characteristic time of 1 s along the axis parallel to the

applied magnetic field [Barthel2009]. Along the two perpendicular axes, the characteristic time

is shorter and around 10 µs [Reilly2008]. If we now consider that a few tens of ns are needed

to perform a typical spin qubit operation, we can consider that the nuclear spin configuration is

static during a single realization of the operation. However, in between two operations, the readout

often limits the repetition of the sequence to ∼ 0.1ms, we will consider its fluctuations between

successive repetitions of the same operation. To understand how a random magnetic field can

affect the spin state, we write the equation of motion of a spin state in a magnetic field B⃗ Here B⃗ is

the sum of the applied magnetic field B⃗app = (Bapp
x ,Bapp

y ,Bapp
z ) and the Overhauser magnetic field

B⃗N [Merkulov2002]:

ˆ⃗S(t) =
(̂⃗S0 · n⃗

)
n⃗+
(̂⃗S0 −

(̂⃗S0 · n⃗
)

n⃗
)

cos(γet)+
(̂⃗S0 −

(̂⃗S0 · n⃗
)

n⃗
)
× sin(γet), (1.30)

where ̂⃗S0 is the initial spin state and n⃗ = B⃗/|B⃗| the unit vector pointing in the direction of the

total magnetic field (external and Overhauser) and γe =
g∗µB

h̄ |B⃗|. We now average the evolution of

the spin state over the Gaussian distribution of B⃗N and consider that Bapp
z ≫ |B⃗N |. Under these

condition the evolution of the z-component of the spin state is not affected by the Overhauser

magnetic field. However, the transverse components of the spin state
〈

Ŝtrans.

〉
decays as:

〈
Ŝtrans.

〉
(t) =

Ŝtrans.

2

(
1+ e−

1
2 (γeσnuct)2

)
. (1.31)

In the end, the randomness in the environment leads to dephasing and is characterized by [Merkulov2002,

Taylor2007]:

T∗
2 =

√
2

γeσnuc
. (1.32)

Taking into account the typical value σnuc = 5mT, T∗
2 is around 7 ns limiting drastically the coher-

ence of the single spin system in AlGaAs heterostructures. Interestingly, it is possible to estimate

the Overhauser magnetic field value faster than its fluctuation [Shulman2014]. Based on the ex-

tracted information a feedback loop can be implemented on the qubit control parameters allowing

to limit the broadening in the possible Overhauser magnetic field values. Through this technique,

T∗
2 is increased above 2 µs.

Two-electron spin in a double quantum dot

Now that we have developed the effect of the hyperfine interaction on a single spin, we move to

the case where we consider a two-electron spin state in a double quantum dot. As represented

in Figure 1.11(a), the electrons are located in two tunnel-coupled quantum dots experiencing a

different effective magnetic field B⃗N
L and B⃗N

R for the left and right quantum dot respectively. Using
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Figure 1.11: Hyperfine interaction for two electrons in a double quantum dot. a, In the
(1,1) charge state configuration the two electrons experience a different effective magnetic field
due to the randomness of the hyperfine magnetic field. Since these two effective magnetic fields
are uncorrelated it results in an inhomogeneous decoherence time T∗

2 and therefore state mixing.
b, Decoherence of a singlet spin state under H(1,1),ms=0 (see Equation 1.35). When J ≪ ∆BN

z the
oscillation frequency is mostly defined by the hyperfine magnetic field gradient which follows a
Gaussian distribution of standard deviation σnuc. In gray, we plot the oscillations for specific values
of ∆BN

z and in black we averaged over 5000 realizations. The averaged trace exhibits the singlet
spin state decoherence mechanism when electrons are experiencing different Larmor precession
frequencies in two different quantum dots with a low J. The simulation parameters are J = 1neV
and σnuc = 5mT yielding a T∗

2 = 7ns.

the same formalism developed in the previous section we can write the interaction between the

two-electron spin state and the Overhauser field as [Hung2013]:

Hh f = h̄γe(B⃗N
R · ˆ⃗SR + B⃗N

L · ˆ⃗SL), (1.33)

where ˆ⃗SL and ˆ⃗SR are the spin state of the electron located in the left and right quantum dot respec-

tively. To have a better vision of the effect of this interaction on the different possible spin states

we project it onto the {S,T0,T+,T−} basis and obtain:

Hh f = h̄γe



0 ∆BN
z

∆BN
x +i∆BN

y√
2

−∆BN
x +i∆BN

y√
2

∆BN
z 0 0 0

∆BN
x −i∆BN

y√
2

0 BN
z,R +BN

z,L 0

−∆BN
x −i∆BN

y√
2

0 0 −(BN
z,R +BN

z,L)


, (1.34)

where BN
z,L and BN

z,R and the z-components of the Overhauser magnetic field in the left and right

quantum dot respectively, and ∆BN
i = BN

i,L −BN
i,R is the magnetic field difference between the two

quantum dots along the i axis. Through this Hamiltonian, we observe that all the triplet spin states

are coupled to the singlet spin state via either the z component of the magnetic field gradient for

T0 or the transverse one for T+ and T−.
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In the case of the operation of a ST0 qubit (large Zeeman splitting), the sub-system is described

by the following Hamiltonian:

H(1,1),ms=0 =

 J h̄γe∆BN
z

h̄γe∆BN
z 0

 (1.35)

where J is the exchange coupling between the two spin states, controlled via either the interdot tun-

nel coupling or the potential detuning as seen in section 1.2.1. Since ms = 0 for both spin states, the

ST0 qubit is insensitive to global variations of the magnetic field. However, it is still subject to the

magnetic field gradient present in between the two quantum dots through the term ∆BN
z present in

the Hamiltonian. As seen previously, the magnetic field gradient arises from the local Overhauser

magnetic field of each quantum dot and is the main source of decoherence of single electron spins.

To illustrate its impact, we simulate a T∗
2 experiment by computing the time evolution of a singlet

spin state when J ≪ h̄γe∆BN
z . We consider again here that the value of ∆BN

z remains constant dur-

ing the evolution of the spin state but changes when the experiment is repeated. The singlet spin

state probability is plotted in gray as a function of the evolution time in Figure 1.11(b) for several

random values of ∆BN
z following a Gaussian distribution centered around zero and with a standard

deviation σnuc = 5mT. We observe that the frequency of the oscillations is dictated by the energy

splitting between the two states h̄γe∆BN
z . When averaging these oscillations over 5000 realizations

of the experiment (black curve in Figure 1.11(b)) the oscillations are damped and leave the place

to the envelope of a Gaussian distribution with characteristic time T∗
2 = 7ns. For long evolution

times tevolution ≫ T∗
2, the singlet spin state probability decreases (loss of coherence) and tends to

50 %. In this regime, the state becomes a statistical mixture of S and T0 spin states.

1.4 Spin readout techniques

The direct measurement of a single electron spin is a scientific challenge achieved in 2004

by D. Rugar et al. [Rugar2004]. However, its demonstration involved magnetic resonance force

microscopy techniques which are impracticable in the design of a scalable quantum computing

platform based on spin qubits where thousands of electron spins must be measured in a few ms.

To circumvent this technical difficulty and provide efficient and scalable solutions to measure a

single or two-electron spin state, the community has developed different techniques that we detail

here. As we have seen in subsection 1.1.3, it is experimentally achievable to measure the charge

configuration of a small system of quantum dots by using a SET acting as a local electrometer.

Most of the spin readout techniques are therefore relying on a spin-to-charge conversion process

where the spin information is converted into charge configuration information.
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1.4.1 Single spin readout

The first spin-to-charge conversion presented relies on the energy splitting between the two states

we want to discriminate. As seen previously, this splitting is obtained via the use of a static

magnetic field in the case of a single spin and via the naturally present exchange energy in the

case of a two-electron spin state. To generalize the discussion we will therefore consider here a

ground state |G⟩ and an excited one |E⟩. This readout has been first implemented by Elzerman

et al. in 2004 [Elzerman2004] in order to read out the polarization of a single spin stored in a

GaAs/AlGaAs quantum dot and is therefore usually referred to as Elzerman readout. Since then,

it has also been used to perform the readout of a two-electron spin state allowing the discrimination

between a singlet spin state and a triplet spin state [Meunier2006].
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Figure 1.12: Energy selective spin readout or Elzermann readout. a, Energy diagram when
the system is in the readout position. For the readout to be efficient the Fermi level of the reservoir
must be carefully tuned in between the two probed energy levels of the quantum dot. When the
system is in the ground state (top sketch) no energy states are available in the reservoir for the
electron to tunnel, and we do not observe charge variation in the quantum dot. The bottom sketch
corresponds to the spin state being in the excited state, in this case the electron can tunnel to the
reservoir and be loaded back into the ground state. b, SET record during the readout. In the case
of the excited state, a blip is observed in the signal corresponding to the electron tunneling to the
reservoir and being reloaded in the ground state. By placing a threshold, we can therefore infer
the initial spin state of the electrons.

To explain the Elzerman readout working principle we consider the system composed of a

quantum dot tunnel-coupled to an electron reservoir following a Fermi distribution. The quantum

dot occupation is determined via a SET acting as a local electrometer. As shown in Figure 1.12(a),

for the readout to be efficient the Fermi level (EF ) of the reservoir must be placed in the middle of

the energy levels of the states probed. As we have seen in subsection 1.1.2, the chemical potential

of the quantum dot is easily adjusted using a gate capacitively coupled to the quantum dot. If

we now consider the case where the system is in its ground state (top sketch in Figure 1.12(a))

we observe that all the states of the reservoir at this energy are occupied and the electron cannot

tunnel out of the quantum dot. The current flowing through the SET remains therefore constant as
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represented by the blue trace in Figure 1.12(b). If we now consider the situation where the system

is in its excited state (bottom sketch in Figure 1.12(b)), we observe that states of the reservoir are

indeed available at this energy. The system will therefore undergo the following dynamics, first

an electron will tunnel out to the reservoir and a new one will be reloaded in the ground state of

the quantum dot. In this situation, the SET signal will be sensitive to this change of occupation in

the quantum dot and will display a sudden jump as seen in the red trace of Figure 1.12(b). If one

is able to record this sudden jump single-shot readout of the spin state is possible.

The experimental implementation of such technique is limited by several drawbacks. First,

it requires precise calibration of the quantum dot chemical potential for the Fermi level of the

reservoir to sit in the middle of the two probed states. Then, the operating temperature of the device

must be low compared to the energy splitting between the two states. In the case of single spin

readout, this means that h̄γeB ≫ kBT and for the two-electron spin state readout J0 ≫ kBT . While

the external magnetic field is easily tuned experimentally it is harder to enhance the exchange

energy since it is mostly defined by the confinement potential. Moreover, the relaxation rate of the

excited spin state must be low compared to the quantum dot to reservoir tunneling rate so that the

electron in the excited state has the time to tunnel to the reservoir before relaxing to the ground

state. However, the tunnel rate must not be too high compared to the measurement bandwidth

otherwise the SET current jump would not be recorded making the measurement impossible. In

the end, the system must follow the following conditions:

T−1
1 ≫ Γ ≫ BW, (1.36)

where BW is the measurement bandwidth and Γ the quantum dot to reservoir tunneling rate

[Keith2019]. By operating with low electron temperatures and using high-bandwidth cryogenic

amplifiers Mills et al. demonstrated a readout fidelity above 99 % [Mills2022]. Finally, the hard-

ware overhead to implement such readout is heavy when considering spin-based quantum com-

puting in two-dimensional arrays of quantum dots. Indeed, having one reservoir for each quantum

dot in such dense structures would require additional technological developments [Vinet2018]. To

circumvent these limitations several techniques have been developed using an analogous approach

to the operation of charge-coupled device (CCD) where the electron is shuttled across the array to

perform readout on its extremity [Baart2016].

1.4.2 Pauli spin blockade readout

The Elzerman readout technique relies on an electron tunneling or not to an electron reservoir

depending on its spin state. The technique presented in this section referred to as Pauli spin

blockade (PSB) also relies on a tunneling event but in this case not to a continuum of states but

to a neighbor quantum dot. The Pauli spin blockade technique allows the discrimination between

the singlet and the three triplet spin states and relies on a charge configuration difference at a

specific potential detuning position. It has first been observed in vertically coupled quantum dots
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[Ono2002] and then in laterally coupled quantum dots [Johnson2005] via current measurement

across a double quantum dot system. We will see here how this technique allows performing high

fidelity single-shot readout.
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Figure 1.13: Pauli spin blockade readout. a, Energy diagram of the two-electron spin states
close to the Pauli spin blockade region. b, Sketch of the spin states at the Pauli spin blockade
position. For the same value of detuning the singlet spin state is preferably in the (0,2) charge
configuration, while the triplet spin states are blockaded in the (1,1) charge configuration.

We first consider a double quantum dot system filled with two electrons and probed by a SET.

The first two-electron spin states of such a system are represented as a function of the potential

detuning as depicted in Figure 1.13(a). The readout consists in pulsing the potential detuning

of the double quantum dot to the Pauli spin blockade position εPSB indicated in Figure 1.13(a).

At this position, it is energetically favorable for the singlet spin state to be in the (0,2) charge

configuration while the three triplet spin states are blocked in the (1,1) one. This difference in the

charge configurations arises from the exchange energy separating (in terms of potential detuning)

the position of the spin states avoided crossings. The charge configuration difference is held until

the |T0(1,1)⟩ state relaxes to |S(0,2)⟩. This relaxation is usually few tens of microseconds long

in GaAs/AlGaAs quantum dots [Barthel2012]. When the measurement bandwidth is high enough

compared to T−1
1 , single-shot readout of the spin state is possible [Connors2020].

While being the method achieving the highest readout fidelity due to its robustness against

temperature and noise some drawbacks must be addressed [Yang2020, Niegemann2022]. Indeed,

the Elzerman readout requires the readout of a full electron difference in the quantum dot occu-

pation, the Pauli spin blockade readout requires the readout between two charge configurations.

This slight difference in the electron position in the system can be hard to discriminate before the

relaxation of the spin state. This results in a trade-off between spending enough time averaging

the signal in order to discriminate with high fidelity the charge state at the Pauli spin blockade

position while being faster than the spin state relaxation. Moreover, while requiring less hardware

overhead than the Elzerman type readout, Pauli spin blockade readout requires the use of two
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electrons to extract in the end only one bit of information (either S or T ). These two issues are at

the core of chapter 4, where we propose a solution to inhibit the effect of the T1 relaxation and use

this new capability to perform complete discrimination between the four two-electron spin states

S, T0, T+, and T−.

1.5 Recent advancements for Pauli spin blockade readout

We present in this section the recent advancements in the community to address the previ-

ously identified drawbacks of spin readout. With the many proposals for dense arrays of spin

qubits the development of readout methods with the highest possible fidelity and lowest hardware

footprint has become a necessity. We will see how different methods can release constraints on

the global array architecture by first presenting a latched readout facilitating the charge readout

and a cascade-based mechanism allowing to delocalize the electrometer from the location where

spin-to-charge conversion is performed.

1.5.1 Latching mechanism

Figure 1.14: Latched Pauli spin blockade readout, reproduced from [Seedhouse2021].
Schematic of the different steps involved in a latched PSB readout. The readout relies on the
tunnel rate difference between the left and right quantum dots with the reservoir. A singlet state is
mapped to the (02) charge state while the triplet one is mapped to (12).

In 2018 Harvey-Collard et al. introduced to the community an enhanced version of the PSB

readout [Harvey-Collard2018] called latched-PSB. This readout aimed at solving an inherent lim-

itation of the PSB readout by mapping singlet and triplet spin states to charge states with a full

electron difference. Thus increasing the signal difference between the two states and decreasing

the time required to discriminate them with high fidelity.

To explain the latched-PSB readout principle we consider the system presented in Figure 1.14
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composed of a double quantum dot with an electron reservoir highly coupled to the right quantum

dot and weakly coupled to the left one. We note (i, j) the charge state of the double quantum

dot, where i and j are the charge occupation of the left and right quantum dots respectively. The

first step consists in performing a classic PSB spin-to-charge conversion, again at the end of this

step the charge state of the double quantum dot is either (0,2) or (1,1) if the electrons are forming

a singlet or triplet spin state. From there, the system is pulsed in the (1,2) charge configuration

region and a charge readout is performed. In the case of the triplet spin state, the coupling between

the right quantum dot and the electron reservoir is in the GHz regime allowing fast loading of the

third electron in the system. In the case of a singlet spin state, the loading of the third electron is

slow due to the weak coupling between the left quantum dot and the reservoir. Therefore, before

charge tunneling happens from the reservoir to the left quantum dot we can observe either a (0,2)

or (1,2) charge state depending on the initial spin state. It is interesting to note that in this type

of readout the mechanism limiting the signal lifetime is not the relaxation of the triplet spin state

to the singlet one but rather the charge state relaxation from (0,2) to (1,2) which is typically one

order of magnitude higher than the typical value of T1 in GaAs/AlGaAs.

In the end, this technique allows for releasing constraints on the charge readout design by

providing a bigger signal difference to be measured and a longer lifetime of the said signal. This

technique is today widely used in a variety of platforms to reach high fidelity readout for instance

99.86 % in a silicon donor-quantum dot system [Harvey-Collard2018], > 99% in CMOS double

quantum dot device [Urdampilleta2019], and 99.3 % in Si-Mos devices [Zhao2019]. However,

the integration of such readout in a dense quantum dot array still needs to be demonstrated due

to its rather large hardware footprint. Indeed, the necessity to have an electron reservoir and an

electrometer close to the double quantum dot where the measurement is performed could require

again additional technological developments.

1.5.2 Cascade mechanism

The PSB readout has demonstrated the highest readout fidelities in semiconductor quantum dots

for ST qubits, but the charge information that must be read at the end of the projection is very

local. In dense quantum dot array structures, the presence of an electrometer close to the projec-

tion position is not guaranteed. To overcome this issue several proposals for spin-based quantum

computing are suggesting the use of gate-based reflectometry readout, which removes the need

for an electrometer and a reservoir in order to read out the charge state of the array. However,

the achieved readout fidelities are not yet reaching the threshold level for fault-tolerant quantum

computation [Urdampilleta2019, Zheng2019, Pakkiam2018, West2019]. Another solution could

be to shuttle the qubit on the side of the array close to an electrometer in order to perform the

readout [Baart2016,Mortemousque2021a]. Again this technique has some severe limitations such

as the necessity to provide a clear path in the array for the qubit to be shuttled. An interesting path

to circumvent these limitations has been proposed by Van Diepen et al. 2021 [van Diepen2021].

This technique is inspired by the cascade mechanism used in avalanche photodiodes for instance.
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(a) (b)

Figure 1.15: Electron cascade for distant spin readout, reproduced from [van Diepen2021].
a, Quadruple linear quantum dot array used to demonstrate the cascade readout mechanism. The
expected position of the quantum dots is indicated by the white dashed circles and the position of
the SET is indicated by S. b, Cascade mechanism principle. In the triplet spin state configuration,
the system is blockaded and remains in the (1101) charge state configuration. On the contrary,
the singlet spin state allows tunneling of the leftmost electron to the right neighbor quantum dot,
triggering the cascade mechanism ejecting an electron in the right reservoir to reach the (0200)
charge state.

Here the tunneling or not of a spin state at the PSB position will trigger the displacement of a

charge located in a neighbor quantum dot towards the detector due to Coulomb repulsion.

The demonstration of this novel type of readout called cascade-PSB, has been conducted in

a quadruple quantum dot linear array based on the GaAs/AlGaAs platform and shown in Fig-

ure 1.15(a). In this sample, mimicking a dense structure, the sensor is placed at the extremity of

the array where design constraints are supposedly less intense than in the middle of the structure.

We note the charge distribution in the quantum dot array (i jkl) where i, j,k, and l is the occupation

of quantum dot 1, 2, 3, and 4 respectively. The cascade-PSB measurement scheme is illustrated

in Figure 1.15(b) and consists in first initializing the array in the (1101) charge configuration with

the electrons in quantum dot 1 and 2 forming a random spin state (S or T ). Moreover, the system

is tuned so that µ(0201) > EF > µ(1101) where µ(0201), µ(1101) is the chemical potential of

the (0201) and (1101) charge state occupation and EF the Fermi level of the right reservoir. In

this situation, if two electrons are present in quantum dot 2 the rightmost electron will preferen-

tially tunnel to the right reservoir due to Coulomb repulsion. From there, a PSB spin-to-charge

conversion is performed by forcing the electron in quantum dot 1 into quantum dot 2. In the case

of a triplet spin state, tunneling is blocked and the system remains in the (1101) charge state. In

the case of a singlet spin state, the system reaches the (0201) charge state and the presence of an

extra electron in quantum dot 2 triggers the cascade mechanism which consists here in an electron

tunneling to the right reservoir, in this situation the system reaches the (0200) charge state.

The use of the cascade-PSB readout showed an increase of factor 3.5 in the signal-to-noise

ratio (SNR) differentiating the two spin states compared to a PSB readout performed in the same

configuration. This enhancement in the readout signal comes from two contributions. The first

one is inherent to the cascade mechanism which induces electron displacement in a quantum dot

33



Chapter 1. Isolation and readout of electron spins

closer to the sensor compared to the PSB readout. The sensor sensitivity decreasing with the

distance it induces a bigger signal for the same amount of noise hence the increased SNR. Second,

the cascade-PSB maps a singlet and triplet spin state to charge states containing a total of two

and three electrons respectively and therefore with a full electron difference. Whereas, the PSB

readout relies only on a change in the charge configuration of the array. Combining these two

effects in the cascade-based readout it reaches fidelity of > 99.9% where the PSB is limited to

85.6 %.

To conclude, the hardware overhead needed to implement cascade-based or latched-based

readout remains fairly large with the need of extra quantum dots or electron reservoirs dedicated

to the readout process. Moreover, T1 relaxation at the readout position of the triplet to singlet spin

state can still trigger an unwanted cascade lowering the readout fidelity.

1.6 Conclusion

In this chapter, we presented the concepts and techniques required to isolate and readout elec-

tron spins. We saw that it was possible to isolate electrons in quantum dots by depleting a 2DEG

provided by a GaAs/AlGaAs heterostructure using metallic nanostructures. We then developed the

remote charge sensing technique allowing us to identify in a non-invasive manner the charge occu-

pation of a quantum dot. Single and two-electron spin states have been introduced as well as their

interaction with the nuclear spin bath produced by the host material. From this study, the electron

spin degree of freedom has been identified as a potential candidate to realize quantum computing.

We then studied the readout spin qubits through spin-to-charge conversion mechanisms and their

performances in the context of quantum computing using spin qubits in large and dense quantum

dot arrays.
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2.1. Introduction

2.1 Introduction

The aim of this Ph.D. is to demonstrate an enhancement of the quantum dot array tunability

and the PSB readout efficiency via a high level of control on the interdot potential barriers. For

this purpose, we fabricated a triple quantum dot linear array with a neighbor SET acting as a

charge sensor based on the GaAs/AlGaAs heterostructure platform. In this chapter, we start by

detailing the protocol used in the clean room facility to fabricate the GaAs/AlGaAs samples and

the simulation tools used to estimate the suitable gate voltages to define the triple quantum dot.

Then, we focus on the machinery used to reach cryogenic temperatures needed to operate quantum

dots. We also extensively describe the measurement apparatus by listing the different instruments

and the electronic circuits used to control the quantum devices. Finally, the software environment

used to control the different instruments and treat the raw data is presented. In the last section,

we detail the concept and techniques involved in the realization of RF-reflectometry based charge

sensing. We demonstrate a rapid and high fidelity charge readout using an on-chip matching

circuit.

2.2 Device presentation

L M R

iSET

B1 B2 B3 B4

500 nm

T1 T2 T3

RSD

H

LSD

Figure 2.1: Typical linear quantum dot array measured. The sample is composed of a linear
triple quantum dot array where each dot is labelled L, M, and R for the left, middle, and right
quantum dot respectively and a SET acting as a local electrometer.

The sample fine structure is presented in Figure 2.1, with the associated gate names and ex-

pected quantum dot positions. The sample is composed of a linear triple quantum dot array where

each dot is labelled L, M, and R for the left, middle, and right quantum dot respectively and a

SET acting as a local electrometer. On each side of the array are present grounded ohmic contacts

acting as electron reservoirs and will be used to load electrons into the structure. The quantum dots

of the array are defined by three types of gates colorized differently in the SEM image presented

in Figure 2.1. First the barrier gates (green) are mostly designed to confine the quantum dots along

the x-axis of the sample and tune the reservoir-quantum dot tunnel coupling for B1 and B4, while
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gates B2 and B3 are designed to tune the interdot tunnel coupling. The plunger gates (red) were

designed to confine the electrons along the vertical axis while providing a knob to tune the chemi-

cal potential of each quantum dot independently. Finally, the horizontal gate (blue) completes the

confinement of the quantum dot along the y-axis and separates the array from the SET.

2.3 Sample fabrication

The fabrication of all the nanostructures presented in this work requires advanced nano-fabrication

techniques performed in a clean room environment, which have been developed by the research

group throughout the different projects. Especially, the manufacturing of nanometric gates dis-

posed in complex and dense layouts has been at the core of the work done in the clean room

facility and we benefit here from this legacy [Chanrion2021, Jadot2021, Mortemousque2021a]. In

this section, we develop the process used to fabricate the samples measured in this thesis.

2.3.1 Process flow in the clean room

The two different samples measured in this thesis were fabricated using the GaAs/AlGaAs plat-

form. These heterostructures are fabricated by the group of Andreas Wieck at the Ruhr University

in Germany. The heterostructure used in this work was grown by molecular beam epitaxy and pro-

vides at cryogenic temperatures a 2DEG located 110 nm below the surface of the crystal which has

a carrier mobility of 9×105 cm2 V−1 s−1 and an electron density of 2.79×1011 cm−2. We present

briefly here the step to fabricate the devices measured in this thesis using the heterostructure before

going into details about each step :

1. 2DEG patterning via etching of the crystal using a piranha solution

2. Creation of ohmic contacts to the 2DEG and bonding pads

3. Patterning of alignment marks for laser and electron beam lithography

4. Patterning of the nanometric gates on top of the crystal in the center using electron beam

lithography

5. Patterning of electric contacts between the bonding pads and the fine structure using laser

lithography

The first step of the device fabrication, presented in Figure 2.2(a), consists in shaping the

2DEG into a central square part called mesa where the actual gates of the device (fine structure)

will be located and 4 paths at each corner of the square for electrical contact of the 2DEG later on.

Since 24 devices are fabricated at the same time on the wafer, this patterning is necessary to isolate

them electrically. The desired pattern is insolated on a 400 nm thick layer of photosensitive resist
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(a) (b)

(c) (d)

500 µm

Figure 2.2: Process flow used to fabricate the samples measured. a, Mesa etching with a central
square for the fine structure and four lines for later ohmic contacts. b, Ohmic contact deposition to
electrically contact the bonding pads to the previously etched 2DEG. c, Electron beam lithography
defining the nanometric gates of the sample (fine structure). d, Laser lithography defining the
electric traces between the bonding pads and the fine structure.

39



Chapter 2. Experimental setup and RF-reflectometry

1 µm200 µm(a) (b)

Figure 2.3: Optical microscope and SEM image of the sample during fabrication. a, Optical
microscope image of the sample after the mesa etching and the deposition of ohmic contacts and
bonding pads have been performed. b, SEM image of the fine structure after deposition and lift-off
of a sample similar to the one measured in this thesis.

(S1805) using laser lithography. The etching of 150 nm of the surface crystal is then performed

using a piranha solution composed of H2O2/H3PO4 whose etching rate was calibrated on a dummy

sample. The remaining resist is finally removed using two different baths of acetone and IPA.

Now that the mesa shape is defined, we need to create 4 ohmic contacts at each end of the mesa

lines. The electrical contacts to the 2DEG should be of low resistance compared to the typical one

of a sensing dot ∼ 12kΩ so that the current is limited by the quantum transport in the fine structure.

To do so, the sample is again covered with a 400 nm thick layer of photosensitive resist and the

desired pattern is shaped using laser lithography as shown in Figure 2.2(b). Then we deposit

successive layers of metal composed of Ni(5 nm)/Ge(60 nm)/Au(120 nm)/Ni(10 nm)/Au(100 nm).

The deposition is performed in an electron beam evaporator in two steps for each metal layer

of the ohmic contact. First, the crucible containing the desired metal is selected and a high-

power electron beam evaporates the metallic bid. Then, the created gas rises into the high vacuum

chamber and solidifies when it contacts the sample, the operation is repeated for each layer of

metal. Once the deposition is finished, the resist mask and excess metal are removed via lift-off

technique in an acetone bath. The sample is finally annealed during 1 min at 450 ◦C so that the

metal alloy created diffuses from the surface of the crystal to the 2DEG location 110 nm below.

This annealing step is critical to ensure a low resistance (5 kΩ at room temperature and 250 Ω at

cryogenic temperatures) between the bonding pads and the 2DEG. An optical microscope image

of the sample at this stage of the process is shown in Figure 2.3(a).

Figure 2.2(c) shows the next step of the fabrication which consists in defining the fine structure.

To do so the sample is coated with 70 nm of poly(methyl methacrylate) (PMMA) and the resist is

insolated with the correct pattern using electron beam (e-beam) lithography. The insolated resist

is developed in a bath of methyl-isobutyl-ketone (MIBK) and the sample is placed back into the
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electron beam evaporator. A metallic layer composed of Ti(3 nm)/Au(12 nm) is deposited on the

sample. The metal is then removed from the non-insolated locations via a lift-off in a bath of

acetone. The fine structure integrity of the different samples fabricated is then observed via SEM

imaging as shown in Figure 2.3(b). We check that the expected gate geometry has been developed

and that no gates are shorted together or broken which would be detrimental to the sample.

Finally, to contact the fine structure to the bonding pads the sample is again coated with PMMA

and laser lithography is performed, as shown in Figure 2.2(d). The resist is developed in MIBK

and a metallic layer composed of Ti(20 nm)/Au(100 nm) is deposited. A final lift-off is performed

to define electric contact between the different gates of the fine structure and their corresponding

bonding pads.

The sample is then taken out of the clean room in an anti-static box to the wire bonding

machine. This machine allows us to contact the bonding pads of the sample to the measurement

PCB presented in Figure 2.6 using gold wire bonding. During this whole operation, the device

and PCB remain grounded to prevent any electrical static discharge in the fine structure.

2.3.2 Electrostatic potential simulations
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Figure 2.4: Electrostatic potential landscape simulation. a, Simulation of the electrostatic
potential landscape generated 110 nm below the crystal surface by the voltage applied on the gates.
b, Horizontal cut of the electrostatic potential landscape along the dashed line in a. According to
the simulation, it is possible to form three potential wells in the array.

In order to assist the design and the tuning of the sample fabricated, we developed a numerical

simulation based on the Comsol™ workspace. This simulation is based on a Poisson solver and

takes into account the geometry, position and voltage applied to the different gates to compute

the expected electrostatic potential landscape induced at the depth of the 2DEG. The result of the

simulation is plotted in Figure 2.4(a), the voltages used as input for the different gates are −1 V

for the barrier gates, −0.4 V for the plunger gates, −1 V for the horizontal gate and −0.6 V for the

sensing dot gates. We observed three electrostatic potential wells where the three quantum dots of
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the structure are supposed to be located. We also verify the ability to, at least on the simulation,

adjust all quantum dots to similar chemical potentials. Performing such simulation gives a starting

point and a rough idea of the voltage to apply to gates when the sample is cooled down for the

first time. However, to be predictive and more efficient some key ingredients are missing such as

the random Si dopants positions, the number of electrons occupying each quantum dot, and the

overall disorder in the heterostructure [Bednarek2008].

2.4 Cryogenics

To reach the required cryogenic temperatures, we used two He3/He4 dilution refrigerators.

For the RF-SET experimentation presented at the end of this chapter, a home-built wet cryostat

of base temperature 20 mK was used. The charge control and spin measurements presented in

chapter 3 and chapter 4 were performed in a commercial CryoConcept™dry dilution cryostat

of base temperature 10 mK. Both cryostats share a common working principle below the initial

cooling down to 4.2 K, reached via either a liquid helium bath (wet) or a high-pressure pulse tube

(dry).

A dilution refrigerator is based on an idea developed by H. London in 1951 and was first

realized experimentally in 1965 by P. Das [Das1965]. The cooling power of the refrigerator below

the temperature of liquid He arises from the peculiar nature of the isotope mixture of 3He and 4He.

When this mixture is cooled down below 870 mK at equilibrium it separates into two phases. The

first one, referred to as pure, is almost 100 % composed of 3He and the second one, referred as

dilute, is composed of 6.4 % of 4He and 93.6 % of 3He at equilibrium. In this regime, the dilution

process of 3He from the pure phase to the dilute one is an endothermic process providing cooling

power at the interface between the two phases. The refrigeration is therefore obtained by forcing

a continuous flow of a pre-cooled 3He into a phase of 4He, thus the cooling power obtained at the

dilution interface will depend on the 3He flow imposed. In practice, the important stages of the

dilution unit are shown in Figure 2.5(a), and we describe briefly the different stages the 3He flow

undergoes in a dry dilution cryostat:

• The 3He inlet is cooled down to 4.2 K via either a high-pressure pulse tube or a liquid helium

bath.

• It is then cooled down to ∼ 1K via expansion using a Joule-Thomson valve (not represented

in the scheme).

• Then, it is further cooled down to a few tens of mK via heat exchangers with the dilute

phase.

• In the mixing chamber the 3He atoms are diluted in the 4He phase.
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• Finally, the diluted 3He atoms are evaporated from the dilute phase using a turbomolecular

pump connected via a low-impedance tube to the still. The low pressure provided by the

pump combined with the large surface area of the still maximizes the flow of 3He in the

dilution circuit and therefore the cooling power.

DC lines

Magnetic coil

PCB and sample

20mK stage

Mixing chamber

800mK stage

4K stage

100mK stage

Turbomolecular pump

Still (800mK)

Continuous exchanger

Cold plate (100 mK)

Step exchangers

Mixing chamber (20 mK)

3He 4He  + 6.4 % of 3He

(a) (b)

Figure 2.5: Dry dilution cryostat used to perform the experiments presented in chapter 3
and chapter 4. a, Schematic of the working principle of a dilution cryostat. b, Photography of
the dry dilution cryostat.

The low cooling power obtained via the dilution requires us to reduce at a maximum the dif-

ferent sources of heat reaching the mixing chamber. To do so, the whole dilution unit is placed

under vacuum (10−6 mbar) to suppress heat exchange with the exterior, moreover thermal shields

are thermally anchored to the different stages of the cryostat to block black body radiation emitted

from the vacuum chamber. We will see in the next section that the quantum device needs to be

connected to room-temperature electronics while bringing a minimum heat load to the sample.

As shown in Figure 2.5(b), the DC and RF control lines of the device are thermally anchored to

the different stages of the cryostat and thorough filtering and attenuation are discussed in sub-

section 2.5.1. Moreover, attention is pointed to insulating thermally the different stages of the

cryostat, via the use of superconducting wires to power the magnetic coil for instance.

Thanks to the attention given to heat exchanges in the system, the mixing chamber provides

a cooling power of 100 µW at 20 mK which increases by one order of magnitude at each stage

of the cryostat. In the end, the quantum device is anchored to the mixing chamber to ensure the

lowest thermal noise possible. The superconducting coil used to apply a static magnetic field

to the sample is anchored to the 800 mK stage providing a low enough temperature for the coil

to remain superconducting while having enough cooling power to cool down rapidly the large

amount of metal. The rest of the cryogenic electronics such as the cryogenic amplifier used in

the reflectometry setup requires ∼ 27mW dissipation to reach its maximum amplification, it is

therefore placed at the 4 K stage of the cryostat.
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2.5 Electronics

2.5.1 DC/AC signal generation and signal acquisition

The typical sample measured in this thesis is composed of 12 gates and 4 ohmic contacts that

need to be polarized and manipulated over a range of a few volts. In order to control the sample,

two voltage sources were used in this work. The first one is a low noise (25 nV/
√

Hz at 10 kHz)

homemade digital-to-analog converter (DAC) with a range of [−5 V, 5 V]. This DAC is controlled

via a field-programmable gate array (FPGA) board and the output signal is updated every 6 µs. The

DAC outputs are connected to the sample inside the cryostat via a commercial custom designed

Axon™ wire harness. The DC cables of the harness are made of a stainless steel shell and a

NiCu core providing 100 DC lines with a cut-off frequency of 10 MHz. This allows to dissipate

as heat the high frequency noise into the stages of the cryostat where it is thermally anchored

(see Figure 2.5(b)). In our experiments, the DAC voltage source is used to typically perform µs

manipulation of the sample such as stability diagrams or electron loading in the structure.

In quantum computing, the manipulation must be performed faster than the retention time of

the quantum state. This time is quantified by T∗
2 ≃ 10ns in the GaAs/AlGaAs platform [Laird2006].

It is therefore desirable to operate certain gate voltages at the nanosecond timescale. To generate

these high frequency pulses, we used an arbitrary waveform generator (AWG) Tektronix™ 5014C.

This AWG provides 4 programmable outputs with a sampling frequency of 1.2 GHz and an ampli-

tude of ±5V with a rise time of approximately 950 ps. The AWG is connected to the sample via 4

individual RF lines present in the cryostat with a bandwidth of 850 MHz. All lines are gradually

attenuated according to the cooling power of the cryostat at each stage, to first reduce the heat load

on the mixing chamber of the cryostat and second minimize the transmitted electrical noise to

the sample which is detrimental in the operation of spin qubits [Krinner2019]. The total value of

attenuation is necessarily a compromise between limiting the transmitted noise and having a suffi-

cient pulse amplitude to manipulate the sample. As seen in chapter 1, the typical charging energy

(energy needed to add an electron to a quantum dot) in the GaAs/AlGaAs platform is around a few

meV. Considering a typical gate lever-arm of 1/20 [Kouwenhoven2001], the pulse amplitude that

should be applied to the sample gates is around 20 mV. In this work we chose a total attenuation

of −17 dB, giving a maximum pulse amplitude of ±700mV, enough to transfer several electrons

from one quantum dot to another.

Finally, to record the signal coming out of the sample we use analog-to-digital converters

(ADC). In this thesis, two types of measurement were used to read out the charge configuration

of the quantum dot array. First using a radio-frequency setup for impedance measurements where

the signal was acquired using a commercial National Instruments BNC-2110 with a maximum

sampling frequency of 1.25 MHz and a resolution of 153 µV. And second a trans-impedance

amplifier (TIA) for DC current measurements where we used an ADC directly embedded in the

FPGA providing a sampling frequency of 200 kHz.
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2.5.2 Printed circuit board design

Front Back

100 DC lines 
Axon connector
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RF connectors
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Figure 2.6: PCB photography and bias-tee characteristics. a, b, Front and back photography
of the PCB used to connect the sample to the electronic setup. c, Lump element circuit of the
bias-tees used to add the DC signal from the DAC and the RF one from the AWG. The RC circuit
forms a high/low pass filter with a cut-off frequency of 1.6 kHz depending on the input port. This
particular PCB has only been used in the experiments presented in chapter 3 and chapter 4. The
rest of the experiments have been performed on an older version of it.

To connect the sample to the refrigerator lines and the DC and AC voltage sources, we glued

the sample on a homemade printed circuit board (PCB) shown in Figure 2.6. On top of the PCB

an area dedicated to the sample is surrounded by electric pads for wire bonding. These electric

pads are connected to the cryostat DC lines via a personalized Axon™ connector located on the

front side of the PCB. On the back side of the PCB, 16 SMP connectors are dedicated to the RF

lines. As mentioned in the previous paragraph, the sample voltage gates need to be DC biased

and manipulated at the nanosecond timescale via RF lines. To achieve this signal addition SMD

capacitances of 1 nF are soldered in line and the RF is connected via a SMD resistance of 100 kΩ

to one of the DC lines. The equivalent electric circuit is detailed in Figure 2.6(c) and is composed

of a DC and RF input port. Depending on the input port, the RC circuit acts either as a low or

high pass filter with a cut-off frequency of fc = 1/(2πRC) = 1.6kHz. We opted for this value of

cut-off frequency by considering that the DC part of the signal should only provides a constant

offset while the AWG performs all the ns and µs manipulations. This includes rapid coherent

spin manipulation and longer manipulations such as charge loading and quantum dot array control

where the system needs to be held in a certain configuration during a few µs. In practice, the

charge loading and general quantum dot array control were still performed using the DC controls

due to the memory of the AWG limiting the number of playable waveforms in a single experiment.
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2.6 Software environment

2.6.1 Measurement software

In the experiments presented in chapter 3 and chapter 4, we will see that the different instruments

controlling the device or collecting data from it need to be orchestrated at the µs timescale above

typical operating software speed and thus require the use of reprogrammable control boards. We

decided to develop a measurement apparatus centered around the FPGA acting as a master instru-

ment to control the DAC, ADC, and the AWG.

PCB
SAMPLE

Data analysis

FPGA

AWGSequ. loading

Sequ. 
loading

RF lines

DAC

ADC

Tr
ig

ge
r

Experiment 
protocol DC lines

Figure 2.7: Software and hardware architecture used to conduct experiments.

To control all the instruments introduced in subsection 2.5.1 we developed a software archi-

tecture presented in Figure 2.7. A typical experiment follows this procedure:

1. Loading of the AWG memory with the desired waveforms using a Python driver (see exam-

ple in Listing 2.2).

2. Loading of the FPGA memory via a user-friendly Python script (see example in Listing 2.1).

3. Beginning of the FPGA fast sequence triggering DACs updates, pre-loaded AWG wave-

forms and ADC acquisition.

4. Raw ADC data points are stored in .h5 file which is finally treated via various Python scripts

depending on the experiment performed

Using preloaded pulse sequences in the FPGA and AWG is mandatory to accelerate the rep-

etition rate of the experiments and to not be limited by the network communication bandwidth

(∼ 1kHz). The FPGA contains a list of possible operations such as:

• Updating DAC output in 6 µs
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• Wait a defined time comprise between 100 ns and several minutes

• Send trigger to activate slave instruments such as the AWG, RF switches, VNA, . . .

• Start data acquisition from the ADC

1 # #########################

2 ### FPGA FAST SEQUENCE

3 # #########################

4 seq . append ( { " T r i g g e r o u t " , " 1110 " } )

5

6 seq . append ( { "B1" , −0 .65})

7 seq . append ( { "B2" , −0 .84}) # LOAD 1 e

8 seq . append ( { " Timing " , 1000})

9

10 seq . append ( { "B1" , −0 .93}) # ELECTRON ISOLATION

11 seq . append ( { "B2" , −0 .5} )

12 seq . append ( { "B1" , −1 .1} )

13 seq . append ( { " Timing " , 1000})

14 seq . append ( { "B2" , −0 .78})

15 seq . append ( { "B3" , −1 .0} ) # DC POSITION

16 seq . append ( { " Timing " , 1000})

17

18 seq . append ( { " T r i g g e r o u t " , " 1101 " } ) # TRIGGER AWG

19 seq . append ( { " Timing " , 30}) # WAIT FOR AWG

20 seq . append ( { " T r i g g e r o u t " , " 1111 " } ) # RESET TRIGGER

21

22 seq . append ( { " T r i g g e r o u t " , " 0011 " } ) # START ACQUISITION

23 seq . append ( { " Timing " , 5000}) # WAIT FOR ACQU.

24 seq . append ( { " T r i g g e r o u t " , " 1111 " } ) # RESET TRIGGER

25

26 seq . append ( { " End " } ) # STOP

27

28 Map . s e q u e n c e = seq

29 # #########################

30 ### MAP 5ms ADC acqu . , 81*81 , 200 AVERAGE

31 # #########################

32 Map . sweep_dim = [ 5 , 81 , 81 , 200]

Listing 2.1: Typical script used to load the DAC/ADC and trigger sequence into FPGA memeory.

Associated with the AWG script in Listing 2.2 it produces the sequence needed to perform the

freeze map protocol presented in Figure 3.7

A typical FPGA sequence script written in Python language is presented in Listing 2.1 and

makes use of all the operations presented above. An initial pulse sequence is performed by se-

quentially updating DAC values and waiting 1 ms for the raising time induced by the bias-tees.

This DC manipulation is dedicated to slow manipulations allowing us to load electrons in the

quantum dot array and isolate them from the reservoirs. Once the desired DC position is reached
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the FPGA triggers the AWG which performs its preprogrammed pulse sequence manipulating the

voltage gates at the nanosecond timescale. The typical duration of such a pulse sequence is around

a few µs, therefore the FPGA is ordered to wait during 30 µs. Once the AWG manipulation is fin-

ished, we reach the final part of the script where the ADC acquisition is triggered by the FPGA

for a duration of 5 ms.

1 #EXPERIMENT DIMENSIONS

2 Map = AWG_map( sweep_dim =[81 , 8 1 ] , w a v e f o r m _ d u r a t i o n =1100)

3

4 # [ V_B3 , V_B2 , Time spend a t p o s i t i o n , Ramp t ime t o r e a c h n e x t c o o r d i n a t e ]

5 p a t h = [ [ 0 . , 2 . , 100 , 0 ] , \

6 [ − 0 . 4 8 4 , 2 . , 100 , 0 ] , \

7 [ − 0 . 3 6 , 0 . , 100 , 0 ] ]

8

9 V_B3 = [ p t [ 0 ] f o r p t i n p a t h ]

10 V_B2 = [ p t [ 1 ] f o r p t i n p a t h ]

11 T = [ p t [ 2 ] f o r p t i n p a t h ]

12 Tramp = [ p t [ 3 ] f o r p t i n p a t h ]

13

14 #CREATE PULSE SEQUENCE FOR B3 CHANNEL

15 Path_B3 = WE. Pa th ( name = ’ Path_B3 ’ , \

16 c h a n n e l = ’ awg_B3 ’ , \

17 V_A=V_B3 [ 0 ] , V_B=V_B3 [ 1 ] , V_C=V_B3 [ 2 ] , V_D=V_B3 [ 3 ] , \

18 T_A=T [ 0 ] , T_B=T [ 1 ] , T_C=T [ 2 ] , T_D=T [ 3 ] , \

19 T_AB=Tramp [ 0 ] , T_BC=Tramp [ 1 ] , T_CD=Tramp [ 2 ] , \

20 u n i t = ’ ns ’ , \

21 Delay = 5 0 0 , \

22 )

23

24 Path_B3 . r amp_pa rame te r ( ’V_{B , B3} ’ , − 0 . 6 , − 1 . 8 , 1 )

25 Path_B3 . r amp_pa rame te r ( ’V_{C , B3} ’ , − 0 . 6 , − 1 . 8 , 1 )

26 Map . a d d _ o b j e c t ( Path_B3 )

27

28 #CREATE PULSE SEQUENCE FOR B2 CHANNEL

29 Path_B2 = WE. Pa th ( name = ’ Path_B2 ’ , \

30 c h a n n e l = ’ awg_B2 ’ , \

31 V_A=V_B2 [ 0 ] , V_B=V_B2 [ 1 ] , V_C=V_B2 [ 2 ] , V_D=V_B2 [ 3 ] , \

32 T_A=T [ 0 ] , T_B=T [ 1 ] , T_C=T [ 2 ] , T_D=T [ 3 ] , \

33 T_AB=Tramp [ 0 ] , T_BC=Tramp [ 1 ] , T_CD=Tramp [ 2 ] , \

34 u n i t = ’ ns ’ , \

35 Delay = 5 0 0 , \

36 )

37

38 Path_B2 . r amp_pa rame te r ( ’V_{A, B2} ’ , 0 , 2 . , 2 )

39 Path_B2 . r amp_pa rame te r ( ’V_{B , B2} ’ , 0 . , 2 , 2 )

40 Map . a d d _ o b j e c t ( Path_B2 )

41

42 #LOAD AWG MEMORY
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43 AWG_fast_send (Map . waveforms , Map . channe l_names )

Listing 2.2: Typical script used to load the desired sequence for a freeze map in the AWG memory.

As mentioned in the previous paragraph, the AWG memory is loaded ahead of the experiment

with the different waveforms needed to perform the desired manipulation. In Listing 2.2, we

present a typical Python script used to load the memory and it consists in three main parts that we

detail here. First, an empty array of the correct dimension is created according to the experiment

needs. In this case, two parameters are varied we therefore create a 2D array of 81*81 waveforms

of 1100 ns. Then, the empty array is filled for each channel of the AWG with objects corresponding

to diverse pulse shapes whose characteristics are given by the attributes of the said object. Here we

use arbitrary path objects, corresponding to a list of coordinates in the (VB2,VB3) parameter space

with associated timestamps. Moreover, here we vary two coordinates at each realization of the

experiment. During this thesis, a variety of such objects have been developed from simple square

pulses to more complex patterns useful for spin state manipulations. Finally, the waveform array

constructed is loaded in the AWG memory, waiting for the FPGA trigger to begin.

2.6.2 Raw data analysis
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Figure 2.8: Raw data treatment performed during a charge readout procedure. a, Typical
ADC trace obtained at the end of a charge readout procedure shot. The signal is segmented,
averaged and compared to the reference to construct the histogram in b. b, Histogram constructed
from the treated trace. The histogram is fitted to a sum of two Gaussian distributions to infer the
charge occupation of the quantum dot array and extract the relevant parameters of the readout.

As we can see in Figure 2.7, once the signal has been digitalized by the ADC, the FPGA sends

it to the experiment computer for it to be treated by a Python script. The main interest of this

method is to be able to monitor treated data that is easily interpreted by the experimentalist, while

the experiment is still ongoing. The usual experiment duration is a few minutes and the data shown

to the experimentalist is updated every 10 ms. A complete library of data analysis scripts has been
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developed during this thesis from simple signal treatment such as averaging or segmentation, to

more complex one used to display readout fidelities for instance. The experimentalist is exposed

to highly treated data, that allows him/her to interpret the experiment during its execution. For

instance, an abnormally low readout fidelity could be the sign of a detuned SET or an incorrect

readout position that we can correct before the end of the experiment, and therefore gain time and

efficiency in the data acquisition process.

As an example, we detail the data treatment developed for a charge configuration readout in

a double quantum dot of the sample presented in Figure 2.1. The different steps of the raw data

treatment are presented in Figure 2.8 and start with the segmentation of the ADC trace into one

reference and one actual measurement (Figure 2.8(a)). The measurement segment is averaged and

the obtained value is compared to the reference to obtain ∆iSET in order to suppress low frequency

modulations of the signal. The readout is repeated for various parameters we want to study, and

the obtained values of ∆iSET are used to construct the histogram in Figure 2.8(b). The next step

consists in fitting the histogram to two Gaussian curves in order to set a threshold maximizing

the readout fidelity between the two possible charge states (2,0) and (1,1). To do so, we use peak

recognition allowing us to coarsely know the position and amplitude of the two Gaussian curves.

These parameters are then fed as starting points to the curve fitting program which finally outputs

the optimum threshold and the subsequent readout fidelity following the equations presented in

subsection 2.7.5.

In the end, this development in the data treatment procedure has been one of the main reasons

for the sped-up in the data acquisition, and it will be pushed one step further in the future by

including automated feedback on the experiment parameters.

2.7 High fidelity RF-SET based charge readout

2.7.1 Introduction

As mentioned in section 1.4, the spin information must be converted in charge configuration infor-

mation in order to be read out. It is therefore necessary to develop fast, high fidelity, and scalable

charge readout procedures to determine in the most efficient way the electron disposition in an

array of quantum dots. In this section, we develop the work done to implement radiofrequency-

SET (RF-SET) measurements in GaAs/AlGaAs gate-defined quantum dots. We will see the ex-

perimental difficulties inherent to this measurement technique and the use of tunable electric el-

ements as an efficient way to optimize the matching between the quantum device and the RF

circuitry [Ares2016, Apostolidis2020, Connors2020].
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2.7.2 RF-SET working principle and theoretical design

Using SETs as highly sensitive local electrometers to determine the charge configuration of neigh-

bor quantum dots is an efficient way to implement high fidelity readout. However, as seen in

subsection 1.1.3 the operation of such an electrometer requires measuring the conductance of the

SET tuned on the side of a Coulomb peak. In the paradigm of a DC readout via room-temperature

current-to-voltage converters, the bandwidth of the measurement is limited to a few kHz. To over-

come this issue, Schoelkopf proposed in 1998 to perform a RF-reflectometry measurement of the

SET conductance [Schoelkopf1998]. Indeed, working in the RF domain provides:

• High bandwidth measurements (≃ 8MHz) thanks to the low parasitic capacitance of the

high frequency RF lines [Reilly2007].

• Low frequency 1/ f noise suppression by demultiplexing the signal at a few hundred of

MHz.

• The possibility to probe several SETs conductance with one RF circuit using frequency

multiplexing [Hornibrook2014].

To experimentally implement such readout strategy, one needs to take into account the fact

that most of the available RF circuitry is Z0 = 50Ω matched. Since the typical SET resistance

is in the order of h
2e2 = 12.5kΩ ≫ Z0, directly measuring the SET conductance would result in a

mismatch and the SET would reflect most of the incoming RF signal. To reduce the impedance of

the SET close to Z0 it is embedded in a LC resonant circuit as shown in Figure 2.9(a).

The total complex impedance of the circuit is defined as [Vigneau2022]:

Z = jωL+
G

1+ jCω

=
G

G2 +(Cω)2 + jω

(
L− C

G2 +(Cω)2

)
,

(2.1)

where G is the varying conductance of the SET, C is the capacitance and L is the inductance all

three forming a so-called tank circuit. The circuit is connected to a 50 Ω transmission line, we

will develop here the matching conditions of the tank circuit with respect to the transmission line.

First, we determine the circuit resonance frequency when Im(Z) = 0 :

ω0 = 2π f0 =
1√
LC

assuming,
LG2

C
≪ 1. (2.2)

Finally, injecting Equation 2.2 in Equation 2.1 the impedance of the circuit excited close to

the resonance frequency simplifies as:

Z(ω0) =
LG
C

. (2.3)
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Figure 2.9: RF-SET working principle a, Lumped element model of the tank circuit used to
50 Ω match the SET to the rest of the RF-circuitry. It is composed of the SET modelled as a
variable conductance and a LC resonator. b, Reflection coefficient of the tank circuit as a function
of the SET conductance for three values of C assuming L = 500nH. Matching is observed when
|Γ(Z)| = 0, around this position the reflection coefficient is highly sensitive to any conductance
variation of the SET.
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In a RF-SET measurement, one of the experimental parameter accessible is the reflection

coefficient of the tank circuit at the resonance frequency, defined as Γ = (Z −Z0)/(Z +Z0). In

Figure 2.9, we plotted the simulated reflection coefficient as a function of the conductance value

for three different values of capacitances, assuming L = 500nH. We observe for each simulated

result a point where |Γ(Z)| = 0 called the matching point. Around this position Γ(Z) is highly

sensitive to any variation of the conductance. To access the variation of conductance of the SET

via the measurement of the reflected signal, it is therefore necessary to operate the tank circuit close

to the matching point. However, as seen in subsection 1.1.3 the SET acts as a local electrometer

only when it is tuned on the side of a Coulomb peak where its conductance is close to 0.5 2e2

h .

The condition to design a tank circuit sensitive to the SET conductance variations which is also

sensitive to its electric environment can therefore be summarized as:

Gmatch =
CZ0

L
≃ e2

h
. (2.4)

This condition is met in this theoretical circuit for C = 0.47pF and f0 = 328MHz. It is worth

noting that the conductance value at which the tank circuit is matched to the RF circuitry and

the resonance frequency is tunable via the capacitance of the circuit. In the following we will

implement such an RF circuitry to perform RF-SET based charge measurements. We will see

the experimental difficulties to satisfy Equation 2.4 at cryogenic temperatures and the solutions

implemented to circumvent them.

2.7.3 Device and resonant circuit elements

To implement the measurement, we designed the sample presented in Figure 2.10(a,b) based on

the GaAs/AlGaAs platform. The sample is fabricated in the clean room following the protocol

presented in section 2.3. The device is composed of two rows of quantum dots facing each other.

The sample is tuned in the correct regime by applying voltages to all non-grayed gates, the result-

ing potential landscape forms two face-to-face quantum dots (green and red circle). In this design,

the green quantum dot is used as a SET to determine the charge configuration of the red quantum

dot. The chemical potential and therefore the conductance of the SET is mostly controlled by the

voltage applied on the top left gate VSET. The two quantum dots being capacitively coupled, any

change in the red quantum dot charge configuration will result in a shift of the SET chemical po-

tential that is recorded via a change in the SET conductance. To record the conductance changes

of the SET, we form a resonant LC circuit composed of the SET itself, the parasitic capacitance

Cp of the sample, and the PCB and an on-chip superconducting inductance L. As seen in subsec-

tion 2.7.2 the requirement to implement an RF-SET readout is to have a 50 Ω matched resonant

circuit for a SET conductance close to 0.5 2e2

h . Satisfying Equation 2.4 is experimentally challeng-

ing. Indeed, classically Cp is fixed by the RF lines, PCB, bonding wires, and the sample geometry,

all contributing more or less in a hard-to-predict way. However, from previous realizations, we

know that Cp ≃ 0.5pF, mostly defined by the PCB and sample geometry. In this paradigm, the
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Figure 2.10: Sample measured, on-chip varactor and superconducting on-chip inductance.
a, Colorized SEM image of the sample fabricated on the GaAs/AlGaAs platform and measured
via the RF reflectometry setup. A resonant RLC circuit is formed using the inductance in c, the
parasitic capacitance of the PCB, bonding wires and sample gates and the conductance of the green
quantum dot shown in b. In this sample a non-negligible portion of the parasitic capacitance is
formed between the orange gate and the 2DEG below. Applying a negative voltage VC to the gate
depletes the 2DEG which reduces the parasitic capacitance of the gate. The orange gate is used
as an on-chip varactor and is characterized in Figure 2.12. b, Zoom on the fine structure of the
sample composed of 3 face to face linear quantum dots. In this experiment the grayed gates are
not polarized and grounded. The rest of the gates form two quantum dots capacitively coupled, the
red quantum dot occupancy is measured using the green quantum dot as a SET. The conductance
of the SET is tuned using the voltage VSET applied on the plunger gate of the green quantum dot
and therefore change the conductive element of the tank circuit. c, 500 nH homemade on-chip
superconducting inductance. The inductance is one spiral of 60 nm thick Nb deposited on intrinsic
Si. Two bonding pads are present to electrically connect the inductance to the PCB and to one of
the ohmic contacts of the SET.
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only experimental knob remaining to tune the impedance matching of the tank circuit is the induc-

tance value. The free choice of inductance is not enough to guarantee good impedance matching,

especially at low temperatures where the values of all the elements composing the tank circuit are

subject to slight deviations.

To overcome this issue, we implemented in this sample an on-chip varactor to have in situ

tuning of the circuit capacitance giving an extra experimental knob to satisfy Equation 2.4. The

varactor is presented in Figure 2.10(a) and is a metallic gate located between the ohmic contact

of the 2DEG and the SET. This 480 µm2 orange gate forms a capacitance with the 2DEG located

110 nm below. The stripe-like patterning of the gate limits electron back-scattering during the

electron beam lithography, protecting the fine structure of the sample from strong proximity ef-

fects. Considering the small spacing between the stripes (200 nm), the gate effectively acts as a

plain metal sheet when it is fully polarized. Considering the dielectric stack of GaAs and AlGaAs

between the 2DEG and the gate shape we estimate the capacitance to be around 570 fF. The tun-

ability of this capacitance arises from the ability to control the density of electrons below the gate

by applying a negative voltage to the gate. Moreover, for highly negative voltages (< −1V), we

expect to be able to totally deplete the electrons below the metallic gate and therefore suppress

almost completely the capacitance it forms with the 2DEG. In the end, we expect to be able to add

to the already present ∼ 400fF a tunable value of capacitance from 0 to 570 fF.

We designed the inductance of the circuit using the following criteria:

• Allow impedance matching for G = e2/h with respect to Equation 2.4 to have a maximum

sensitivity of the RF-SET to its electric environment.

• Resonance value of the tank circuit should be around a few hundred MHz with respect to

Equation 2.2 to be in the operating range of the RF circuitry elements.

• A predictable value at cryogenic temperatures.

• Robust for applied magnetic fields between ±500mT, this magnetic field separates energet-

ically the three triplet spin states which is mandatory for operations of ST0 qubits.

The group has historically used SMD inductances mounted on the PCB, but those elements

have demonstrated poor reliability with hard-to-predict values for the inductances at cryogenic

temperatures. In this work, we chose to use homemade superconducting inductances providing

a precise value of inductance while having low input resistance and parasitic capacitance. These

inductances were made by D. J. Niegemann in the Nanofab clean room by depositing a 60 nm

thick wire of Nb on top of intrinsic silicon. The thin film of Nb forming the inductance has a

superconducting transition temperature of around 7 K [Gubin2005] and a critical field of 1.5 T

at 4 K [Zaytseva2020]. An optical microscope photograph of a similar inductance used in this

work is presented in Figure 2.10(c). The inductance value is mostly defined by the size and the

number of wire loops, and we chose for this work a value of 500 nH by expecting a residual

parasitic capacitance of ≃ 0.4pF. Theoretically, this selection of components for the resonant
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circuit should result in a 50 Ω matching for a SET conductance from e2/h to 2e2/h depending

on the polarization of the varactor. The change in total capacitance will also affect the resonance

frequency of the tank circuit, and we expect to be able to tune its value from around 270 MHz to

380 MHz.

2.7.4 Reflectometry setup
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Figure 2.11: Reflectometry setup used to perform RF-SET charge sensing. Diagram of the
reflectometry setup used to probe the resonator formed by the parasitic capacitance Cp, the induc-
tance L and the green quantum dot conductance. The parasitic capacitance arises from the PCB,
the inductance, the wire bonds and the GaAs sample itself. In the IN-port of the setup, a RF tone
at the resonant frequency of the circuit is generated at room temperature and is separated power
wise by a splitter. Half of the input power is directed to the resonator via a first −50 dB attenuator
at 300 K and a second one of −10 dB clamped on the 4 K stage of the cryostat. Then the sig-
nal passes through a directional coupler which provides a −33 dB attenuation before reaching the
PCB. The resonator reflects a variable portion of the signal depending on its complex impedance.
The reflected signal is directed to the amplification line via the directional coupler. The amplifica-
tion line is composed of two stages to reach a total value of 90 dB, the first part is done at the 4 K
stage of the cryostat via a CITLF4 low noise amplifier (LNA) from Cosmic Microwave Technol-
ogy, Inc. The second part is done at room temperature via a homemade amplifier of 55 dB. After
amplification the signal is demodulated by comparison with the signal generated at the IN-port.
The demodulator outputs the amplitude difference between the two signals, this output is low pass
filtered via a homemade 80 MHz filter before being acquired by the ADC.

To probe the tank circuit fabricated with the elements in subsection 2.7.3, we designed and

implemented the RF circuit presented in Figure 2.11. It is composed of three main elements that

we will detail here: an attenuation line for the input signal in the cryostat, an amplification line

for the reflected signal and the tank circuit embedding the sample. A RF source Windfreak™

SynthHD generates a 20 dBm signal at the resonant frequency of the tank circuit f0 = 1/
√

LCp

injected at the IN-port of the RF circuit. The signal power is then split in two by a homemade

splitter, the first half of the signal is directed to the local oscillator port of the mixer and the second

part to the cryostat. Before entering the cryostat RF lines the signal is first attenuated by a −50 dB

attenuator at room temperature. The signal enters the cryostat and is again attenuated at the 4 K
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stage by −10 dB. It is then directed to the PCB by a directional coupler with an input attenuation of

−33 dB thermally anchored to the 1 K stage of the cryostat. In this setup, the RF signal reaches the

ohmic contact of the sample with a power of −76 dBm corresponding to a peak-to-peak voltage of

50 µV which is low enough to prevent any damage on the sample. On the PCB itself, two elements

are present: the tank circuit and a bias-tee. The bias-tee is formed using SMD elements soldered

onto the PCB and referred to, in Figure 2.11, as CT and RDC. It is used to apply a DC bias to

the ohmic contact of the SET and perform DC current measurements of the quantum dots. The

tank circuit is composed of the inductance L, the total capacitance Cp and the SET presented in

Figure 2.10.

As mentioned in subsection 2.7.2, to have access to the variation of SET conductance and

therefore the red quantum dot charge configuration it is necessary to record the reflected signal

amplitude. Due to the low power of the input signal necessary to avoid heating, the reflected

signal has an amplitude too small to be directly measured and needs to be amplified. To do so

the signal from the tank circuit is directed to the amplification line by the directional coupler. The

signal is first amplified at the 4 K stage by a 35 dB CITLF4 low noise amplifier (LNA) and again

by 55 dB at room temperature by a LNA. Finally, demodulation by the input signal is performed

using a passive MiniCircuits™ mixer. The output signal is low pass filtered by a homemade RC

circuit with a characteristic cut-off frequency of 80 MHz to remove any residual RF component

before being acquired by an ADC with a maximum sampling rate of 1.25 MHz.

Before characterizing the tank circuit RF response, we perform a calibration of the SET con-

ductance G as a function of VSET using the following protocol. First, all the gates defining the

SET are connected to the ground, and we record the current flowing from the top left reservoir to

the top right as a function of the bias. We observe a linear behavior of the current as a function

of the bias with a slope equal to Ropen = 510Ω. The residual resistance Ropen extracted from this

calibration is attributed to the one of the cryostat cables ≃ 200Ω and the ohmic-2DEG contact

resistance. Then, the bias is fixed to Vbias = 100µV (close to the RMS value of the RF signal) and

the gates are polarized in order to form a SET. We record the current flowing through the SET

(ISET) as a function of the voltage applied to the plunger gate VSET controlling mostly the chemical

potential of the SET. Finally, the conductance of the SET as a function of the plunger gate voltage

is computed as:

G(VSET)
−1 =

Vbias

ISET(VSET)
−Ropen. (2.5)

Thanks to this calibration we know the conductance of the SET and we have an experimental knob

to control it.

To fully characterize the tank circuit in this RF circuit, we show in Figure 2.12(a) the frequency

response of the circuit before demodulation. We observe a clear resonance in the amplitude re-

sponse signal located at 501 MHz with a quality factor of around Q ≃ 15. As expected, the reso-

nance amplitude shows a clear dependence with the SET conductance detailed in Figure 2.12(b).

To perform this characterization of the tank circuit, the SET conductance is varied and calibrated

by using the voltage applied on the gate controlling the SET chemical potential VSET. The varac-
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Figure 2.12: RLC circuit characteristics, matching parameters and on-chip varactor char-
acterization. a, VNA response of the RLC circuit for two values of the green dot conductance.
The resonance is located between 494 MHz and 501 MHz depending on the varactor capacitance.
b, Resonance amplitude as a function of the sensing dot conductance. Matching of the tank circuit
is observed for conductance of 0.3 2e2/h. Around this position, the resonance amplitude is highly
sensitive to the SET conductance. c, Characterization of the varactor effect on the tank circuit
resonant frequency. The resonance frequency fres =

1
2π
√

LCp
is tunable over 7 MHz by adjusting

the voltage applied to the orange gate (VC) in Figure 2.10. The varactor introduces an extra knob
to tune the matching conductance of the tank circuit.
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2.7. High fidelity RF-SET based charge readout

tor is set to its minimal value of capacitance, and we record the amplitude of the resonance as a

function of the conductance G of the SET. We observe a clear dip in the resonance value around

0.3× 2e2/h, at this conductance the tank circuit is matched to the RF circuit and the tank circuit

absorbs −40 dB of the incoming signal. To ensure the best sensitivity of the RF-SET any variation

of the SET conductance should result in a maximized variation of the resonance amplitude. Look-

ing at Figure 2.12(b), this requirement is fulfilled close to the matching point, we will therefore

need to operate the SET at a conductance close to 0.3×2e2/h.

We finally characterize the varactor introduced in subsection 2.7.3. To do so we measure the

resonance frequency of the tank circuit as a function of the voltage applied to the varactor VC. It is

defined as f0 =
1

2π
√

LCp
knowing that L = 500nH we can extract the capacitance of the circuit. In

Figure 2.12(c), we show the f0 and the resulting capacitance as a function of the voltage applied

to the varactor. We observe a variation of f0 over 7 MHz inducing a change of the capacitance

from 203 fF to 208 fF. As expected, the capacitance increases with the voltage applied to the gate

VC, indeed for high voltages (VC ≃ −0.6V) the 2DEG is not fully depleted below the grid and

results in significant additional capacitance. For even higher voltages, the capacitance formed by

the varactor is so high that the impedance of the resonant circuit is far from 50 Ω which results in

the complete vanishing of the resonance. It is therefore impossible to track the evolution of the

resonance frequency for high values of VC. On the other hand, when a more negative voltage is

applied, the electrons of the 2DEG are being repelled far away from the metallic gate diminishing

the extra capacitance. For even lower voltage applied the capacitance seems to saturate indicating

that all the electrons below the gate have been repelled. However, the range on which the varactor

can be tuned (a few fF) is far from the expected one in the theoretical calculations. We interpret

this difference as a signature of our incapacity to measure higher values of capacitance due to the

too strong mismatch between the RF circuitry and the tank circuit. Moreover, at these values of

VC (<−1 V) the 2DEG below the gate is supposedly depleted, the small change in capacitance

observed is therefore attributed to the capacitance formed between the edge of the gate and the

2DEG surrounding the gate. In the end, the varactor was polarized at −1.2 V to completely deplete

the electrons below the gate and achieve a matching for the desired value of SET conductance.

2.7.5 Single-shot readout and fidelity benchmark

Now that we developed the methodology used to measure the SET conductance variations, we will

perform single-shot charge detection.

As mentioned previously, RF-SET measurements rely on a SET tuned on the side of a Coulomb

peak, where the conductance of the SET is highly sensitive to its electric environment. Therefore,

any change in the charge configuration of a neighbor quantum dot will result in a change of the

SET conductance that we are able to record using the RF circuit described in subsection 2.7.4. The

experimental implementation of this readout starts therefore by calibrating the SET on a Coulomb

peak side. This is performed in Figure 2.13(a) where we record the filtered output of the RF cir-

cuit Vmeas as a function of the gate voltage VSET. For VSET < −0.35V no variation is observed,
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Figure 2.13: Remote charge sensing via RF-SET measurements and fidelity benchmark.
a, SET Coulomb peaks observed by varying the chemical potential of the quantum dot using the
voltage applied on the gate VSET for different charge occupations of the red quantum dot. As
expected contrast between the two initializations is observed only on the side of Coulomb peaks
where the quantum dot conductance is highly sensitive to the electric environment. The readout
is performed by acquiring Vmeas at the position indicated by the yellow star where the contrast for
the two initialization reaches a maximum. b, Histogram of Vmeas averaged during 8 µs for one and
two electrons loaded in the red quantum dot. The sum of two Gaussian distributions is fitted to the
histogram, the left one corresponds mostly to the shots where one electron is present in the dot and
the right one to two electrons loaded. By placing a threshold between the two distributions each
shot can be labelled, and single-shot readout is performed. c, Readout fidelity as a function of the
time spent averaging the signal Vmeas. The fidelity is computed by extracting the overlap between
the two fitted Gaussian distributions in c. The readout fidelity reaches a maximum of 99.5 % for
an integration time as low as 8 µs.
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2.7. High fidelity RF-SET based charge readout

in this regime µ(0)≫ µS,µD and the conductance is completely suppressed. Increasing VSET, we

observe a succession of Coulomb peaks.

To determine the optimized readout position we sequentially load either one or two electrons

in the sensed dot (red dot in Figure 2.10) using the loading map protocol described in subsec-

tion 3.2.2 and sweep gate voltage. We observe a clear shift of the SET conductance between the

two initializations due to the modification in the local electric field induced by the extra charge

present in the sensed quantum dot. We plot in green the difference between the two curves and

chose the readout position where it is maximized (yellow star on the figure).

Using this calibrated readout position, we perform single-shot charge readout by acquiring the

signal Vmeas during Tint = 8µs for one and two electrons loaded in the sensed quantum dot. We

repeat the operation 200000 times and plot the histogram of the averaged single-shot traces in

Figure 2.13(b). The histogram shows two well-separated distributions corresponding to the two

charge configuration initialization. We fit the histogram of the data to the function :

G(Vmeas) = g1(Vmeas)+g2(Vmeas) (2.6)

where,

gi(Vmeas) =
Ai√
2πσ2

i

e
− (Vmeas−µi)

2

2σ2
i (2.7)

is a Gaussian distribution of amplitude Ai, a standard deviation σi, and a mean µi corresponding

to the initialization with one electron for i = 1 and two electrons for i = 2. To perform single-shot

readout and label correctly the single-shot outcomes we need to define a threshold voltage Vt , any

measurement outcome below the threshold will be associated to one electron loaded in the red

quantum dot while a measurement above the threshold is associated to a charge configuration of 2

electrons. The threshold is defined to maximize the readout fidelity defined as [Connors2020] :

F =
1
2
( f1 + f2) (2.8)

where fi is the fidelity associated to an occupation i of the quantum dot :

f1 =

∫ Vt
−∞

g1(Vmeas)dVmeas∫ +∞

−∞
g1(Vmeas)dVmeas

and f2 =

∫ +∞

Vt
g2(Vmeas)dVmeas∫ +∞

−∞
g2(Vmeas)dVmeas

(2.9)

In Figure 2.13 we study the figure of merit of single-shot readout which consists in observing

the dependence of the fidelity as a function of the time spent acquiring the signal. We observe a

clear dependence of the readout fidelity increasing as expected for longer integration times when

most of the measurement noise is being averaged out. We achieve a readout fidelity of 99.0±1.8 %

for an integration time of 7.2 µs, the fidelity is increased to 99.51± 0.09 % for an even longer

integration time of 8 µs.

To optimize furthermore the readout fidelity it would be necessary to conduct additional mea-

surements. First, a correct extraction of the noise temperature at the end of the amplification chain
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would be necessary to make sure that the measurement is limited by the 4 K amplifier. Second, in

this section we only consider the amplitude of the measured signal, but it is possible to perform

similar measurements of the signal phase. A complete measurement in the I-Q plane would be a

good way to make sure that the measurement is optimized.

2.7.6 Conclusion

In the end, we demonstrated a rapid and high fidelity charge readout using a SET embedded

in a resonant circuit. This resonant circuit has been optimized in terms of matching conditions

using homemade on-chip components allowing the operation of the SET at its most sensitive

functioning point. We fully characterized the RF circuit via classic RF measurements determining

the resonant frequency, capacitance and matching point of the tank circuit. Finally, we performed

single-shot readout of the charge configuration in 8 µs of a neighbor quantum dot with a fidelity

close to the state of the art [Connors2020]. Unfortunately, these developments in rapid charge

readout were performed in a setup different from the one used for the experiments presented in

chapter 3 and chapter 4. The difference of quantum device, PCB, and cryostat resulted in different

matching conditions that we did not have time to optimize. Therefore, the rest of the measurements

performed in this thesis have been conducted using simpler room temperature DC measurements.
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3.1. Introduction

3.1 Introduction

As seen in chapter 1, arrays of quantum dots (QDs) are identified as one possible road for

scaling up electron spin-based quantum processors [Vandersypen2017,Veldhorst2017,Vinet2018,

Li2018]. In this context, the ability to displace controllably individual electrons plays an important

role for realizing elementary operations within the array. Displacement at the QD scale induces co-

herent manipulation and interaction [Petta2005b,Brunner2011,Watson2018,Yoneda2018]. While

shuttling of the electrons at multi-dot scale enables array filling [Volk2019,Mortemousque2021a],

and functionalities for long distance quantum interconnection [Mills2019b, Jadot2021]. These

capabilities come with potential sources of errors such as incorrect positioning of the electrons

in the array. It is therefore desirable to find protocols to minimize their impact on the rest

of the qubits, especially when the charging energy is insufficient to allow protection against

the electron displacement. Recent demonstrations of highly tunable interdot tunnel coupling

[Bertrand2015b, Eenink2019, Mortemousque2021a] could offer strategies to protect the electron

spin information while enabling quantum manipulation capabilities.

In this chapter, we will study in particular a triple linear array of QDs in a regime where the

QDs are decoupled from electron reservoirs. The ability to decouple QD arrays from electron

reservoirs is now commonly used in semiconductor devices and is usually referred to as the iso-

lated regime [Bertrand2015b, Bayer2017, Philips2022]. The main advantages are the reduction of

the system complexity via a reduction of the available charge states and an increased tunability

of the system parameters (potential detuning and interdot tunnel coupling) [Mortemousque2021a,

Chanrion2021, Jadot2021]. Building on these previous realizations, we will demonstrate a highly

tunable interdot tunnel barrier and a protocol allowing to characterize the relaxation of metastable

charge states of the quantum dot array. From there, we perform an on-demand segmentation of

the array by isolating a single electron in a quantum dot and performing electron displacement in

the rest of the array.

3.1.1 Device presentation

The sample measured in the rest of the thesis is also based on the GaAs/AlGaAs platform and is

presented in Figure 3.1(a). The fabrication process has been developed in section 2.3. The sample

is composed of a linear triple QD array where each dot is labelled L, M and R for the left, middle

and right QD respectively and a SET acting as a local electrometer. On each side of the array are

present grounded ohmic contacts acting as electron reservoirs and will be used to load electrons

into the structure. The QDs of the array are defined by three types of gates colorized differently

in the SEM image presented in Figure 3.1(a). First, the barrier gates (green) are mostly designed

to confine the QDs along the x-axis of the sample and tune the reservoir-QD tunnel coupling for

B1 and B4, while the gates B2 and B3 are designed to tune the interdot tunnel coupling. The

plunger gates (red) were designed to confine the electrons along the vertical axis, while providing

a knob to tune the chemical potential of each QD independently. Finally, the horizontal gate (blue)
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Figure 3.1: Measured device, stability diagrams of a single, double and triple quantum dots
in the open regime. a, False color SEM image of a device similar to the one measured in this
work. The approximate location of the QDs defined by the metallic gates are indicated by the
dashed circles and the ohmic contacts are pictured as the white crossed squares. The charge
configuration of the array is probed via a SET working as a local electrometer which is defined by
the orange gates. b, Characterization of the SET. A 100 µV bias is set to the ohmic contacts of the
SET and the voltage applied to gate RSD is swept which displays clear Coulomb peaks. The SET
is tuned on the side of one of the Coulomb peaks to act as a highly sensitive electrometer. c, d,
e, Stability diagrams for single, double and triple QD configuration of the array. Below the white
dashed line in b, the charge degeneracy lines disappear indicating that the QD-reservoir tunnel rate
is lower than the sweep rate of the experiment (250 mVs−1). In this region the electron tunneling
from or to the reservoir is impossible in the duration of the experiment, we identify this regime as
the isolated regime. In e, the colored dotted lines correspond to charge transitions of the QD with
the same color.
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completes the confinement of the QD along the y-axis and separates the array from the SET. All

the gates of the sample are polarized via the homemade DAC presented in subsection 2.5.1 which

allows changes of the applied voltage at the 10 µs timescale. As we will see here and in chapter 4,

the experiment requires manipulating the interdot tunnel coupling and the chemical potential of

the QDs at the nanosecond timescale. To do so the gates B2, B3 and T2 are connected to an AWG

via bias-tees with a cut-off frequency of 1.6 kHz as shown in subsection 2.5.2.

3.1.2 Charge readout via DC current measurements

The SET is formed by the orange gates RSD and LSD and is biased with 100 µV via the ohmic

contact located at the top right of the sample. An I-V converter with a bandwidth of approximately

1 kHz is connected to the top left ohmic contact and allows us to record the current flowing through

the SET iSET. To characterize the SET, we monitor iSET and vary the voltage applied to gate RSD,

the result is shown in Figure 3.1(b). We observe clear oscillations of the current corresponding to

Coulomb peaks. When the SET is tuned on the side of one of these peaks, iSET becomes highly

sensitive to the local electric environment. Any charge variation in the array would therefore result

in a jump of the SET current.

3.2 Operation of a QD array in the isolated regime

We will develop here the different techniques engineered to perform the loading of the elec-

trons in the isolated regime and the distribution of electrons via interdot shuttling.

3.2.1 Stability diagrams in the open regime

To ensure the possibility to form QDs in the array and understand the effect of each gate on the

potential landscape, we start by performing stability diagrams. Stability diagrams experiments are

widely used in the community to determine the charge configuration, the interdot tunnel coupling

and the gates lever-arm [Volk2019, Lawrie2020, Mortemousque2021b]. It consists in sweeping a

given set of gates of the sample to change its charge configuration while recording the current iSET.

The SET acting as a local electrometer, we should observe jumps in the current when the charge

configuration of the array is modified.

To perform the first stability diagram, we polarize the gates B1, T1, and B2 in order to form

a single dot at position L in the sample. The rest of the array is polarized to negative enough

values preventing the electrons to tunnel from or to the right reservoir. We sweep the voltages

applied to B1 and B2 while recording the SET current and plot the resulting stability diagram in

Figure 3.1(c). Globally two effects on the SET current are observed, the first one is the global

variation across the gate voltage space which corresponds to the capacitive coupling between
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the gates defining the quantum dot array and the SET. Indeed, when the gates are swept during

the stability diagram it slightly detunes the SET from the side of the Coulomb peak resulting in

this overall change of the SET current derivative. To mitigate this effect we compensate for the

capacitive coupling of the array gates by sweeping the gates RSD and LSD during the experiment

in order to maintain the functioning point on the side of a Coulomb peak. The second effect

appears as lines and is associated with integer charge variations in the QD. These lines separate

stable charge occupation regions and are referred to as charge degeneracy lines. For VB1 >−0.8V

navigating along the x-axis of the diagram allows us to change the charge occupation of the QD,

this indicates the ability of the voltage applied to B2 (VB2) to change the chemical potential of

the QD L. In this configuration, it is even possible to determine the absolute number of charges.

Indeed, for the most negative values of VB2 we do not observe any more charge degeneracy lines

while our detector remains sensitive, indicating that the QD is empty of electrons. Setting the

system to higher values of VB2, we add one electron in the QD each time a line is crossed. We

can identify and label on top of the stability diagram up to 10 electrons present in the QD. Now,

if we navigate along the y-axis in the diagram we observe that the charge degeneracy lines are

sharp and well-defined for VB1 > −0.8V. In this region, the reservoir-QD tunnel coupling is in

the GHz regime and electron exchange between the QD and the reservoir is possible. However,

when the voltage applied to gate B1 is lowered below −0.8 V, the charge degeneracy lines first

become stochastic and individual charge jumps are observed before completely disappearing. In

this region, the electron exchange through the reservoir is no longer possible and the QD-reservoir

tunnel coupling rate is small compared to the measurement sweep rate, here 250 mVs−1. This

region is referred to as the isolated regime and is delimited by the white dashed line on the stability

diagram. In the following sections, we will operate the array exclusively in this regime to fix the

number of electrons present in the array during the experiment. In the end, we learn through this

diagram that gate B2 is efficient to change the chemical potential of QD L, and gate B1 controls

mostly the QD-reservoir tunnel coupling.

We now polarize the array in order to form a DQD at positions L and M and perform the stabil-

ity diagram shown in Figure 3.1(d) using the methodology described before, here B2 is polarized at

−0.6 V. For VB1 >−0.65V and VB3 >−0.8V, the stability diagram displays a classic honeycomb

pattern proving the ability to form a DQD [van der Wiel2002]. In this honeycomb pattern, the

horizontal charge degeneracy lines are associated to charge variations in L and the vertical ones to

M. Indeed, due to the geometry of the sample we expect the gates B1 and B3 to affect mostly the

chemical potential of QD L and M respectively. In the configuration of a DQD, we again observe

a disappearance of the charge degeneracy lines for VB1 < −0.65V and VB3 < −0.8V. The same

interpretation can be conducted, and we attribute this disappearance to a low reservoir-QD tunnel

coupling. In this configuration, gates B1 and B3 can finally be used for different purposes, first

we have seen that we were able to tune the chemical potential of the QDs and second to tune the

reservoir-QD tunnel coupling.

We finally polarize the whole array in order to form a triple QD and perform again a sta-
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bility diagram using the gates B1 and B4 as shown in Figure 3.1(e), here B2 and B3 gates are

polarized at −0.65 V. We observe in this case a more complex honeycomb pattern composed

of three types of charge degeneracy lines that we categorized by their slopes in the voltage gate

space [Schröer2007]. Using the previous observations made on gate B1 we expect it to affect prin-

cipally the chemical potential of QD L, we can therefore highlight the horizontal charge transitions

and associate them to QD L. Using a symmetry argument the gate B4 should also mostly affect

the chemical potential of QD R, we can again associate the vertical charge transitions to QD R.

Finally the last type of charge degeneracy lines which are diagonal are associated to M, indeed

the QD being located in the middle of both gate we expect a similar effect of each gate on the

chemical potential of QD M.

In the end, performing these stability diagrams helped us to understand the effect of each gate

on the array parameters. Indeed, we have seen that the barrier gates B1 and B4 located on each side

of the array were able to efficiently tune the QD-reservoir tunnel coupling while being able to tune

the chemical potential of L and R. For the barrier gates B2 and B3 located within the array, we have

demonstrated their ability to tune simultaneously the chemical potential of the QDs located to the

left and the right of the barrier. In addition, these gates control the interdot tunnel couplings, as

we will see in section 3.3. We also see the difficulty to determine the absolute number of charges

present in a system composed of more than one QD due to the high number of charge degeneracy

lines when electron exchange is possible with the reservoirs as well as between the quantum dots.

Indeed, using the same methodology (counting the number of degeneracy lines from 0) would

result in a wrong identification of the array charge state if only one charge degeneracy line is

missed, which can easily happen if the electrometer is detuned for instance. Operating with a

fixed number of electrons greatly simplifies the picture by suppressing the electron exchange of

the quantum dot with the reservoir and limiting the number of charge transitions. In the following

section, we first load a predetermined number of electrons in the single-dot regime, before closing

the coupling with the reservoir and allowing access to the other quantum dots.

3.2.2 Electron loading procedure

We start by implementing a protocol called loading map allowing us to initialize a known number

of charges in QD L and isolate them from the reservoirs. This technique is commonly used now in

semiconductor devices to simplify the tuning process of the sample via a reduction of the available

charge states and to enhance the array parameters operation range [Bertrand2015b, Jadot2021,

Mortemousque2021a, Chanrion2021].

To do so, the array is tuned in a particular configuration to use QD L to load electrons in the

system via the left reservoir. This regime is achieved by tuning the M and R QD chemical po-

tentials high compared to the right reservoir Fermi energy and the L QD chemical potential while

setting a low tunnel coupling between QD R and the right reservoir. In the end, it is impossible

for electrons to enter the array via the right reservoir or access QD M and R. In the stability di-

agram Figure 3.2(a), we have seen that it was possible to tune the reservoir-QD tunnel rate via
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Figure 3.2: Loading map protocol and procedure to isolate the array from the reservoirs.
a, Stability diagram of the leftmost QD of the array. The derivative of the current measured
across the SET is plotted as a function of the voltage applied on B1 and B2 gates controlling
respectively the reservoir-QD tunnel barrier height and the chemical potential of the QD. The
electron occupation number is indicated for the first four charge regions of the stability diagram.
b, Loading map protocol result. The measurement is performed by initializing the QD empty of
any electrons at position I and applying the pulse sequence sketched on top of a. At the end of
the pulse sequence iSET is integrated during 5 ms and the averaged value is plotted as a function
of the coordinates of point L. Each pixel of the figure corresponds to one realization of the pulse
sequence and electrometer measurement. This procedure is used to identify the regions where it
is possible to load an arbitrary number of electrons in the isolated regime. The position used to
load i electrons in the QD is identified by Li. c, Sketch of the potential landscape when the system
is pulsed at position L2. d, Sketch of the potential landscape when the system is brought back to
position I. The electrons are kept in the QD for any chemical potential of the QD due to the low
QD-reservoir tunnel coupling. e, QD charge occupation at position I after initially loading zero or
two electrons. No tunneling in or out events is recorded during 1000 5 s repetitions.
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3.2. Operation of a QD array in the isolated regime

the voltage applied on gate B1. We use this feature to implement a protocol allowing us to load

up to 5 electrons in QD L and isolate them from the reservoirs by applying the pulse sequence

sketched on top of the stability diagram. The array is first initialized empty of any electrons at the

position I in the isolated regime, then the reservoir-QD tunnel coupling and the chemical potential

of the QD are sequentially pulsed to reach position L. The L position is held during 1 ms before

bringing the system back into the isolated regime at the position I via a negative pulse applied

again sequentially on B1 and B2. Once the pulse sequence is over the SET current is acquired and

averaged during 5 ms. In Figure 3.2(b), we plotted the averaged current as a function of the coor-

dinates of point L(V L
B2,V L

B1). In this plot each pixel represents one realization of the pulse sequence

described above. It is interesting to note here that the readout is always performed at the same

position in the voltage gate space, this allows us to tune the electrometer at this particular posi-

tion. By doing so, we have an optimized response without worrying about the capacitive coupling

between the gates and the SET reducing the sensitivity like in the stability diagrams presented in

Figure 3.1. Indeed, in the loading map we observe 5 different levels of iSET corresponding to dif-

ferent charge configurations of the QD. For V L
B2 <−0.8V, we observe a large region of the same

current level corresponding to zero electrons in QD L. In this regime, the QD-reservoir tunnel

coupling is too low to permit electron loading during the time spent at position L. On the contrary

for V L
B2 >−0.8V, the diagram shows areas whose boundaries correspond to the one of the stability

diagram. For this probed position the QD-reservoir tunnel rate is high compared to the probe time

at position L and the QD reaches the equilibrium with the reservoir. When the system is pulsed

back to position I, the electrons are isolated from the reservoir due to the low reservoir-QD tun-

nel coupling. The high chemical potential of the left QD guarantees that all the loaded electrons

should eventually tunnel back to the reservoir leaving the QD empty. However, due to the low

tunnel coupling to the reservoirs it is possible to hold this metastable configuration longer than the

measurement time (here 5 ms). In the end, we define three positions L1, L2, and L3 that will be

used to load up to three electrons in the isolated regime.

Through the loading map, we observe the inability to isolate more than 5 electrons in a single

QD. This limitation is attributed to a lack of tunability over the coupling rate between the electrons

sitting on highly excited orbitals of the QD and the reservoir. Indeed, these excited orbital states

have associated wavefunctions with a bigger spatial expansion and therefore a bigger overlap with

the reservoir. For the same potential barrier height, an electron located on an excited orbital will

therefore preferentially tunnel to the reservoir compared to one located in lower orbital states. One

way to circumvent this issue and to be able to trap a high number of electrons is to perform repeated

sequences of loading and shuttling of a smaller number of charges [Mortemousque2021a].

To estimate how long the electron is held isolated from the reservoirs we either load zero or

two electrons using the positions L0 and L2 previously identified. Then, the SET current iSET at

position I is monitored during 5 s, the measured signal is plotted in Figure 3.2(e). A variation

of the charge occupation of the QD would result in a jump of the SET current and as expected

we observe no such events during the whole acquisition. To ensure this observation we repeat
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Chapter 3. Charge control in an isolated quantum dot array and on-demand segmentation

the experiment 1000 times and never observed a charge variation in the array. The probability

to have no relaxation events in 1000 experiments of 5 s is defined as e−5000/τ where τ is the

isolation characteristic time. We can therefore ensure with a 99 % fidelity that τ > 4.9×105 s. It

is therefore possible to load and isolate the electrons from the reservoirs for a longer time than the

typical experiment ≃ 1s [Philips2022].

3.2.3 Probing the isolated regime boundaries

Now that we identified the electron loading positions, we focus on the limits of the isolated regime

in the voltage gate space through the experiment presented in Figure 3.3(a) called a losing map.
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Figure 3.3: Losing map protocol and isolated regime limits in the voltage gate space. a, Los-
ing map of L identifying the limits of the isolated regime. Each pixel corresponds to a single
shot experiment where two electrons are loaded in L and isolated from the reservoirs using pulses
(1) and (2). The system is then pulsed to the varied position T during 1 ms using pulse (3) and
brought back to I using pulse (4). Finally, the current iSET is averaged during 5 ms. b, Sketch of
the potential landscape at position L. c, Sketch of the potential landscape at position T, probing
different positions in the B1 and B2 voltage gate space to draw the limits of the isolated regime.

The system is initialized empty of electrons in the isolated regime at position I, then it is pulsed

to position L2 to load two electrons in the QD. At this position, the potential landscape is sketched

as in Figure 3.3(b). The QD is pulsed back to position I to reach a metastable state in the isolated

regime as discussed previously. The goal now is to probe the system at a varied position T in the

VB1 and VB2 voltage gate space and check the number of electrons in the QD at the end of the

probe pulse. By doing so, the voltages applied to B1 and B2 are sequentially pulsed during 1 ms at

coordinates T(V T
B2, V T

B1). Then, the system is pulsed back to position I in order to perform a charge

state readout by acquiring the SET current during 5 ms. In Figure 3.3(a), we plotted the averaged

current as a function of the coordinates of point T. Here again, we can clearly distinguish different

levels of current corresponding to different electron occupations of the QD that we can identify
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3.2. Operation of a QD array in the isolated regime

and label. We observe for V T
B1 <−0.85V a large region of homogenous iSET values, the electrons

loaded into the structure are kept in the structure for all the probed values of the voltage applied on

gate B2. In this regime of low QD-reservoir tunnel rate, electron exchange is prevented during the

probe pulse at position T regardless the QD chemical potential. For VB1 >−0.85V, the tunneling

through the reservoir is possible again and the number of electrons can be controlled using the

voltage applied on B2. Now that we have identified the isolated regime region in the voltage gate

space, we can operate the array in this regime by being careful to never go out of the bounds found

by this experiment.

3.2.4 Detuning control of a double quantum dot in the isolated regime

We have previously demonstrated the ability to initialize a fixed number of electrons and their

isolation from the reservoirs via the control of the QD-reservoir tunnel coupling. In this section,

we demonstrate the operation of DQD with a fixed number of charges in the isolated regime and

especially the ability to reach all the possible charge states in a DQD loaded with an arbitrary

number of electrons.
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Figure 3.4: Detuning control of a double quantum dot in the isolated regime. a, Schematic
representation of the voltage applied to gate B1 and B3 in order to perform one trace of the stability
diagram presented in (b ,c, d). b, c, d, Stability diagram of the L-M DQD in the isolated regime
when 1, 2 or 3 electrons are loaded in the array via the loading map procedure. We observe
diagonal charge degeneracy lines indicating the similar effect of gates B1 and B3 for tuning the
chemical potential of L and M respectively. The different occupation in each region is labelled on
top of the diagram, and we define the detuning axis perpendicular to the charge degeneracy lines.

The experimental demonstration of interdot shuttling is presented in Figure 3.4(a) and consists

in loading up to three electrons using the loading map protocol described previously. While keep-

ing the charges in the isolated regime, we sweep the voltage applied on gate B1 to progressively

transfer charges from QD L to M while recording the SET current. At the end of the sweep, the
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Chapter 3. Charge control in an isolated quantum dot array and on-demand segmentation

array is emptied and reloaded and the B1 sweep is repeated for another voltage applied to B3.

In Figure 3.4(b,c,d), we show the stability diagrams resulting from this procedure. We ob-

serve diagonal charge degeneracy lines corresponding to charge transitions of the L-M DQD. As

expected the efficiency of gates B1 and B3 to transfer charges in the DQD is equivalent due to the

symmetry of the system. To label the charge configuration regions, we make the assumption that

the voltage applied to B1 and B3 mostly affects the chemical potential of L and M respectively,

and that the R dot is inaccessible for the electrons. We can therefore associate the region of the

top left of all the diagrams to the configuration where all the electrons are present in QD L. From

there, we navigate to the bottom right of the diagram and add one electron to the QD M each time

a line is crossed, we note the charge configuration of the array (l,m,r) with l, m and r the charge

occupation of QD L, M and R respectively. For a system of n dots containing k electrons we expect(n+k−1
k

)
charge states, in our system it is verified in the configuration of a DQD with up to three

electrons loaded in the structure. In the end, we are able to operate a DQD in the isolated regime

and access all the charge states available by varying only the voltage applied to B1 and/or B3.

3.3 Controlled quantum dot array segmentation via a highly tunable
interdot tunnel coupling

3.3.1 Introduction

We previously demonstrated the ability to load a fixed number of electrons in a DQD and isolate

them from the reservoirs to operate in the so-called isolated regime. Operating in such a regime

greatly simplified the stability diagram of the DQD system, and helped us to identify the different

charge states available. In this section, the isolation process is pushed one step further by demon-

strating QD-QD decoupling. Finally, we develop a methodology to segment a linear QD array and

discuss the novel features enabled by a highly tunable interdot tunnel coupling.

We start by characterizing the inter-dot tunnel rate from the sub-Hz to GHz regime via the

study of metastable charge states and achieve complete isolation both from the reservoirs and the

neighbor QD of up to three electrons. We will refer this regime as the fully isolated regime. Then,

we implement two functionalities demonstrating the potential of the array partitioning process.

First, an enhancement of metastable charge state lifetime and their readout at a fixed and optimized

position in the voltage gate space, and then charge displacement and readout in the partitioned

array.
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Figure 3.5: 1, 2 and 3 electrons stability diagram of a DQD in the fully isolated regime. a,
b, c, Stability diagram of the L-M DQD performed with a fixed number of charges respectively
1,2 and 3 in the fully isolated regime. The detuning and the tunnel coupling of the L-M DQD
are swept using relevant gates B3 and B2. It is possible to obtain all charge states of the DQD
by sweeping B3 gate voltage over around 200 mV. For a negative enough voltage applied on B2
the stability diagram exhibits excited charge states of the DQD that are only observable in the low
tunnel coupling regime. Charge configurations of the array are indicated in white. Point S and
F are used to perform the experiment presented in Figure 3.6 and are described in the main text.
d, Sketch of the electric potential across the DQD when the tunnel coupling is high enough to
allow charge transfer during the sweep of B3. e, Similar to d but for an interdot tunnel coupling
to low to ensure charge transfer to the ground state of QD L. Charge transfer is therefore obtained
via excited charge states of QD L whose wavefunctions have a larger spatial expansion.
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3.3.2 Metastable charge state lifetime

Stability diagrams

To implement the fully isolated regime where the QDs of the array are decoupled from the reser-

voirs and from their neighbor QD, we start by characterizing the L-M DQD in terms of tunnel

coupling. To do so, we performed the isolated stability presented in Figure 3.5 using a similar

protocol to the experiment presented in Figure 3.4, the only difference being that the swept gates

are now B3 and B2 or B1 and B2. We first focus on the stability diagram in Figure 3.5(a) where

only one electron is loaded initially in the structure but the same analysis can be conducted for two

and three electrons loaded. For VB2 > −0.66V, a well-defined charge degeneracy line separates

the two charge states and varying the voltage applied on gate B3 allows us to transfer charges from

L to M like in Figure 3.4(a). In this region of the stability diagram, the interdot tunnel rate is high

enough to allow an adiabatic charge transfer between the two QDs during the sweep of VB3. When

the voltage applied to B2 is reduced below −0.66 V, we observe the apparition of stochastic events

before seeing the charge degeneracy line completely disappearing and reappearing for lower val-

ues of VB3. Analogous to the QD-reservoir decoupling, this phenomenon is attributed to the L-M

interdot tunnel rate becoming comparable first and then smaller with respect to the measurement

sweep rate, here 250 mVs−1. However, in this case the charge degeneracy line does not disappear

completely but is rather shifted to higher values of potential detuning of the DQD. To explain this

behavior we need to take into account the excited orbital states of the quantum dots. Indeed, in

the regime where the interdot tunnel rate is high compared to the sweep rate of the detuning, the

charge transfer during the sweep is ensured via tunneling to the ground orbital state as depicted in

Figure 3.5(d). When the interdot tunnel coupling is drastically reduced the charge transfer through

this state is unlikely to happen in the duration of the sweep. The shift of the degeneracy line to-

wards larger values of detuning is therefore the signature of tunneling between the orbital ground

state (010)g and the first excited orbital states of QD L noted (100)1 and (100)2. In this low in-

terdot tunnel coupling regime the excited orbital wavefunctions of QD L are expected to have a

larger overlap with the ground state of QD M resulting in preferential tunneling. These tunneling

events are therefore happening when the (010)g becomes resonant with the excited orbitals of QD

L providing in-situ spectroscopy of the QD.

In the end, using these stability diagrams we are able to access all the charge states available

using the voltage applied on B3/B1. We are also able to tune the interdot tunnel coupling via the

voltage on B2 gate. This new tuning knob provided us with a way to observe the signature of

excited orbital states of QD L. Moreover, we will use this tuning capability to decouple QDs and

reach the fully isolated regime.

Characterization of the metastable charge state lifetime

To reach the fully isolated regime we need to precisely characterize the dependence of the interdot

tunnel rate with respect to the voltage applied to gate B2. To do so, we study in this section the
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3.3. Controlled quantum dot array segmentation via a highly tunable interdot tunnel coupling

lifetime of metastable charge states as a function of the interdot tunnel coupling. This study will

confirm our capability to prevent charge displacement in the array via a high level of control in the

low interdot tunnel coupling regime.

In order to quantify the interdot tunnel rate dependence with the voltage applied on gate B2,

we designed the pulse sequence sketched on top of the stability diagram in Figure 3.5(b). First,

two electrons are loaded and the system is brought in the (110) charge configuration at position S.

From this point, the tunnel coupling is lowered to the desired value V F
B2 using a voltage pulse on

gate B2. After 100 ns the detuning is set to reach the (020) charge state region via a voltage pulse

on B3. At this position, the (110) charge state becomes a metastable charge state with a limited

lifetime. To track the evolution of the charge state, we record the current iSET during up to 1 s. The

measurement is then repeated 1000 times for V F
B2 values between −0.72 V and −0.68 V. As an

example, we show in Figure 3.6(b) selected records of the SET current for V F
B2 = −0.69V where

we observe sharp single jumps of iSET from 0.55 nA to 0.75 nA. These events are associated with

a charge variation in the L-M DQD, precisely in this case the relaxation of the (110) charge state to

(020). To extract the lifetime of the (110) charge state, we compute the probability P(110) to observe

the (110) charge state as a function of the waiting time at position F. To do so we define a threshold

halfway between the two current levels represented by the black dashed line in Figure 3.6(b).

For the 1000 traces, a current above or below the threshold is associated to respectively (110)

or (020) charge state. The binarized traces are averaged for each V F
B2 value tested to compute

P(110) as shown in Figure 3.6(c). The probability traces are fitted to an exponential decay function

to extract the characteristic lifetime of the (110) charge state. Finally, the extracted lifetime is

plotted in Figure 3.6(d) as a function of V F
B2 and we observe that it can be tuned over 4 orders

of magnitude in a few tens of mV. This indicates again the efficiency of the gate B2 to tune

the potential barrier height in between the L-M DQD in the low inter-dot tunneling regime. In

particular for V F
B2 ≤ −0.72V, no relaxation events are visible in a thousand 1 s-long time traces.

Since the probability to see no relaxation events in 1000 experiments of 1 s is defined as e−1000Γ,

we can therefore ensure with a fidelity of 99 % that the relaxation rate Γ < 10−2 Hz.

In the end, we demonstrate the ability to reduce the inter-dot tunnel rate well below the Hz

regime to reach the fully isolated regime of the QD array. In the following, we will explore

the possibilities offered by this new characteristic, especially for the initialization and readout of

charge configurations in the array.

3.3.3 Demonstration of on-demand array segmentation

The capability to operate over such a wide range of interdot tunnel coupling enables functionali-

ties for future prospects in spin qubit technology [Li2018]. Indeed, freezing on a fast timescale,

the electron dynamics results in a well separated and metastable charge configuration that can be

efficiently probed. Proof of principle experiment is performed in a tunnel coupled double quantum

dot (DQD) with up to three electrons. The protocol consists of loading a specific charge configura-

tion in the double dot, decreasing on a fast timescale the interdot tunnel barrier, and then tuning the

77



Chapter 3. Charge control in an isolated quantum dot array and on-demand segmentation

0 50 150 250 350

0.55

0.65

0.75

(110)

(020)

P
(1

10
)

Time (ms)

Time (ms)

100 101
0

0.2

0.4

0.6

0.8

1

103102

R
el

ax
at

io
n 

ra
te

 (
H

z)

i S
E

T
 (

nA
)

100

10-2

101

102

-0.72 -0.71 -0.69 -0.68-0.7
(V)VB2

F

(a)

(b)

(c) (d)

Figure 3.6: Probing relaxation process of a metastable charge state in DQD. a, Schematic of
the potential landscape during the relaxation procedure. The system is initialized to point P in the
(110) charge configuration. The tunnel barrier height between the dots is set by applying a pulse of
varying amplitude V F

B2. The system is then brought back in the region where the equilibrium charge
state of the array is (020). b, Selected single-shot measurements of (110) to (020) relaxation for
V F

B2 = −0.69V. The current iSET displays single event relaxation. A moving average filter is
applied to the traces for clarity. c, Relaxation of the (110) to (020) charge state observed for
different tunnel barrier height. A threshold is defined halfway between the two current levels
represented by a dashed line in a. For the 1000 traces, a current above or below this threshold
is associated to respectively (110) or (020) charge state. The binarized traces are averaged for
each V F

B2 value tested to compute the (110) population. Experimental data are represented as solid
points and the solid black line is an exponential decay fit. For V F

B2 = −0.72V we do not observe
any relaxation event in 1000 shots of 1 s. d, Relaxation rate of the (110) to the (020) charge state
as a function of the freeze point (F) coordinate.
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system to a working point at which the charge detection has been optimized while preserving the

charge configuration. Moreover, it permits arbitrary partitioning of the QD array in sub-systems

allowing for easier tuning and manipulation via a reduction of the available charge states by the

system.

Initialization and readout of metastable charge states
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Figure 3.7: 1, 2 and 3 electrons freeze map in a DQD. a,b,c, 1,2 and 3 electrons freeze map of
the L-M DQD. The measurements are obtained by performing the pulse sequence sketched on top
of the three figures. The system is initialized for all the figures at position S, with all the electrons
loaded in QD L and in the sub-Hz interdot tunneling rate regime. From there, the measurement
sequence can be decomposed in three parts. The first one is here to probe the DQD at a certain
position in the voltage gate space point P. The second part brings back the system at point S
by first reducing the tunnel coupling of the DQD in the sub-Hz and therefore freeze the charge
configuration obtained at point P. Finally, the current iSET is averaged during 5 ms and plotted as a
function of the point P coordinates P(V P

B2, V P
B3). Each pixel is the average of 50 realizations of the

protocol. Different levels of current are identified and labeled as different charge configuration of
the DQD.

We demonstrate here the initialization, manipulation and readout of metastable charge states

of up to three electrons in a DQD using a freeze map protocol. It consists of setting the system

at a given detuning and tunnel coupling value before pulsing the inter-dot tunnel rate to the sub-

Hz regime at the ns timescale to freeze the obtained charge configuration. Followed by a charge

readout, this protocol allows us to identify the detuning and tunnel coupling regions where a charge

transfer is possible and perform charge readout of metastable charge states at a fixed and optimized

position in the voltage gate space. We detail the freeze map protocol in the following paragraph

and in addition to the already described notation for the charge states labelling, we introduce a

vertical bar | indicating a sub-Hz tunnel coupling rate in between the QDs. For instance (1|10)

means that L and M contain one electron each, R is empty and that the charge tunneling between

L and M is prevented for the whole experiment duration.

We detail here the case where only one electron is loaded in the system, corresponding to

Figure 3.7(a), but a similar analysis can be conducted for two (Figure 3.7(b)) and three (Fig-

ure 3.7(c)) electrons loaded in the system. The trajectory applied to perform the freeze map proto-

col is sketched in Figure 3.7(a), and starts in the (0|10) charge state at point S. Two 100 ns pulses
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are applied sequentially via the AWG to the gates B2 and B3 to set the system to point P. Then, the

interdot tunnel rate is lowered to the sub-Hz regime and the detuning is set back to position S. Fi-

nally, the current iSET is averaged during 5 ms and plotted as a function of the point P coordinates

P(V P
B2, V P

B3). Each pixel of this plot is the average of 50 realizations of this protocol.

Depending on the coordinates of point P(V P
B2, V P

B3), we obtain two possible values of iSET corre-

sponding to either the (0|10) or (1|00) charge state. Compared with the isolated stability diagram

in Figure 3.5(a), we observe the same charge transitions at VB3 = −1.06V and VB2 = −0.65V.

However, the freeze map gives a more detailed picture of the first excited charge states of QD M,

appearing as lobes on the leftmost part of the diagram. Indeed, as the tunnel coupling decreases,

the charge tunneling involves states of increasing energy. These freeze maps thus provide an ad-

ditional spectroscopy of the excited charge states of QD M. This agreement between the stability

diagram and the freeze map is also observed for 2 and 3 electrons loaded in the array as shown

in Figure 3.7(b,c) considering that B1 and B3 have an opposite but similar effect on the potential

detuning of the L-M DQD.

To conclude, we demonstrated the capability to initialize metastable charge configurations for

a duration long enough to permit their readout at an optimized position in the voltage gate space.

This study is a first demonstration of the novel initialization and readout protocols induced by the

high level of control over the inter-dot tunnel coupling.

Isolating subparts of the array

In addition to an improvement of the initialization and readout of the charge states of a DQD, the

fully isolated regime also grants us the possibility to isolate subparts of the QD array to simplify its

tuning and manipulation. In this section, we demonstrate the control of the rest of the array while

keeping an electron fully isolated in a QD. To do so we will initialize a metastable charge state of

the L-M DQD in order to isolate a single electron in L. Then, we will progressively transfer the

charges remaining in M to R to control the number of charges present in the M-R subsystem.

The first step of the experimental procedure consists in loading 3 electrons in the isolated

regime and reach the (030) charge state. From there, a (1|20) metastable charge configuration is

initialized by pulsing the voltages applied on gate B2 and B3, the sequence performed in order to

do so is sketched on top of the freeze map in Figure 3.7(c). The next step consists in opening the

tunneling between M and R by applying −0.65 V on gate B3, and lowering the chemical potential

of QD R by increasing the voltage applied on B4 to −1.15 V. In this voltage configuration the L-M

interdot tunnel coupling is pulsed during 1 ms using a voltage pulse of amplitude V T
B2. Following

the pulse, the detuning of L-R is ramped using the voltage applied on gate B4 while the SET

current is recorded. To summarize the pulse sequence, we present in Figure 3.8(b) a chronograph

of the voltages applied to produce the protocol described above. The derivative ∂ iSET/∂V R
B4 is

plotted as a function of V R
B4 and V T

B2 in Figure 3.8(c).

In this stability diagram we observe two regimes of the system. The first one for V T
B2 <−0.75V

where are present two degeneracy lines indicating that the sub-array composed of QD M and R
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Figure 3.8: Isolating sub-parts of the linear QD array. a, Schematic of the potential landscape
at the initialization point. The array is initialized in the (0|30) charge configuration. Using the
calibration made by the freeze map in Figure 3.7(c) the system is brought to the metastable (1|20)
charge configuration. b, Schematic of the potential landscape at the beginning of the stability
diagram of c. For different values of the tunnel coupling between the L and M dot the chemical
potential of the R dot is slowly lowered allowing the electrons to tunnel from M to R. c, Stability
diagram performed while a sub-part of the array is fully isolated. For V T

B2 <−0.75V the electron
in the L QD is unable to tunnel back to the M QD and the only charge state seen on the stability
diagram are (1|20), (1|11) and (1|02). For higher values of V T

B2 the electron in L tunnels back to M
and all charge states of 3 electrons in a DQD are observed. d, Chronograph of the voltages applied
on gate B2, B3 and B4. The pre-sequence is dedicated to create a metastable charge state (1|20)
using the pulse sequence described in Figure 3.7(c). Then the voltage applied on B2 gate is pulsed
during 1 ms to V T

B2 and finally the chemical potential of the R QD is ramped while the current iSET
is recorded.
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contains only two electrons while the third one is isolated in L. Indeed, due to the low L-M interdot

tunnel coupling, the electron in L cannot tunnel back to QD M, in this configuration the only charge

states available by the array are (1|02), (1|11) and (1|20). They are identified and labelled on top of

the stability diagram. On the other hand for a pulse amplitude V T
B2 >−0.75V, we observe a third

line, indicating that the M-R sub-array now contains three electrons. In this regime, the electron

stored initially in L had the ability to tunnel back during the V T
B2 pulse. Indeed, this configuration

allows the relaxation of the (120) to the (030) charge state and the resulting stability diagram

corresponds to a classical one for three electrons in a DQD. To conclude, we are able to fully

isolate electrons in a sub-part of the QD array while being able to access all the other charge states

in the rest of the structure. This study demonstrates the ability of the fully isolated regime to lower

the complexity of the stability diagrams by reducing the number of charge states available by the

electrons but also to access metastable charge states of the system (for instance (1|20) instead of

(030) in Figure 3.8)
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Figure 3.9: Verification of the charge occupation of the array during the partial freeze exper-
iment. Charge detection in L after a partial freeze of the array in the (1|11) charge configuration.
The system is pulsed in the (1|11) region in Figure 3.8 during 1 ms before coming back in the
(1|20) region. At this position, we pulse the voltage applied on gate B1 and B2 during 1 ms and
we record the electrometer signal. Two regions of different signal level are observed discriminat-
ing two charge configuration of the array. For high values of voltage applied on B1 the tunneling to
the left reservoir becomes possible and the system is no more in the isolated regime. We therefore
label this region as (0|20) and the second one to (1|20). A dashed red line is here to represent the
axis on which the array segmentation experiment is performed. The ability to observe an electron
exiting the system from L at the end of the partial freeze experiment demonstrates the presence of
all the electrons during the whole experiment.

The observations made in Figure 3.8 are interpreted as the ability to set the array in a con-

figuration where one electron is present in each QD while the left electron is no more coupled

to the rest of the array (1|11). However, it is also possible to explain this data by assuming that

the left electron has been lost to the left reservoir during the manipulation of the tunnel barrier.

In Figure 3.9, we ensure that the array still contains three electrons at the end of the experiment
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by emptying L in to reach the (0|20) configuration. To do so we perform the same manipulation

presented in Fig. 5 to initialize the array in the (1|11) configuration, this position is held during

1 ms before coming back to (1|20). We then verify the presence of an electron in L by pulsing the

voltage on B1 and B2 during 1 ms on a large range before performing a charge readout. We plot

in Figure 3.9 the output of the electrometer as a function of the voltage pulse amplitude, and we

observe two regions delimited by the white dashed line. This variation of the charge configuration

is associated with the electron in L exiting the array to the left reservoir. We can therefore label the

two regions as (0|20) for the one at high chemical potential and high QD-reservoir coupling and

(1|20) for the other one. We finally ensure that the experiment presented in Fig. 5 is performed

in the (1|20) region proving that no electrons are lost during the manipulation. Of course, as for

reservoir-QD tunneling, the ability to freeze the electron transfer is limited to a specific voltage

range. Nevertheless, this range is often enough to benefit QD array tuning.

3.4 Conclusion

The control of the tunnel couplings and the chemical potential of each QD on fast timescales

allowed us to initialize an arbitrary metastable charge state of up to three electrons in a DQD. The

freeze map protocol developed in this section allowed us to enhance the lifetime of metastable

charge states and perform readout of these particular states at a fixed and optimized position in

the voltage gate space. This demonstration is of particular interest for Pauli spin blockade spin-

to-charge conversion whose fidelity is limited by the lifetime of such metastable charge states

as we will see in chapter 4 [Barthel2009]. We finally performed a segmentation of the array by

decoupling a QD filled with one electron in a metastable configuration while performing charge

displacement and readout in the rest of the structure. By doing so we observed a reduction of the

number of charge states available for the system and therefore a reduction of the complexity while

tuning the QD array. The partitioning protocol opens the door to more complex applications such

as the operation of larger 1D or 2D arrays of QDs while keeping the low dimensionality of simple

and independent sub-systems [Mills2019a].
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Chapter 4. Complete two-electron spin state readout in a double quantum dot

4.1 Introduction

Pauli principle plays a central role in the functioning of individual electron spin qubits in semi-

conductor quantum dot arrays [Boter2021, Philips2022]. For rapid and high-fidelity spin readout,

it is required to convert the spin information into distinct charge configurations. To implement

it, the basic building block is a tunnel coupled double quantum dot system filled with an electron

acting as a qubit and one as an ancilla and probed via a close-by electrometer or RF-gate reflec-

tometry [Urdampilleta2019, Betz2015]. Obtaining the full spin information of the two-electron

system in this simple unit cell requires nevertheless extra hardware such as QDs or electron reser-

voirs, which represents an important overhead for future scaling of the platform [Nowack2011].

In this chapter, we propose and demonstrate a strategy to perform a complete spin state readout of

a two-electron system with a minimal footprint. It is based on the repetition of three single shot

measurements using Pauli spin blockade and the development in the control of the potential detun-

ing (ε) at the ns timescale and of the tunnel coupling (tc) between the GHz and the sub-Hz regime

developed in the previous chapter. It allows us to completely separate in the ε , tc parameter space

the two important processes of the readout: fast spin to charge conversion and the charge config-

uration readout in the sub-Hz interdot tunnel coupling regime where the system is unaffected by

charge state relaxation. Doing so, the three basic measurement procedures and their repeatability

are investigated: a high fidelity S-T readout (FPSB = 98.43%) preserving the initial spin state is

demonstrated. Second, via precise navigation in the ε , tc parameter space, we engineered and

characterized an on-demand parity readout procedure relying on a selective relaxation hotspot of

T0 to S and reached a fidelity of Fparity = 93.3%. We then study the selective transformation of

T+ to S via an adiabatic passage through the avoided crossing and demonstrate a transformation

fidelity of 79.9 %. Finally, we characterize the complete readout procedure allowing to discrimi-

nate a S, T0, T+ and T− spin state by interleaving spin readout and manipulations on the two same

electrons. This complete readout procedure is implemented for three different initializations and

in more complex spin manipulation sequences such as exchange controlled oscillations to test its

validity.

4.2 Pauli spin blockade in the fully isolated regime

In the previous chapter, we demonstrated the capability to isolate electrons in a linear quantum

dot array both from the reservoirs and their neighbor QDs. More precisely we managed to extend

the lifetime of a metastable (1,1) charge state by reducing the interdot tunnel coupling rate below

the Hz regime. This key feature will be used here to develop a high fidelity spin readout based on

the PSB measurement procedure.
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4.2. Pauli spin blockade in the fully isolated regime

4.2.1 Frozen Pauli spin blockade readout protocol

Pauli spin blockade readout relies on the charge state difference of the three triplet spin states (T )

compared to the singlet one (S) at the PSB position in the energy diagram. At this position, the T

spin states are blocked in the (1,1) charge state due to the Pauli exclusion principle, while the S spin

state allows a charge transfer and is mapped to (0,2). After the spin-to-charge conversion process,

the readout relies on an essential second step consisting of the fast charge state discrimination

of a ground (0,2) charge state and a metastable (1,1) one. In gate-defined GaAs/AlGaAs, the

community has reported a lifetime of |T0(1,1)⟩ close to T1 ≃ 10µs (see Figure 4.1(a)) at the PSB

position, limiting highly the fidelity of the readout procedure [Barthel2012]. Indeed, we can see

in Figure 4.1(b) the classic figure of merit for such readouts where the readout error is plotted

as a function of the electrometer signal integration time. For Tint ≪ T1, the error decreases with

the time spent averaging the signal. In this regime, the readout error is limited by the charge

readout SNR. By spending more time averaging, noise is reduced and the charge readout becomes

more precise. In ideal conditions, the error should tend to zero for an infinitely long integration

time. However, after a few µs it starts increasing again. In this regime the |T0(1,1)⟩ relaxation to

|S(0,2)⟩ becomes non-negligible (Tint ≃ T1) and the probability for a T0 state to be mislabelled as

S increases reducing the overall fidelity of the readout procedure.

To overcome the issue of comparable T1 and charge signal integration time, several methods

have been developed to reduce the time needed to discriminate with high fidelity the two charge

configurations mapping the S and T states, via either decreasing the noise in the measurement ap-

paratus or increasing the signal differentiating the two spin states. As demonstrated in section 2.7,

the use of RF-reflectometry apparatus allows faster measurements of charge states in QDs by get-

ting rid of 1/ f noise in the MHz regime. To reduce even more the noise, an ongoing effort is

aiming at limiting noise amplification of such circuits via the use of a traveling wave paramet-

ric amplifier (TWPA) almost reaching the quantum noise floor [Schaal2020]. In both cases, it

comes with the cost of more complex measurement apparatus. On the other hand, latching- and

cascade-based mechanisms recently allowed an enhancement of the output signal of the spin-to-

charge conversion mechanisms, improving the spin readout efficiency for an identical noise and

integration time [Nakajima2017, Harvey-Collard2018, van Diepen2021]. However, at the end of

the readout procedure, the initial spin state is destroyed due to the presence of an extra electron or

its fast displacement in the array, meaning that the readout is not repeatable. Moreover, the imple-

mentation of such readouts requires more quantum hardware such as quantum dots and electron

reservoirs limiting the scalability of the structure.

Measurement principle

In this work, we chose a method that consists in increasing the lifetime of the metastable |T0(1,1)⟩
spin state and performing the charge readout at a fixed and optimized position in the voltage gate

space as envisioned by [Li2018]. In the following we name this readout frozen Pauli spin blockade

(FPSB). The FPSB measurement procedure that we will demonstrate in this section is presented
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Figure 4.1: Frozen Pauli spin blockade measurement principle and advantages. a, T1 relax-
ation of the T0 state to the S one. In GaAs/AlGaAs devices the T1 relaxation is usually in the order
of a few tens of µs. Adapted from [Connors2020]. b, S-T readout fidelity as a function of the
integration time for a classic PSB measurement. The two regimes are identified first, the charge
readout limited one in green and the T1 limited in red. Adapted from [Connors2020]. c, Frozen
PSB three-step procedure. The system is initialized in an unknown two-electron spin state which
we want to determine. The DQD is pulsed during a few ns only (Tpulse ≪ T1) to the PSB position
in order to perform a spin-to-charge conversion process. From there the interdot tunnel barrier is
closed via again a ns pulse to freeze the charge configuration obtained during the conversion pro-
cess. Finally, a charge readout is performed to determine the charge configuration of the electrons
in the DQD.
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4.2. Pauli spin blockade in the fully isolated regime

schematically in Figure 4.1(c). The two electrons will be first initialized in a random spin state that

we want to identify. From there the system is pulsed on a nanosecond timescale to the PSB position

in order to perform the spin-to-charge conversion process. By spending a time short compared to

T1 at the PSB position a relaxation of the |T0(1,1)⟩ state to |S(0,2)⟩ is unlikely to happen. Indeed,

considering T1 = 10µs in our platform if we are able to spend less than 10 ns at the PSB position we

can in theory preserve the triplet state with a 99.9 % probability. The obtained charge configuration

is finally frozen by pulsing the interdot tunnel coupling in the sub-Hz regime. At this position, the

charge transfer is suppressed during the whole readout step duration and the |T0(1,1)⟩ metastable

state cannot change its charge configuration. The electrometer signal is finally averaged during

the time necessary to obtain a high fidelity charge state discrimination.

In the end, this novel readout procedure allows us to spend the desired amount of time at the

charge readout position without worrying about spin state relaxation reducing the overall readout

fidelity. After demonstrating experimentally this readout procedure, we will see how this new

key feature of the readout allows us to perform a complete two-electron spin state readouts by

discriminating S, T0, T+, and T− in a succession of three FPSB performed on the same electrons.

Measurement protocol and calibration

To implement the FPSB readout we use the same sample previously described in subsection 3.1.1

in the DQD configuration. In this chapter a fixed magnetic field of 150 mT is applied parallel

to the sample in order to separate in energy the three triplet spin states. The DQD is loaded

with two electrons in the isolated regime via the loading map procedure, operating the DQD in

this regime allows us to control the interdot tunnel coupling over several orders of magnitude,

especially in the sub-Hz which is required to implement the FPSB readout (see chapter 3). The

DQD operating positions are calibrated by performing a stability diagram using the gate voltages

B2 and B3 controlling the potential detuning ε and the interdot tunnel coupling tc respectively.

The result is plotted in Figure 4.2(a) and as described in the previous chapter, we observe two

discontinuous charge degeneracy lines separating the three possible charge states of two electrons

in a DQD. Following one of the charge degeneracy lines, we identify two possible regimes of the

inter-dot tunnel coupling. The first one is the high tunnel coupling regime (tc ≃ GHz) obtained

for VB2 > −0.68V. In this regime, electrons are transferred from one dot to the other by varying

VB3. For VB2 < −0.68V, the charge degeneracy line is shifted to lower values of VB3 indicating

that the inter-dot tunnel rate is lower than the measurement sweep rate, in this case 250 mVs−1

[Bertrand2015b, Eenink2019].

Using the tuning capabilities to set the DQD in an arbitrary charge configuration and change

the interdot tunnel coupling we will now implement the FPSB protocol. It relies on two operating

positions indicated on top of the stability diagram which need to be carefully calibrated in order

to achieve a high fidelity spin state readout. The first one is the PSB position at the white star in

Figure 4.2(a) close to the (1,1) and (0,2) charge state transition where the spin-to-charge conversion

process is performed, we will see here how to calibrate this position. The second one is the charge
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Figure 4.2: Calibration of the frozen PSB measurement. a, Pulse sequence performed to cal-
ibrate the PSB position. The system is initialized in a S or mixed S-T0 state via a 500 ns voltage
pulse at position A or D respectively. It is then pulsed to the PSB position (white star) during
20 ns to perform a spin-to-charge conversion and the configuration of the DQD is read at the white
square position during 5 ms. b, PSB calibration experiment. The pulse sequence described in (a)
is performed for a varied position of the PSB along the detuning axis. We plot the (0,2) charge
state probability as a function of the PSB position along the dotted line V PSB

B3 for the two possible
initializations. The readout position is chosen at the white star position where the mixed state
probability reaches 50 %. c, Energy diagram at the PSB position as a function of the detuning
of the DQD in the GHz regime of the interdot tunnel rate. The region in detuning where PSB is
feasible is defined where the ground S state is in the (0,2) charge state while the triplet one is in
the (1,1) charge state. T+ and T− state have been removed for clarity. d, Energy diagram at the
frozen position (white square). In this regime, the T0(1,1) spin state cannot relax to S(0,2) due to
the sub-Hz interdot tunnel rate. T+ and T− states have been removed for clarity.

90



4.2. Pauli spin blockade in the fully isolated regime

readout position (indicated by the white square) located in the sub-Hz interdot tunnel coupling

regime where the signal of the local electrometer is acquired.

For the demonstration and calibration of the readout two different initialization of S and T

states are necessary, the initializations are discussed in subsection 4.2.2. Both are based on the high

level of control over the interdot tunnel coupling and allow us to initialize either a S state or a so-

called S-T0 mixed state composed of a statistical mixture of 50 % S and 50 % T0. Experimentally,

we engineered and implemented the pulse sequence sketched on top of the stability diagram in

Figure 4.2(a). The spins are initialized in a S state at position A and in a S-T0 mixed state at position

D, from there the system is pulsed at the PSB position indicated by the white star during 20 ns to

perform the spin-to-charge conversion. The pulsing time to the PSB position has been selected

to be short compared to the T1 relaxation time at the PSB position but long compared to (htc)−1

so that the |S(1,1)⟩ state can tunnel to |S(0,2)⟩ but |T0(1,1)⟩ cannot relax to |S(0,2)⟩. The pulse

length was limited by the AWG rise time (∼ 1ns) and the RF cable bandwidth. At this position,

a S spin state is mapped to (0,2) and T0, T+, and T− spin states are mapped to (1,1) as shown

by the energy diagram in Figure 4.2(c). In order to perform the charge configuration readout,

the system is pulsed to the sub-Hz interdot tunnel coupling region where charge tunneling is no

longer possible at the timescale of the experiment. At this position the signal of the electrometer is

acquired during Tint = 5ms to discriminate with high fidelity (>99 %) the charge state of the DQD.

Doing so allows us to conserve the charge state obtained at the spin-to-charge conversion position

during the whole duration of the readout.

To calibrate the readout in the voltage gate space, we applied the pulse sequence presented in

Figure 4.2(a) where we performed a FPSB procedure while varying the detuning of the PSB posi-

tion along the black dashed line. For each position, the pulse sequence is repeated 10000 times.

We represent in Figure 4.2(b) the probability to measure a (0,2) charge state P(0,2) as a function

of the PSB position V PSB
B3 for the S and S-T0 mixed spin state initialization. For V PSB

B3 > −1.02V,

we observe a regime with a high probability of (0,2) charge state for both initializations. Here,

the potential detuning overcomes the single dot exchange energy J0 and singlet and triplet spin

states have their ground state in the (0,2) charge configuration making it impossible to discrimi-

nate. Similarly, for V PSB
B3 < −1.03V the two states are in the (1,1) charge configuration yielding

low values of P(0,2) for both initializations. In these two regimes, the FPSB readout is not possible

since S and T spin states are in the same charge configuration. But we observe a region in between

where P(0,2) is dependent on the initialization position. The readout position is selected at the

white star, where the P(0,2) = 0.5 for the S-T0 mixed state initialization which is the theoretically

expected result.

From this calibration, it is possible to estimate the exchange energy of the right quantum

dot by measuring the voltage range where spin readout is possible in Figure 4.2. We start by

determining the α-factor of gate B3 on the potential detuning by assuming that the charging energy

is EC = 1.5meV. From the stability diagram in Figure 4.2, we see that the voltage span in VB3

of the (1,1) charge region is ∆VB3 ≃ 125mV. The α-factor for gate B3 is therefore given by
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Chapter 4. Complete two-electron spin state readout in a double quantum dot

α = 2EC
∆VB3

≃ 0.03eVV−1 close to previously obtained values [Kouwenhoven2001]. The span of the

readout region is 10 mV as shown by the yellow region in Figure 4.2(b), and yields an exchange

energy of J0 ≃ 300µeV.

To conclude, we demonstrated a ST readout based on the PSB readout called FPSB, the de-

velopments over the control interdot tunnel coupling allowed us to add an extra step in the PSB

classic procedure consisting in performing the charge readout in the sub-Hz regime. Doing so,

we limit the main source of error of the classic PSB being the |T0(1,1)⟩ relaxation to |S(0,2)⟩.
Moreover, when the charge dynamics are blocked the spin state of the system is conserved thanks

to the low single spin relaxation rate in GaAs/AlGaAs (10−2 Hz at 500 mT) [Camenzind2018].

The measurement procedure becomes therefore repeatable, this key functionality will be used to

enhance the quantity of information extracted from the system and is presented in section 4.4.

4.2.2 Spin initialization

The calibration of the previously presented FPSB protocol relies on efficient initialization of S and

T0 spin states. In this section, we detail the two methods used to rapidly initialize a singlet state

and a statistical mixture of S and T0 states referred to as S-T0 mixed state in this thesis.

Singlet initialization

P
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Tini =1.4 ms

10-2 10110010-1

twait (ms)

1

0.96
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|S

|T
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Figure 4.3: High fidelity singlet initialization via adiabatic loading and relaxation. a, Singlet
adiabatic loading procedure. The system is initialized with all the two-electron states above the
Fermi sea of the reservoir. The chemical potential is then lowered slowly compared to the quantum
dot-reservoir tunnel rate ensuring that there is a sufficiently long time where the only accessible
state is the singlet one. When the triplet states become finally energetically accessible the DQD is
already filled with two electrons in the singlet state. This method provides a high fidelity singlet
loading procedure Fadiabatic ≃ 93%. A waiting step of 5 ms is added at the end of the adiabatic
loading procedure to allow wrongly loaded triplet spin states to relax to the singlet one. b, Relax-
ation to the singlet in the (0,2) charge configuration. Combining the two techniques, we reach an
initialization fidelity of 99.57±0.05 %.

High initialization fidelity of the singlet spin state can be obtained via the loading of a ran-
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dom spin state and waiting during a few tens of milliseconds for the relaxation deep in the

(0,2) charge state to the singlet. However, the community has developed various techniques

to speed up this process down to a few microseconds via relaxation hotspots or readout feed-

back [Yang2013,Spence2022,Philips2022]. While being rapid these methods are either not avail-

able in the GaAs platform or require additional hardware to be implemented. In this work, we

chose the combination of adiabatic loading and relaxation which allowed us to load a singlet state

with high fidelity in a few milliseconds.

Usually, when two electrons are loaded in a quantum dot the probability to load a singlet state

is defined as :

PS =
ΓS

ΓS +3ΓT
, (4.1)

where ΓS and ΓT are respectively the singlet and triplet tunnel coupling to the reservoir. At the

loading position, the electrons in a singlet state occupy the ground orbital of the dot whereas a

triplet one involves having an electron on an excited orbital. Since the excited orbitals have a

larger spatial extension than the ground one, the coupling of the triplet to the reservoir is generally

stronger than the singlet one ΓT ≫ ΓS [Hanson2005]. If no precautions are taken when the two

electrons are loaded then the singlet initialization fidelity is usually pretty low.

To overcome this issue, we implemented an adiabatic loading of the singlet state which relies

on the difference between the chemical potential sweeping rate and ΓS. The procedure sketched

in Figure 4.3(a) starts with an empty quantum dot with both singlet and triplet levels above the

Fermi level of the reservoir. From there, the chemical potential of the loading dot is lowered

slowly compared to ΓS, and at some point during the lowering the only available spin state is

the singlet one. Thanks to the low sweeping rate of the chemical potential compared to ΓS this

situation is held during enough time for the two electrons to be loaded in the singlet state. By the

time the triplet state becomes also energetically available, the quantum dot is already loaded with

two electrons. This method only allows us to initialize a singlet with a fidelity of around 93 %

in a few hundred microseconds. The initialization fidelity obtained via this method is limited by

the difference in tunnel rate mostly defined by the shape of the quantum dot and experimentally

difficult to tune.

To reach an even higher fidelity, we combine this method with a relaxation in the (0,2) charge

state region characterized in Figure 4.3(b). The electrons are initialized via the adiabatic loading

procedure and set to wait in the (0,2) region during a variable time twait before performing a

spin readout. We observe an exponential increase in the singlet population as a function of the

relaxation time with a characteristic time of Tini = 1.4ms. In the end, performing an adiabatic

loading followed by a relaxation of ≃ 5Tini allowed us to reach a measured singlet state population

of 99.57±0.05 %.

The remaining error in the loading procedure is attributed to the triplet state being thermally

populated at the loading position. We can consider that the singlet population PS,max for twait =
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10ms follows a Fermi-Dirac distribution:

PS,max =
1

1+ e−J0/(kBTel)
, (4.2)

where J0 = 300µeV is the energy splitting between the S and T states at the initialization po-

sition and Tel is the electronic temperature. Considering the obtained S population it yields

an electronic temperature of Tel ≃ 640mK close to previously measured values in similar sys-

tems [Bertrand2015a].

In this whole chapter whenever a singlet state is initialized we consider that the described

procedure (adiabatic loading and relaxation) has been performed.

Mixing process

Now that we have seen how to initialize a singlet state, we will perform a spin manipulation

allowing us to prepare a so-called S-T0 mixed state composed of a statistical mixture of S and T0

states. The initialization relies on the decoherence of the singlet spin state when the two electrons

are separated into two distinguishable particles. This separation will be controlled via the interdot

tunnel coupling as depicted in Figure 4.4(b).

To induce decoherence of the singlet spin state we will manipulate the tunnel coupling tc at

a fixed value of detuning ε = 0, we represent in Figure 4.4(a) the energy diagram in this con-

figuration. For large tunnel coupling values, the DQD behaves as one large quantum dot, in this

situation the singlet state is still the ground state of the system and no evolution of the spin state is

expected. As explained previously, this regime indicated by point A in the energy diagram is used

to initialize the system in the singlet state. When the tunnel coupling is reduced to lower values

the splitting in energy J between S and T0 state is also reduced and we reach the mixing region.

In this regime the splitting between the two states is defined by the local transverse magnetic field

gradient J = gµB∆Bz and the S and T0 states are transformed into |↑↓⟩ and |↓↑⟩ (depending on

the sign of the magnetic field gradient at the moment of the experiment). Therefore, performing

a non-adiabatic transformation from an initialized singlet to the mixing region should result in

coherent oscillations between the |↑↓⟩ and |↓↑⟩ states at frequency J.

To probe the spin evolution in this regime, we performed the experiment presented in Fig-

ure 4.4(c), where the system is initialized in the S state at a large value of interdot tunnel coupling

(point A) in the (1,1) charge configuration. From there, the tunnel coupling is pulsed during a

variable time τmix in the mixing region (point D) and finally pulsed back to perform a FPSB read-

out. We observe a rapid loss of the singlet population up to a completely random output between

singlet and triplet, we fitted a Gaussian decay to the data and obtained a characteristic time of

T∗
2 = 8.1ns.

As explained in subsection 1.3.2, ∆Bz in the AlGaAs/GaAs heterostructure is imposed by the

nuclear spins of the atoms composing the crystal lattice. The distribution of the possible values

of ∆Bz follows a Gaussian law of standard deviation σnuc with a characteristic changing time
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Figure 4.4: S and T0 mixed state initialization via decoherence mechanism in the (1,1) charge
configuration. a, Energy diagram for ε = 0 as a function of the interdot tunnel coupling. For high
enough values of tc the singlet state remains the ground state of the system and this position is used
to initialize a singlet state. For low values of tc appears a regime where the exchange coupling is
limited by the Overhauser magnetic field J =ET0 −ES = gµB∆Bz, and mixing of the two spin states
occurs. b, Sketch of the wavefunction at the two initialization positions. In the high tc regime the
state is delocalized over the two QDs and forms a singlet state. For low tc values, the two spins
experiment different values of BZ induced by the hyperfine interaction resulting in a mixed state
50−50 % S-T0. c, Spin mixing experiment. The two electrons are initialized in a singlet state in
the high tc regime (point A) then the system is pulsed during τmix in the low tc region (point D).
Finally, spin readout is performed via the FSPB procedure and we observe the loss of the initial
singlet state for long separation times. A Gaussian decay is fitted, yielding a T∗

2 = 8.1ns.
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of a few seconds. When pulsed to the mixing region the singlet spin state evolves at a random

frequency taken from a Gaussian distribution of standard deviation γeσnuc. If we now average the

singlet probability over many possible values of ∆Bz we obtain in black the rapid Gaussian decay

observed in the experiment whose characteristic time is defined as:

T∗
2 =

√
2

γeσnuc
. (4.3)

The fitting yields a dephasing time of T∗
2 = 8.1ns and we can extract the standard deviation of

the Overhauser magnetic field σnuc = 4.6mT which is in agreement with previously obtained

values [Petta2005b].

In the end, we use this characteristic of the system to initialize a known population of 50 %

of the T0 spin state by pulsing the interdot tunnel coupling in the mixing region during a time

τmix ≫ T∗
2. This ensures a complete loss of the singlet state phase and a correct initialization of

the system at the condition that the experiment has lasted enough compared to the characteristic

evolution time of the hyperfine magnetic field. Indeed, for the statistical mixture to approach 50 %-

50 % of S and T0 the system needs to undergo a representative sampling of the possible values of

∆Bz. All the experiments where the initialization is sensitive are therefore at least 10 min long to

meet this condition [Reilly2008]. Moreover, the mixing position has been chosen in the sub-Hz

regime of interdot tunnel coupling (point D in Figure 4.2(a)) to reduce as much as possible the

exchange energy J as defined by Equation 1.23. This ensures that the energy splitting between the

S and T0 state is effectively defined by the Overhauser magnetic field gradient. This condition is

primordial to ensure a random output for τmix ≫ T∗
2, as we will see in subsection 4.2.4 a residual

exchange coupling due to high interdot tunnel coupling leads to a higher proportion of S state.

4.2.3 Readout fidelity benchmark

We have seen how we were able to manipulate the spin states to obtain either a pure S state via

adiabatic loading and relaxation and how to initialize a known population of T0 via the mixing

process. We will now use these two initialization procedures to perform a benchmark of the

readout fidelity of the FPSB method presented in subsection 4.2.1.

As explained previously the spin readout procedure is based on a spin-to-charge conversion

followed by a charge readout. It is therefore necessary to assess the errors arising from the two

steps of the measurement. To do so we define the two possible types of errors during a FPSB

readout as sketched in Figure 4.5(a), Terror is the probability to measure a (0,2) charge state when

the spins were actually in T state and Serror the opposite. It is interesting to note here that both

errors Serror and Terror are actually the combination of the spin-to-charge conversion error and

the charge readout error that we define as Cerror. To assess these three parameters we initialize the

system either in the S or S-T0 mixed state using the two protocols presented previously and perform

a FPSB readout. The SET current is then acquired and compared to a reference measurement

performed in the (0,2) charge state to obtain ∆iSET. The obtained signal is averaged during a
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Figure 4.5: Fidelity benchmark of the frozen PSB measurement protocol. a, The two possible
types of error during a PSB measurement. A singlet mislabelled as a triplet (Serror) and a triplet
mislabelled as a singlet (Terror). The overall readout fidelity is defined as F = 1−(Serror+Terror)/2.
b, Histogram of 50000 FPSB measurements for singlet and mixed S-T0 initializations at an inte-
gration time of Tint = 1.5ms. The histogram envelopes are fitted to a sum of Gaussian distributions,
following the method developed in subsection 2.7.5. We define a threshold (dashed line) to dis-
criminate (1,1) and (0,2) charge states maximizing the readout fidelity. The S initialization shots
are almost all located in the (0,2) configuration while equipartition is observed for the mixed S-T0
one. c, Readout errors as a function of the signal integration time. For low integration times, the
spin readout error is limited by the charge readout error. For longer integration times the spin
readout error saturates where it reaches Serror = 0.43± 0.05% and Terror = 2.7± 0.4%. In this
regime the spin readout is no more limited by the ability to discriminate between the two charge
states (0,2) and (1,1). Thanks to the charge freezing mechanism no effect of the T1 relaxation is
observed in the fidelity benchmark.
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variable time Tint. The sequence is finally repeated 50000 times to construct a histogram of the

acquired signal. As shown in Figure 4.5(b), we observe two Gaussian shapes attributed to the two

possible charge configurations (0,2) and (1,1). By performing a similar treatment of the data as

presented in subsection 2.7.5, we are able to assess the error of the charge readout by computing

the overlap between the two Gaussian curves. In Figure 4.5(b), we plotted Cerror as a function of

the integration time of the signal and observe a steady decrease in the error rate corresponding to

the noise in the signal being averaged out.

To assess the Serror and Terror we use the following equations :

PS
(0,2) = 1−Serror

Pmix
(0,2) =

1−Serror +Terror

2
,

(4.4)

where PS
(0,2) and Pmix

(0,2) is the probability to observe a (0,2) charge state when the system is initial-

ized in the S state and in the S-T0 mixed state respectively. For Tint < 0.5ms, we observe a steady

decrease of the spin readout error. In this regime the spin readout error is limited by the ability

to discriminate a (2,0) charge state from a (1,1). For longer integration times the Serror and Terror

saturate at 0.43±0.05 % and 2.7±0.4 % respectively.

Comparing our figure of merit with the one of a classic PSB measurement as in Figure 4.1(a),

we observe the same behavior for short integration times. However, in the case of a classic mea-

surement the readout error steadily increases for longer integration times due to the T1 relaxation

of |T0(1,1)⟩ to |S(0,2)⟩. In this work, we were able to suppress this phenomenon by separating the

spin-to-charge conversion and the readout position in the voltage gate space. Indeed, by spending

only 20 ns at the PSB position relaxation is unlikely to happen considering a T1 value of around

10 µs. The charge readout is performed during an arbitrarily long time at the frozen charge po-

sition where relaxation is definitely suppressed due to a very low tunnel interdot tunnel coupling

preventing the charge transfer from happening during the relaxation process.

It is worth noting that this method to assess the fidelity gives us an upper bound of the readout

errors since the initialization errors cannot be properly distinguished from them. We explain the

Serror value by considering the thermal population of the triplet state at the initialization position as

seen in subsection 4.2.2. Similarly, the residual error for the triplet state is attributed to calibration

errors in the PSB position. Indeed, as we can see in Figure 4.2(b) the measured triplet probability

(and therefore the Terror value) is highly dependent on the PSB position which can slightly shift at

the timescale of the experiment. One way to overcome this limitation would be to implement a

feedback loop to periodically recalibrate the PSB position.

Finally, we demonstrated the ability to perform a high fidelity spin readout by limiting the

usual T1 relaxation source of error. Moreover, at the end of a measurement cycle, no electrons

are added or removed from the DQD making the measurement repeatable. This new characteristic

of the measurement will allow us to perform multiple measurements in between a set of spin

manipulation on the two same electrons to extract more information about the spin state.
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4.2.4 Application: Exchange interaction characterization

The ability to perform a high fidelity readout of the spin state allows us to focus on the singlet

evolution according to the two relevant parameters of the system, the potential detuning and the

interdot tunnel coupling. This study will help us identify the different regimes possible for the spin

state evolution and the position in the voltage gate space of the different spin states avoided cross-

ings. The resulting calibration of the system is a necessary step to implement more complex spin

operations such as exchange oscillations, S-T+ adiabatic transformation, or the complete readout

procedure.

The characterization starts by performing a so-called spin map which consists in probing the

evolution of a S state in the VB2 and VB3 voltage gate space. The system is initialized in the S

state using the protocol presented in subsection 4.2.2. From there the pulse sequence drawn on top

of the stability diagram in Figure 4.6(a) is performed. First, the system is brought at the charge

freezing position in the (0,2) charge region (white square) by being careful not to step in the (1,1)

charge region to prevent ending up in a S-T0 mixed state. Then the voltages applied on gates B2

and B3 are pulsed simultaneously to reach position P(V P
B2,V P

B3). At this position, the S state evolves

freely during 500 ns before being pulsed sequentially at the PSB and freeze position in order to

perform a FPSB readout. This sequence is repeated 500 times for each probed position P.

We plot in Figure 4.6(c) the averaged outcome of the FPSB measurement as a function of

the point P coordinates. We first focus on the y-axis of the plot corresponding to a variation of

the detuning in the DQD. As expected the S state is conserved during the 500 ns probing pulse if

the point P is located in the (0,2) or (2,0) charge region. Indeed, in these configurations the two

electrons are kept in the same quantum dot during the whole operation where the S state is an

eigenstate of the system and no evolution is observed. However, if we now fix the detuning in the

middle of the (1,1) charge region and move along the x-axis we observe different behaviors in the

singlet probability PS depending on the interdot tunnel coupling value.

For large values of tunnel coupling (VB2 > −0.61V), we observe perfect conservation of the

singlet state. In this regime, the interdot tunnel coupling is so high that the DQD behaves like

a single quantum dot where the S state is again an eigenstate of the system. For intermediate

values of tunnel coupling (VB2 ≃ −0.7V), we observe a large area where PS = 0.5. This region

corresponds to the spin mixing, as explained in section 4.2.2 here J ≪ gµB∆Bz and the evolution of

the singlet state is dictated by the random Overhauser magnetic field. Since tpulse ≫ T∗
2, it results

in a random output between S and T0 state. This region is used in this work to initialize a known

population of T0.

For even lower values of tunnel coupling (VB2 < −0.75V) we observe again a high S state

probability. In this regime, the interdot tunnel coupling is so low compared to the pulse duration

(500 ns) that the electrons do not have the time to tunnel from the (0,2) to the (1,1) charge state.

The electrons are therefore staying in the same quantum dot during the entire procedure and the

S state is conserved. However, as we have seen previously in section 3.3.3, it is still possible for

the electron to tunnel to the (1,1) charge state via the excited orbital states of quantum dot M. In
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Figure 4.6: Spin map protocol and characterization. a, Pulse sequence applied to obtain the
figure in b. A singlet is initialized at the square position and the system is pulsed to point P
during 500 ns, from there a spin readout is performed via the FPSB protocol. b, Energy diagram
computed for ε = 0. The high and intermediate tunnel coupling regimes are indicated by point
D and A respectively while point B indicates the S-T+ avoided crossing. c, Singlet probability
as a function of the coordinate of point P(V P

B2,V P
B3). Each pixel is the average of 500 realizations

of the pulse sequence presented in a. The spin mixing region is identified in the middle of the
figure in the area where PS = 0.5, in this region J ≪ gµB∆Bz. We can also identify the position
of the S-T+ anticrossing (thin curved line) in the voltage gate space. For low values of VB2 the
singlet state is preserved due to the low interdot tunnel coupling preventing the separation of the
charges and therefore mixing of the spin state. We again observe the characteristic lobes of the
excited orbital states allowing charge transfer in the low tunneling regime. Two horizontal black
dotted lines are indicating the three charge state regions. d, Simulated singlet probability computed
as the evolution of the singlet eigenstate during 500 ns under the Hamiltonian HDQD. The main
characteristics of the spin map such as the spin mixing region and the S-T+ anticrossing branch
are reproduced. Two horizontal black dotted lines are indicating the three charge state regions.
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this case, we retrieve the behavior observed in the mixing region at intermediate tunnel coupling

values where the singlet probability reaches 0.5. We observe similar lobes to Figure 3.7, the singlet

preservation being linked to charge separation [Mortemousque2021a].

In between the intermediate and high tunnel coupling regime (position B for instance), we

observe a thin curved line where a non-negligible part of the initial singlet population is lost. This

feature of the spin map is associated with the S-T+ avoided crossing. Indeed, while the coupling

between these two states only occurs via either the x and y components of the Overhauser magnetic

field or the spin-orbit coupling it is sufficient to create a small avoided crossing allowing mixing

between the two states. This crossing is extensively studied in subsection 4.3.1 and will be used

to initialize the spin state in the T+ state via an adiabatic transformation of the S state.

A simple model based on the two-electron spin states and the three possible charge states of the

system allows us to confirm the previously discussed features of the spin map. The model is based

on a two-step procedure consisting of first computing the ground singlet eigenstate |ΨS(ε, tc)⟩ of

the DQD Hamiltonian without hyperfine interaction HDQD (defined in section 1.2.1) for the differ-

ent values of ε and tc. Once the corresponding |ΨS(ε, tc)⟩ is computed, it evolves during t = 500ns

under the spin DQD Hamiltonian with hyperfine interaction HDQD,hf (defined in section 1.2.1).

This change in the Hamiltonian mimics the non-adiabatic pulse performed in the spin map exper-

iment previously described and makes the simulation time effective since only one Hamiltonian

needs to be diagonalized for each ε and tc position tested. In the end, the singlet probability is

computed as:

PS(ε, tc) = |⟨ΨS(ε, tc)|e− jtHDQD,hf/h̄ |ΨS(ε, tc)⟩|2. (4.5)

The computation is repeated and averaged 1000 times with random values of ∆Bx, ∆By and

∆Bz taken from a Gaussian distribution and the resulting singlet probability is plotted as a function

of the detuning and tunnel coupling in Figure 4.6(d). The simulation reproduces the main features

of the experimental spin map and confirms the interpretation made earlier in this section. Indeed,

we observe the perfect conservation of the S population for ε > EC and ε <−EC corresponding to

the case where the electrons are remaining in the same quantum dot. The simulation reproduces

also the conservation of S for high values of tc where J(ε, tc)≪ gµB∆Bz as well as the S-T+ branch

and the S-T0 mixing region. However, we did not implement in this model the presence of the

excited orbital states hence the absence of the experimentally observed lobes in the simulation at

low interdot tunnel coupling.

In the end, the spin map allowed us to identify the different regimes of the DQD both in terms

of detuning and tunnel coupling via the evolution of the S state. Moreover, we were able to identify

in the voltage gate space the position of the S-T0 and S-T+ mixing regions which is necessary in

order to perform more complex spin operations such as exchange oscillations for instance.

4.2.5 Application: Exchange oscillations

Since the beginning of the chapter, we have presented the control over the interdot tunnel cou-

pling tc as an important asset for spin manipulation and readout. Added to the more conventional
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detuning control, the whole (ε , tc) 2D space is exploited to enhance initialization, readout, and

control fidelity. In particular, exchange oscillations are driven by opening the exchange interac-

tion J with a ε or a tc pulse. This two-qubit operation has been first implemented for spin qubits

in gate-defined quantum dots by J. Petta in 2005 [Petta2005a]. In this pioneering experiment the

exchange between the two spins is only controlled by the potential detuning in between the two

QDs. However, since then it has been demonstrated in various works that it is possible to use

a combination of detuning and interdot tunnel coupling to achieve high fidelity exchange oper-

ations [Bertrand2015b, Martins2016, Reed2016] as intended in the early proposal for spin-based

quantum computing by D. Loss and D. Di Vincenzo [Loss1998].

Protocol

The experimental realization of such exchange oscillations is based on two main steps. First the

initialization of an |↑↓⟩ (or |↓↑⟩ depending on the sign of ∆Bz) spin state at low interdot tunnel

coupling values where J ≪ gµB∆Bz. In this region, the relevant energy scale is the Overhauser

magnetic field gradient generated by the nuclear spins of the heterostructure. As a consequence,

the eigenstates of the system are no longer |S⟩, |T0⟩, |T+⟩, and |T−⟩ but |↑↓⟩, |↓↑⟩, |↑↑⟩, and |↓↓⟩.
We detail here the procedure to perform this initialization by following the state trajectory on the

Bloch sphere in Figure 4.7(a) and the pulse sequence in Figure 4.7(b):

• The system is first initialized in a S state at a large value of tunnel coupling where it is an

eigenstate of the system (point A in Figure 4.6(c)).

• Then, it is pulsed at the ns timescale across the previously identified S-T+ avoided crossing

in order to conserve the initially loaded S state (point C in Figure 4.6(c)).

• From there VB2 is slowly ramped (500 ns) to decrease J and reach point D where J ≪
gµB∆Bz. The system will therefore adiabatically remain in the ground state and initializes

as |↑↓⟩ or |↓↑⟩ depending on the sign of ∆Bz for this experimental shot.

Now, to induce rotation in the xy plane of the Bloch sphere and therefore oscillate between |↑↓⟩
and |↓↑⟩ spin states, it is necessary to increase in a non-adiabatic fashion the exchange coupling

between the two spins. This is done using two possible manners, either via increasing the potential

detuning or via increasing the interdot tunnel coupling, see Figure 4.7(c). From point D, the

system is therefore pulsed to position (V exch
B2 ,V exch

B3 ) in the voltage gate space during a time τexch =

5ns. At this position the spin state oscillates in the xy plane of the Bloch sphere at a frequency

J(V exch
B2 ,V exch

B3 )/h. To stop the oscillations the system is pulsed back to point D. Finally, the mirror

sequence of the initialization is applied to map the |↑↓⟩ state to S and |↓↑⟩ to T0.

At the end of the complete sequence, the spin state is readout via a FPSB procedure and the

singlet spin state probability is given by:

PS =
1+ cos

(
J(V exch

B2 ,V exch
B3 )τexch
h̄

)
2

. (4.6)
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Figure 4.7: Exchange oscillations via detuning and tunnel coupling control. a, The evolution
of the ST0 qubit during the pulse sequence is depicted in the Bloch sphere. b, Pulse sequence
applied to gates B2 and B3 in order to perform ST0 exchange oscillations. A, C and D positions are
indicated on the spin map in Figure 4.6(c). The system is initialized in a singlet state at position
A and is conserved at position B via a non-adiabatic pulse across the S-T+ crossing. Then J is
adiabatically reduced using a ramp from C to D to transform the singlet state into |↑↓⟩ or |↓↑⟩
depending on the value of ∆Bz. From there J is increased via a simultaneous voltage pulse applied
to gates B2 and B3, this results in oscillations between |↑↓⟩ and |↓↑⟩ at a frequency J. Finally, the
mirror sequence is applied to map the |↑↓⟩ and |↓↑⟩ states to S and T0 and perform a FPSB spin
readout. c, Energy diagrams depicting the two ways of controlling J via either a detuning or tunnel
coupling pulse.
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Chapter 4. Complete two-electron spin state readout in a double quantum dot

Through this equation we can directly see how performing such oscillations is an indirect mea-

surement of the exchange coupling at the probed position in the voltage gate space.

Experiment

In Figure 4.8(a) we have experimentally implemented the protocol described in the previous sec-

tion and we plot the singlet spin state probability as a function of the exchange pulse position in

the voltage gate space (V exch
B2 ,V exch

B3 ). As expected by Equation 4.6, we observe a so-called chevron

pattern where the evolution of the singlet spin state probability is governed by Equation 4.6. How-

ever, the oscillations of PS is not observed in all the regions of the voltage gate space, especially

in large values of potential detuning regions. Indeed, as explained in chapter 1 the main source

of decoherence in gate-defined spin qubits is the charge noise that modulates the double quantum

dot parameters ε , tc and therefore the exchange interaction. This phenomenon induces decoher-

ence in the system with a characteristic time T∗
2. From previous works we know that J has an

exponential dependence with respect to ε , we therefore expect the detuning noise sensitivity ∂J
∂ε

to vary exponentially [Petta2005a,Bertrand2015b,Thalineau2014]. The regions where no oscilla-

tions are observed are interpreted as regions of the voltage gate space where |ε| is high and where

the system is more sensitive to charge noise and T Rabi
2 ≪ τexch [Dial2013].

One way to increase the coherence time is to operate the system at ε ≃ 0 where it becomes in-

sensitive to potential detuning noise (so-called sweet spot) and control the exchange pulse via

the interdot tunnel coupling. At this sweet spot, the noise sensitivity ∂J
∂ε

with respect to the

detuning is suppressed and the qubit is only sensitive to the noise in interdot tunnel coupling
∂J
∂ tc

[Bertrand2015b]. Experimentally this is observed along the white dotted line in Figure 4.8(a),

where we follow the maximum contrast between the oscillations in the chevron pattern. A line

cut along this axis is plotted in Figure 4.8(b) and we observe up to 11 oscillations in 5 ns for the

highest value of V exch
B2 probed. From the oscillation frequency, we can directly infer a function

of the exchange coupling along the sweet spot axis J(Vε=0) where Vε=0 is the zero detuning axis

defined in Figure 4.8(a). We plot J(Vε=0) in blue in Figure 4.8(c), for simplicity in the graph read-

ing Vε=0 is projected on the associated voltage of V exch
B2 . Using Equation 1.23, we can determine

through this measurement the dependence of the interdot tunnel coupling along the ε = 0 axis of

the system that we plot in orange in Figure 4.8(c). We observe the ability to tune tc from 10 GHz

to 50 GHz in a few tens of mV of variation of VB2 demonstrating again the high level of control

obtained in this sample over this crucial parameter. Here again, we have to rely on an estimation

of the charging energy EC and the exchange energy in a single dot J0 to obtain the numerical value

of the interdot tunnel coupling. Finally, it is worth noting that similarly to the detuning evolution,

J is correctly described by an exponential increase J(Vε=0) = Jmin + e(Vε=0−V0)/v.

To understand the reduction shape of the oscillation amplitude we follow [Dial2013] and de-

fine the oscillations quality factor Q = JT ∗
2 /2πh. The quality factor defines approximately the

number of visible rotations around the Bloch sphere equator before decoherence makes the signal

disappear. By assuming a quasistatic noise (ie. low frequency noise compared to T ∗
2 ) we expect
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Figure 4.8: Exchange oscillations and parameter extraction. a, Chevron pattern induced by
exchange oscillations. The pulse sequence presented in Figure 4.7 is performed and we plot the
singlet probability as a function of the exchange pulse coordinates (V exch

B2 ,V exch
B3 ) for τexch = 5ns.

We observe clear Rabi oscillations of the singlet population proving the validity of the pulse se-
quence performed. b, Exchange oscillations performed along the sweet spot (ε = 0). Following
the maximum visibility of the oscillations, we can determine the sweet spot axis Vε=0 in the volt-
age gate space. c, Exchange coupling and tunnel coupling extracted along the sweet spot axis in b.
For each maximum and minimums, we can define J = m/(2τexch) where m = 0,1,2, ... The data
points are fitted to an exponential increase. tc is computed using Equation 1.23.
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Chapter 4. Complete two-electron spin state readout in a double quantum dot

in time, a Gaussian decay of the signal e−(τexch/T ∗
2 )

2
with T ∗

2 ∝

(
∂J

∂Vε=0

)−1
. From the previous para-

graph we know that J follows an exponential dependence with respect to Vε=0, therefore we expect

Q ∝ J
(

∂J
∂Vε=0

)−1
to be more or less constant with respect to the exchange pulse amplitude. In the

end, the oscillations in Figure 4.8(b) are fitted to:

PS(Vε=0) = A+Bcos
(

J(Vε=0)τexch

h̄

)
× exp

(
−
(

J(Vε=0)τexch

h̄Q

)2
)
, (4.7)

where Q = 8.2 is the oscillations quality factor, A = 0.29 and B = 0.54 are fitting parameters.

The obtained value for Q are higher than the one obtained for SWAP operation performed using

the detuning parameter (Q ∼ 2) demonstrating the superiority of symmetric operations in terms

of coherence [Dial2013, Bertrand2015a, Martins2016]. In this experiment, we are probing high

values of exchange coupling compared to the literature where the study is often limited to J/h ∼
200MHz. This results in exchange oscillations quality factor that is only limited by the electric

noise whereas other works can be limited by the random Overhauser magnetic field gradient tilting

the rotation axis in the Bloch sphere [Martins2016].

In the end, the chevron pattern performed allows us to identify important operating regions of

the DQD system such as the symmetric operation line (ε = 0) in the voltage gate space. Moreover,

we confirmed through this experiment our ability to control the interdot tunnel coupling at the

ns timescale in the GHz regime completing the previously obtained result in chapter 3 where we

demonstrate the same result in the sub-Hz regime.

4.3 Tools for complete spin state readout

We have seen previously that the FPSB protocol allowed us to enhance the readout fidelity

while conserving the electrons in the system at the end of the measurement. This feature of the

measurement protocol allows us to perform repeated measurements of the electrons to enhance the

quantity of information extracted from the system. Combining spin manipulations and repeated

FPSB readouts plays a central role in the complete readout procedure giving the capability to

discriminate the four possible spin states (S, T0, T+, and T−). These particular spin manipulations

are detailed in this section and consist in first a selective transformation of a T+ spin state into S

via an adiabatic ramp. Then we will demonstrate an on-demand parity readout protocol based on

the fast and selective relaxation of the T0 state to S.

4.3.1 S-T+ adiabatic transformation

In subsection 4.2.4, we have localized in the voltage gate space the position of the S-T+ avoided

crossing by the observation of the S state evolution. We experimentally observed that when the
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4.3. Tools for complete spin state readout

system was pulsed in a non-adiabatic manner exactly on the avoided crossing it was possible

to form a statistical mixture of S-T+ states. However, to implement the complete readout it is

necessary to engineer a procedure allowing us to transform rapidly with the highest possible fi-

delity a S into a T+ state and vice versa. While being rapid the S-T+ mixture does not fulfill

the requirements of reversibility and fidelity. We develop here a different method relying on the

adiabatic transformation of the spin states via a ramp performed across the avoided crossing [Fog-

arty2018, Petta2010, Stehlik2012].
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Figure 4.9: Landau-Zener S-T+ transformation. a, Illustration of the energy diagram around
the S-T+ avoided crossing. The coupling between the two states via the transverse hyperfine
magnetic field gives rise to an energy splitting ∆S−T+. Using this anti-crossing it is possible to
convert a fraction of an initial state into the other one via an adiabatic ramp performed across the
splitting. b, Singlet return probability after a ramp across the S-T+ anti-crossing. The electrons
are initialized as a singlet state at point A on the spin map in Figure 4.6(c). Then the system is
ramped at different speeds V to position C by varying the voltage applied on gate B2. We observe
the ability to transform up to 80 % of the initial singlet population into T+ via a slow ramp through
the avoided crossing. The data are fitted to an exponential decay as expected by the Landau-Zener
formula, yielding the best fit for ∆S-T+ = 300neV.

In Figure 4.9(a), we consider the crossing between the S and T+ states coupled by ∆S-T+. The

origin of the coupling between the two states arises from two sources in the GaAs/AlGaAs spin

qubit platform. First, the hyperfine magnetic field gradient whose effect is extensively discussed

in section 1.3.2. Second, the total spin of the two electron spin system can be influenced by

its orbital motion due to the spin-orbit interaction [Stepanenko2012]. The spin-orbit interaction

can be described as an external magnetic field perpendicular to the electron motion in the double

quantum dot and only experienced when electrons are displaced in the system [Nichol2015].

We show in Figure 4.9(a) the experimental procedure to follow in order to perform a hyperfine

driven transformation of S to T+. The two electrons are initialized in the S spin state at large value

of tunnel coupling in the (1,1) charge configuration. It is then ramped to lower values at a given
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Chapter 4. Complete two-electron spin state readout in a double quantum dot

rate to cross the S-T+ avoided crossing. If the tunnel coupling is rapidly swept compared to ∆S-T+,

the transformation is non-adiabatic and the spin state remains the state here a S. On the other hand,

if the sweep rate is low the state will remain in the ground state during the whole process and the

initial S state will be transformed into T+. In the end, the probability to remain in a S state at the

end of the sweep PS is calculated using the Landau-Zener criteria [Landau1965, Zener1932] :

PS = exp
(
−2π∆2

S-T+
h̄Γ

)
where Γ =

dE
dt

. (4.8)

In order to estimate our ability to perform on-demand adiabatic or non-adiabatic S-T+ state

transformation, we initialize the system in the S state at position A in Figure 4.6(c). The voltage

applied to gate B2 is then ramped at a speed vRAMP to reach position C, during this ramp the system

passes the previously identified S-T+ crossing. Finally, a FPSB is performed and the outcome

singlet probability PS is plotted as a function of the inverse of the sweep speed. As expected,

we observe for high speeds conservation of the initial S state in this regime the state transfer is

completely non-adiabatic in regard to the S-T+ transition. However, when the sweeping speed is

decreased the state transfer is adiabatic and up to 80 % of the initial singlet population is transferred

to the T+ state. We fitted an exponential decay to the experimental data and extracted a typical rate

of vRAMP = 0.1Vµs−1. Using the dependence of the exchange energy J as a function of the voltage

gate VB2 obtained in Figure 4.8(c) (∼ 10−3 eVV−1), we convert the voltage rate to an energy rate

and obtain vRAMP = 10−4 eVµs−1. Now using Equation 4.8, we can extract the coupling between

the S and T+ spin states and obtain ∆S-T+ ≃ 100neV. As seen in section 1.3.2, the coupling between

S and T+ is given in the (1,1) charge configuration by ∆S-T+ = h̄γe

√
(∆BN

x )
2+(∆BN

y )
2

√
2

. In section 4.2.2,

we extracted the standard deviation of ∆BN
z and obtained 4.6 mT, by assuming that the Overhauser

magnetic field along the x and y axis follows similar dynamics we can expect the coupling to be

around ∆S-T+ = 100neV, in agreement with the experimentally obtained value.

According to the Landau-Zener formula Equation 4.8, for infinitely slow ramping speeds the

population transfer from S to T+ should be perfect. However, we observe experimentally a satu-

ration of the transfer probability at around 80 %. This saturation can be explained by a residual

sweeping speed defined as Γres =
−2π∆2

S-T+
h̄ ln(1−0.8) ≃ 0.5µeVns−1. Thus, we estimate the equivalent

residual sweeping voltage speed to be 500 µVns−1. One non-negligible part of this residual speed

is explained by the limited digitalization of the AWG used to perform the voltage ramp across

the avoided crossing. Indeed, the AWG has an output resolution of 600 µV which corresponds

on the sample, taking into account the RF line attenuation, to a digitalization of around 60 µV.

The typical bandwidth of the AWG is 1 GHz the minimal sweeping rate of the gate voltage is

therefore 60 µVns−1 close to the residual value obtained experimentally. In the future to have a

better transformation fidelity, it will be therefore desirable to use electronics with higher digital-

ization or perform dynamic filtering when a ramp is performed. The rest of the transformation

infidelity could be explained by magnetic and charge noise also limiting the adiabaticity of the

pulse [Qi2017, Nichol2015].
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To conclude we have implemented a few µs long pulse sequence composed of a ramp allowing

us to transform up to 80 % of S into T+. It is worth noting that this procedure is completely

reversible meaning that we expect the same transformation rate of a pure T+ state into S. This is

going to be verified by the complete readout procedure in section 4.4.

4.3.2 Parity readout

Classically, a PSB measurement allows to discriminate the S state from T0, T+, and T−. However,

it has been demonstrated that the relaxation of the T0 state to S is strongly enhanced by spin-

orbit coupling or spin state mixing by setting the system at a particular position in the parameter

space close to the PSB [Barthel2012,Seedhouse2021,Yang2020,Niegemann2022]. A spin readout

performed in such conditions will give the same signal for a S and T0 and is referred to as a parity

readout. This type of readout is a requirement needed to perform the complete readout procedure,

and we will demonstrate here how we were able to implement it in an isolated DQD.

The lift of T0 blockade on a timescale shorter than the one usually observed at the PSB posi-

tion relies on spin state mixing induced by either spin-orbit coupling or hyperfine magnetic field

depending on the spin qubit platform used. We describe here the precise process happening for

the GaAs/AlGaAs one. The PSB position is usually located near the (1,1)/(0,2) charge transition,

as we can see in the energy diagram in Figure 4.11(c). In this region the |T0(1,1)⟩ spin state is

isolated from the other states energy-wise. As said earlier, the characteristic relaxation time of

a such state in these conditions is around 10 µs [Barthel2012, Barthel2009]. However, this relax-

ation process is strongly enhanced by slightly increasing the potential detuning to reach position

R1 where the |T0(1,1)⟩ and |S(1,1)⟩ states are nearly degenerated. At this position, indicated by

the circular arrows in Figure 4.10(c), spin mixing between the two states occurs in a few ns via the

z component of the Overhauser magnetic field gradient (see section 4.2.2). The initial T0 state is

therefore transformed in |S(1,1)⟩ which rapidly relaxes to |S(0,2)⟩ via phonon emission at a rate

ΓS [Barthel2012, Meunier2007, Fujisawa1998].

The calibration of such a hotspot in the voltage gate space is a necessary step to implement the

parity readout. To do so, we performed the procedure described in Figure 4.10(a), where we fully

characterized in the ε and tc parameter space the relaxation of the S and T0 state.

The procedure starts by initializing the spin state in the |S(1,1)⟩ state at a large value of tc.

From there the interdot tunnel coupling is pulsed during 500 ns at position D in Figure 4.10(a) to

initialize a |S(1,1)⟩-|T0(1,1)⟩ mixed state. The system is then pulsed to the coordinates (V PR
B2 ,V PR

B3 )

during 5 µs. Finally, a FPSB procedure is performed as described in section 4.2, and we plot the S

state probability PS in Figure 4.10(b) as a function of the pulse coordinates. We observe lobes of

high and low values of PS alternating as the potential detuning of the DQD increases.

To explain this behavior, we plot in Figure 4.10(c) the energy diagram of the relevant states

as a function of ε . As mentioned earlier, the system is initialized at the position D in the energy

diagram (S-T0 mixed state), from there it is set at a certain value of detuning at the ns timescale. At

this value of tc, we expect the pulse to be non-adiabatic regarding the (1,1)/(0,2) charge transition,
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Figure 4.10: Calibration of the relaxation hotspot in the voltage gate space. a, Pulse sequence
used to calibrate the parity readout position. The system is initialized in a singlet state and pulsed
in the (1,1) charge region at position D in order to prepare an equipartition of S and T0 population.
The system is then pulsed to the pentagon during 5 µs at coordinates (V PR

B2 ,V PR
B3 ), finally a FPSB

procedure is applied to determine the proportion of S at the end of the relaxation pulse. b, Singlet
probability at the end of the pulse sequence presented in (a) as a function of the pulse coordinates
(V PR

B2 ,V PR
B3 ). We observe lobes of high singlet probability indicating that the initialized T0 state has

relaxed to the S state during the 5 µs pulse. The position R3 where the highest singlet probability
is recorded, is selected as the parity readout position. c, Energy diagram of the relevant spin states
and identification of the region where |T0(1,1)⟩ and |S(1,1)⟩ mixing can occur.

110



4.3. Tools for complete spin state readout

therefore the |S(1,1)⟩ and |T0(1,1)⟩ states are conserved. From there, different outcomes are

possible depending on the detuning amplitude of the pulse, close to position R1 the spin states are

nearly degenerated and mixing occurs. As soon as the |T0(1,1)⟩ state is transformed into |S(1,1)⟩
it relaxes to the ground state |S(0,2)⟩ via phonon emission, this behavior corresponds to the bottom

lobe of high PS in Figure 4.10(b).

Between positions R1 and R2, the |S(1,1)⟩ and |T0(1,1)⟩ split in energy due to the charge

state avoided crossing of the T0 state and the initial mixed state is conserved. When the system is

brought close to position R2 mixing between the state is again possible. However, at this position,

relaxation is possible to the two states |S(0,2)⟩ and |T0(0,2)⟩ (relaxation to T+ and T− states is

disregarded due to the spin-flip process, typically ≃ ms [Shen2007]). Nevertheless, in previous

experiments the singlet relaxation rate |S(1,1)⟩ to |S(0,2)⟩ was found to follow an ε−2 depen-

dence [Barthel2012, Fujisawa1998] and should therefore be negligible compared to the |T0(1,1)⟩
to |T0(0,2)⟩ relaxation at this position. The low PS lobe around position R2 arises from the follow-

ing dynamic: the |S(1,1)⟩ state is transformed into |T0(1,1)⟩ via spin mixing which preferentially

relaxes to |T0(0,2)⟩.
The succession of high and low probability lobes is finally repeated for higher detuning involv-

ing higher excited charge states of the DQD system. For instance, at position R3, mixing between

|S(1,1)⟩ and |T0(1,1)⟩ is again possible and relaxation to |S1(0,2)⟩ state (S state involving an elec-

tron on the first excited level of the quantum dot) is the dominant one yielding at the end of the

procedure a high PS value. The position retained at the end of the calibration is the one yielding

the highest singlet return probability in a 5 µs pulse, here point R3 in Figure 4.10(b).

The experiment presented in Figure 4.10 does not certify that the relaxation hotspot is T0 state

selective. We ensure it by performing the pulse sequence sketched on top of the stability diagram

in Figure 4.11(a). The electrons are initialized in either a S-T0 or S-T+ mixed state via a 500 ns

pulse at position D or B respectively. The system is then pulsed during a variable time TPR at the

parity readout position indicated by the white pentagon. Finally, a FPSB procedure is applied to

the system. In Figure 4.11(b), we plotted the S probability as a function of the time spent at the

parity readout position for the S-T0 and S-T+ mixed state initializations. In the case of the spin

states with ms = 0, we observe a rapid relaxation of the T portion of the signal to S state with

a characteristic time of 1/ΓS = 300ns. This fast relaxation is the signature of the T0 relaxation

hotspot that can be used to perform a parity readout measurement scheme. In the case of the S-T+
state, we observe the conservation of the T proportion of the signal during the whole duration

spent at the parity readout position. As expected the T+ relaxation is not enhanced at this position

and no relaxation is observed demonstrating the selectivity of the relaxation hotspot.

Now that we have characterized the T0 relaxation hotspot we integrate it in a more complex

pulse sequence in order to perform a parity readout. The electrons are initialized in a S state at a

large value of interdot tunnel coupling, from there the system is pulsed along the red dashed line

in Figure 4.11(a) during 500 ns. At the end of the spin state evolution, the system is pulsed to the

parity readout position for 5 µs and finally, a FPSB readout is performed. In Figure 4.11(c), we plot
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Chapter 4. Complete two-electron spin state readout in a double quantum dot

Figure 4.11: Parity readout via a selective relaxation hotspot of T0. a, Pulse sequence per-
formed to ensure selectivity of the T0 relaxation hotspot. The electrons are initialized either in a
mixed state of S-T0 at position D or a mixture of S-T+ at position B. The system is then pulsed to
the relaxation hotspot (white pentagon) during 5 µs to perform a rapid T0 relaxation to the S state.
b, Selective relaxation and the parity readout hotspot. We perform the pulse sequence described
in a for the two possible initializations and vary the time TPR spent at the hotspot position (white
pentagon). c, Application of the parity readout in a spin map experiment. We vary the initializa-
tion position along the red dotted line in b and activate or not the parity readout by pulsing or not
to the hotspot position.
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the S probability as a function of the pulse position along the dashed line (VB2). When the system

is not pulsed to the parity readout position (TPR = 0µs), we retrieve the behavior observed in the

spin map experiment presented in Figure 4.6. Indeed, in this case we are performing a classic

FPSB measurement giving us the proportion of S at the end of the 500 ns evolution. However,

when the system is pulsed to the parity readout position during a time long enough to allow T0

relaxation to S, we observe a single drop in PS corresponding to the previously identified S-T+
avoided crossing. In this readout configuration, the S-T0 mixing region observed for low values of

interdot tunnel coupling is no longer present.

In the end, we engineered and implemented a pulse sequence allowing us to perform an on-

demand parity readout in a few µs only. Since this novel readout is based on the previously

developed FPSB, it inherits most of its key features such as the repeatability and the possibility

to implement it easily in more complex pulse sequences. These two conditions are mandatory to

implement it in the complete readout procedure that we will present in section 4.4.

4.4 Complete two-electron spin state readout protocol

In addition to a higher readout fidelity, the ability to preserve the initial spin state at the mea-

surement position allowed us to engineer a readout protocol maximizing the quantity of infor-

mation extracted from the system. Indeed, a parity or PSB measurement yields only one bit of

information despite having a system containing two. In this section, we develop a protocol enti-

tled complete readout which allows us to discriminate between the four spin states S, T0, T+, and

T−. The measurement is based on the repeatability of the FPSB allowing us to perform a sequence

of three distinct manipulations and measurements to determine the two-electron spin state.

4.4.1 Presentation of the protocol

In Figure 4.12 we explain the complete readout procedure by detailing each step performed in

between the FPSB measurements. The first step of the complete readout consists of a simple FPSB

measurement performed as described in section 4.2. If the output is (0,2) the shot is attributed to

a S state no matter what the output of the following measurements are, if the output is (1,1) the

state is one of the three triplet states and we have to consider the two following measurements.

In the second step, we perform a parity readout to discriminate T0 from T+ and T−. Again the

charge configuration is read and a (0,2) is associated to T0 while (1,1) is either a T+ or a T− state

and the last measurement needs to be taken into account. To discriminate the last two spin states

an adiabatic passage is performed through the S-T+ avoided crossing. After this passage, the spin

state is read using a frozen PSB measurement and a (0,2) output is attributed to T+ since the

transformation is selective. Finally, the (1,1) output is attributed to T−. In the following section,

we will use this set of rules to classify the 8 possible outcomes of the complete readout procedure.
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Figure 4.12: Complete readout and description of the three-step procedure. a, Role of the
three steps in the complete readout The procedure relies on three FPSB measurements interleaved
with specific spin manipulation in order to discriminate the four spin states S, T0, T+, and T−. The
first step consists in performing a FPSB measurement to discriminate a S state from the three T
states. Then a parity readout is performed using the T0 hotspot allowing us to discriminate the T0
state from T+ and T−. Finally, a selective transformation of T+ into S followed by a FPSB mea-
surement separates the T+ and T− populations. b, State attribution depending on the measurement
outcome at the end of each step of the complete readout procedure.
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4.4.2 Characterization on various initial spin states
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Figure 4.13: Experimental realization of the complete readout protocol. a, Typical measured
current across the SET during the three different steps of the readout for the four possible spin
states. Blue shaded areas corresponds to a pulse to the PSB position, the green shaded one is when
the system is at charge readout position. The PSB, parity and S-T+ shaded area are artificially
extended in the chronogram and the SET traces are slightly offset for clarity. The white area
corresponds to the time needed for the system to stabilize for readout after a manipulation. b, c,
d, Output of the complete readout procedure for singlet state, S-T0 mixed state and T+ initialization.
The inset corresponds to the expected result for an errorless complete readout procedure.

In Figure 4.13(b),(c),(d), the complete readout procedure is implemented for three different

initializations to test its validity. The first one consists in waiting for the relaxation to the S ground

state during 5 ms in the (0,2) charge region. We obtain 99.7 ± 0.1 % of S state population in

agreement with the PSB readout fidelity obtained previously. To test the ability of the complete

readout to discriminate the T0 state efficiently, we initialize a S-T0 mixed state and again apply the

readout procedure to it. The result is shown in Figure 4.13(b), we observed an excess of S and T0

close to the expected values. For T0, we obtained 45 % probability instead of 50 % this discrepancy

is attributed to the limited fidelity of the parity readout (see the following paragraph). Finally,

we initialized a 79.9± 0.4 % population of T+ via an adiabatic ramp through the anticrossing as

presented in the previous section. The result of the readout procedure is plotted in Figure 4.13(c)

and we indeed observed an excess of T+ state indicating again the validity of the readout for this

state. In this situation, the readout is mainly limited by the transformation rate of a S into a T+ and

vice versa. Due to this limited transformation rate, 19 % of the T+ population is mislabelled as T−
resulting in 0.13 probability to observe this state.
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Initialization

Readout output S Mixed S-T0 Ramp S-T+

S

(2,0)/(2,0)/(2,0) 0.24 0.09 0.03

(2,0)/(2,0)/(1,1) 0.76 0.4 0.14

(2,0)/(1,1)/(2,0) < 0.01 < 0.01 0.02

(2,0)/(1,1)/(1,1) < 0.01 < 0.01 < 0.01

T0
(1,1)/(2,0)/(2,0) < 0.01 0.08 0.02

(1,1)/(2,0)/(1,1) < 0.01 0.37 0.05

T+ (1,1)/(1,1)/(2,0) < 0.01 0.04 0.6

T− (1,1)/(1,1)/(1,1) < 0.01 0.027 0.13

Table 4.1: Outcome probability of all the measurements possible for the three initializations
tested. For each initialization, the measurement procedure is repeated 10000 times. All the charge
readout outputs are associated with one of the four spin states. The highlighted outputs are the ones
to be maximized if the complete readout procedure was errorless.

The repetitive measurements performed on the three different initialized populations allow us

to evaluate the fidelity of each stage of the complete readout procedure. Indeed, by taking into

account only the first charge measurement in Table 4.1 for the S and mixed S-T0 initializations, we

can conduct the same calculations to obtain the S-T discrimination fidelity in the complete readout

procedure Fcomp
PSB = 98.7±1.1%.

To assess the fidelity of the parity readout, we define the errors Sp
error, T p

0,error the probability to

measure an even state when the system is initialized in S and T0 respectively. Similarly, T p
+,error and

T p
−,error are the probabilities to measure an odd state when the system is in the T+ and T− states.

To compute each contribution in the infidelity of the parity readout we have the ability to initialize

a S state, a mixed S-T0 state and a statistical mixture composed of r of T+ and 1− r of S where

r is the transformation rate of the adiabatic ramp presented in the main text. We finally relate the

measurement errors to the outcome through the following equations:

PS
odd = 1−Sp

error , (4.9)

Pmixed
odd = 1−

Sp
error +T p

0,error

2
, (4.10)

Pramp
odd = (1− r)(1−Sp

error)+ rT p
+,error (4.11)

where PS
odd , Pmixed

odd and Pramp
odd is the odd spin state probability when the system is initialized in

respectively S, S-T0 and S-T+. We define Sp
error, T p

0,error, T p
+,error and T p

−,error as the readout infidelity

for a S, T0, T+, and T− state. The three populations of odd states are obtained by summing the

probabilities to obtain a (0,2) charge state measurement during the parity stage in the complete

readout protocol. This procedure allows us to evaluate the fidelity of the parity readout embedded

in the complete procedure. The S-T+ transformation rate r = 79.9±0.4% is obtained by summing
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the probability to obtain a (1,1) readout at the first measurement in the complete readout procedure

when the system is initialized via the adiabatic ramp. In this case, we are assuming that the

adiabatic ramp does not create any spin state different from S and T+ and therefore any (1,1)

measurement at the S-T readout stage is necessarily a T+.

Solving the system of equations by using the data presented in Table 4.1 we obtain Sp
error =

0.4±0.1%, T p
0,error = 13.2±1.9% and T p

+,error = 6.5±0.6%. Unfortunately, here we have no way

to evaluate T p
−,error since we cannot initialize it. We define the overall parity readout fidelity embed-

ded in the complete readout as Fcomp
parity = 1− (Sp

error +T p
0,error +T p

+,error +T p
−,error)/4 = 93.3±1.1%.

The infidelity difference between the S and T0 state is attributed to an uncontrolled relaxation of

the |T0(1,1)⟩ state to |T0(0,2)⟩ before the mixing process transforms it to |S(1,1)⟩ at the parity

readout position (see Figure 4.10). For T p
+,error, such a high value could be explained by initializa-

tion errors that we cannot distinguish from the measurement ones in our experiment. Indeed, an

undesired creation of T0 state during the initialization of S-T+ via the adiabatic ramp would reduce

the overall fidelity of the T+ state during the parity readout since it cannot be distinguished from a

T0 during the first stage of the complete readout procedure.

Similarly, we compute the T+ readout fidelity using the following equations:

PS
T+ = ST

error , (4.12)

Pramp
T+ = r(1−T T

+,error)+(1− r)ST
error (4.13)

where PS
T+ and Pramp

T+ are the probabilities to measure a T+ state in the complete readout procedure

when the system is initialized in a S and S-T+ respectively. We define ST
error, T T

+,error the T+ readout

infidelity when the system is initialized in a S and T+ state respectively. Solving the system we

obtain ST
error = 1±1×10−3 % and T T

+,error = 25±1% mainly limited by the transformation rate of

the S tot the T+ state. In this set of experiments, we do not have access to the infidelity when the

system is initialized in the T0 and T− state. We finally define the fidelity of the T+ measurement as

Fcomp
T = 1− (ST

error +T T
+,error)/2 = 87±1%.

4.4.3 Complete readout procedure for two-electron spin manipulations

We finally performed two-electron spin manipulations to ensure the possibility of the complete

readout procedure to be inserted in more complex pulse sequences. In Figure 4.14(a), we per-

formed a simple pulse on the inter-dot tunnel coupling and observed through the scope of the

complete readout procedure the evolution of a S state. For VB2 > −0.61V, tc is large enough for

the S to remain the ground state, it is therefore conserved during the pulse duration and we observe

a high probability of S. Lowering slightly more the tunnel coupling we observe a sharp drop in the

S probability associated to an increase in the T+ one, as explained previously at this position the

two spin states are degenerated and mixing occurs. For even lower values of tc, the S and T0 prob-

abilities both reach 50 %, this ensures the observation made at the beginning of the section about

the S-T0 mixing region. In this regime we observe an excess of the T+ population (2.8± 0.6 %)
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Figure 4.14: Spin state operations observed via the complete readout procedure. a, Pulse
sequence performed to obtain (b). The system is initialized in a singlet state at a large value of tc
(VB2 = −0.6V) in the (1,1) charge state region (VB3 = −1.06V), the inter-dot gate B2 is pulsed
during 500 ns at a variable amplitude VB2. A complete readout procedure is then performed, the
output is classified using the methodology described in Figure 4.12. b, Singlet transformation
with respect to the inter-dot tunnel coupling. c, Pulse sequence used to perform S-T0 exchange
oscillations. The initial S state is conserved from point A to C via a non-adiabatic pulse across the
S-T+ avoided crossing. It is then transformed adiabatically to |↑↓⟩ or |↓↑⟩ (depending on the sign
of ∆Bz) via a ramp from C to D. From there, the exchange coupling J is increased via an inter-dot
tunnel coupling pulse V exch

B2 during a fixed time τexch = 1.6ns. During this time the system evolves
at a frequency J between |↑↓⟩ and |↓↑⟩, and finally the mirrored sequence is applied to stop the
oscillations and map the two states to S and T0. d, Spin state probability at the end of the exchange
pulse sequence. As expected the S and T0 probabilities are oscillating out of phase. We observe
a negligible leakage to the T+ and T− states proving the efficiency of the procedure to perform a
SWAP operation.
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associated to the passage through the S-T+ avoided crossing being slightly adiabatic.

In Figure 4.14(d), we performed exchange controlled SWAP gate at the symmetric opera-

tion point to have a strong enhancement of the coherence time [Bertrand2015b, Martins2016,

Reed2016]. Observing such operation through the scope of the complete readout procedure is

of major interest to study state leakage. Indeed, this whole procedure is error-prone due to the

high level of control needed over the shape of the pulses. As we can see in Figure 4.14(c), the

S-T+ crossing and the exchange pulse needs to be performed non-adiabatically while the basis

transformation from S-T0 to |↑↓⟩ and |↓↑⟩ must be adiabatic which is experimentally challeng-

ing. As expected the S and T0 probabilities are oscillating out of phase while the T+ and T− ones

are remaining low thanks to an efficient non-adiabatic pulse. The T0 probability oscillations are

centered around 45 % while the S is centered around 50 %. This offset is due to the limited par-

ity readout fidelity and has already been observed in the mixing experiment in Figure 4.13(c).

However, the oscillation amplitude, even for low exchange coupling, does not exceed 60 %, the

complete readout procedure indicates us that the main limitation comes from the adiabatic trans-

formation performed from the S/T0 basis to |↑↓⟩/|↓↑⟩ and vice versa. A non-adiabatic pulse of the

initial S state in the low tunnel coupling regime would result in state mixing process as described

in the beginning of this work, which reduces the overall amplitude of the oscillation amplitude.

This level of understanding of the error source is unlocked by the capability to discern the four

spin states. Indeed, in the same situation a simple PSB readout would have been insufficient to

distinguish an unwanted mixing of the S state from an unwanted transformation of S to T+ when

the avoided crossing is past during the initialization.

4.5 Conclusion

In this section, we demonstrated a high fidelity spin readout procedure based on PSB by sep-

arating in the voltage gate space the spin-to-charge conversion position from the charge readout.

To do so, we performed the charge conversion via nanosecond AWG pulses orders of magnitude

faster than the typical relaxation time observed in the GaAs/AlGaAs qubit platform. The result-

ing charge configuration was readout at a fixed and optimized position where the tunnel coupling

was sub-Hz to prevent any charge variation of the DQD during the electrometer signal acquisition

and therefore errors during the readout due to triplet state relaxation. This novel readout protocol

allowed a clear improvement of the readout fidelity and opened the door to more complex readout

procedures thanks to its repeatability. Indeed, we were able to interleave a parity readout based

on a selective relaxation hotspot of T0 to S and an adiabatic transformation of T+ to S in between

three sequential FPSB readouts to perform complete state discrimination of the two-electron spin

states (S, T0, T+, and T−). We confronted the complete readout procedure to various spin initial-

izations to assess its validity and finally implemented it after inducing spin dynamics thanks to the
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exchange energy control via the interdot tunnel coupling.

In this version of the readout protocol, the measurement speed is highly limited by the charge

readout step performed using DC measurements of the SET current. All the spin manipulations

presented including the relaxation process requires at maximum a pulse length of 5 µs. This limi-

tation could be easily lifted by implementing an RF-SET type of readout allowing to discriminate

charge states of a DQD in a few hundred of ns [Connors2020]. Moreover, to improve the overall

fidelity of the complete readout each individual spin manipulation needs to be carefully calibrated

and optimized. Following this, the limited S-T+ transformation rate is also one of the biggest

sources of errors in the readout procedure. However, the engineering of large and controlled

spin-orbit interaction via electric or magnetic control has been demonstrated in various spin qubit

platforms and could be a solution to increase the transformation rate fidelity [Nichol2015].
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Conclusions and perspectives

The goal of thesis was to develop a series of protocols on charge control and spin state readout al-

lowing for fast and efficient readout of spin qubits while limiting the hardware overhead. Towards

this objective, we first focused on the charge readout of the array by implementing experimen-

tally an RF-SET based readout in the GaAs/AlGaAs platform. We tried to tackle through this

device the experimental difficulties to obtain experimentally a 50 Ω-matching condition between

the RF-circuitry and the electrometer. The particularity of this work was the use of homemade

on-chip elements to build the resonant circuit. These developments allowed us to reduce the un-

certainty about the actual values of the inductance and capacitance composing the tank circuit at

cryogenic temperatures. We used a superconducting inductance made of niobium and a varactor

directly embedded in the quantum device allowing for in-situ tuning of the resonant frequency and

matching conditions. The resonant circuit was fully characterized using classical RF measure-

ments determining the resonant frequency, capacitance, and matching conditions. We determined

through these measurements that using the varactor it was possible to tune the resonant frequency

and the capacitance of the tank circuit over 7 MHz and 5 fF respectively. Through this approach,

we managed to optimize the matching conditions while operating the SET in its most sensitive

configuration and achieved a single-shot charge readout fidelity of 99.51±0.09 % in only 8 µs. In

the near future, the goal is to simplify the use of such readout techniques by performing numerical

generation and demodulation of the RF signal by a single instrument.

Then, we moved to the actual operation of a linear triple quantum dot array where we focused

on initialization and readout of metastable charge states. By operating the quantum dot array

isolated from the electron reservoirs, we increased the tunability of its parameters and achieved

a sub-Hz to GHz control over the interdot tunnel rate. This high level of control over the tunnel

coupling and the chemical potential of each quantum dot of the array allowed us to initialize

arbitrary metastable charge states of up to three electrons in a double quantum dot. The freeze

map protocol developed allowed us to enhance the lifetime of metastable charge states and perform

readout at a fixed and optimized position in the voltage gate space. Finally, we engineered and

experimentally implemented an array segmentation protocol by decoupling a quantum dot filled

with one electron while performing charge displacement and readout in the rest of the array. This

protocol aimed at the reduction of the system complexity by reducing the number of charge states

available for the system.

More than that, this protocol is the first step in the demonstration of possible large scale readout

in 2D quantum dot arrays. As seen through this thesis, the presence of electron reservoir or SETs
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Figure 4.15: Segmentation and shuttling protocol for spin readout in dense spin qubit array
structures. The schematic represent a scalable 5×5 QD array with rows and column addressing of
the interdot tunnel couplings. The quantum dot column located on the right-hand side of the array
is composed of loading/readout quantum dots. They are therefore connected to electron reservoirs
to allow array filling and they are capacitively coupled to SETs to allow remote charge sensing. In
this schematic a dotted and solid line indicate an interdot tunnel coupling in the GHz and sub-Hz
regime respectively. We assume that the array has been previously loaded with one electron in each
dot and that readout must be performed on the array. a, Spin to charge conversion using Pauli spin
blockade projection on the right neighbor electron. b, Array segmentation step. All the interdot
tunnel barriers of the system are set in the sub-Hz regime to prevent any electron displacement due
to relaxation for instance. c, Sequential opening of the array columns to allow electron shuttling
towards the right side of the array where the SETs are located. Once the electrons have reached the
extremity of the array charge readout is performed and the dots are emptied. d, Readout sequence
of the second column.
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coupled to each quantum dot and the individual addressing of the quantum dot parameters such

as the tunnel coupling with its four next neighbors or its chemical potential is not guaranteed in

large scale structures allowing spin based quantum computing. It is therefore necessary to find

protocols allowing to perform high fidelity initializations, manipulations and readout with limited

control over the array. Here we will try to show how our segmentation protocol could be helpful

to perform high fidelity spin readout in a N ×N quantum dot array. As hardware limitations, we

impose the position of the SETs and the reservoirs to be located only on the right-hand side of the

array. We justify this choice by assuming that in such a structure the layout constraints will be

less extreme on the side of the array allowing to implement the actual charge readout. In terms

of quantum dot control, we assume a line and column addressing of the interdot tunnel barriers

and of the chemical potential [Li2018], this gate layout has been experimentally tested with minor

variations and seems to be promising [Chanrion2021, Borsoi2022]. We schematically represented

such a structure in Figure 4.15 and detail the readout procedure:

• The array has been initialized with one electron in each quantum dot, an operation has been

realized and now readout must be performed.

• The horizontal interdot tunnel barriers are set in the sub-Hz regime to prevent any charge

displacement along the y-axis of the array as well as every two vertical barriers. The other

vertical barriers are set in the GHz regime and the electrons are pushed to their neighbor

quantum dot in order to perform a PSB projection (see Figure 4.15(a)).

• Once the projection is done (in a few nanoseconds), the charge configuration of the array

is frozen by setting all the interdot tunnel barriers in the sub-Hz regime at the nanosecond

timescale, see Figure 4.15(b). Doing so, all the charge dynamics due to relaxation for in-

stance are blocked and the charge readout can be delayed from the spin to charge conversion.

• The next step consists in shuttling whole columns of charges towards the right-hand side

where the readout quantum dots are located. To do so we sequentially open the interdot

tunnel barrier and transfer the charges to the right column as shown in Figure 4.15(c). Once

the electrons located in the readout quantum dots, the signal of the SET is acquired during

enough time to allow high fidelity charge discrimination and finally the quantum dots are

emptied to leave place to the next column of electrons.

• As shown in Figure 4.15(d) the shuttling sequence is repeated until the whole array has been

emptied.

In the end, this protocol would allow high fidelity spin readout in a dense structure with limited

hardware.

We focused in the last part of this thesis on the spin state readout of the electrons stored in

the array by developing a technique based on a Pauli spin blockade readout called frozen Pauli

spin blockade. In this particular experiment, we benefited from the control over the detuning

and interdot tunnel coupling to separate in the voltage gate space the spin-to-charge conversion
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(tc/h ∼ GHz) from the charge readout position (tc/h ∼ Hz). Doing so, it allowed us to spend

the desired amount of time at the charge readout position to achieve high fidelity discrimination

between the charge states without worrying about spin state relaxation altering the overall spin

state readout fidelity. We achieved through this original readout protocol, a singlet and triplet

spin state readout fidelity of 98.43 % limited only by the calibration of the PSB position. More

than achieving a high fidelity readout, this new protocol allowed us to perform repeated measure-

ments and manipulation on the two same electrons. Building on this new capability, we wanted

to show how to maximize the number of spins read in one measurement shot while limiting the

quantum hardware overhead by demonstrating a complete two-electron spin state readout allow-

ing to discriminate the four two-electron spin states S, T0, T+, and T−. We achieved this result by

interleaving a parity readout based on a relaxation hotspot of T0 to S spin state and an adiabatic

transformation of T+ to S spin state. We confronted the complete readout procedure to various

initializations to assess its validity and extracted a parity readout fidelity of 93.3 % and a ST+
transformation rate of 79 % and finally identified the DC charge readout and the ST+ adiabatic

transformation as the limiting operation for the duration and fidelity respectively. Thus, we are

now looking forward to implementing RF-based readout in the sample using the techniques de-

veloped in chapter 2. On top of that, we are considering experimental solutions to initialize a

known population of T− spin state in order to confirm the complete readout procedure. One way

to go would be to add a micromagnet providing a magnetic field gradient, displacing an electron

in the gradient produces a synthetic oscillating magnetic field perpendicular to the static applied

one. This technique referred to as electric dipole spin resonance (EDSR) is today widely used to

perform efficient single spin rotations [Yoneda2018] and could be used in our case to initialize a

T− state.

The poor coherence times achieved in the GaAs/AlGaAs (T∗
2 ∼ 10ns) platform due to hyper-

fine interaction is pushing the spin qubit community towards host materials that can be purified

from nuclear spins such as Si or Ge. What we want to emphasize through the many protocols de-

veloped in this work besides the obvious complexity reduction obtained in the readout procedure,

is its versatility and its ability to be implemented in various spin qubit platforms with little adjust-

ments. Indeed, high controllability over the interdot tunnel barrier has been recently achieved in

Si-MOS devices [Eenink2019] and should in theory allow the implementation of the freeze map

and frozen PSB protocols. Moreover, several works have reported the possibility to perform parity

readout in Si-MOS [Seedhouse2021, Niegemann2022] and Si/Ge devices [Philips2022] based on

similar relaxation hotspots of T0 to S. Adding to that the possibility to perform adiabatic transfers

of S to T+ [Fogarty2018], we can conclude that most of the techniques and knowledge developed

in this thesis to perform a complete readout protocol should be easily transferable to most of the

platforms. However, we expect the operation time to transform the triplet spin states to the sin-

glet one via relaxation hotspot and adiabatic transfers to be slower in silicon devices than in the

GaAs/AlGaAs platform.
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